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Résumé :
Durant la dernière décennie, de nombreux
travaux ont été menés dans le domaine du PHM
(Prognostics and Health Management). La majorité
des résultats publiés concerne l’étape principale du
pronostic. Cependant, le but du PHM est de fournir
les bonnes informations aux bonnes personnes
pour mieux gérer le cycle de vie du composant ou
du système. Ainsi l’estimation ou la prédiction du
RUL n’est pas l’objectif ultime du PHM. Mais, il est
important d’utiliser cette information pour améliorer
la qualité de la décision opérationnelle et pour
optimiser la politique de maintenance prédictive.
D’une part, les décisions prises pour un système
modifieront l’évolution de son état de santé et
par conséquence son RUL. D’autre part, une
nouvelle durée de vie résiduelle engendra de
nouvelles décisions à prendre. Ainsi les deux
processus de prise de décision et de pronostic sont
interdépendants. Le but de cette thèse est de
concevoir un framework de PHM qui met l’accent
sur cette interaction pronostic-décision. Dans
cette thèse, des modifications sur le framework
classique de PHM sont proposées pour traiter
certaines de ces lacunes. Les verrous scientifiques
suivants sont adressés: 1) Comment mettre en
valeur les interactions pronostic-décision ? 2)
Avec quelle fréquence il faut exécuter le cycle
PHM ? 3) Sur quelle durée il faut prendre la
décision post-pronostic ? 4) Comment améliorer
l’intégration des informations prédites dans la prise
de décision ? 5) Comment clarifier l’intégration
du framework PHM dans les applications ? 6)
Comment améliorer la robustesse du framework
PHM vis-à-vis des potentiels changements dans les
conditions opératoires du système étudié ? Les
questions qui sont abordées dans cette thèse ont
conduit à développer un framework de décision post-
pronostic. Les principales contributions sont les
suivantes:

• Les verrous scientifiques du domaine de PHM
sont analysés et récapitulés. Les travaux
de décisions post-pronostic sont collectés et
étudiés dans un état de l’art détailé pour
détecter des lacunes dans ce domaine.

• Le schéma classique connu dans la littérature
de mise en oeuvre du PHM est revue. Une
contribution consiste à proposer d’ajouter des
boucles de retours d’information à plusieurs
niveaux: (i) une boucle de construction de
décision, (ii) une boucle d’application de
décision et (iii) une boucle d’information. Ces
boucles assurent l’intégration des prédictions
dans la prise de décision et la prise en
considération des futures décisions par le
module de pronostic. Elles améliorent
la précision des prédictions en éliminant
les incertitudes sur les futures décisions,
améliorent les performances du module de
prise décision en intégrant dynamiquement les
nouvelles données présentes et garantissent
que le framework PHM soit réactif aux
changements de conditions du système.

• Le framework de décision post-pronostique
est instancié sur deux cas d’étude; une
première application sur le problème conjoint
de maintenance et de production pour une
machine à usage multiple, et une deuxième
application qui étudie le problème conjoint
de maintenance et d’affectation des missions
pour une flotte de matériels roulants.

• La pertinence de mise en oeuvre de
stratégies de PHM est étudié pour différentes
configurations de machine et de problème de
décision. La mise en oeuvre de PHM apparait
clairement plus utile dans des contextes de
fortes dynamiques des dégradations et des
décisions.

• L’importance de l’influence de la durée de
l’horizon de décision sur les performances
des algorithmes de prise de décision est
démontrée pour différentes dynamique de
dégradation et de configuration de problème
de décision. Prouvant ainsi que la durée
de l’horizon de décision est un paramètre
important de l’implémentation du cycle PHM
et nécessite une étude plus approfondie.
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The future depends on what we do in the present
- M. Ghandi
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Introduction

In the era of big data, companies have a direct access to huge data resources. The growing
volume of data represents a big opportunity to the maturity of data analysis, machine
learning techniques and artificial intelligence algorithms. Companies are tending to invest
in the data science field to take fully advantage of the available data by drawing useful
insights from data about products, customers behavior, and market research. However,
due to the variety of the data types and their huge volume, integrating data-based analysis
into the decision-making process seems challenging. This results in a more complex
decision-making process due to the huge number of variables and conditions to take into
consideration.

In most companies, big data in its variety is processed to draw valuable insights and to build
predictive models to optimize the decision-making process. Hence, the need to integrate
future information in the decision-making methods is constantly growing. In particular,
the industrial companies are focusing on this point. Due to the growing competitive
environment driven by the market requirements, the industrial sector is experiencing an
economic pressure. This motivates the manufacturers to optimize their process in term
of time, cost and quality which could be done by optimizing production and maintenance
activities. To gain advantage in the market and with the emergence of industry 4.0, the
companies have several sources of big data that they want to fully exploit. These factors
contribute to the emergence of prognostics and health management (PHM).

Any system during its service time is subject to wear and tear. Its state is constantly
deteriorating with the passage of time until it reaches a breaking point where the asset is
no longer capable of achieving its intended function, i.e. it fails. Assets failure, gave place
to define maintenance as the combination of technical, administrative and managerial
actions to retain or restore the asset to a state where it is able to perform its function [52].

Before the 1960s, maintenance was only performed after the system fails. This fail-fix
maintenance is called corrective maintenance. Then systems were getting more complex
and critical. In addition, industries were subject to a strong competitive environment,
environmental and social constraints. To face these new challenges, industries needed
to reduce the maintenance costs and to increase its equipment availability, reliability and
operational safety. Therefore, instead of waiting until the systems fails, maintenance
activities are now performed before failure occurrence based on a predefined maintenance
schedule. This strategy is known as preventive maintenance. Where the intervention
schedule is defined according to reliability metrics such as the Mean Time Between
Failures (MTBF). Later on, the development of condition monitoring technologies resulted
in a maintenance strategy breakthrough. Critical components of the system are now
identified, studied and supervised to monitor their degradation level and their health state.
Maintenance is then performed according to the current condition of the equipment. This
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is the condition-based-maintenance (CBM). Although CBM brought many advantages to
the industries, it still presented some drawbacks. For instance, defining the maintenance
activities based on the current state of the component was not enough to avoid the
occurrence of failures. Thus, CBM could not anticipate the failure. Consequently, there is
a need to forecast the evolution of degradation in the future and to estimate the remaining
useful life (RUL) of the asset. Thus introducing the prognostics techniques. Goebel et al.
in [67], defined prognostics as where one is studying the conditions of a fielded engineering
system and whether it is behaving within nominal operation bound, if not, predicting where
and when the system would no longer fulfills certain functional requirements. Emphasizing
prognostics in the CBM framework was the initiative to the apparition of the Prognostics
and Health Management (PHM) concept. In this thesis, we define PHM as a synthesized
engineering discipline employing a series of tools and techniques to acquire process data
and analyze information about the condition of the studied equipment, to predict its RUL
and to propose the suitable decisions to better manage its health. In addition, in this thesis
PHM is not limited to industrial maintenance. Instead, several natures of decisions are
considered according to the kind of activity.

In general, integrating predictive information in the decision-making context would result in
decisions that are highly dependent on the future information. However, these decisions
in their turn would influence the evolution of the future. Hence, they could and maybe
would result in a different outcome than the predicted one. Therefore, the future states
also depend on the decisions to be made. Thus, the predictive information influences the
decisions to be made, which in their turn would change the future and consequently result
in another predictive information. Hence, the predictive analysis and the decision-making
processes are highly interdependent. In particular, in the PHM context, the evolution of
degradation is highly influenced by the changing operating and environmental conditions.
Making the prognostics information highly dependent on the future loads and conditions of
the system. On the other hand, to fully exploit the PHM value, the predictive information
should be more integrated in the decision-making process.

In the PHM context, the condition monitoring and the prognostics have been extensively
studied in the literature. Although, one can find several works about the decision-making
process based on prognostics information, most of these works do not emphasize the
prognostics information. In other words, in post-prognostics decision-making (PPDM)
most research present some foggy points about the integration and the use of RUL in the
decision process. Nevertheless, commonly the literature work in PPDM do not explicitly
present the feedback of applying decisions on the systems prognostics. Actually, this
feedback is considered implicitly by running the decision function several time. However,
to our knowledge no previous work has studied or mentioned the problem of defining
how often the decision function should be executed. Besides, the integration of future
decisions in prognostics phase and the integration of RUL in the decision phase remains
understated.

In this dissertation, the developments are achieved following a thorough literature review
on the different types of post-prognostic decisions, i.e., maintenance, operational and
mixed decisions. This allows identifying the key challenges related to the interactions
between the decision phase and the prognostics phase. To account for such challenges,
a new adaptation for the PHM framework is proposed by enhancing decision-making.
The new PHM framework is tested on two applications and the overall performances are
derived. The proposed framework also gives a new direction to decision-making in PHM
context and provides new possible research questions for further investigation.
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Overview of Dissertation

The structure of the thesis manuscript is organized as follows.

Chapter 1 gives an overview of PHM framework and the role of each process. Afterwards a
meticulous survey of decision-making research in the PHM context is presented including
a comprehensive comparison between the approaches. Challenges in the PHM domain
are highlighted to define open issues and consequently the problem statement for the
thesis.

Chapter 2 presents the proposed new PHM framework. Therefore, the directive assump-
tions are presented along with definition of the needed concepts. The enhancement of
decisions in the PHM is introduced through feedback loops. Parameters and constraints of
the suggested framework are discussed and some directives to the implementation of the
framework are given.

Chapter 3 is dedicated to the application of the proposed framework on a manufacturing
case study. The study case consists of jointly optimizing production and maintenance
activities on a single machine. Results are compared to a classic method of production
scheduling combined with CBM. Moreover, the choice of the suitable decision method is
discussed.

Chapter 4 presents another case study of post-prognostics decision-making in railways
transportation systems. The application deals with the joint problem of scheduling main-
tenance and assigning missions for a fleet of railways assets. The initialization of the
proposed framework is presented for the discussed problem. Moreover, the frequency
of execution of the post-prognostic decision framework is studied for several decision
methods. The influence of the decision horizon on the decision method is captured. In
addition, the effects of some problem characteristics on the decision horizon are discussed.

Chapter 5 concludes this research work by summarizing the contributions through new
adaptations of the PHM framework, improvements and limitations from case studies. A
detailed discussion on future work perspectives is also laid out.
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6 CHAPTER 1. POST-PROGNOSTICS DECISION-MAKING

In the prognostics and health management context, post-prognostic decisions are based
on the integration of future information about the system’s health. On one hand, these
decisions are highly dependent of the estimated evolution of system’s degradation. On the
other hand, the evolution of the degradation is influenced by various conditions including
environmental (e.g. temperature, humidity, etc..) and operational (e.g. speed, type of
action, etc...) which are set up by the future loads of the system. Therefore, the future
health states also depend on the decisions to be made. Thus, the predictive information
influences the decisions to be made, which in their turn would change the future and
consequently result in another predictive information. Hence, the predictive analysis and
the decision-making processes are highly interdependent. This interdependency holds a
major scientific lock for the PHM community and requires further investigation. In this aim,
this chapter presents a overview of the prognostics and health management processes
and its issues. A thorough survey on post prognostic decision-making is detailed. The
classification of the literature works on the decision-making module is detailed. Methods,
assumptions, degradation models, and objectives are derived from the literature works to
map the existing works. Thereby, the gaps and the remaining challenges are identified.
Thanks to that, the problem statement and objectives of this thesis are finally given at the
end of the chapter.

1.1/ Prognostics and health management

The implementation of smart systems in the industry 4.0 made human machine coopera-
tion, monitoring, process control, and high reliability and availability of the machines, major
assets of the modern corporations. The digital transformation and big data emergence
paved the way for the maintenance evolution from reactive to proactive. In this context,
prognostics and health management have been an important milestone in the maintenance
history by introducing predictive maintenance.

1.1.1/ Overview

Prognostics and Health Management (PHM) has gained the attention of researchers and
industrial companies over the few last decades. As a matter of fact, PHM appears to
meet the expectations of modern industry in terms of availability, reliability and operational
safety. Indeed, PHM aims to ensure smooth functioning of critical machinery and to avoid
undesirable events by managing the system based on its past, current and estimated
future conditions. However, no consensual definition has yet been proposed. Uckrun et
al in [171], defined PHM as an engineering discipline that joins the study of the failure
mechanism and the management of the systems life cycle. Sun et al. in [165], described
PHM as a methodology to not only predict the component responsible of the failure and
when it will fail, but to also reducing the risks by studying the reliability of a system in its
environmental, operational and usage conditions. The Center for Advanced Life Cycle En-
gineering (CALCE 2012) presented PHM as “the mean to predict and protect the integrity
of equipment and complex systems and avoid unanticipated operational problems leading
to mission performance deficiencies, degradation and adverse effects to mission safety.”
Skima in [161], used the same definition as Sun et al. but specified that the objective
behind the use of PHM systems is to manage the health of a system by minimizing its op-
erations and maintenance costs. Feng et al. [55], defined PHM as an approach to manage
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the assets life-cycle management. It seeks to reduce or to eliminate artificial inspections
and planned preventive maintenance through accurate monitoring, fault detection and RUL
prediction and maintenance decision-making techniques. Zhang et al. [194] presented
PHM as a methodology to manage dynamically the life cycle of an asset based on its
RUL. Moreover, the asset RUL is predicted from information collected from the equipment
usage conditions including environmental, operational and future loads. Therefore, in this
dissertation we consider PHM as described in Definition 1.1.1.

Definition 1.1.1

PHM is a synthesized engineering discipline employing a series of tools and tech-
niques to acquire equipment data and analyze information about the condition of
a given equipment, to predict its remaining useful life (RUL) and to propose the
suitable decisions to better manage its health to optimize a given objective. PHM de-
cision problems are generally multi-objective by trying to maximize the equipment’s
availability, reliability, and operational safety while minimizing the total operation and
maintenance costs.

Historically, PHM started as an enhancement of prognostics in the Condition-Based
Maintenance (CBM) context. Hence, the definition of PHM and CBM have always been
blurred in the literature. Some authors consider PHM as part of CBM, other consider PHM
as improvement of CBM, etc. To avoid confusion, in this thesis we differenciate PHM and
CBM as follows:

CBM Condition-based maintenance is the process of scheduling maintenance intervention
on a system based on its current and historical condition (i.e. health indicator,
degradation level).

PHM Prognostics and health management manages the system (i.e. maintenance and
operations) based on future estimated, current and past conditions.

The PHM framework is defined by means of 7 layers as described in the Open Standard
Architecture of CBM [108]. This 7-layers architecture links the failure mechanisms with the
management of the equipment over its life cycle (Figure 1.1). These layers are described
as follow:

• Data Acquisition This layer is responsible for data gathering from traditional and
smart sensors, data bus for communication, and from maintenance, operation and
quality control history.

• Data Processing In most cases, gathered data are not readily usable. They re-
quire cleaning, filtering, denoising, averaging, and aggregation. These function
are performed in the processing layer. Moreover, signal processing techniques are
used to extract suitable feature through statistical and spectrum analysis. The data
processing layer is considered as mature field of research. Moreover, one can find
several works in the literature that studied this layer.

• Condition Monitoring Features obtained from the data processing layer describe
the failure mechanism but usually these features need to be combined and/or fused
into a feature that describes the system’s health (i.e., health indicator). The condition
monitoring layer is responsible for the building of health indicator (e.g., degradation
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Figure 1.1: Prognostics and Health Management 7-layers architecture

model). Moreover, it compares the real-time characteristics of data to some expected
or known values (i.e., thresholds) to detect anomalies, output the state of enumeration
type, raise alarms, and assess the environmental conditions.

• Health Assessment This module estimates the current condition of the system. It
helps the prognostics phase by specifying the starting point along the continuum of
condition. A good health assessment method is required to obtain high prognostics
performance.

• Prognostics This module is responsible for the remaining useful life estimation
through modeling the degradation evolution and fault progression. Several works
in literature defined prognostics. Hess et al. [83] stated that prognostics is the
estimation of the remaining operational life of a component by forecasting its condition
through a degradation model. Heng et al. [77] described prognostics as the forecast
of an equipment’s condition to determine its future health state, the remaining time to
failure, or the probability of reliable operations. Goebel et al. [67] defined prognostics
as ”the science of making prediction“ by estimating how long the system can still
fulfill its purpose before failure occurrence. Different methods have been used for
the prognostics layer. These methods can be classified into three categories: (i)
data-driven methods, (ii) physics-based methods, and (iii) hybrid methods.

• Decision-Making Health management is an important layer of the PHM framework.
It provides intelligent, informed suitable decisions for maintenance and operational
activities. The decisions made in this layer, are based on the use of prognostics
information such as the remaining useful life, operational reliability, degradation level,
and failure probability.
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• Human-Machine Interface This layer is responsible for information visualization
concerning all different layers. The PHM framework is designed to convey the right
information through this layer to the right person.

In other words PHM focuses on sensors data acquisition and processing to obtain feature
that describe the health condition of the system. The obtained features are used as
support to monitor the equipment condition, detect and diagnosis its faults and estimate
how long will it take until the system is no longer able to achieve its intended function, i.e.,
the remaining useful life. This information is used to efficiently manage the system by
taking the suitable decisions that optimize the industry objectives.

Recently, the 7 layers of the PHM framework have been grouped into three processes [71];
(i) observation process that contains the data acquisition and processing; (ii) analysis
process in which the system’s conditions will be assessed, followed by diagnostics and
prognostics, and (iii) action process that involves decision-making and applying through
the human-machine interface.

1.1.2/ Challenges and issues

The first articles that referred to the prognostics and health management context goes back
to the early years of the 21st century. Hence, the study of PHM process is still considered
as a recent field of research. Therefore, PHM phases and modules present several issues
and challenges. In this section, we try to cover most challenges of PHM grouped by phase
and layer.

1.1.2.1/ Observation related issues

The observation phase is mainly about data acquisition, processing, and feature extraction.
In this context, data can be classified into two types, (i) condition monitoring data (i.e.,
system’s parameters) these data are acquired from equipment’s sensors or manually during
inspections, and (ii) process related data that includes quality control data, maintenance
history, operational data such as operational schedule, and event data (i.e., failure and fault
data). The acquisition of both types of data can represent several issues. First issue of
the observation process is data accessibility. In some situations, data required to develop
predictive models must be acquired from operators that should be convinced to release it.
In other situations, relevant data could require an extraction of signals from subsystems
manufactured by subcontractors. In some of these cases, the subcontractors are not
willing to share the internal logic or the design of their components nor the access to the
installed sensors. Furthermore, implementing PHM in already operational systems could
present some challenges especially when the intended system has a complex design.
In some cases, PHM designers are forced to work with the equipped sensors and could
not install more due to the high complexity of the system’s design. In these situations,
they are obliged to monitor the system’s conditions via those sensors which could present
some challenges such as their resolution or their purpose. Therefore, engineers should
measure certain parameters indirectly because the purpose of the acquired signals could
be different from their objectives. Despite the accessibility challenges, condition monitoring
data are usually automatically collected and available in big amounts. While, process
related data entry is often manual. Thus, these data are much less available than the
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measured parameters and they tend to be incomplete and more error-prone. They also
require much more efforts in their acquisition and processing. Consequently, it is hard
to correlate problems in the quality control data or fault presence in the event data with
condition monitoring data.

The quality of the built prognostics model and its performance are directly linked to the
quality of the used data. Data quality depends on several factors like; characteristics of the
used sensors, transportation and storage supports, presence of irregularities and so on.
On the one hand, data that describe the evolution of component’s degradation take a huge
time (months or years) to accumulate. Therefore, it is hard to obtain several experiments
without accelerating the deterioration process. Accelerated tests are performed in highly
controlled environment (i.e., labs). Although they describe the evolution of degradation,
they eliminate other factors that could affect the deterioration process for example loads
variation, environmental conditions (humidity, temperature), and the deterioration of other
components. On the other hand, in real life applications, industrial communities and asset
owners do not allow their equipment to run to failure. Usually, these assets are stopped
at the presence of the first fault. Therefore, the collected data describe the degradation
evolution until the first fault and do not reach the asset’s failure. Such data are called
censored or suspended data [77]. The use of censored data to design the predictive
module implies that the replacement time is considered as failure. However, this defeats
the main purpose of PHM, which is the time interval during which the failing unit can still
fulfill its intended functions beyond the first fault detection. Nevertheless, omitting the
suspended data will worsen the data unavailability problem.

Acquired data are not in ready to use format. Usually, these data are in different format and
different time base. This is mainly due to the nature of data (condition monitoring and event
data), different types of measurement, several types of technologies, and frequencies of
data acquisition. Therefore, there is a need to put all acquired data in a useful common
format to facilitate their exploitation. Moreover, the acquired data are not always of a
good quality. Meaning, during their acquisition, transport and storage they could be
contaminated. Data corruption includes noisy signal due to electromagnetic interference,
missing redundant values (i.e., if one of the redundant sensors fails), irregularities in
measures, and the confusion of redundant measures (i.e., for example the system is
equipped with two sensors to measure the same parameter and the acquired values are
completely different).

In real life applications, it is relatively common to collect redundant or even unnecessary
information. This results in a high dimension data. It is stated that increasing data
dimension reduces the uncertainty [54]. When data classifiers are used, high dimension
data produces low error rate at the beginning, but increasing dimensions carelessly could
produce higher rates of error. This is known as the curse of “dimensionality” or the
peaking phenomenon [89, 98]. In this context, feature extraction and selection are of a
great importance. The compression of data could help data analysis to better understand
information. It could also improve the computational efficiency while keeping memory
requirements within practical limits. However, selecting the suitable data and relevant
features is a delicate process. Pertinent feature would result in a good wide separation
of the machine’s health states. Adding inappropriate features could cause a smaller
separation, in which normal health states would overlap the failed status. Thus, the
selection of feature is a great challenge in the observation phase.

Finally, one big challenge of the observation phase in the case of on-board, decentralized,
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geographically distributed, and mobile/moving applications is the data storage problem.
For these applications, often it is hard or even impossible to implement the PHM system on
the assets, e.g., in airplanes or trains implementing PHM on the asset will require a great
computation capacity, i.e., calculators of big size. Such applications require a real-time
transmission system or a storage one. Moreover, due to the huge size of acquired data it
is often inappropriate to use transmission. Therefore, data storage is often the suitable
solution. This solution requires a precise study of the size of the storage capacity and
additional activities should be scheduled on the assets to recover the stored data and
reset the storage system.

1.1.2.2/ Analysis related issues

An important step of implementing PHM framework is the understanding of features and
combining them to capture the evolution of the system’s health state. Understanding
features and data and mapping them to the health states requires a model of the system’s
deterioration. One can define degradation model as a computational model that describes
to a certain certitude how a given system progresses in time to a state or an event [67].
Degradation models could either be physical [97], statistical [146,198], or data-based [93].
Several works in literature have studied degradation modeling [70]. However, choosing the
right model for a specific application is still a difficult task. Usually this is done in a heuristic
way based on experience and expertise. Yet, this method is not efficient especially in
cases of complex systems, inexperienced designers, or systems/components that are not
extensively studied.

In general, each layer of the PHM framework requires a choice of algorithms. This
choice should be based on the systems requirements and characteristics, data properties,
technical and non-technical constraints, and eventually the performances of the algorithm
outputs. In most literature works, the choice of the suitable methods for prognosis or
decision-making was not discussed nor justified explicitly. Lee et al. [109] proposed a
methodology to select the appropriate prognostics algorithm. The tool is based on quality
function deployment and the algorithm is chosen based on data characteristics, available
signals, working conditions, system dynamics, historical data, and expertise.

Condition monitoring is responsible for alarm generation and fault detection by comparing
the recent acquired signals to some predefined thresholds. Therefore, the performance of
such module is judged by its capacity to detect as soon as possible the deviation of system
operations from the normal behavior. This capacity is directly related to signals quality and
to the defined thresholds. One can conclude on the importance of threshold definition, but
this task was rarely discussed in literature. Defining suitable thresholds allows the PHM
system to early detect behavior deviations thus giving the PHM system the opportunity
to anticipate failure and to plan suitable decisions. An early fault detection guaranties a
better performance of the overall PHM process. Thus, defining threshold should be further
studied.

The main purpose of PHM is to predict the date of failure occurrence (i.e., RUL) during the
operation of a given system, and to propose/make suitable decisions to eliminate, delay, or
mitigate the failure and its effects. Unlike deterministic method used to diagnose the failure
source, health assessment methods often face some uncertainties in case the degradation
process is non-observable or partially observable. When the degradation is observable
such the case of the airplane crack growth [134], the assessment of the current health state
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can be accurately estimated through inspections. While in partially observable degradation
for example the rolling element bearing [149] the current health of the component is
at best approximated and most likely contains uncertainties. In the PHM context, one
needs to know the current health state to be able to forecast its evolution. Therefore
uncertainties in the health assessment is propagated in the prognostics results. Moreover,
prognostics methods involve several unknowns (i.e., uncertainties) about the current and
future system health states and operations. Uncertainties present a big challenge for the
prognostics process as they could be caused by different sources. Thus, they need to
carefully addressed in mathematical and statistical manner. Several works have studied
the PHM uncertainties, their influence, and their sources [53,112]. Some authors even
proposed methods to quantify and manage these uncertainties [138,155,168]. Lopez and
Sarigul-Klijn [123] have stated that uncertainty can be caused by five factors; (i) system
knowledge (e.g., boundary conditions, complexity); (ii) signal processing methods; (iii)
model uncertainties (e.g., parameters, type); (iv) future decisions; and (v) environmental
and operational sources (e.g., weather, loading conditions). Goebel et al. [67] proposed
a classification for the sources of uncertainties according the system current and future
conditions, modeling uncertainties, and chosen methods uncertainties. These sources of
uncertainties can be grouped into two classes; (i) uncertainties that are related to the PHM
design and implementation (e.g., model and methods uncertainties, future decisions); and
(ii) uncertainties that are external to the PHM system (i.e., uncertainties that already exist
in the system and its environment). In this dissertation, we propose the use a two level
classification. First, we classify the uncertainties according to their relevance to the PHM
system design and implementation. Then, we group for each class uncertainties under
their common source. This work may not be a complete one with an exhaustive survey
on all existing uncertainties’ sources but it is committed to understanding the causes of
uncertainties and drawing attention to their importance.

PHM design related uncertainties In this paragraph, we discuss the possible sources
of uncertainty faced during the design and implementation of a PHM system. First, while
designing the PHM system, the degradation of the system/component is modeled. The de-
sign of the deterioration model (e.g., choice of the model’s type, estimating its parameters)
is a source of uncertainty. Some degradation process cannot be modeled through exact
physical models (i.e., based on differential equations that describe fundamental principles
of mass, energy and momentum conservation) due to a lack of physical understanding
of the phenomena. These process are modeled through machine learning techniques in
which the model is learned from historical data. Therefore, they present some uncertainties
in their estimation. Even for physics-based model it is often difficult to get the exact value
of some parameters and their estimation cannot be fully accurate due to computation
resources limits. Once the model is set, the current health state is estimated based on
the acquired data. This process is influenced by; input data quality (e.g., noises); signal
processing techniques (e.g., valuable information can be lost in the filtering process); and
the health assessment algorithm. Estimating RUL is a delicate process and is influenced
by several unknowns related to the chosen model. For instance, the choice of the algorithm
input influences the prognostics results, i.e., considering future loads of the system in the
prognostics algorithm can increase the accuracy of the estimated RUL. The parameters
of the algorithm can also cause uncertainties, e.g., approximations and sampling errors.
Finally, each step of the PHM observation and analysis phases could present uncertainty
and since these phases are interdependent the uncertainty of one process output is
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propagated to the next process. Uncertain health assessment would worsen the prediction
results [83]. Thus, the propagation of uncertainty is an uncertainty in itself.

1.1.2.2.1/ System and environment uncertainties In this paragraph, we discuss the
uncertainties that are not caused by the PHM system design but are originated in the
system, its future loads, and its environment. A given engineering system is a source
of uncertainty. They are caused by the system’s complexity, its different failure modes
and dynamics and their influence of its health, and the interactions between the system
components. Other uncertainty aspect of a given system is its future operating conditions.
Future operating conditions include the future load of the system, future decisions, and
its operating profile (e.g., speed, feed rate). Most of the works on prognostics algorithms
assume that the future loads of the system are constant with constant operating profile.
However, in real life applications systems are not that static. It was also proven that
degradation is a function of changes in the work schedule and the operating parameters
(e.g., rolling element bearing degradation is highly influenced by the rotating speed and
the load [136]). Moreover, effects of decisions like maintenance are not considered on the
system health. In fact, maintenance is usually considered as perfect i.e., it restores the
system to a as good as new state. However, the degradation rate of the system/component
could change after such decisions. Finally, the degradation of the system is also influ-
enced by the environmental conditions like temperature, humidity, and corrosive exposure.
Baghdadi et al. [7] included the influence of the storage temperature of lithium batteries in
the capacity degradation model.

To summarize the uncertainties in the PHM context are presented in Figure 1.2. It is
certainly useful and beneficial to quantify and estimates future conditions. However,
one cannot be certain about what will happen. Therefore, uncertainties can only be
minimized but not completely eliminated. However, PHM designers should be careful when
addressing uncertainties, for minimizing them could require an enormous computation
resources. Thus, we believe that a compromise between the acceptable amount of
uncertainty and computation requirements should be established.
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Due to uncertainties, the RUL is usually expressed as a probability distribution function.
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Therefore, estimating the exact time of failure (i.e., a single deterministic value) has a
zero probability of being correct. While predicting an interval of time that covers all the
distribution is certain (i.e., has a 100% probability of occurrence), it is completely useless
because usually it is a large interval. Therefore, there is a need to define some limits to
the predicted RUL value. These limits are called upper and lower bounds of predictions.
This is known as the prognostic paradox [83], in which the more precise the estimated
RUL, the less likely the failure occurrence will happen at the predicted date.

Another common behavior of prognostics algorithm is the accuracy variation regarding the
duration of prediction. In other words, it is more common that short term prognostics (i.e.,
predicting the behavior of a system for a short period of time) are more accurate. Moreover,
the more far ahead predictions are made, the more they are subject to greater uncertainty
and thus the resulted RUL has a higher error rate and is more inaccurate. Therefore,
designers of PHM system should consider this prognostics behavior and should define the
suitable prognostics horizon. Prognostics horizon is defined by finding a balance between
the intended prognostics accuracy and the dynamic of the given system/component
degradation. Moreover, the definition of the prognostic horizon should also take into
consideration the possible decisions and their action time. For example, if the designed
prognostics horizon is shorter than the action time of any possible decision then the PHM
system becomes useless, because the user does not have the time to implement decisions
to avoid the predicted failure.

Performance evaluation of the used prognostics method has been a great challenge in the
PHM community. However, several metrics were proposed to evaluate these performances.
Basically, these metrics represent the computation of the difference between the estimated
RUL and the real date of failure occurrence. Vachtsevanos [172] defined a set of possible
performance metrics to evaluate the prognostics algorithms according to the main objective
of prognosis and the quantity of uncertainty. However, the proposed metrics are obtained
by comparing the estimated and the actual failure dates. Moreover, they are obtained on
historical run-to-failure data. But, in real life application, systems are usually not allowed to
run to failure. In these cases, how can one evaluate the prognostics performances?

1.1.2.3/ Decision support related issues

The estimation of the remaining useful life i.e., prognostics is performed to provide new
important information to the decision making process to better manage the system life
cycle. The decision support system can be seen as an optimization problem solver. As
defined in the PHM architecture, the decision-making process seems to be a consequence
of the prognostics module. Therefore, the challenges present in the decision support
phase can be highly related to those of the analysis phase.

The decision-making is supposed to use available prognostics information. Therefore, one
may directly wonder how these information are integrated in the decision process?

However, as we mentioned earlier, RUL and health indicators are presented as distribution
functions or as values with lower and higher bounds. Therefore, one may wonder how
does this RUL and HI uncertainties affect the decisions? Does the made decisions reflect
these uncertainties? Can we talk about decision uncertainty?

The prognostic module is sensitive to the duration of prediction (i.e., the prognostic horizon).
We mentioned that the performance of the prognostics method is highly influenced by the
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parameter. Since the accuracy of the prediction decreases over time, does this implies
that the decision-making process performance also decreases? If the decision efficiency
is a function of the duration of decision-making (i.e., the decision horizon), what is the
optimal value for this parameter? And what factors influence this horizon?

Finally, like any other module of the PHM framework, the decision-making requires a
method selection. Through out the literature, one can find several methods for optimization
problem solving; exact methods , to heuristics , and meta-heuristics .With a large variety
of methods, one can have a hard time finding the suitable method for his problem.

1.1.3/ Synthesis

The prognostics and health management research domain is still new which explains the
various challenges still not addressed. The domain is far from being mature. Thus, it
allows a big opportunities for research. The aforementioned challenges are grouped by
phase in diagram presented in Figure 1.3.
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Figure 1.3: Synthesis of PHM Challenges Grouped by Phase

We are aware that the scientific development of new disciplines requires a lot of small
cumulative contributions. It is a process of collaborative research efforts. One cannot
expect to address many challenges at once. After some bibliographical research we
noticed that despite the importance of the decision support module, it is not studied with
the same frequency of the prognostics phase. Therefore, an opportunity is presented to
fine tune this process by addressing its various challenges. Hence, the work presented in
this thesis will mainly focuses on the prognostics and health management framework from
a decision making point of view. We start by identifying the literature work in this context
and analyzing their omissions.
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1.2/ Review of post-prognostic decisions

According to the origin of PHM, one can define a decision, in PHM, as set of maintenance
actions. This decision is usually the solution of an optimization problem consisting in
defining the adequate interventions dates. But the use of prognostics evolved to include
other sorts of decisions. For example, prognostics information were used also to define
processes set points and controllers parameters in closed-loop actuators control as
mentioned in [148] or in [104]. Other works integrated the prognostics information in
production scheduling and mission assignment, where the health prognostic of the system
was defined as a constraint or included in the optimization objective which was the case in
the works of [80].

Gouriveau et al. stated in [71] that the PHM is not limited to industrial maintenance but
can be applied to any kind of activity as long as it fits the elementary process defined by
the OSA/CBM decomposition. The only difference is in the nature of the decisions to be
taken. The evolving nature of the integration of prognostics information in different kind of
decisions calls for a review of the existing works in this domain.

1.2.1/ Definition

Literally decision making is the name given to the process of selecting the logical best
choice from a list of available options. In such a process one should weight the pros and
cons of each possible option, consider all the presented alternatives and forecast the
outcome of each option. Such process can either be performed by human operators or a
systemic approach that can support the human operators decision making process. As a
result, one can model the decision making problem with an optimization problem. Since
human decision makers are limited in their cognitive capacity to process and analyze large
quantities of information, in the context of industry, the decision making process will be
performed by an algorithm.

In PHM context, we are supposed to take the adequate actions to prevent or to mitigate
the degradation of the studied system. Thus the ultimate goal of PHM is to make decisions
based on prognostics information. Iyer et al. in [87] were first to introduce the term of
post-prognostic decisions to describe decisions made in the PHM context using prognostic
information from the system to choose the most adequate actions for logistics platforms,
maintenance, supply chain management, mission planning and mission allocation. Lately,
Balaban et al. in [8], defined the post-prognostic decision as a decision that takes in
consideration the prognostic information (i.e. RUL) in order to define the future utilization
of the system in question so as to optimize a predefined objective. This same definition
was used by Herr in [78] and by Chebel-Morello et al. in [30]. Recently in [67], Goebel
et al. gave a more precise definition for post-prognostic decisions. As a result, one call
post-prognostic decision the set of actions at time t that best overcome an undesirable
future event, predicted to take place at t ` tE, by satisfying a given set of constraints and
optimizing a set of objectives expressed in a cost function.

In the same context, in this dissertation we define post-prognostic decisions in the industrial
world as described in Definition 1.2.1.
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Definition 1.2.1

Post-Prognostic Decision, in the prognostics and health management context, is a
sequence of configurable actions built over a predefined duration, called decision
horizon. This series of actions is built at a given instant to best manage the health
of the system, its operations, and its missions under the prospect of an undesirable
future event, foreseen to take place at an estimated date in the future. The built
decision must satisfy a given set of constraints and optimize a set of objectives
expressed in a cost function.

Moreover, prognostics are widely used in different fields and contexts but under another
name for economics [51,61] or weather [63,65] it has been conventionally called forecast-
ing, predictions in health care [156, 163], in the ecological field [3], politics [57], etc. All
these names are used to defined the same concept of estimating future events, trends in
variables, or outcomes of decision to enhance the decision-making process by taking into
consideration past, present, and future information. Therefore, one can deduce a more
general definition of post-prognostic decisions as proposed in Definition 1.2.2.

Definition 1.2.2

Post-prognostic decision, in general, is a strategy of operations over a predefined
duration called decision horizon. At a given instant, this strategy is built by sequenc-
ing configurable actions based on past, present, and future information to optimize
a set of objectives.

In this thesis, we focus on the industrial context to study the applications of the prognostics
and health management. In the next section, we present the overview of the industrial
post-prognostic state-of-the-art.

Industrial Literature Overview

The growing number of publications per year proves that the studies on post-prognostic
decision is an expending research domain. Also we can notice the absence of papers that
reviews the integration of prognostics information in decision making and the importance
such a paper can have to defines the current and future challenges in post-prognostic
decision making.

Classification

In [67], Goebel et al. proposed a classification of the possible prognostic based actions
to take based on the duration of the prognostic horizon. The proposed classification con-
tained; controller reallocation, mission rescheduling, and maintenance plan optimization.
In this paper, we propose another classification of the post-prognostic decisions based
on the nature of the action in itself. The analysis of the type of decisions discussed in the
obtained papers helped in defining the categories. As a result, we propose to classify
the post-prognostic decisions into three categories using the type of the decision as a
criterion: piq Decisions that describes the schedule of maintenance activities, piiq Decision
that influence the operational condition of the system and piiiq Mixed Decision that optimize
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Table 1.1: Publications on Post-Prognostic Decision per Decision Type

Type of Decision Maintenance Operational Mixed

Publications 50 25 28
Percentage 48.5% 24.3% 27.2%

jointly the maintenance of the system and its operational conditions. Table 1.1 represents
the distribution of articles according to the three categories mentioned above. One can
easily note that the maintenance decisions are more dominant. indeed, operational and
mixed decisions are a more recent field of research. The aforementioned categories are
detailed in the next sections, where a further analysis is conducted on subcategories,
an analysis of the related work by reviewing their ideas and by investigating their main
assumptions.

1.2.2/ Post-prognostic maintenance

The works that considered maintenance scheduling and maintenance interventions opti-
mization based on prognostics information are studied. In the literature, post-prognostics
maintenance planning can be divided into two categories according to the number of
the considered machines. Single machine maintenance planning and multiple machine
maintenance scheduling are detailed in the following subsections.

1.2.2.1/ Single machine maintenance planning

In the context of scheduling post-prognostic maintenance activities, some authors focused
on single machine applications. These works are grouped according to the application
and presented in the following paragraphs.

1.2.2.1.1/ Manufacturing Zhao et al. [199] presented a new method for optimizing
the maintenance policy for a system with a single deterioration, to minimize long-run
maintenance costs. Camci used genetic algorithms in [27] to schedule maintenance inter-
ventions for a multiple-component single machine. The schedule developed by this method
minimizes the maintenance cost and satisfies the constraints on available resources. Tian
et al. [170] considered the maintenance scheduling of a multiple-component single system
in which the identical components are economically dependent. In this paper, Tian et
al. used the proportional hazard model instead of RUL to estimate failure probability.
Based on the obtained failure probability, suitable maintenance actions are made. Van
Horenbeeek and Pintelon in [173] scheduled the maintenance activities of a multiple-
component single machine on a finite rolling horizon. The proposed approach consists of
selecting the suitable dates for maintenance interventions and then updating them when
new prognostics information is available. In addition, a grouping algorithm was used to
group maintenance activities of the different components based of their dependencies.
The three considered components that presented different kinds of dependencies. Finally,
the paper presented the effects of dependencies of the component lifetime with different
maintenance policies. In the same context of a rolling decision horizon, Rodrigues et
al. [151] proposed a dynamic maintenance strategy for a group of similar components
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monitored with a PHM system. At each inspection time, the prognostics information of the
components is estimated. Based on the failure probabilities of the components a two-level
decision-making process is executed. At the first level the cost of maintenance of each
component is minimized. Next, the maintenance activities are grouped to minimize the
overall maintenance cost. The obtained schedule is applied until the next inspection, when
new health information is available and the rolling horizon is shifted. Khoury et al. [95]
presented a framework for predictive maintenance of a single machine over a finite rolling
“visibility” horizon. The decision horizon is characterized by two maintenance opportunities
in which maintenance actions could be exclusively planned. The main objective is to
find a trade-off between doing premature maintenance at the first opportunity or planning
the intervention too late at the second opportunity or later based on a failure probability
obtained from the RUL distribution. If the failure probability at the maintenance opportunity
exceeds a certain threshold, then a maintenance action is scheduled in that opportunity;
otherwise, it is postponed. Huynh et al. in [85] studied the case of a single-component
single machine with aging effects. In this paper, the machine could fail due to degradation
or to the effect of a shock caused by the accumulation of degradation and the aging of
the machine. For this reason, Huynh et al. proposed two maintenance policies based
on the rate of the machine’s degradation and the mean residual life. In [86], Huynh et
al. not only proposed unusual new prognostic-based maintenance strategies built on
various variants of the systems RUL, but also compared these strategies to diagnostic-
based strategies and CBM and then quantified the performance and robustness of the
diagnostic and prognostic indicators for maintenance decision-making. Tang et al. [166]
proposed two control limit maintenance policies based on the current degradation of a
single component machine. The first policy consists of periodic inspections using a CBM
approach, while the second policy consists of delaying the first inspection time under the
assumption that a slowly degrading system is less likely to cross the failure threshold at
an early stage. The paper also presented a way to estimate the RUL of the machine,
but this RUL was not integrated into the decision-making process. Do et al. [45] used a
gamma process to describe the degradation of the system. The authors proposed an
inspection-based CBM strategy with the possibility of choosing the quality of the preventive
maintenance intervention. This work also presents a novel method for the definition of the
inspection dates based on the RUL of the system. The failure probability of the system is
estimated from its RUL, and the next inspection is scheduled to guarantee that the failure
probability does not exceeds a required reliability level. Langeron et al. [103] applied the
maintenance scheduling on a controlled system subject to a random deterioration of the
actuator. The maintenance optimization was carried out on the controller settings along
with the RUL threshold and the inspection period, at which point two possible actions
were considered: either a preventive replacement or a corrective one. Shi et al. [158]
considered the case of stochastic dependencies of components when the degradation of
a component affects the degradation of another. The proposed approach in this paper
used a dynamic opportunistic maintenance scheduling based on a real-time RUL predic-
tion. Liu et al. [121] developed a new approach for maintenance intervention scheduling
on a manufacturing machine to optimize the maintenance cost based on prognostics
information. The approach consists of dividing the health state of the machine into four
levels with two different maintenance actions. The problem is then solved using dynamic
programming model. Wang et al. [183] applied a PHM framework to electro-mechanical
systems to make decision about components refurbishment policy. Actually refurbishment
consists of making component replacements to restore the system to satisfy its initial
specification. In other words refurbishment could be considered maintenance intervention
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by replacement. The method is based on the estimated RUL of the considered system and
its components to define an optimal replacement policy for the deteriorating components
while considering the impact of such policies on the system’s health for the purpose of
minimizing the refurbishment cost.

1.2.2.1.2/ Wind turbines Lei et al. [110], studied maintenance decision-making based
on PHM information applied to wind turbines. The approach consists of using real options
analysis to schedule maintenance action. To take uncertainty into account, the authors
used simulation paths by which each path represents one possible future scenario to finally
determine the optimum predictive maintenance opportunity. Mazidi et al. [127], presented
a hybrid method of neural networks and proportional hazard model to wind turbine behavior
for prognostics and maintenance management. The approach evaluates the efficiency
of previously applied maintenance plans. First, a neural network is built to model the
normal behavior of the wind turbine with data gathered from a supervisory control and data
acquisition (SCADA) system. Then a deviation signal that describes the stress condition
and the health status of the wind turbine is extracted by comparing the real-time data to
the neural network predictions. The obtained signal is used to assess the goodness of
previous maintenance actions and propose suggestions for future maintenance planning.
This work actually takes into consideration the effect of decisions on the system.

1.2.2.1.3/ Aerospace The aerospace domain is intensively studied in the case of single
machine systems. Si et al. [159] proposed a CBM replacement strategy for stochastically
deteriorating aircraft components. The framework consists of a classical periodic inspection
CBM policy, and even although the reliability of the components is computed it was not
considered in the decision-making process. Instead, decisions are made on the current
observed degradation level. In [177], the authors used a Kalmann-filter-based prognostic
method to estimate the future degradation and RUL of a multi-component redundant
system while assuming different wear profiles. The obtained prognostic information from
the multiple model of prognostics is used to specify the maintenance intervention dates
that minimize the maintenance cost. Several operational aspects were considered in this
work by integrating their cost into the maintenance cost. Wang et al. [187] used a model-
based prognostic framework to monitor and estimate the evolution of the size of cracks
in the fuselage of an aircraft. The PHM process is done periodically through inspections
and decision-making. The decision-making process includes the obtained prognostic
information to schedule the maintenance intervention in the current available stop or to
postpone it to the next one if the safety level allows it. The maintenance cost is minimized
in this framework by finding a trade-off between the probabilities of failure occurrence
and the waste of RUL of the fuselage. Later in [188], the authors integrated unscheduled
maintenance to work in tandem with the scheduled opportunities and considered the
engine and some non-structural components.

1.2.2.1.4/ Railways Lin et al. [118] used a partially observable Markov decision process
(POMDP) to plan maintenance interventions for a traction power supply based on its RUL.
The degradation of the power supply is modeled by Gauss-Poisson process, in which
natural and sudden deterioration are considered. Health indicators are deduced from the
degradation to define the health of the system. The POMDP is solved using a one-pass
algorithm that is based on n-computation through dynamic programming. In [55], the
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authors developed a novel framework that combines PHM and active maintenance to
better manage the health and maintenance activities of high speed railways’ traction
power supply system. The proposed framework consists of classical PHM technology
in which RUL, reliability and risk are estimated from different data resources. Active
maintenance is used in the PHM decision-making module. This module has the objective
to select the suitable maintenance strategy for each component of the system (CBM,
corrective, periodic preventive or RUL-based predictive) to avoid accidents and guarantee
a predefined reliability requirement.

1.2.2.1.5/ Other type of applications Nzukam et al. [143] proposed a maintenance
decision support system for heating, ventilation and air-conditioning (HVAC) of non resi-
dential buildings. The method considers the components’ RUL and their criticality on the
one hand and the planned stoppages of the system on the other. The RUL distributions of
each component are estimated and compared to the stoppage dates to produce a list of
opportunities for maintenance actions. A grouping algorithm takes into account the RUL,
the maintenance duration and the severity of each component and the duration of the
maintenance opportunities, to produce a schedule of grouped maintenance interventions.
Later on, the authors integrated uncertainties into their model in [144] by supposing that
the duration of the stoppages are stochastically defined. Effects of the uncertainties were
studied and the consistency of their method was proved using Monte Carlos simulations.

Later, and still in single machine maintenance optics, a new structure of maintenance
decision-making is proposed. Instead of using a central unique maintenance decision-
making process, these papers proposed to use a two-level method for maintenance
scheduling. Huynh et al. [84], proposed a two-level maintenance decision-making for multi-
component complex systems. The novel RUL-based maintenance scheduling framework
combines the system-level maintenance decisions and the component-level one. A periodic
inspection is implemented, and at each inspection, the component’s degradation level
is updated and corresponding new RULs are estimated. Then the RUL of the system
is determined by the k ´ out ´ o f ´ n : F structure. If the system’s RUL fall below a
predefined threshold, at the system level, an intervention should be made, and so the
component level of the framework is triggered. At this level, a list of the components to
maintain is made based on the components’ RULs and the economic dependencies using
opportunistic maintenance strategies. Nguyen et al. in [140] used the same concept of the
framework presented in [84], except they improved the framework by implementing the use
of reliability obtained from the RUL distribution instead of using the RUL directly. Also in
this updated framework, the objective at the component level is now defined as selecting
and grouping the components to be maintained based on their predicted reliability and
economic and structural dependencies while the system level remains unchanged by
comparing the reliability of the system to a threshold. Unlike the previous works, Verbert
et al. [176] started by optimizing the maintenance strategy at the component level and
then moved to the system level. First, for each component, the maintenance options are
evaluated considering the risk tolerance and the predicted degradation level, and then
the optimal option is chosen. After choosing the maintenance option for each component,
at the system level, the maintenance strategy is optimized to account for economic and
structural dependencies and the component’s chosen maintenance options.
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1.2.2.2/ Multiple machines maintenance planning

In this subsection, works on maintenance planning on multiple machines are described.
These papers are classified according the type of application.

1.2.2.2.1/ Production shop floor Yang et al. proposed in [193] an approach to sched-
ule maintenance activities on manufacturing systems with different typologies of machines.
The decisions were based on the forecasted degradation of the machines. Ambani et
al. [5] defined an approach to chose the adequate maintenance policy for multiple serial
machines to maximize overall profit. To avoid conflicts caused by the use of common
material resources, they proposed two policies for prioritization based on stoppage time
and failure sensibility. In [126], the authors proposed a framework for maintenance plan-
ning in automotive manufacturing industries based on data collected from programmable
logic controller (PLCs), quality control services, machine failures and production planning.
This framework correlates real-time data to historical failures to predict failure events,
health indicators (like RUL) and quality deterioration. The intervention dates are then
suggested by the perspective maintenance support system, thus allowing the operators to
make the final decision. In [128], Meraghni et al. developed a PHM framework based on
Internet-of-Things and cloud computing and cyber physical systems to help maintenance
decision-making in big industries. The framework includes maintenance resource alloca-
tions, maintenance planning, and traveling cost oriented for maintenance services based
on the estimated RUL of the different machines. An example of maintenance technicians
traveling cost minimization is given in which the positions of the machines are known and
their relative RUL is provided by the prognostic service.

1.2.2.2.2/ Wind farms Tian et al. [169] addressed the problem of maintenance schedul-
ing for multiple-component wind Turbines in Which a wind turbine is considered a serial
connected components (i.e., if one component fails, the whole system fails). The only
dependency considered in this work is economic factors. The policy is based on the failure
probabilities that are extracted from the RUL of the wind turbines. Haddad et al. developed,
in [75], a new real-option model to optimize the maintenance of offshore turbines based on
prognostic indications. The real-option analysis is used to value the maintenance options
depending of the RUL of the turbines, thus leading to resolution of the optimization problem
of whether to send a maintenance vessel, and if the maintenance team is to be sent,
which turbines should be maintained. Lei et al. developed in [111] a prognostic-based
maintenance schedule for wind turbines that are subject to power purchase agreements
and prefixed maintenance opportunities. The estimated RUL of the wind turbines is used
to define the suitable date of the predictive intervention from the available opportunities.
The RUL is periodically estimated to reduce the uncertainty level. At each sampling time,
the decision is updated to make sure that the power purchase agreement constraints are
satisfied. Wang et al. [185] developed a prognostic informed maintenance decision-making
process that takes into consideration the different operational and maintenance costs. In
this framework, the degradation level is monitored through periodic inspections. Once it
exceeds a predefined threshold, the next maintenance intervention is set based on the
estimated RUL by finding a trade-off between operational and maintenance costs.
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1.2.2.2.3/ Aircraft fleets Goebel et al. [87], proposed a framework for post-prognostic
decision-making for airplanes under the constraints of workshops and spare parts availabil-
ity. Although the work did not include the use of prognostic information, it was a promising
approach that was referenced by almost all of these papers. Balaban and Alonso proposed,
in [8], an approach for maintenance decision-making based on prognostic information in
the aerospace domain. Rodrigues et al. [153] developed an approach to select system
components that need to be replaced to lead the system to a desired safety level. The
method is based on the combination of system RUL and the system architecture using
a fault tree analysis to obtain the failure probability. Cai et al. [24] presented a decision
support module for aero-engine maintenance that integrates the RUL of the aero-engine
and the repair time distribution to optimize the cost of maintenance of an airplane. Li et
al. described, in [115], a prognostic-based maintenance scheduling for an Air Force fleet.
The maintenance scheduling optimizer considers several inputs like the predicted aircraft
health indicators, the amount of workload of each maintenance activity, the uncertainties
and the remaining flying hours from the already elaborated flying hour program. Lin et al.
developed in [117], a decision support system for aircraft fleets maintenance planning to
jointly optimize the fleets availability and its maintenance cost. A novel reliability function
is introduced that integrates the real-time load assessment with the current health state
of the machine. The RUL is estimated from the reliability function and is used in the
decision-making process by penalizing the waste of RUL. In the same context, Feng et
al. [56], proposed a fleet maintenance strategy to minimize overall maintenance costs
while meeting the mission risk requirements. The approach is based on dynamic two-level
decision-making that supports a competition and a cooperative game. The RUL of each
aircraft is estimated, and the respective failure probability is deduced. According to their
RUL and failure probability, the aircrafts are classified into two groups: a maintenance
group and a standby group. Then a cooperative game takes place between two randomly
chosen members of each group to satisfy the mission requirements. The results explain
how the combination of the two-level games provides an optimal solution for the main-
tenance problem. Luo et al. [124] solved the maintenance decision problem for aircraft
fleets using a support vector regression method. The RUL of each aircraft is estimated to
determine its reliability level. Then it is integrated into the maintenance cost by penalizing
the waste of RUL. The proposed approach aims, on the one hand, at minimizing the
maintenance cost by minimizing the RUL waste and at maximizing the fleet availability and
reliability on the other hand.

1.2.2.2.4/ Geographically distributed assets Jin et al. [90] proposed a framework for
planning maintenance activities for a geographically distributed manufacturing system.
The resulting schedule optimizes the spare parts inventory, resources management and
remaining useful life of the machines. Meraghni et al. [129] introduced a framework that
provides a schedule of maintenance activities and assigns a maintenance team to each
activity for a geographically distributed assets. The methods was tested on cellphone
towers in which the PHM system used Internet-of-Things and cloud computing. Aizpuraua
et al. [2] offered new system-level dynamic maintenance planning based on cost-effective
grouping of assets. This approach integrates prognostics information, especially the
RUL of components, and takes into consideration the dynamic economic and stochastic
dependencies between components. The main idea is to schedule predictive maintenance
activities for critical components while run-to-failure the uncritical ones.
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1.2.2.2.5/ Railways Camci [28] defined a new variant of the traveling salesman prob-
lem that takes into consideration the travel time between machines that need maintenance,
that are modeled as cities and the time of their maintenance. This variant was tested on
geographically distributed railways switches. This approach aims at minimizing overall
cost by scheduling maintenance activities under the constraint of the travel time. In his
later work, Camci [29] used the same principle of the traveling maintainer problem [28]
with new constraints on the number of working hours of the maintenance team. In this
work, Camci defined the frequency of maintenance scheduling and considered schedule
changes in case of failures. In [50], the authors designed a maintenance decision support
system for railways based on massive data fusion and systems engineering. The proposed
system uses collected data to evaluate the degradation levels and the health states of
the railways. The pattern of the degradation is then matched with historical data, and if
the level of degradation exceeds a threshold, an alarm is generated and maintenance
interventions are scheduled according to the operation schedule and the availability of
maintenance resources. Villarejo et al. [180], proposed a hybrid model for fault diagno-
sis, prognostics and maintenance decision-making for railways system. Information is
combined from expertise of maintenance workers, rolling stock data, operating conditions
and infrastructure data to assess the health of the system and estimate its RUL. The
resulting prognostics information is used to plan maintenance interventions to reduce the
slowdowns and shutdowns of a rail track.

1.2.3/ Operational decisions

In this section, the works that considered operational decision-making based on the
health information of the systems are studied. As mentioned, operational decisions in the
PHM context can be divided into three categories: (i) production planning and mission
assignment based on the RUL of the machines, (ii) logistics planning in which the spare
parts ordering is optimized to avoid stock shortage and minimize the cost of storage and
ordering, and (iii) automatic control decisions in which the control parameters are optimized
while considering the health information of the actuator. These categories and their related
works are discussed in the next subsections.

1.2.3.1/ Production and mission planning

Tang et al. [167] presented a real-time autonomous vehicle PHM and contingency manage-
ment application framework. The framework has the ability to proactively and autonomously
adapt to changes in the health states of the vehicle while achieving all acceptable subsets
of the mission objective. This is done by low and medium control levels (by controller config-
uration) and high-level mission re-planning and optimization while integrating prognostics
indicators like the end-of-charge and RUL. The authors focused on mission re-planning so
that when a fault occurs, the system periodically estimates the RUL values, which are then
used as new constraints or additional elements in the cost function of the mission plan-
ning algorithm. Cholette et al. [34] implemented prognostic information in the production
scheduling of semi-conductors. The solution proposed the scheduling of products between
different machines by rerouting products from a degraded machine to a less degraded one
to increase yield and the probability of mission success. To satisfy a production demand
and maximize the production horizon, Herr et al. proposed different heuristics in [79]. The
algorithm consists of choosing q of the m parallel machines that are capable of performing
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independent and identical tasks. Their adequate running profiles are also determined to
fulfill the mission (production level). Zhang et al. developed in [195] and [196] a mission-
planning algorithm for an autonomous vehicle, that enhanced prognostics information in
the decision-making process. The algorithm is based on a D˚ search algorithm to find a
suitable road on an unknown map. The best road was chosen gradually as the rover moved.
Different objectives were considered in the objective function, including RUL optimization.
Medeiros et al. [40] presented a task assignment algorithm that considers health moni-
toring information obtained by the distribution of components RUL and the system fault
tree representation. The proposed receding horizon task assignment (RHTA) algorithm
aims at increasing the probability of the tasks’ success. Rodrigues et al. [154] proposed a
resolution of the task assignment problem for unmanned aerial vehicle (UAV) subject to
the remaining useful life of the vehicles. The modified Receding Horizon Task Assignment
algorithm uses a rejection list to reduce the number of mission combinations. At each
step of computation, the obtained sub problem (after applying the reject list) is considered
a multiple choice multidimensional knapsack problem. Chretien et al. [35] proposed a
post-prognostic decision framework for scheduling multi-stack fuel cell systems under
service constraints. The problem considers the fuel cells parallel independent machines. It
was solved using two convex resolution methods, mirror prox algorithm and adaptive lasso
algorithm. Herr et al. developed a framework in [80] for managing fuel cell stacks to satisfy
a load demand for as long as possible. The problem combined production decisions by
selecting the power output of each fuel cell with the task assignment decisions by choosing
which fuel cell stacks to run. The problem was then solved using mixed integer linear
programming that integrated prognostics information about the health state of fuel cell
which are subject to wear and tear behaviors. Skima et al. [162] applied post-prognostics
decision-making for a conveying surface made of micro-electro-mechanical systems. The
problem in this paper is choosing the proper path to transport micro-objects from a source
block to a destination block in a way that maintains the system’s best conditions for as
long as possible. To improve the conveying surface performance, the proposed algorithm
combined the use of already obtained prognostics information to maximize the lifetime
of the surface and the use of travel time of the objects to optimize the utilization of the
conveying surface.

1.2.3.2/ Logistics planning

Li and Ryan [114] modeled the deterioration of components with a Wiener process and
used a Bayesian approach to estimate the distribution of the RUL. The predicted end-of-life
is updated periodically by integrating the new available system data through condition
monitoring. The estimated RULs define the demand for spare parts in the future. This
demand is then used to order the spare parts.

To meet the delivery commitment of at least possible cost, Julka et al. [91] integrated the
use of prognostic information in the discrete event logistics systems (DELS). The RUL was
integrated into the D-SIMPAIR system to optimize the inventory and movement of spare
parts by predicting the system failure date and moving the spare parts to a location where
maintenance will be conducted. Based on the same context, Cui et al. [36], proposed
a modification of the DELS. The approach is based on a two step RUL estimation in
which the first estimated RUL is used to define the logistics movements according to
the maintenance events activities, while the second estimated RUL is used to calibrate
the fault occurrence time. The obtained system aims at arranging the spare allocations
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ahead of the fault occurrence, which largely reduces the logistic delays. Lin et al. [119]
considered the case of a group of identical machines that each contained one critical
component. The degradation of these components is monitored and the remaining useful
life distribution of each part is estimated. The RULs are updated at each inspection period,
and the results are used to determine the distribution of the demand for spare parts in the
upcoming periods while considering a non zero lead time for spare parts delivery.

1.2.3.3/ Automatic control

One can easily confuse the works done on post-prognostics control designs and the fault
tolerant control works. In our understanding, the fault tolerant control are a designed
control loop to guarantee a minimum functioning of the actuator after the occurrence of a
fault [4,14,147,197]. Such control loop are widely used in the aerospace technology. They
are generally implemented to guarantee a minimum functioning to allow a safe emergency
landing of airplanes. Hence, fault tolerant control are designed to work even when the fault
occurs while prognostics-based controls are designed to avoid the occurrence of the fault
by setting the controller according to the prognostics information. Readers can find more
information about the fault tolerant control in these references [4,14,147,197].

Bogdanov et al. [15], designed a linear-quadratic regulator (LQR) controller that has a
single scalar as a parameter that establishes a trade-off between performance, the desired
lifetime and the control power. The actuator in the paper is supposed to be under stochastic
external load that affects its lifetime. A constraint is made on the desired lifetime, and the
main work is to optimize the parameter of the LQR controller. Brown et al. [20] presented
a methodology for designing a fault-tolerant controller that re-configures the actuators’
control activity using prognostics information by trading off performance and control power.
Composed of electro-mechanical actuators, the system is supposed to complete a critical
mission within a time window. This defines the limits of the performance of the actuator and
thus the controller has to be able to reconfigure the control activity to secure an acceptable
performance level that satisfies the mission need. Later, Brown et al. [21] presented an
approach in elaborating a prognostic-based reconfigurable control for electro-mechanical
actuators. The framework is based on a PHM module parallel to the controller. The main
idea consists of comparing the RUL to a desired value. If the system can secure the
desired lifetime, then no action has to be taken. Otherwise, a reconfiguration is triggered
by allowing new acceptable minimum and maximum tracking errors that will change the
cost function of the model predictive controller (MPC). Consequently, the control signal
will change and some set-point adjustments will be obtained. Bole et al. [16] developed a
prognostic-based controller that will adaptively allocate the actuator’s load to optimize a
risk metric based on the uncertain RUL. The prognostic-based fault-adaptive controller
finds a trade-off between minimizing the failure risks and the system’s overall performance
“without becoming overly conservative”. Pereira et al. [148] developed a predictive control
based on the prognostics and health monitoring of the actuators. The main idea is to
determine the remaining allowed degradation until the end of life of the system and then
distribute it uniformly on the remaining time until the next scheduled maintenance. This
approach has been tested on systems with redundant actuators. In the same context,
Langeron et al. [104], proposed a LQR controller, in which the matrices Q and R are
modified with the evolution of the system degradation. Nguyen et al. [139] improved
the RUL estimation process of the closed loop systems. The output RUL is then used
to configure an adaptive controller. Vieira et al. [178] proved the existing relationship
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between the degradation of the actuator and the loss of its effectiveness. They also used
the results in the configuration of the LQR controller parameters. The results obtained
in [178], were used by Langeron et al. in [102] to model a closed loop system that can fully
implement the control law regardless of its degradation. The system is controlled by a LQR
in which its parameters are adapted using the degradation level of the actuators through its
RUL. Grosso et al. [74] proposed an improved reliability-based economic model predictive
control strategy that is similar to the predictive control proposed by Pereira et al. in [148].
The idea consists of computing and distributing the remaining allowed degradation level
on the remaining time to maintenance but with an additive dynamic stock policy in the
optimization problem. The system has to guarantee the spatial and temporal re-allocation
of water resources under demand uncertainty. This strategy was used on a centralized
control for distributed actuators of the water network distribution of Barcelona.

1.2.4/ Mixed decisions

Mixed decision-making in this work refers to works that jointly optimize operational and
maintenance decisions. As noted in the previous section, operational decisions are
classified into three subcategories. Therefore, mixed decisions can also be classified
into three subcategories: (i) mission and production planning jointly with maintenance, (ii)
automatic control with maintenance scheduling, and (iii) logistics or spare parts ordering
jointly with maintenance planning. These subcategories are described in the following
subsections. In addition, some works do not present a specific type of mixed decision-
making, but they present frameworks to mixed decision-making on an enterprise level.
These works are also discussed in this section.

1.2.4.1/ Mission or production planning jointly with maintenance

Medeiros et al. [39] proposed a joint task assignment and maintenance scheduling for
unmanned aerial vehicle (UAVs). A fault tree is used to determine the failure probability of
the system based on the components RUL, while a RHTA algorithm with PHM information
is responsible for the task assignments. Herr et al. in [81] jointly optimized the rolling stock
assignment and maintenance scheduling of trains. The main idea is to assign the suitable
train to each trip and minimize the waste of useful life of components while avoiding
their failure by taking into consideration the predefined train timetables and prognostics
information. Niknam et al. [142] developed a method to optimize the decision-making to
control the system and schedule its maintenance. The method was tested on a variable
speed wind turbine by controlling its speed and planing the maintenance actions. Pan
et al. [145] proposed a mathematical programming formulation to solve the joint problem
of production and maintenance scheduling on a single manufacturing machine. In this
work, the RUL of the system is estimated and then remaining maintenance life (RML) is
deduced by respecting a minimal reliability level. Once the RML is obtained, production
and predictive maintenance are scheduled in a way that minimize the total tardiness of
jobs and respects the RML constraint. Another contribution presented in this paper is the
influence of the age of the machine on its degradation dynamic. It is assumed that after
a certain number of maintenance interventions, the machine deteriorates more quickly.
Wang [186] used a prognostic information based method to schedule the suitable task
and preventive maintenance on a stochastic degrading single manufacturing machine.
The method aims at maximizing the long-term expected profit per unit time. Fitouri et
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al. [59] proposed a heuristic to solve the problem of job shop production and predictive
maintenance scheduling. The approach aims at minimizing the Makespan and the total
cost of maintenance based on prognostic information. In their approach the RUL of
each machine depends on the task in progress. Ladj et al. [100] solved the integrated
production and maintenance scheduling for a multi-functional single machine, to minimize
the total maintenance cost, in which each job is characterized by a degradation level.
The solution contains two methods mixed-integer linear programming and pro-genetic
algorithms, and took into consideration the consumption of each job in terms of degradation.
Later, the same authors in [99] proposed a method for jointly planning production and
maintenance activities based on prognostic information in the case of permutation flow-
shop scheduling problems. The predicted RUL and degradation values are associated with
each machine when processing each kind of job. Uncertainties in this work are modeled
through the use of fuzzy logic to model the RUL distributions. The main objective is to
find the best sequencing of jobs to optimize the maximum completion time (Makespan)
and the maintenance cost simultaneously. Desforges et al. [42] presented a generic
equation to evaluate the system’s capacity to satisfy the requirements of future production
planning. The object oriented Bayesian network based equation includes different levels
of system modeling: a functional model, a structural model and a behavior model. The
prognostics of different components are used with the future load to assess the system
capacity at fulfilling its future plans while suggesting which components to maintain to
guarantee a predefined minimal level of reliability. Cheng et al. [32] proposed a method that
optimizes the production, quality control and condition-based maintenance for a stochastic
deteriorating manufacturing system. A periodic inspection CBM policy is used to define
imperfect maintenance actions. The degradation level of the component is combined with
the quality control inspection data to define the maintenance dates. While the system is
producing, the degradation of its components is monitored, and the ratios of defectives from
the quality control inspections are compared respectively to a preventive threshold and a
quality threshold. The excess of degradation level or the ratio defect causes the system to
stop for preventive or corrective maintenance. Bencheikh et al. [13] proposed a multi-agent-
based system to solve the problem of jointly scheduling production and maintenance on a
multi-purpose multi-machine workshop. Each machine is capable of different functions,
and the scheduling of the production activities and maintenance interventions takes into
consideration the current and future health state of the machine. In [120], the health
state and the RUL of the machine are used to schedule jointly production activities and
maintenance actions to improve the machine utilization, decrease the failure rate, and
minimize the total costs, including the production cost, maintenance cost, downtime cost
and tardiness cost. In this work, Liu et al. used a Weibull distribution to model the
degradation of the machine.

1.2.4.2/ Automatic control jointly with maintenance

Langeron et al. [105], presented an approach that defines operational decision-making
by changing the matrix Q and R of the LQR controller and scheduling the maintenance
actions based on the RUL of the system. This approach was tested on a DC motor by
varying its speed and planning the replacement of its bearing. Jain et al. [88] established
a relationship between product quality and the tool degradation level. Based on this
relationship, they designed a dynamic policy for optimizing process quality control and
preventive maintenance. The method integrates real-time RUL estimations. The production
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process starts with its optimal pre-established parameters. Then, at each sampling time,
the RUL of the tool and its health status are estimated, upon which the parameters of the
production process are re-adapted to the RUL. Maintenance interventions are scheduled
in parallel in a way that balances the cost of waste of remaining life and the cost of loss
of quality computed through the ratio of defects. Griffith et al. [73] proposed a structural
health and prognostic management system to enhance the use of prognostic information
like health indicators and RUL in the maintenance decision-making and prognostic control
jointly. The health information in this case are used to define the operation controls and
the maintenance intervention scheduling.

1.2.4.3/ Logistics jointly with maintenance

Wang et al. in [189] presented a RUL-based spare parts ordering and predictive mainte-
nance scheduling for a stochastical deteriorating non-repairable critical system. Wiener
process was used to model the degradation of the system, in which its parameters are
estimated from the real-time condition monitoring data. The obtained Wiener process is
used to estimate the RUL distribution that are used to update ordering and the mainte-
nance schedule. This method aims at minimizing the expected cost rate over an infinite
time horizon. Wang et al. in [190] proposed a prognostic-based spare part ordering and
maintenance intervention for an aerospace system with a random lead time. The dynamic
method consists of periodically collecting new monitoring data related to the condition of
the system. Based on these data, the degradation model parameters is estimated, and the
RUL is predicted. The RUL is then used to feed the optimization of the ordering date and
the maintenance intervention schedule. Wang et al. [182] proposed a multi-spare ordering
policy for complex systems with multiple continuously deteriorating components. The
method consists of computing the overall reliability of the system from the components’
reliability. To guarantee a predefined level of reliability of the system, some components
are chosen to be maintained or replaced and their respective spare parts orders are issued
to minimize the overall cost of maintenance, ordering and storage. Cai et al. [26] studied a
joint optimization of maintenance and spare part inventory with appointment policy. The
authors combined the classic CBM approach with periodic inspection of components with
the estimation of the RUL to appoint spare parts to the component with an estimated
RUL below a specific threshold. Once the spare part inventory is lower than a predefined
security level, the spare parts orders are placed. Later, the authors of [25] considered the
same approach but this time instead of using a periodic inspection policy, the inspection
dates are defined according to the degradation phase of the components. In this work, the
inventory is kept empty for a certain duration under the assumption that during the first
part of its lifetime the aircraft does not need any maintenance interventions. Afterwards,
the demand for spare parts grows gradually and stabilizes at a certain level. At this point,
the inventory will be monitored and compared to a security level to place the orders.

Chen et al. [31] introduced a method to predict RUL of an individual component when
the degradation cannot be reflected by historical data in totality. The estimated RUL is
formulated into failure probability function, upon which maintenance interventions and
spare part ordering are optimized jointly. Bousdekis et al. [17] developed a proactive
decision-making framework for condition-based maintenance. This framework optimizes
jointly the maintenance and the spare parts inventory based on prognostics information.
The module defines the maintenance activity time by minimizing the long-term maintenance
cost and the best time to order spare parts by minimizing the long-term inventory cost.
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Liu et al. [122] developed a heuristic based on a Markov decision process to solve the
problem of maintenance replacements and spare parts ordering in the case of single
manufacturing machine. The Markov decision process integrated health information of the
system component when this information is directly obtained from the degradation model.
The method aims at maximizing the net revenue of the workshop.

Moghaddass et al. [133] proposed a dynamic decision policy to jointly optimize ordering
and replacement dates for a single-unit inventory system. The proposed method consists
of periodically collecting and observing data related to the system operations and then
determining whether to start the setup of a maintenance intervention on one level. On
the second level, the method is used to determine when a maintenance activity should
take place. At each inspection, the current degradation level and the system health state
are assessed and then the failure probability until the next inspection date is computed.
This information is integrated in the decision-making process to generate warnings and
schedule maintenance to minimize the long-run expected cost per unit of time.

1.2.5/ Synthesis

The papers analyzed for this state-of-the-art are summarized in tables in the appendix
section A. All the analysis in this section are based on information included in the tables.

Considering the classification of post-prognostics proposed in the previous sections we
can now draw a parallel between PHM process and system process. Figure 1.4 presents
the synthesis of the PHM role in the industrial applications. The resource planning bloc is
responsible for the definition of the spare parts, raw materials and tool storage and orders.
The objectives bloc uses these resources to define the strategy of the system and plan
the work to achieve it. Once the tasks are defined, they are transformed into a group of
set points used to control the system or the actuator. The closed loop here represents
a classic automatic control loop. Aside from the sensors’ data inputs, the PHM process
acquires the outputs of the system process like the resources status, the objectives of the
machines and its control law. These data are considered in either the prognostic process
or the decision-making one. Finally, the decisions are used to fine-tune the respective
module to the decisions type.
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Figure 1.4: PHM place related to the system process
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1.2.5.1/ System health state and degradation models

To describe the system’s health state, the authors have used several methods. In some
cases, the system’s health state is described directly through its degradation level. In
these works, the authors choose several degradation models for the components/system.
The most common ones are: (i) failure probability distributions (e.g. Weibull distribution),
(ii) stochastic processes (e.g. gamma process or Weiner process), and (iii) physic-based
models (e.g. Paris equation for crack growth). In other cases, the health of the system
is described directly through modeling its different observed status using data-driven
methods (e.g. machine learning classification methods), system design methods (e.g.
Petri-nets, fuzzy logic), or the different varieties of Markov processes. However, several
works omitted the used method to model the system’s health states or mentioned that
the method is data-driven without specifying the method type. Few works supposed the
existence of a black-box prognostic module that provides them with the health indicators
and/or RUL without specifying details about degradation models, evolution, or nature.

1.2.5.2/ The integration of prognostic information in decision-making

After analyzing the literature works on post-prognostics decision-making, we notice that
these works dealt differently with integrating the prognostic information in the decision
process. We propose to classify this integration into four categories:

• As a classification criterion This is the most common way of integrating the prog-
nostic information in the decision process. The RUL and/or the future health state
of the system (e.g. future degradation level) are used to select an option from a
predefined range of decisions. For example, in [95], the authors supposed that
maintenance activities can only be executed during fixed predefined time windows.
Therefore, they used the estimated RUL to select the suitable maintenance opportu-
nity by simply comparing the RUL to the date of the maintenance window. In other
works, the prognostic information are used to directly decide the maintenance date
after comparing the RUL to a predefined threshold.

• As a constraint In this case, the prognostic information are used to validate the
proposed solutions by the decision-making algorithm. The works that integrating
PI as constraints generally assume that the decisions influence the system’s state
differently. For example, they assume that each task has its degradation rate or
consumes a known duration of the RUL. In the work of Herr et al. [81], each trip has
its degradation rate on the system. The authors implemented a constraint in the
proposed linear program to ensure that the sum of the degradation rates for a train
remains lower than a threshold at all times.

• As a term in the objective function The objective of PHM is to make full usage of
the system or/and its components while avoiding its failure. Therefore, the second
most common way of integrating prognostic information is by adding it in the objective
function. These works generally try to minimize the overall cost of implementing
solutions. Therefore, it is common to put a penalty cost on the considered lost time
of RUL. For example, Camci has a habit of integrating the prognostic information in
the to be minimized cost function like in [28]. It is also possible to use an objective
function that depends on the RUL in a way that maximizes the RUL value after the
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decision-making process. This is common in studies of the battery state-of-charge
in which the objective is to maintain the battery charge as long as possible. For
example, Zhang et al. [196] proposed an algorithm to find the optimal path that
maximizes the remaining charge in the battery of the rover.

• As a decision variable It is less common to use prognostic information to compute
future decisions. In this case, this information construct the future decision instead of
evaluating it. For example, in [148], the authors used the remaining degradation rate
authorized for the actuator to define its control parameters. Almost all the works that
dealt with the reconfiguration of the controller’s parameters or that proposed health
aware predictive controllers used the prognostic information as decision variable.
They directly implemented the RUL or the future state of the actuator in the formula
that updates the controller’s parameters.

Several works have combined two or more of these categories in their decision-making
process. The combination are mainly parallel in which RUL and/or HI are implemented
as constraints and are counted for in the objective function. However, in some few cases
the prognostic information is used as a constraint then as a classification criterion in a
hierarchical way. For example, in [144], the authors used the component’s RUL to optimize
the maintenance plan for each subsystem individually (on a component level) then the
maintenance scheduling for the overall-system by regrouping subsystem’s maintenance
activities. The prognostic information is then used to select the suitable maintenance
opportunity (on a system level).

1.2.5.3/ Recurrence of RUL estimation

As defined, the post-prognostic decisions are a sequence of actions built based on the
assessed current and estimated future state of the system and/or its components. This
implies that these decisions are constructed by integrating the prognostic information
obtained from the analysis phase. In the previous paragraph, we explained the various
methods used to integrate the prognostic information in the decision process. However,
one might wonder how many times are the prognostic information estimated for a single
decision-making run. We noticed through the most of the literature works that the authors
assumed the existence of a prognostic algorithm that provides them with the RUL of the
system and/or its components, future trends on the system health indicators, or the failure
probability of the equipment. However, the authors failed to mention how many times is the
prognostic algorithm sought for a single decision cycle. With the analysis of the paper, we
discovered that usually the PHM process is considered in a sequential manner. In other
words, the analysis phase finishes by estimating the RUL and/or system’s future HI. This
information is feed to the decision process which usually determine the future schedule of
the system for a long horizon. Therefore, several works proposed decisions based on a
single RUL estimation.After the first maintenance intervention, the authors, usually, use
reliability rules on the remaining decision horizon to model the system behavior. However,
one can find works that used several prognostic values to build their decision. For example,
Herr et al. [79] proposed that each task has a degradation rate over the system. The
authors supposed that the prognostic algorithm provides them with the degradation rates
of all possible combinations of (mission, profile). While this assumption seems more
realistic, the authors assumes that the degradation model of the systems is linear and
that the order of missions does not have an influence on the degradation’s evolution. The
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works on real-time decision-making, particularly when adapting the controller’s parameters
are considered based on a dynamic RUL estimation. Finally, Zhang et al. [196] used a
real-time decision-making process in which the RUL of the rover is estimated several times
while considering the possible paths. Therefore, the rover paper is considered also as a
dynamic RUL estimation.

1.2.5.4/ Objective and resolution methods

We defined the decision-making problem as an optimization problem. Therefore, we
analyze the literature works from an optimization point-of-view. First, let’s focus on the
objective of the optimization problem. The analysis of PPDM works suggests that we
categorize them into three categories according to the objective of they optimized:

• Cost oriented The PHM framework is used to minimize the cost of maintenance
and/or operational activities or to maximize the profits. Most commonly, we can find
the minimization of the total or long run cost, and the maximization of benefits or
profits.

• Reliability oriented In this case, the authors try to maximize the availability, reliability
and operational safety of the components. Works with reliability oriented objectives
usually are either maintenance decision-making or mixed. Very few authors used
reliability objectives to solve operational decision-making problems. One can cite the
work of Herr et al. [79] in which the authors proposed an integer linear program to
maximize the production horizon of the machine.

• Task oriented In these words, the task becomes the objective of the decision-
making process. The prognostic information is used to maximize the likelihood of
the mission’s success or to optimize an attribute of the mission for example its time
or quality. RUL and/or HI are also used to maximize the performance of the system
when achieving a certain task.

To satisfy these objectives, the authors proposed several optimization methods: simula-
tion based methods, exact methods, heuristics, and meta-heuristics (principally genetic
algorithms).

1.3/ Open issues and problem statement for the thesis

As one can notice in the previous works, none of these works has compared their results
to the one obtained by previous works. This is a major drawback in the post-prognostics
decision-making community. It is slowing the development of this field and preventing
its maturation. The various types of objective functions and the way they are defined
are also preventing this comparison from happening. Thus, it is difficult to position one’s
work to the current research in the domain if the chosen objective function is not the
same. This explains why most works in the field of post-prognostic decision-making
lack positioning. Most authors prefer to compare their results to other maintenance
strategies, namely, systematic preventive maintenance, cyclic maintenance and corrective
maintenance. Therefore, there is a need to define some common metrics to evaluate
decisions and rank research according to these metrics. Ranking the works in the field
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by different metrics would help identify the gaps in the research and provide support for
future work. Thus, the post-prognostic decisions will evolve rapidly. However, defining such
metrics is hard due to the lack of some information about the decisions in the literature.
Moreover, only few works provide full information about their decision-making process and
performances, such as:

• the execution time of the algorithm,

• the quality of the provided decision,

• the effects of RUL uncertainties on decisions and how they are expressed,

• the type of decision-making process (i.e., online or offline algorithms),

• the frequency of executing the decision-making process,

• the duration of the decision horizon, and

• the consequences of the decision on the different work processes, mainly the load
of the maintenance shop.

The presented works contain a serious lack of information. As most of them do not present
the used assumptions. They also deliberately omit the used databases, parameters’
values, and the configurations of the algorithms. It is almost impossible to reproduce any
of the results presented in their papers.

1.3.1/ Decision-prognostics interactions

In literature, works on PHM have usually been studying the analysis phase in general and
the prognostic algorithms in particular. Recently, the decision support phase have gained
a considerable attention of the scientific community. However, it seems like the works
on post-prognostic decisions are a little detached of the previous phases. In this context,
researchers always assume the existence of the prognostic algorithm without discussing it.
Some works do not even mention it. This could give the impression that the PPDM is just
a special form of general optimization triggered by the RUL. In addition, most works solve
their decision problem using one estimate of RUL and/or HI over a horizon of a duration
that could include several maintenance interventions. The common method consists of
making the first decision based on prognostic information then assuming reliability rules or
failure probability for the rest of the horizon. Another major issue with the PPDM is using
deterministic RUL and/or HI values. As we discussed earlier, prognostic modules provide a
distribution of the system’s remaining useful life. However, in the decision-making process,
authors use the RUL a deterministic value without explaining how they obtained this value.
Moreover, they generally assume that the system’s future conditions are constant during
the decision horizon. This implies a highly controlled environment of the system which can
only be achieved in a laboratory.

Even though prognostic algorithm are extensively studied for various applications and
under various conditions, it is not common to find works that included the future loads or
system’s conditions in the process. Actually, except for works that proposed physic-based
degradation models, almost no other works considered adding future loads into the model.
The authors always tend to assume that either the system is doing the same exact tasks
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without any variability or these future loads constitute a portion of the uncertainties. Both
Daigle and Goebel [37] and Zhang et al. [196] integrated information about the future
loads of the system in their model-based prognostic methods to estimate the RUL of the
system. In [196], the resulting RUL was more involved in the decision-making process by
using it as a variable in the optimization objective function. Welz et al. [191] integrated
maintenance information into the prognostic process. Maintenance actions, whether
perfect or imperfect, were modeled and then used as inputs to the prognostics. The
approach was tested for the Weibull method and the general path model (GPM) method.
In both, the integration of the maintenance model improved the accuracy of the prediction
by reducing the prediction error. The approach was validated on a heat exchanger test
bed. Vileiniskis and Remenyte-Prescott [179] developed a new approach for predicting the
quantitative risk of failure. The method consists of creating a Petri-net model to present
the current state of the system, the degradation and the future operation and maintenance
activities. The model is then run in a Monte Carlo simulation to obtain the statistics of
components’ performance over a selected horizon. The results are fed into a bow-tie model
to estimate the risk of hazardous events. In [160], authors used future power consumption
profiles in the prognostics algorithm to predict the end of discharge of a Lithium-polymer
battery in a rotatory-wing UAV. While in [46], the authors considered that the variance in
future loads are included in the uncertainties.

One can notice a big gap between the two process of the PHM framework. This allows
us to conclude that the PHM process as presented by the OSA-CBM was studied as a
sequential process for a long time.

By analyzing the papers that treated post-prognostic decision-making and those that
aimed to integrate future loads in the RUL prediction, we can easily notice the important
interactions between the prognostics and the decision-making modules. In Figure 1.5, the
prognostics module influences the decision by the value of the RUL, and the decision-
making process modifies the prognostics outcome with the future loads and the selected
decisions. This can drive toward the necessity of integrating the prognostics and decision
processes into a closed loop. One proven advantage of such an approach is the improved
accuracy of the RUL prediction.

Figure 1.5: The interactions between the prognostics and the decision-making modules

Naturally, decisions are build to be applied to the system. This application could alter the
system’s health evolution. For example, Frost et al. [62] used the health state of wind
turbine blades in an adaptive controller to extend the operating time of the system. When
the evolution of the system degradation and/or health state is different from the one used
to build the decision, this could make the decisions obsolete. Therefore, to best fulfill the
objective of the framework, the decision process must be adapted to include the current
prognostic information. However, none of the literature works have discussed the need
of re-applying the PHM process nor studied the frequency at which the process will be
re-initiated.
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In the same context, decision application could cause the system to operate in new
unknown conditions. In this case, the obtained data from the health state evolution could
be new to the prognostic algorithm. Thus, it would be important to have a prognostic
module that is updated to the real conditions of the system. As it has been proven,
degradation data are highly related to the operation conditions of the system. For example,
in the data generated by PRONOSTIA [137] for rolling bearing, the speed of rotation has a
major influence on the degradation profile. Therefore, using data from historic degradation
can be a good starting point for the prognostic process. But if such a prognostic process is
still in use under new operating conditions, it will lead to questionable outcomes. Therefore,
there is a need to incrementally update the process. However, this point is also omitted in
most literature work on prognostic algorithms.

1.3.2/ Toward decision-enhanced PHM

1.3.2.1/ Issues to be addressed

Although in recent years, a great number of post-prognostic decision-making methods
have been proposed for different application ares, the progress to build an effective and
efficient approach is still limited. On one hand, usually, the use of prognostic information
in these approaches is limited to a basic definition of constraints or just as a launcher of
the decision process. Moreover, the uncertainties presented in the prognostic algorithm’s
output are ignored, and a deterministic value is used in the decision process. On the
other hand, generally, prognostic algorithms do not take into consideration the future
loads into the estimation phase. Frequently, the future loads are either replaced with
the mean of conditions or just supposed to be included in the uncertainties. Obviously
in this classic way of applying PHM, we can note that the processes are executed in a
sequential way with a simplified interactions. In such situation, we can safely assume the
PHM framework as an open-loop process. Moreover, works that integrated prognostics
and decision-making presented some lack of information. Some points that we qualify as
important have been omitted from the works. Mainly, the dynamic of estimating the RUL
and health indicators, dynamic of the overall framework, and the reaction of the framework
face to new system’s conditions. According to these discussions, we summarize the key
issues we intend to solve as follows.

• How to emphasize the relationship between the prognostic and decision-making
modules?

• How often should the PHM process be launched?

• How long ahead should the decision-making module plan?

• How to better/fully use prognostic information in the decision process?

• How to clarify the applicability of the PHM framework?

• How to make the PHM framework robust to the system’s conditions changes?

The issues highlighted above confirm the need to enhance decisions in the prognostics
and health management framework. Therefore, the main assumptions, objective and
contributions of this thesis are presented in the following sections.
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1.3.2.2/ Assumptions

The works presented in this thesis aim to upgrade the existing prognostics and health
management framework. However, the proposed contributions are valid for a certain
parameters defined by the following assumptions.

• The data from the system sensors can be processed and allows to obtain suitable
health indicators.

• The system health state and degradation are supposed to be observable to a
certain extent. Meaning, that from sensors acquired data, one can estimate with a
measurable confidence the actual health state or degradation level of the system.

• The degradation of the system is mastered to some extent. In other words, one
can model the degradation through physics-based models, stochastic models, data-
driven models or hybrid models

• The matter of adequate prognostic methods is not addressed in this paper, under
the assumption that adequate methods exist for short and long term prognosis.

1.3.2.3/ Objective and contributions

To answer the aforementioned challenges, the purpose of this work is to provide a new
adaptation to the PHM framework to upgrade it to a closed-loop process. The proposed
framework allows the construction of decisions while integrating their effects on the
system’s health state evolution in the remaining useful life estimation process. The
interactions between prognostics and decision-making are modeled by building decisions
iteratively over the duration of the considered horizon. Also, the data used as a reference
for the prognostic module are refined to include new variation in the system behavior to
guarantee a consistent prognostic method towards systems’ changes. The Focus of the
adaptation of the framework is on the decision-making process to improve the integration
and the quality of the prognostic information. Therefore, in this thesis, we focus more on
post-prognostic decisions, but some elements of thoughts are proposed for the prognostic
part. According to that, the main contributions of this thesis are as follows:

1. State on prognostic and health management challenges (Chapter 1).

2. Review of post-prognostic decision-making (Chapter 1).

3. Propose a new post-prognostic decision framework (Chapter 2).

4. Initialize the new framework on two study cases (Chapter 3 and Chapter 4).

5. When to use PHM methodology for a single multi-purpose machine (Chapter 3).

6. The influence of decision horizon on decision methods (Chapter 4).

1.4/ Summary

This chapter presents a summary of the PHM challenges. A thorough survey on post-
prognostics decision-making and its growing interest as a strategy to exploit prognostic
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information to maintain and manage life cycle of critical machinery. According to that, a
detailed classification of these works is presented. The issues and omits of the previous
works have been pointed out. Following that, open challenges of the decision process are
defined and the requirements are discussed. Two major challenges of post-prognostic
decision-making are: (i) the interdependency between the prognostics and decision-
making modules and (ii) the study of parameters that influence the execution of the PHM
process and their implementation on real world applications. The objective of this thesis is
to propose upgrades to the existing PHM framework by emphasizing the post-prognostic
decision process and the prognostic-decision interactions. All the majors parameters for
the proposed post-prognostics decision framework (such as decision horizon, decision
actions, ...) and their influence are described. The next chapter describes the modification
performed on the existing PHM framework to enhance the decision-making process. The
following chapters contain the initialization of the post-prognostic decision framework on
two study cases.
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The PHM framework was developed to organize the methodology of studying the degrada-
tion and health of a given system, estimating its remaining useful life and/or the evolution
of its health conditions, and managing its operations and maintenance activities. Based on
the presented PHM framework, the decision-making process is based on the estimated
predictive information. Thus, decisions are highly dependent on the future information.
Besides, the estimated values are based on certain assumptions of the future conditions
and loads. Therefore, the decisions that are scheduled for the future would influence the es-
timations. Thus, the prognostics and decision-making modules are highly inter-dependent.
However, when reading the literature works on post-prognostic decision-making these inter-
dependency is omitted. Moreover, several omissions are present in the post-prognostic
decision-making process. Most important issues are: (i) the interdependency between
the prognostics and decision-making modules and (ii) the frequency of execution of the
PHM process. This chapter presents the modifications applied to the PHM framework to
emphasize the decision-making and prognostics interactions. Some essential concepts
to the framework re-adaptation are defined following an organization point of systems
and applications in the PHM context. The underlying idea is that, prognostics should
take into account future decisions and operational conditions on one hand. On the other
hand, decision-making process should further integrates prognostics information. For this
purpose, three loops are introduced to the existing PHM framework.

2.1/ Systems and applications in PHM context

Prognostics and Health Management is a general framework and applying in a certain
case, demands a thorough study of the system and the scope of the application. Since
the great variety of application in the PHM context, the definition of a generic approach
requires a good formalization of applications. Therefore, in order to better define the
re-adapted framework for Prognostics and Health Management, we first have to formalize
the definition of systems and applications in a PHM context and their characteristics and
specifications.

2.1.1/ Systems

In this section, we will present the definition of a system in the context of PHM based on
the most common assumptions used in literature. A system in PHM is expressed in form
of a set of descriptors, where each descriptor is defined by a pair an attribute and its value.
The most common attributes and their corresponding values in literature are :

• Type Each system has a particular nature that depends on the field it has been
designed to be used in. The nature of systems can be classified into; manufacturing,
distribution, energy, transportation, aerospace, autonomous vehicles, medical and
bio-medical.

• Typology Systems can be composed of one machine/actuator or many machines.
Thus, the typology of a system will define its structure, whether it is a single machine
system or a system of systems. In the case of multiple machines systems, there
is a need to define the typology that exists between the different machines. The
machines have two possible dependencies either economic (i.e. grouping machines
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in applying actions could cost less than acting on each machine alone) or structural
(i.e. some machines are dependent on previous ones like for example in a production
line where machines are structured in a serial way). In other words, machines can
be economically dependent or structurally dependent in a serial, parallel or mixed
typologies. To summarize, a system can be composed of (1) a single machine or
(2) multiple machines. In the later case, the machines can be (a.) economically
dependent, (b.) structurally dependent in a (i) serial, (ii) parallel, or (iii) mixed
typology, or (c.) both dependencies are considered. Typology also defines if the
machines are geographically distributed or they are placed in the same facility.

• Granularity level This characteristic is defining the composition of the machine.
Whether the failure of the machine is caused by a single component, or many
components can cause the failure of a machine. The granularity level can be different
from one machine to another in the case of multiple machines systems. A machine
can be simple if its degradation or RUL is determined by a single component, or
complex if the health of the machine depends on multiple components state.

• Dependencies In the case of complex multi-components system, there might exist
some dependencies between the components. Nicolai and Dekker in [141] defined
the possible three types of dependencies between components; (i) Structural depen-
dence is when a component stops due to maintenance or failure all the dependent
components stops. (ii) Economic dependence signifies that maintaining dependent
components together will cost less than maintaining them separately. (iii) Stochastic
dependence is when a component fails/degrades causes the failure/degradation of
all dependent components. One can also finds cases where the components present
a different combination of the three types of dependencies.

• Complexity level One can finds a lot of definition for the complexity level of a system
in literature, but no consensual definition has yet been proposed. The use of the
term "complex system“ in literature may indicate a system with multiple components
that presents a different kind of dependencies [173], [76] or the models used for the
systems behavior and evolution are non-linear and complex [60] or the combination
of both multiple component and non-linear evolution with multiple pathways [192].
One can finally conclude that the definition of the a complexity metric is a difficult
operation, but we can conclude that the complexity of the system depends on its
typology, granularity level, dependencies and degradation parameters.

• Criticality It characterizes how critical the system is. The criticality of a system is
determined on a design level of the system. It is influenced by the redundancy of
critical machines/components, the effects that might be caused with a failure on the
systems environment and users safety and the safety coefficient of the system.

• Observability and metrics Observability here is defined as in the control theory. If
the systems internal states can be measured or determined from its external outputs.
A system can be fully, partially or non-observable. Metrics design the outputs of the
system and/or the sensors data that monitors the degradation of the system and its
performance.

• Degradation parameters It concerns the systems degradation model. In this field,
we describe: (i) The systems degradation forms or type, example a crack or wear,
(ii) The causes of degradation that can be classified into two factors; environmen-
tal causes that describes the machine environment i.e. the external sources like
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temperature, humidity, etc... and operational causes that describes the operating
mode of the system i.e. the internal sources like rotation speed, the load, etc... (iii)
The degradation model whether it is a physics-based model for example the use of
Paris’ law for modeling crack growth, a data-driven model for example the use of
neural networks in the prediction of aircraft actuators RUL [23], or a hybrid model for
example the use of process gamma as a degradation model where its parameters
are found from previous degradation test. (iv) The consequences of the degradation,
which describes the level of the loss of operational functions.

• Overall degradation dynamics This descriptor defines the speed of the machines
degradation. It is influenced by reliability information like the mean time between
failures of each of its components, the necessary time for the system to move from
one health state to another, or the lifetime of the components.

• Action variables This field is used to describe the possible variables that can be
used to manage the systems state. These variables can influence the evolution of
the degradation of the system and they are used to define the operating mode of the
system for example the definition of the rotation speed, or the weight of the loads to
move.

2.1.1.0.1/ Example: CNC Machine Nowadays, machining equipment such as the
computer numerical control (CNC) machine tool or CNC machining centers are increasingly
required with the growing market demand in term of machined surfaces and products
assortment. These machines require a high level of reliability. Therefore, we will present
here the example of a CNC machine system in the context of PHM. CNC machines are
made of a set of mechanical subsystems that can face different kind of degradation. A
decrease in the quality of the machined surface (the output of the CNC machine) can be
caused by different source of degradation. For the sake of simplicity, in this example we
will consider that the CNC machine degradation can be caused by three main components;
the spindle, the rolling bearing of the spindle and the cutting tool. These components
presents different kinds of dependency, but in this case we will only consider structural
dependency to keep the example simple. Ding et He in [43], defined that the failure of the
cutting tool is a stochastic process caused by the cumulative wear, that depends on the
machining conditions, such as the cutting speed, the feed rate... Soualhi et al. [164], Dong
et Zhang [47] used the same assumptions about the causes of failure of the bearing and
the spindle and the factors on which the degradation depends. Therefore, we will consider
that the degradation of each of these components can be modeled by a gamma process
degradation model, where the proposed model will be influenced by different factors,
environmental factors like the temperature where the machine is installed, the humidity
and factors related to the operating mode like the cutting speed, the feed rate, and the
characteristics of the product (material, geometry, depth of the cut, ...). Previous studies
on the degradation of the considered components shows that it is difficult to observe the
exact state of the components, this implies that the CNC machine system is considered as
a partially observable system. Moreover, the metrics that allows to observe the state of
the machine are the motors electrical measures for the degradation of the bearing and
the spindle, vibration measures for all parts degradation and acoustic emission and video
microscopy for the cutting tool wear. As to observe the performance of the machine, we
will monitor its production rate, the maintenance time and its utilization.
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2.1.2/ Applications

Similar to the previous subsection, we will present how works in literature detailed the
application. Like systems, applications can be defined as a set of pair an attribute and its
value. The most commonly used pairs are the following :

• System In this field, we will define the system used in the application. The system
here will be defined as in subsection 2.1.1.

• Objective This attribute describes the main objective of integrating PHM in the
context of the presented application. The mission of the application will be mathe-
matically formulated into the objective function of the decision making problem. In
literature, one can find a high variability of missions but one can classify them into
three categories : (i) Availability oriented ; where the purpose of the PHM process
is to maximize the reliability and the availability of the system. Example the main-
tenance optimization of railway systems including rolling stock, rail track and rail
infrastructure. (ii) Cost oriented ; where the decisions are made in a PHM framework
in the intention of minimizing operational and maintenance costs. Example the work
of Camci [27] on the optimization of the maintenance cost of a manufacturing system.
(iii) Assignment oriented : where the main objective is to secure the success of the
targeted mission or an acceptable part of it. Example the framework proposed by
Zhang et al. in [196] to plan the road of an autonomous vehicle in a way to succeed
in reaching the target based on the battery State-of-Charge.

• Performance indicators Performance indicators are metrics related to the appli-
cation mission. They allows us to evaluate the objective function of the decision
making process, compute the deviation from the aimed value, and thus give us an
idea about which kind of actions to take to reduce the deviation and consequently
fulfill the applications’ mission.

• Decisions type This attribute describes the possible actions to take in order to fulfill
the purpose of the application. Decisions can be of: (a) maintenance nature: by
setting the part of the system to maintain and at which date, (b) operational nature:
this category can be subdivided into three subcategories : (i) Control decisions
where we can modify the set-point or the reference value of some actuators or even
modify the parameters of the controller. (ii) Task assignment by assigning which part
of the system to achieve which tasks this includes also the production scheduling.
(iii) Supply chain management by defining the logistic movements of spare parts,
raw materials, work-in-process and final products. (c) Mixed decisions where we can
find different combination of the previous two types of decisions. Also this attribute
define the elementary actions of the possible decision in relation with the action
parameters defined in the system.

• Decision horizon The decision horizon is defined as the period of time on which
the decisions will be made. This feature is used to define the type of the horizon
and its duration. Decision horizon can be of two types: (i) Rolling horizons Decisions
here are made over a certain period of time with a fixed duration. Then with the
evolution of the system, the decision horizon is shifted and decision are built on the
new interval of time. Such a type of horizon implies that the decision making process
is periodically executed. (ii) Fixed horizons: The process of decision making, in
this case, is only executed once or is re-executed if the application requires it at
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the end of the first decision horizon. In context of PHM, this implies that the PHM
process will be executed only once, and decisions will be made based on a single
RUL estimation. Thus with such type of horizon we will lose the dynamic aspect of
the RUL estimation.
In a classic PHM application, the decision horizon value is set by the application
expert or by the traditional functioning of the system. In our framework, we will take
the value provided by the systems’ owner as a start point then we will try to optimize
the duration of the decision horizon.

• Discretization Period: The decision horizon is divided into smaller time units. These
time units are called periods. They can be a day, a week or a month depending on
the application specifications and constraints.

2.1.2.0.1/ Example: Numerical Machining Workshop In this example, we are go-
ing to optimize jointly the maintenance and production schedule of an industrial CNC
machining system. The applications’ mission is to find the best compromise between
producing with different cutting speeds and maintaining the machine in order to maximize
the workshops’ benefit. Therefore we are going to monitor the cost of operations and
maintenance interventions, plus we will compute the utilization of the machine.

2.2/ Main Concepts

The aim of this work is to enhance the process of decision-making in the prognostics and
health management context. The decision-making has been defined as the act or the
process of making choices after thinking of several possibilities [181]. Therefore, one can
wonder how do we define a possibility or a decision in the PHM context. In this section,
we introduce some essential concepts for the development of the enhanced-decision
framework.

2.2.1/ Elementary actions

In a PHM context while stating the decision problem, there is a need to define the possible
actions that can be applied. In a general context, the possible actions form the possibilities
from which we will make a choice. These actions are called, in this context, elementary
actions. One can define an elementary action αi as a countable set of descriptors di, j

(attribute a j,value vi, j). Therefore, one can write an elementary action as:

αi “ tdi, j “ pa j, vi, jqu
Cardpαiq

j“1 (2.1)

For every application, there is a countable set of elementary actions. Therefore the
following notation is used:

• A: The countable set of elementary actions for a specific application.

• CardpAq: The number of elementary actions.
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A is defined as:
A “ tαiu with i P t1, ...,CardpAqu (2.2)

Let us consider the case of the CNC-machine workshop. In the example, we intended
to study mixed decisions i.e. maintenance and production scheduling. Therefore, the
elementary actions, in this case, can either be a maintenance actions or a production task.

Let us start by detailing the example of a maintenance elementary action. An elementary
action of maintenance has a targeted part of the system. For example, the replacement of
the gear box. This specific action has a predefined duration and a required set of skills i.e.
the technician need to be a mechanic. In other cases, like checking the accuracy of the
machine requires a control technician. The maintenance elementary action of the gear
box’s replacement can be summarized in the (descriptor, value) style as in Table 2.1.

Table 2.1: Example of a maintenance elementary action

Descriptor Value
Type of action Maintenance

Nature of action Replacement
Concerned system/component Gear Box

Spare Part Ref. *ref. of the spare part
Required technician Mechanic

Duration 2 hours

Elementary actions can also be operational. In this given example of the CNC machine,
we can see the production task of a certain order as an operational elementary action.
The definition of the production task would require the order in question, some of the
order’s characteristics e.g. if it is urgent and the deadline date, the nature of the raw
material, some specifications about the machining process like speed and depth of cut, etc.
An example of the production task definition in the style of (descriptor, value) is given in
Table 2.2. This is an illustrative example and the set of used descriptors is not exhaustive.

Table 2.2: Example of a production elementary action

Descriptor Value
Type of action Production

Order Order no. 15
Urgent No

Deadline Due in 10 days
Quantity 150 pieces

Raw Material Steel
Depth of cut 1.5

Feed rate 0.5
Rotation Speed 1500 rpm

Duration 4 hours

Therefore, one can conclude that attributes can be different from one activity to another
and also from one application to another. Given the examples above, we can give some
examples of attributes. These attributes are divided into two categories according to the
type of action. The attributes for maintenance are defined as follow:
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• The type of action: This field is used to specify the type of action. In this case it is
a maintenance activity.

• The nature of the action: In maintenance context several actions are possible like
replacement, refill, inspection, and repair. It is important to specify the nature of the
action intended by the elementary action.

• The concerned system, or component: Here, one defines the part of the system
concerned by the proposed action. In the case of multiple levels of granularity,
this descriptor can have also multiple level. One can imagine a descriptor for the
concerned machine, one for each level of subsystem, and one for the lowest level i.e.
the component reference.

• The requirements of the action: This attribute must define the different require-
ments of the described action. It could be divided into several attributes to accurately
describe the action. In the given example, this attribute regroups the spare part ref.
and the required technician attributes.

• Duration: The duration of the action needs to be defined or estimated if no exact
value can be known.

We give also some examples of the attributes that can be used to define production
elementary actions. These examples are as follow:

• The type of action: In this case it is a production task.

• The concerned system: In case of multi-machines application, this attribute is quite
handy to define which machine is scheduled for the task.

• The task: In the case of mission assignment, production scheduling, or supply chain
management, the task to execute, or the job the schedule for production is defined
here.

• The task’s requirements: This represents a set of attributes that describes some
of the tasks requirements for example, the quantity to produce, or the details of the
mission. It can also describe the urgency of the task and/or it’s constraints. In the
given example, the urgent, deadline, quantity, raw material attributes are part of this
task requirement subset.

• The control loop parameters: In the case of automatic control, this field is used to
define the values of the control loop parameters which could be the new set points
or the controller parameters. For example in [104], this attribute corresponds to the
new values of the Q and R matrix of the used LQR controller.

• The new operational parameters:In case there is a need to change some parame-
ters of the system like its speed, one can modify the set-points of the controllers and
therefore the new reference values are defined here. In general, the new operational
parameters are basically used to describe how the task will be performed. In the
given example, we can say that the depth of cut, feed rate, and rotation speed are all
attributes that describe the new operational parameters. They describe the operating
profile.
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• Duration: The duration of the action needs to be defined or estimated if no exact
value can be known.

One can notice that some attributes are common no matter what the type of action is.
In general, the elementary action can either be an operational decision as in automatic
control, scheduled production order, assigned mission, supply chain management action,
or maintenance of a component, subsystem or the whole system. Therefore, the type
of the action is always required. The elementary actions are going to be used to build a
schedule for the application. Since almost all schedules are time limited, the duration of
an elementary action is an important attribute of the action and should be defined for all
type of actions.

Moreover, the definition of the suitable attributes is an important step in the process
of implementing the framework. This task is quite dependent of the system and the
considered application. A good definition of the attributes results in a good definition of
the elementary actions. Based on these actions, decisions are made. But before making
decisions, these actions are transformed into local decisions. Let us start by defining a
local decision.

2.2.2/ Local decisions

The local decision represents the elementary action execution on the system. In other
words, an elementary action is transformed into a local decision by estimating it’s outputs
in terms of the system’s health state, time evolution, and the application’s objectives. A
Local decisions ei is defined with a countable set of descriptors di, j (attribute a j, value vi, j).
Local decisions are a transformation of elementary actions. Therefore, they inherit the
descriptors of the elementary action. Moreover, other descriptors are needed to define
the transformation (scheduling) of the actions. In general, the added descriptors can
be classified into three categories: (i) schedule-related in which the time and resources
constraints are defined, (ii) health-related descriptors that contains prognostics information
about the systems health state evolution, local prognosis, reliability attributes, etc, and (iii)
application-related descriptors in which financial information are defined such as costs
and benefits also some optimization objective related attributes could also be defined such
as the tasks success probability.

So a local decision ei can be written as:

ei “ tdi, j “ pa j, vi, jqu with j P t1, 2, ...,Cardpeiqu (2.3)

We suppose that for any studied application there is a finite number of the local decisions,
thus we note:

• E: The countable set of local decisions.

• CardpEq: The number of the local decisions in set E.

Therefore, E is defined as:

E “ teiu with i P t1, 2, ...,CardpEqu (2.4)
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For most of the applications, the set of feasible local decision is time-sensitive. The set of
feasible local decisions at instant t is defined as a subset of the set of possible decisions E.
The feasibility of local decisions is defined by the time constraints and the local prognosis
of the elementary action they represent. This point is more detailed in section 2.2.4. One
can note:

• F ptq: The countable set of feasible local decisions at instant t.

• CardpF ptqq: The number of feasible local decisions in set F ptq

Therefore, F ptq is defined by:

F ptq “ teiu with i P t1, 2, ...,CardpF ptqqu (2.5)

With:
F ptq Ă E (2.6)

Let’s go back to the case of the CNC-machine workshop. In the previous section, we gave
the example of two elementary actions: a maintenance activity and a production task.
Now, let us suppose that these actions are transformed into local decisions at instant t. In
the following, we present an example of maintenance and production local decisions.

For simplicity purposes, we consider that the CNC machine is composed of only two
components. Moreover, maintenance activities of replacement nature are considered to
be perfect. In other words, replaced components are supposed to be in a new health
state with a degradation level equal to zero. In this example, we consider the replacement
of the gear box. The related elementary action is defined in the previous section. Here,
we consider the scheduling of this action and therefore its transformation to a local
decision. This transformation requires the definition of the start time, the allocation
of the required resources, the estimation of some health-related indicators, and the
computation of application-related indicators. The maintenance local decision of the gear
box’s replacement can be summarized in the (descriptor, value) style as in Table 2.3.

Table 2.3: Example of a maintenance local decision

Descriptor Value
Type of action Maintenance

Nature of action Replacement
Concerned system/component Gear Box

Spare Part Ref. *ref. of the spare part
Required technician Mechanic

Duration 2 hours
Start time t
End time t+2

Maintenance Technician Operator 1
Initial Health State (0.2, 0.9)

Estimated Health State (0.2, 0)
Cost 200

Always in the same context of the CNC machine application, we present an example of a
production local decision. In this example, we define some examples of descriptors for the
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local decision derived from the previously presented production task. Therefore, one can
observe that the local decision has inherited the descriptors of the elementary action. We
also add descriptors that are related to the schedule. This includes the start and end time
as time constraints and the batch of raw material to be used and the responsible production
operator as required resources. For the health-related descriptors, we specify the initial
health state of the machine before starting the operation, the estimated health state at the
end of the operation, and the estimated degradation evolution with its confidence interval.
The cost of production is specified among the estimated benefits obtained by selling the
produced good minus the costs. The probability of achieving the operation without failure
is also estimated as the success probability. These attributes and their illustrative values
are summarized in Table 2.4.

Table 2.4: Example of a production local decision

Descriptor Value
Type of action Production

Order Order no. 15
Urgent No

Deadline Due in 10 days
Quantity 150 pieces

Raw Material Steel
Depth of cut 1.5

Feed rate 0.5
Rotation Speed 1500 rpm

Duration 4 hours
Start time t
End time t+4

Raw Material Batch Batch Steel 2
Production Operator Operator 1
Initial Health State p0.2, 0.9q

Estimated Health State p0.35, 0.96q
Estimated Degradation Evolution p0.15˘ 0.02, 0.06˘ 0.015q

Cost 1700 u.m.
Estimated Benefits 1000 u.m.
Success Probability 0.95

To recap, the local decision is the result of a virtual scheduling of an elementary action. In
this framework, we search for all possible elementary action and estimate the outcome
of scheduling each one of them at instant t. This allows us to obtain the set F ptq of all
possible local decisions. Each of these local decisions presents an elementary action.
Therefore, the descriptors of the elementary action are also used by the local decision.
Other descriptors are added to clearly define the local decision. They can be classified
into three categories. For each of these categories we present some examples of possible
descriptors. As noted for the elementary actions, the descriptors of the local decision can
differ according to the system studied and the intended application. Therefore, the choice
of the descriptors is an important task of the implementation of the framework. Some
non-exhaustive descriptors are given and grouped by category:

• Schedule related descriptors:
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– Start time or date: To define the schedule of the actions, we need to define the
start time or date of the decision.

– Allocated Resources: Some actions can require a special set of resources to
be executed. Therefore, when these actions are transformed into decisions
the required resources or the available resources are assigned to the local
decision. The resources could be (i) material, like special tools for maintenance
activity, or spare parts, or (ii) human, like a technician, maintenance teams, and
production operators.

• Health descriptors: Here, we are going to define two attributes to describe the
evolution of the system health state with the integration of the present decision.
These attributes are:

– The initial health state indicators: This can be defined by a set of health indica-
tors of the studied system before the execution of the local decision.

– The estimated final health state indicators: This is the set of the estimated final
values of the health indicators after the execution of the local decision.

– Reliability level: This describes the reliability of the system when executing the
specified local decision.

– RUL values, and so on.

• Application related descriptors: In this section of the local decision definition, we
will define the attributes of the decision in the context of the proposed application.
These attributes are used in the computation of the performance indicators of the
application. For example, in this section we can find:

– Cost: The estimated cost of the execution of the action.

– Benefits: The likely benefits from the execution of the action.

– Mission success rate: The predicted success rate of the mission if the action
defined is integrated.

– and so on.

At each instant t, we are going to create the set of possibilities for the decision-making
process. This is done by creating the set of feasible local decisions F ptq. Now, the
decision-making process has to chose a local decision and schedule it. Since most
decision-making processes are executed over a long duration (i.e. decision horizon), this
act of selecting one local decision or a sequence of local decisions is done multiple times.
And the selected decisions are scheduled sequentially. Therefore, we need to define the
structure of the sequence of chosen local decisions. We call this structure global decision.
This concept is defined in the next section.

2.2.3/ Global decisions

A global decision is a sequence of local decisions over a duration H called decision horizon.
Therefore, a global decision guptq can be defined with a countable set of descriptors Du, j

(attribute A j, value Vu, j). The descriptors of the global decision can be classified into three
categories:
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• Composition Descriptors: In this set of descriptors, the composition of the global
decision is defined. Thus it contains two attributes:

– The Sequence of local decisions: This attribute contains the sequence of local
decisions. For example the schedule of jobs and maintenance actions.

– The Duration of the Horizon: This attribute will define the duration of the deci-
sion horizon of the global decision.

• Health Descriptors: Similar to the local decisions, global decision defines the
estimated evolution of the system’s health state. For this some of the most commonly
used attributes are presented:

– Initial Health State Indicators: This contains the set of the initial health indicators
before applying the global decision.

– Final Health State Indicators: This is the set of the estimated final health
indicators after applying the global decision.

– Reliability Level: The evolution of the reliability of the system while applying a
global decision, could be a relevant indicator of the system health.

– ...

• Application Related Descriptors: In this category, one defines the attributes of
the decision that are oriented to the application objective. These attributes are the
performance indicators of the application plus other descriptors that can be used in
the computation of the performance indicators. Some examples of the most common
indicators are:

– The cost of the global decision

– The predicted gain of the global decision

– The Occupation (%) of the system

– ...

Therefore, guptq is defined as:

guptq “ tDu, j “ pA j,Vu, jqu with j P t1, ...,Cardpguptqqu (2.7)

To preserve the consistency of the definitions, the following notations related to the
definition of the global decision are proposed. Global decisions are related to their time of
construction, thus one can note:

• Gptq: The set of global decisions at time t.

• guptq: The uth global decision at time t of Gptq.

• CardpGptqq: The number of global decisions in Gptq.

Therefore, Gptq is defined as:

Gptq “ tguptqu with u P t1, 2, ...,CardpGptqqu (2.8)

In some cases, the number of possible actions can be tremendous causing a considerable
number of feasible combinations and consequently a big set of global decisions. This
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can be considered as an optimization problem. Therefore, a suitable optimization method
from the literature should be used to construct a smaller set of global decisions by
finding the most interesting sequences of elementary actions. The choice of such an
optimization method is based on the application specifications in terms of constraints,
real-time performances, the quality of the desired solution and so on. Such a point should
be discussed during the implementation phase.

While the other descriptors may vary from one application to another, the composition
descriptors are common for all types of applications since they are related to the proposed
framework. Therefore descriptors Du,1 and Du,2 are defined as:

Du,1 “ pS equence o f local decisions,Vu,1q (2.9)

where:
Vu,1 “

`

ei
˘mguptq

1 (2.10)

and: mguptq: The number of local decisions that build global decision guptq

Du,2 “ pDecision Horizon,Vu,2q (2.11)

where:
Vu,2 “ Hptq (2.12)

Hptq is the duration of the decision horizon at time t.

At this point, we have defined the concepts of the structure of possibilities and decisions.
We also gave some hints about how these structures are defined and obtained. However,
which layers of the PHM framework are responsible for these activities. More precisely
in which module the elementary actions are transformed into local decisions, in which
module the set of feasible local decisions F ptq is built, and which module is responsible for
choosing local decisions, scheduling them, and building the global decision.

2.2.4/ Estimators and Decisions Builders

The proposed method to highlight the prognostic decision interactions consists of building
elementary actions into sequences of decisions while evaluating the outcomes of these
local decisions in terms of the system’s health and the objective of the studied application.
In this context, two new modules are proposed to be added to the phases of analysis and
decision support as shown in Figure 2.1.

A decision builder is joined to the decision support phase. The decision builder module
can interact with the prognostic phase using an estimator module that is designed to
forecast the degradation level of the system. The two modules are shown in Figure 2.1
and described as:

• Decision builder: This module is responsible for building the global decisions
thanks to the set of available elementary actions A. This module is part of the
decision support phase of the PHM process. It has four main functions; (i) finding the
possible elementary actions, and create the set of feasible local decisions F ptq (ii)
creating the set of possible sequences of local decisions Sptq at time t (iii) evaluating
the elements of Sptq (iv) selecting and scheduling the suitable sequence of local
decisions s˚ from Sptq. The decision builder is the first element of decision-making in
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Figure 2.1: Block diagram of the decision building process

which it will assemble a set of global decision Gptq at time t. Since post-prognostic
decision-making is considered as an optimization problem, decision builders can be
classified as an optimization method. Various optimization methods can be modified
to become a decision builder, such as the search algorithms D˚, A˚, ..., heuristics like
the ant colony optimization, particle swarm optimization, and so on. The selection of
the suitable decision building method is application related and should be addressed
during the implementation phase.

• Estimator: This is a function that aims to forecast the degradation of the system
under the new local decision. It evaluates the outcome in terms of health state (i.e.
degradation, reliability, ...) of the studied system for each possible elementary action
at time t. It is also equipped with a virtual system, that contains the future state of the
system once a local decision is selected by the decision builder. This module is part
of the analysis phase of the PHM process. Figure 2.2 shows an example of the output
of the estimator. Estimator could be defined as a short term prognostic algorithm
that can integrate future loads of the system. The choice of the used algorithm in this
process can be subject to some constraints like the execution time and/or precision.
The estimator has to evaluate the outcome of a large number of elementary actions
and for some time-sensitive application, it could be more beneficial to use a swift
prediction algorithm to reduce the estimation time. For applications that are not
time-sensitive but that require a high level of precision, the estimator could be a
replicate of the prognostic algorithm. Therefore, the estimator could be any model-
based or data-driven prognostic algorithm. One can use various types of methods as
estimators, for example, auto-regressive methods, linear regression-based methods,
particle filters, neural networks, etc... The novelty here is to include the future local
decisions in the estimation of the system future state. However, we limit the choice
of the estimator by the conditions that it should be a short-term prognostic approach
and it should take future decisions as an input.

The feasibility of local decisions and their sequences is a two steps process:

• In the first step, the decision builder considers all possible local decisions at an instant
t. These possible local decisions are, then, tested against their time constraint. For
example, let us consider the local decision of scheduling a production job at t “ 100
u.t. The job in question has a processing time of 50 u.t. meaning that its completion
date will be equal to 150 u.t. But the job has a due date equal to 140 u.t. Thus it is
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Figure 2.2: Example of the estimator output

judged as unfeasible. The time aspect of local decisions feasibility is presented in
figure 2.3. Where, e1 is time-unfeasible and e2 is time-feasible.

• The second step is dependent on the results of the local prognosis provided by the
estimator. For example, if we consider another production job that is feasible from a
time point of view. The job could be considered as unfeasible if the outcome of its
local prognosis exceeds the failure threshold of the system. The health aspect of
local decisions feasibility is presented in figure 2.4. Where, e1 is health-unfeasible
and e2 is health-feasible.

A sequence of local decisions is judged to be feasible if all the local decisions it contains
are feasible in both time and health aspects.
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Figure 2.3: Time Feasibility of Local Decisions

2.3/ PHM framework adaptation

In the previous section, we presented the main concept needed to understand the mod-
ification that we made on the classic PHM framework. We have presented the added
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modules and specified their responsibilities in defining, verifying, estimating, assessing,
choosing, scheduling, and building the actions and decision structures. In this section, we
explain the process of these activities and specify each of the proposed closed loops and
their implications.

2.3.1/ Decision building loop

In the classic PHM context, decision-making and prognostics have always been studied
separately and performed in a sequential manner. In this modification of the framework, we
propose an iterative method for the decision-making process that allows a better integration
of the prognostic information. For a given application, the decision builder searches for all
possible elementary actions and transform them into local decisions. Local prognostics are
done on these local decisions. While considering the new prognostic information provided
by the estimator, the decision builder builds the global decision iteratively.

Figure 2.5 presents the sequential diagram of the decision building procedure. At the
beginning of a PHM Stage k, the current state of the system is used to update the state of
the estimator. A step of construction is initiated and the information is transmitted to the
decision builder. The latter considers the set of elementary actions A and create the set
of candidate local decision sequences Sptq. The set is feed to the estimator to obtain the
short term prediction of the systems’ state under each of these sequences. Once all the
local prognostics are performed the set of possible sequences is updated with the final
estimated state of the system and returned to the decision builder. The latter selects one
of the sequences s˚ based on the performance evaluation. The selected sequence s˚ is
given to the estimator to re-update its state. The estimator, then, checks the remaining
time to the end of the decision horizon. If the duration of the decision horizon is reached,
the building process is completed. Else, another step of construction is launched, until the
end of the decision horizon is reached.

Once the decision-making process has received the set of global decisions Gptq. The
process can evaluate the evolution of the health indicators of each global decision by
running it through the prognostic process then select the suitable global decision gsptq to
be applied on the system or it can go directly to the selection process.
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Although the construction of one global decision is quite a sequential process, the building
of the set of global decisions Gptq can be done concurrently. The possibility of constructing
several global decisions at the same time depends on the capacity of the chosen algorithms
for the decision builder and the estimator. For example, if one chooses the ant colony
optimization as decision builder and linear regression as an estimator, the construction of
CardpGptqq global decision can be done all at once.
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Figure 2.5: The Decision Building Sequential Diagram

By implementing this decision building loop, we propose a method to reduce the effects of
two of the analysis phase issues:

• The prognostics accuracy variation regarding the duration of predictions. The short
term prognostics are known for being more accurate than long term prognostics.
The proposed decision building loop is based on these short term (local) prognostics
computations. Therefore, we estimate that the built global decision present a more
accurate estimations of the degradation evolution.

• This decision building loop is also based on the interaction between decision-making
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and prognostics. Instead of taking decision based of a long term prognostics, the
effects of each local decision is estimated and this information is used in the selection
process. Estimating the outcome of a decision is different from estimating the RUL
or the degradation evolution under average conditions and unknown future loads.
Thus, this loop allows to reduce the uncertainties caused by the unknown operational
conditions (i.e. the operational profile and the future loads).

2.3.2/ Decision applying loop

As said earlier, decisions are built in the PHM context to prevent a system from failing or
to mitigate the effects of failure if avoiding it is no longer an option. Thus, when a global
decision is selected, it will be applied in totality or partially on the system. The application
of decisions (partial or global) leads to a real evolution of the health state of the system
that can differ from the estimated one. Moreover, to capture the effect of this feedback, a
re-execution of the prognostic and decision process is needed. Therefore, the proposed
framework is set to be executed more than once, at specified moments called stages.

At a specific stage k (when t “ Tk), the system undergoes a normal PHM process, from
data acquisition to health indicators assessment. Once the current state of the system
is identified, the decision building process is triggered and the construction of global
decisions over the specified horizon begins. When the decisions are built, the decision-
making module selects a suitable decision for the next horizon. The selected decision
gs

k “ gspTkq is applied to the system until t “ Tk`1 the time of the next stage k ` 1. At this
new stage k ` 1, the decision horizon is shifted, and the system undergoes once more the
same PHM process. This process can be done over and over again as much as needed.
This dynamic is represented in Figure 2.6 by the red feedback wire. An example of the
decision process at stages k and k ` 1 is shown in Figure 2.7.

Data Features
RUL

Decision
Observation

System

Sensors Analysis
Decision
SupportLocal Prognosis

Decision

Building Loop

Applying Decision

Figure 2.6: The Decision Applying Loop

The applied part of the selected global decision gs
k between two consecutive stages k

and k ` 1 is called partial decision of stage k (denoted pk). This partial decision is also
represented by the set of descriptors (Du, j) like the global decision, although, the values
(Vu, j) of the attributes (A j), here, are the result of the application of the global decision
on the system. Thus these values Vu, j represent the real values of the state of health
evolution, the cost, and the duration.

The partial decision duration or the duration between two stages of decision is an important
parameter of the proposed framework. If this duration is reduced to be equal to the duration
of a local decision, then the proposed framework is similar to the activities of real-time
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decision-making like in the case proposed by Zhang in [196], or the automatic control
decisions detailed by Pereira et al. in [148], Nguyen et al. [139] or by Vieira et al. in [178]
in which the dynamic of the RUL estimation is high. On the Opposite, if the duration of
the partial decision is extended to be equal to the decision horizon duration, here the
proposed framework is similar to the works that integrates a rolling horizon like the work
of Van Horenbeek and Pintelon [173], plus if we suppose that the PHM process will be
executed only once, the framework will be treating the post-prognostic decision-making
like the one presented by Herr et al. in [79] or [81].

The decision horizon and the duration of the partial decision are two application-related
parameters. We do not define a formula for these two parameters here since they highly
depend on the application. When applying this framework, one has to study their suitable
values to optimize the decision process. Such a study of the decision horizon duration is
the subject of chapter 4 of this manuscript. In chapter 4, the effects of the decision horizon
duration on the resolution of a joint maintenance and operational scheduling problem are
studied.

No matter how accurate the prognostics algorithms are, there always be a difference
between the estimated evolution of the system’s health and its real evolution under the
chosen decisions. One can only hope to reduce the difference between these evaluations
and in this context make better-informed decisions. In this context, besides making
decisions based on an iterative building loop, we propose to re-execute the prognostics
and the decision-making process to capture the feedback from applying the decisions.
This decision applying loop can help reduce the effects of uncertainties caused by the
environment of the system. Such sources of uncertainties are often hard to model and
to take into consideration directly. By re-executing the PHM process from time to time,
decisions are build in a more accurate way and the effects of such uncertainties are
reduced.

2.3.3/ Information/data loop

When the global decision is built, the evolution of the system health indicators is estimated
under the selected local decisions. On the other hand, when the partial decision is applied
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to the system, the real evolution of the system health indicators is acquired and identified.
Therefore, the partial decision contains both the estimated evolution and the real one. The
difference between the estimated and the resulted evolution of the system health indicators
provides the errors of local prognostics that can be measured by different indicators like
the root mean square error (RMSE). An example of the real and estimated evolution
of a component are shown in Figure 2.9. The evolution of the corresponding RMSE
through the stages of the example is shown in Figure 2.10. Based on these errors or their
representative metrics, one can fine-tune the parameters of the estimators to improve the
accuracy of the local prognostics. This allows to increase the efficiency of the decision
process. Thus the third loop of the proposed framework is defined as information loop as
presented in Figure 2.8.
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Figure 2.8: Information Loop
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Figure 2.9: Degradation Evolution of Component Number 1

The information loop is considered as a foundation for methods that aims at fine-tuning
the parameters of the estimator. While the role of the information loop is to gather the real
evolution of the system state and compare it to the estimated one. The resulting error can
be directly used to adjust the parameters of the estimator. One can find several methods
for the estimator that benefits from the implementation of the information loop such as
artificial intelligent methods, regression methods, case-based reasoning, and so on. For
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instance, the newly available degradation data can be added to the set of training data
for artificial intelligence-based estimators (like neural networks). Another example is the
use of a case-based reasoning approach as an estimator. In this case, one can imagine
the importance of the feedback information provided by the information loop, in the phase
of revision to improve the estimator’s parameters and/on in the phase of memorizing to
save new relevant cases. In the case of regression methods, the new data can be used to
re-adapt the parameters or even the type of regression model.

The integration of such a loop into a PHM process keeps the systems model up to date
with the real system. Thus for a complex system with high variability of operating conditions
or system behavior, such an information loop has an important in monitoring the system
and in allowing the adaptation of the used methods to the newly available conditions.

When a system is subject to sources of uncertainties that could hardly be modeled in the
degradation evolution, the information loop helps to capture the effect of these uncertainties
and refine the system’s degradation model.

2.3.4/ Overview of the Proposed Framework

To summarize this subsection, a new PHM process framework is proposed in which
improvements are made on the classic PHM process by integrating three closed-loops
processes (Figure 2.11). This new framework aims at dynamically estimating the RUL
of the system while integrating the feedback of the decision on the system through the
decision applying loop. The presented framework emphasizes the relationship between
decision-making and prognostic modules by building decisions and estimating their out-
comes via the decision building loop. Moreover, the information loop can be used to
optimize the estimator’s parameters and to analyze its performance.

To guarantee the efficiency of this framework, one should choose the suitable methods to
use in the different modules. Some of the possible methods have been discussed earlier
in the definition of the different modules. Yet, the choice of methods needs to be based
on the treated problem and the requirement of the application in terms of execution time,
accuracy and other constraints metrics.
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Figure 2.11: The Closed Loops PHM Process

2.4/ Metrics and parameters

When applying the proposed PHM framework, the following points should be taken into
consideration:

• A good knowledge of the system’s degradation modes, critical components, and
effects of the failures is important to define the scope of the study. We recommend a
minimum experience when dealing with the machine. A good starting point could
be by performing the failure modes, effects, and criticality analysis on the targeted
system.

• A good definition of the system and intended application are mandatory to define
decision horizon, elementary actions, and local and global decisions.

Once the application is fully defined, the users should follow the specification when
choosing which method to use in each of the processes. Most importantly, they should
consider the reacting point of the PHM framework (i.e. the duration from acquiring new
data to provide global decisions).

Same parameters of the PHM adapted framework require further investigations to be set.
For example, the decision horizon value and the partial decision duration.

2.5/ Summary

This chapter discusses the required definition for applying the PHM framework. More-
over, some adaptation to the existing PHM framework are proposed to enhance the
decision-making process. Three loops are proposed to improve the prognostic accuracy by
eliminating uncertainty sources that are caused by unknown future loads and conditions,
improve the performance of the decision-making process by dynamically incorporating
prognostic information, and improve the re-activity of the overall PHM framework to new
operating conditions. In the following chapters, two case studies of instantiating and
implementing the proposed post-prognostic decision framework are detailed. The first
application deals with a single multi-purpose machine. While the second application
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studies a fleet of rolling stock units. Furthermore, the utility of applying the proposed
framework, the duration of the decision horizon, and the frequency of PHM framework
execution are discussed.
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In the manufacturing context, maintenance planning and production scheduling has been
extensively studied separately in the literature. The growing requirements of the market
is driving industries to optimize these processes simultaneously. With the emergence of
industry 4.0, companies have a huge amount of data related to the operations of their
assets. To take full advantage of these data, industries are looking to build models that
can estimates the future conditions of the systems and use this new information in the
decision-making process. In other words, they tend to apply the prognostics and health
management methodology. However, in the industrial context, the production process
present great variability (e.g. type of product, type of material, etc...). Therefore, the
classic prognostic model present larger uncertainties caused by the unknown future loads.
Hence, to fully benefit from the integration of the PHM methodology, industries are trying to
master the prognostic-decision inter-dependency. This chapter presents a first application
of the proposed PHM framework. To validate the approach, a multi-component single
multi-purpose machine system is considered. The application is inspired from computer
numerical control (CNC) machine in which machines are capable of producing several
types of products with different production profiles (i.e. rotation speed, feed rate, etc). The
chapter is divided into 4 majors sections. First, we present the problem in a classical format
i.e. in the optimization problem formulation. Second, we initiate the proposed framework
to this problem formulation. We start by defining the system and the application. Then, we
detail the elementary actions, local decision, and the structure of the global decisions. The
section is concluded with the set ups of the needed loops. In section 3, we present the
implementation of the framework. An ant colony optimization (ACO) algorithm is used as
the decision method. The decision building loop is implemented within the ants’ process
of find the shortest path between a food source and the colony. Section 4 presents the
ACO parameters settings and its convergence performance study. To conclude on the
performance of the proposed approach, we present the adaptation of some conventional
methods that are used to solve the studied problem. Then, the solutions generated by
the ACO are assessed and compared to those obtained by the conventional methods.
Moreover, the use of the PHM framework is investigated. Finally, some discussion of
the proposed methods, the obtained results, and future paths is done at the end of this
chapter.

3.1/ Decision problem definition

In this section, we define the context of the application. We start by giving some related
works that motivated this study. Then, we describe the system and the application.

3.1.1/ Related works and motivation

Nowadays, the industry sector is experiencing an economic pressures due to the highly
competitive environment driven by the market requirements. Which motivated the man-
ufacturers to optimize their process in term of time, cost and quality. In this purpose,
companies are focusing on production and maintenance activities improvement. Therefore,
one can find a lot of research works on these two major activities [1,19,44,72,96] of the
industry sector.

The maintenance planning and production scheduling are usually in conflict since they
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perform on the same resources. Although, undoubtedly, the fusion of these two activities
will increase the agility of the manufacturing systems, they have always been optimized
separately. One can still find a lot of works in literature that aims at optimizing one activity
regardless of the other, yet in the last decade, one can easily notice the emergence
of the optimization of maintenance and production scheduling simultaneously. Kaabi
et al. [92], developed four heuristics to minimize the total tardiness of jobs on a single
machine subject to systematic preventive maintenance. Benbouzid et al. [12], presented
a sequential strategy and an integrated one to schedule maintenance and production
activities in a flow shop. Few years later, Khelifati and Benbouzid-Sitayeb [94] proposed a
multi-objective genetic algorithm to solve the same problem in a job-shop workshop. Najid
et al. [157], optimized the joint scheduling of production and systematic maintenance for a
multiple objects lot-sizing problem using a mixed integer linear programming. Fitouhi and
Nourelfath [58], integrated noncyclical preventive maintenance scheduling and production
planning for multi-state machines in order to minimize the total cost through a simulated
annealing algorithm.

The implementation of PHM techniques is the scope of several research papers in this
industrial context. These works, that are detailed in the first chapter, could be classified
according the studied system’s type and the considered workshop typology. We can find
works that focused on single machine with single purpose [32,145], single multi-purpose
machine [100], multi-machines [13], job shop [59], and flow shop [99,175].

Pan et al. presented in [145], a mathematical programming formulation to minimize the
maximum tardiness of a single machine by simultaneously scheduling production and
predictive maintenance based on it’s RUL. Varnier and Zerhouni in [175], solved the joint
scheduling problem for a flow-shop workshop where the machines have two production
modes that influences their degradation by optimizing the aggregated sum of makespan
and maintenance delays. Fitouri et al. [59], proposed a heuristic to solve the problem
of job shop production and predictive maintenance scheduling for a job shop based on
prognostic information. The proposed approach aims at minimizing the makespan and
the total cost of maintenance. Ladj et al. [100] solved the integrated production and
maintenance scheduling for a multi-functional single machine, in order to minimize the
total maintenance cost, where each job is characterized by a degradation level. Later,
Ladj et al., in [99], presented a hybrid of variable neighbor search and fuzzy logic to solve
predictive maintenance and production scheduling for a permutation flow shop where
each of the considered machines has its deterioration level, remaining useful life and a
future degradation value when processing each kind of job. Liu et al. [120], used the
health states and the RUL of a single machine to jointly schedule production activities and
maintenance actions in the aim of minimizing the total cost. Bencheikh et al., presented
in [13], a process to solve the joint problem for a multi-machine workshop using multi-agent
systems. The agents are used to model the machines and the tasks. As the agents
negotiate the schedule of production and maintenance based of the health states of the
machines. Cheng et al. [32], presented a methodology to solve the problem of scheduling
production and maintenance on a single machine while including the quality management
of the produced parts.

In the previous studies, either a unique estimation of the RUL or the health indicators of
the machines was performed and the obtained values is compared against a threshold
to schedule maintenance regardless of the tasks being processed. Or the production
tasks have a predetermined value of the amount of RUL they are consuming. However,
the degradation of the machine under a new task depends of the initial degradation of
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the machine and the operational profile used to perform the task. Besides initiating the
proposed PHM framework, this chapter aims to solve the problem of jointly scheduling
maintenance and production tasks on a single multi-purpose machine. Unlike the previous
works, implementing the new PHM framework would allow a dynamic way of constructing
decision and would also emphasize the use of prognostics information in the decision
process. In other words, the proposed decision method is based on several estimations of
health indicators instead of a single one.

With the emergence of new methodologies like condition-based maintenance and prog-
nostics and health management, it has become difficult to choose what method should be
applied in each scenario. Almost any work in condition-based maintenance or prognostics
and health management context proposes to compare its approach to other classic main-
tenance approaches most commonly systematic periodic maintenance. The authors in
the works of Camci [27] or Langeron et al. [103], prove that the use of prognostics and
health management is more beneficial than other policies. Therefore, one can wonder if
this statement is true no matter what type of component or machine.

Very few works have compared their results to the different maintenance policies to
select the suitable one. For example, Van Horenbeek and Pintelon in [173] proposed a
prognostic-based predictive maintenance policy, the results of their method are compared
to several maintenance policies such as condition-based maintenance, and classic age-
based policies. They also studied the influence of some parameters like the dependencies
between the components and the prognostic horizon on the policies’ performances. Hence,
providing readers with a methodology to select a suitable maintenance policy. However,
the authors have only done this study for a particular machine configuration. In other
words, one can conclude on the choice of the optimal policy only if a similar machine
configuration is present. Therefore, the question of which policy is more suitable for other
configurations remains unanswered. Yet, the work of Van Horenbeek and Pintelon, like
many other works, has not included the production scheduling and how it can influence the
performance of the maintenance policy. Basically, the works on CBM or PHM maintenance
scheduling implicitly assume that the operating conditions of the machines and their future
loads are constant such as the works of Camci [27], Shi and Zeng [158], and Langeron et
al. [103].

Hence, the second focus of this chapter is to study the appropriate maintenance method
according to the system properties and the problem characteristics.

To summarize, the main contributions of the chapter are as follows:

• initiate and implement the proposed PHM framework,

• use this implementation to solve the joint maintenance and production problem on a
single multi-purpose machine by emphasizing the decision-prognostics interactions,
and

• study the utility of using prognostics information in the decision-making process
according to the system properties and problem characteristics.

3.1.2/ Scope of the study

The intended application consists of managing the production and maintenance services
for a single multi-purpose machine. The machine is capable of producing in several
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operating profiles (i.e. speed, feed rate, etc..). The system is assumed to be composed
of several predictive components. The idea is to schedule a set Ppiq of production tasks
and plan the machine’s maintenance intervention when needed. To mark out the scope of
this study, we defined a set of hypothesis and constraints as described in the following
sections.

3.1.2.1/ Hypothesis

The following hypothesis are used to define the scope of the study:

H1 The machine can produce several products with different operating profiles.

H2 All the components of the machine are considered as critical. Meaning that if any of
the components fails the machine fails. In other words, the machine is composed of
multiple serial components.

H3 Dependencies between the components are limited to structural dependencies. The
stochastic and economic dependencies are not considered in this application.

H4 No redundancies in the component level is considered.

H5 No preemption between tasks is allowed. Meaning that when the machine start a
production task it has to finish it before starting another task.

H6 Only maintenance tasks could be interrupted.

H7 Only replacements are considered in the maintenance actions. The quality of a
replacement is assumed to be perfect. Meaning, when a component is maintained
(i.e. replaced) the degradation level is reset to zero.

H8 The degradation or the health indicators of the predictive components is supposed
to be observable and could be modeled through a physic-based, data-based, or
hybrid-based models.

H9 The degradation of the components is influenced by the operating conditions of the
task to be achieved and by the type of the product.

H10 The degradation of the components evolve only when the machine is performing a
production task.

H11 The degradation of any component could be modeled through a deterministic mathe-
matical function.

H12 No uncertainties are considered in this application.

H13 Prognostics algorithms could be developed and implemented to estimate the evolu-
tion of the degradation or the health indicators of predictive components given the
future tasks to be performed.
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3.1.2.2/ Constraints

The following constraints are necessary to ensure the coherence of the application:

C1 At instant t, the machine can have one of three status: (i) in production if a task is
in process, (ii) at maintenance if it is scheduled to maintenance, or (iii) idle if it is
capable of producing but no task is possible.

C2 At any instant t, the machine can achieve only one production task.

C3 At any instant t, the maintenance team could replace only one component.

C4 The scheduling of a production task is not possible if any of the machine’s compo-
nents would have its degradation level exceeds the failure threshold.

C5 Production tasks with completion time that exceeds the due date would generate
lateness penalties.

C6 Production tasks cannot be scheduled if their completion time exceeds the order’s
deadline.

3.1.3/ System description

This study focuses on a single multi-purpose machine that is composed of several compo-
nents. The structure of the system, and the degradation model used are presented in the
following paragraphs.

3.1.3.1/ Machine structure

The machine used in this study is inspired from the computer numerical control (CNC)
machines. These machines are known for their ability to operate on different types
of products with different configurations (cutting speed, feed rate, and various tools).
Therefore, we consider a single machine capable of producing Π types of products with J
production (operating) profiles. We assume that the machine is multi-component i.e. it is
composed of K components. These components are interdependent. We only considered
structural dependencies between the components [141]. In a way, that if one component
fails the whole machine fails. Therefore, the machine could be modeled as a sequence of
serial components.

3.1.3.2/ Degradation model

When dealing with multi-purpose machines, most works considered that the machine’s
degradation model is influenced by the type of operation and/or the operating profile
[80,100]. However, in the works of Herr et al. [80] and Ladj et al. [100], the degradation
model of the machine or its components is considered linear and the sequence of the
job does not influence the evolution of the degradation. In this study, we assume that the
degradation model of the machine’s components satisfies the following hypotheses:

• the deterioration is monotonically increasing,
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• when the component is new its degradation level is supposed to be null,

• the component is subject to wear only when the system is operating,

• the type of the job influences the degradation evolution,

• the operation profile influences the degradation evolution,

• the degradation model is not linear, and

• the order of the job sequencing influences the degradation evolution.

Goebel investigated the milling tool wear in regular, entry, and exist cuts [68]. Goebel
and Agogino published a data set of the milling tool wear under different conditions [66].
The authors varied the depth of cut, the feed speed, and the material of the pieces to mill.
Then, they measured the wear of the tool with the help of a microscope. We used the
obtained data set to validate the aforementioned hypotheses. First, we plot the obtained
points for a given test case and we tried to fit linear and exponential regressions to the
data points (Figure 3.1). For this purpose, we denote Hptiq the measured tool’s wear at
instant ti where ti is the time of the ith point and Ĥptiq the estimated tool’s wear at the same
point. We use Ĥptiq “ a ˆ ti ` b for the linear model and Ĥptiq “ a ˆ pebˆti ´ 1q for the
exponential model. The obtained results of the models fitting are presented in Table 3.1.
The models performance is compared by computing the root mean squared error (RMSE)
defined in Equation 3.1, where N_points is the number of points, Hptiq is the real value
of wear , and Ĥptiq is the value estimated. Table 3.1 shows that the performance of the
exponential model is better than the linear when there is more points.

RMS E “

g

f

f

e

1
N_points

ˆ

N_points
ÿ

i“1

pHptiq ´ Ĥptiqq2 (3.1)

Table 3.1: Performances of regressions

Material Cut’s depth Feed N. of points Linear RMSE Exponential RMSE

Iron
1.5

0.5 22 0,075986 0,076959
0.25 25 0,037007 0,034767

0.75
0.25 32 0,047554 0,036717
0.5 17 0,022999 0,027205

Steel
1.5

0.5 9 0,068475 0,081039
0.25 12 0,098303 0,093748

0.75
0.25 20 0,088613 0,031611
0.5 7 0,024453 0,039548

Mean 0,057924 0,052699

The derived exponential model from each combination of material, cut’s depth, and feed
are then compared between each other to demonstrate the influence of each parameter.
Figures 3.2 and 3.3 represent the exponential regressions models compared to each other.
These figures validate the proposed hypothesis.

Therefore, in this chapter, we propose that the degradation model of the CNC machine’s
component is described by a exponential function (Equation 3.2). The proposed degra-
dation model is influenced by the type of product in process (that includes material and
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Figure 3.1: Example of regressions for an iron with cut depth of 0.75 and a feed of 0.25
based on the dataset of Goebel and Agogino [66]
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Figure 3.2: Exponential models for iron products

cut depth) and the operating profile. S π and s j represent respectively the influence of the
product type π and the effect of the production profile j on the degradation of a considered
component. For the rest of this work, we use the severity term to describe this influence.
Therefore, we qualify S π and s j as the severity of producing product type π and producing
using profile j respectively. Each component k has its degradation model Hk defined by
parameters ak and bk. Since the component are supposed to be deteriorating only during
the machine operations, we choose to model the degradation as a function of produced
products x instead of time where x “ t

∆tπ, j
with ∆tπ, j is the duration required to produce a

unit of product n with profile j.

Hkpx, j, πq “ ak ˆ pepbkˆS jˆsπˆxq ´ 1q (3.2)
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Figure 3.3: Exponential models for steel products

In this first application the degradation model of the machine is supposed to be determin-
istic. No uncertainties are considered in this case. The component is supposed to be
in good health while its health indicator Hk is below a failure threshold noted ∆k. When
Hk ě ∆k, component k fails and hence causing the machine to fail.

3.1.4/ Problem description

In this section, we present the optimization problem studied in this application. The studied
problem consists of scheduling maintenance and production for a single machine over the
duration of the decision horizon noted DH. This decision horizon is often divided into I
time periods (e.g., days, hours, or weeks). Hence, we write DH “ I ˆ ∆T where ∆T is is
the duration of a time period (e.g. duration of one day). The notations used to define this
problem are presented in table 3.2.

Notation Signification
K Number of predictive components
k Index of component k
Hk Health indicator (degradation) of component k
ak, bk Degradation parameter of component k
∆k Failure threshold of component k
DH Duration of decision horizon
I Number of periods in a decision horizon
i Index of period
∆T Duration of a period
S chi Schedule of period i
Ci Cost of period i
Gi Estimated gain of period i
Mainti Time spent in maintenance during period i
Prodi Time spent in production during period i
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Idli Time spent while machine is idle during period i
Ppiq Set of production orders of period i
p Index of order
Oi,p Production order p of period i
πp Product type of order p
Qp Quantity to produce in order p
rp Release date of order p
dp Due date of order p
Dp Deadline of order p
pp, j Processing time of order p with profile j
cp, j Completion time of order p with profile j
Cppp, jq Cost of production of order p with profile j
Gpppq Estimated gain of order p
Up Lateness indicator of order p
costπp, j Cost of producing one product of πp with profile j
PM Set of components to replace
Mk Cost of replacing component k
CMk Failure indicator of component k
PCM Penalty on corrective maintenance
Cm Cost of maintaining PM

3.1.4.1/ Production Scheduling Problem

In this paragraph, we present the mathematics formulation for the production scheduling
problem. To be considered as valid, a production schedule should satisfy the following
constraints:

• no preemption between jobs is allowed,

• the machine can only produce one job at the time, and

• the sum of processing time of all scheduled jobs should not exceed the period
duration.

During each period i, Ppiq production orders Oi,p have to be processed. Each order p is
characterized by a product type πk, a quantity of products Qp, a release date rp, a due date
dp, and a deadline Dp. The production problem consists of finding the best schedule S ch˚i
of the Oi,p for the ith period and the profile used for this job. Each order k has a processing
time noted pp, j under each profile j, and a completion date cp, j. For any scheduled job, if
its completion date cp, j exceeds its due date then a penalty would be added to the cost.
We suppose that the penalty value is fixed no matter how long the delay is. Any order
that exceeds its deadline is considered as a lost opportunity. The scheduled jobs have a
production cost Cppp, jq (3.3) and generate a gain from selling the products Gpppq (3.4).
Each production order p scheduled with a profile j causes the machines components to
deteriorate with a rate noted δp, j,l for all component k of the machine. This degradation rate
is also related to the initial condition of the machine before executing the scheduled order.

Cppp, jq “ Qp ˆCostπp, j ` Up ˆ Qp ˆ LPπp (3.3)
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Gpppq “ Qp ˆ Pπp (3.4)

With Costπp, j is the cost of producing one unit of product πp with profile j, Up “ 1 if the job
p is late otherwise Up “ 0, LPπp is the tardiness penalty for product type πp, and Pπp is the
sale price of product type πp.

3.1.4.2/ Maintenance Problem

During the operating time of the machine, its components are subject to wear and tear.
When a component degradation level reaches a failure threshold, the machine is no
longer able to fulfill the required service. To avoid failure and to maximize the machine’s
availability and reliability, maintenance interventions are scheduled. We suppose that
the replacements are the only possible maintenance intervention. Moreover, we assume
that the maintenance quality is perfect, meaning that if one component is scheduled for
maintenance it regains an “as good as new” condition after maintenance. We, also, assume
that regrouping components does not reduce the intervention time nor the cost. Each
component k of the machine has a replacement cost denoted Mk. When a component
is scheduled for maintenance, a maintenance cost is generated for this component. The
maintenance cost is defined in (3.5) as the sum of the replacement cost and a penalty if it
is maintain early. In general, industrial companies want to maximize the use of their assets.
The early maintenance of a component means that some duration of the component’s
life is wasted. Therefore, the proposed penalty for early maintenance depends on the
difference between the current degradation level and the failure threshold. Meaning that
the lowest this difference is the lowest the cost of the penalty. This is the main objective
behind using PHM methodology: to use the assets to their full useful life while avoiding
their failure. However if the component degradation level exceeds a threshold (Hk ě ∆k),
the component k fails CMk “ 1 involving a corrective maintenance activity with a cost PCM.

Cmplq “ Mk ` Prul ˆ maxp∆k ´ Hk, 0q ` PCM ˆCMk (3.5)

As the machine has several components, the cost of a maintenance replacement action
of replacing a set of components noted PM is defined in (3.6). The maintenance activity
does not have a direct effect on the estimated gain. Therefore, the gain of a maintenance
decision Gm is assumed to be equal to zero.

Cm “
ÿ

kPPM

Mk ` Prul ˆ maxp∆k ´ Hk, 0q ` PCM ˆCMk (3.6)

3.1.4.3/ Joint Problem

The objective behind this application is to find a suitable compromise between the pro-
duction and the maintenance activities. This joint problem aims to establish a settlement
between two services maintenance and production in a way that maximizes the benefits
over the decision horizon duration DH. At each period i of the decision horizon, the joint
schedule S chi of maintenance and production activities is built out of the local decisions of
production and maintenance. The objective function can be described as:

maxBene f itspDHq “ max
I
ÿ

i“0

Bi “ max
I
ÿ

i“1

Gi ´Ci (3.7)
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With Bi the benefits of the ith period and Ci and Gi are respectively the cost and the gain of
the ith period as described in equation (3.8) and (3.9).

Ci “
ÿ

pp, jqPS chi

Cppp, jq `
ÿ

kPPM〉

Cmpkq ` Lop ˆ Idli (3.8)

Gi “
ÿ

pp, jqPS chi

Gpppq (3.9)

With: Lop is a penalty on the time interval Idli during which the machine is capable of
producing but it is idle for the lack of a production order. Idli is defined as in (3.10), with
Prodi and Mainti are respectively the time where the machine is used to produce and the
time spent in maintenance in the ith period.

Idli “ ∆T ´ Prodi ´ Mainti (3.10)

In general, the company wants to solve the joint problem and to maximize its benefits
in the long term. To simulate the long term, we propose to solve this problem over a
simulation horizon. This horizon, denoted S H, is divided into N steps of decision-making
(i.e. joint problem resolution) over the decision horizon DH. The number of steps, noted N,
is defined in a way that verifies S H “ N ˚ I ˚ ∆T . Therefore, we defined the cumulative
benefits as the sum of the benefits of the N decision-making steps (see Eq. 3.11. This is
illustrated in figure 3.4.

Cumulative Bene f its “
ÿ

N

Bene f itspDHq (3.11)

Simulation Horizon SH

Decision Horizon DH DH DH DH

Solve the
Joint Problem

Total Benefit ++

Solve the
Joint Problem

Total Benefit ++ ++

Solve the
Joint Problem

Total Benefit ++

Solve the
Joint Problem

Total Benefit

Cumulative Total Benefit

Figure 3.4: Illustration of Cumulative Benefit

3.2/ Initialization of the proposed framework

In this section, we put the presented framework in the second chapter into application.
We define the different components of the framework and identify its mechanisms. To
adapt the proposed framework for this case study, we start by identifying the values of the
descriptors of the system and the application. Then, we define the elementary actions,
local decisions, and the structure of the global decision. Finally, we set up the needed
loops for this application.
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3.2.1/ System definition

In this section, we present the system as defined by the proposed framework. Most of
the attributes values are derived from the optimization problem statement. Some of the
attributes are given empirically just to satisfy the needs for the example. We define the
system’s descriptors as follow:

• System’s type: manufacturing

• System’s typology: a single machine

• Granularity: In this example, we consider a single granularity level of the system. In
other words, the system consists of several components that has the same hierarchy
level. Therefore, the system is considered as multi-components.

• Dependencies: The K components of this machine are assumed to be only struc-
turally dependent. The structure dependency is considered to be serial. Thus, we
can see the machine a sequence of K components. The dependency is defined in a
way that if one component fails the whole system fails.

• Criticality: This attribute is filled empirically. In the example, we are treating a single
machine composed of K serial components. We assumed that each component is
essential to the operations of the machine i.e. if one component fails the machine
fails. Since no redundancies are considered for the components, we can assume
that the components has a high critical level. With no redundant components or
machines, if the one component fails, the whole system fails. However, the failure of
the CNC machine does not imply environmental threats or user safety issues. It is
supposed to have only effects on the products’ quality. Maybe, the loss of production
orders and some extra time and money for corrective maintenance. Even though,
we try to eliminate failures, they can still be authorized. Let us assume that the
machine has a medium critical level. A level that describes if one components fails
the operations of the workshop will be suspended causing some financial issues but
no serious threats to the environment or the users’ safety.

• Observability: The degradation level of the components is supposed to be observ-
able. This means that we can directly measure the degradation level accurately using
microscopes or the degradation level could be deduced from measurable signals like
vibrations, motor electrical measures, temperature values, and video microscopy.

• Degradation parameters: From the definition of the degradation model in the
problem statement we can set the attributes for the degradation parameters. Such
attributes should be specific for each component of the machine. In this example,
since we did not specify which components are considered and to not lose the
generic aspect of the application, we define these attributes in a general manner.

– Degradation form: Some considered components are supposed to be subject
of wear and fatigue e.g. rolling bearing. Some other components are supposed
to be subject to wear and crack growth like for example gears of the gear box.
The cutting tool is supposed to be subject to wear.

– Degradation causes: Degradation evolution is supposed to be related to the
operations of the system. When the system is idle the degradation level is
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supposed to be constant. Therefore, the degradation evolution is operationally
caused. The characteristics of this evolution is assumed to be influenced by
operational conditions like the cutting speed, rotation speed, feed rate, type of
material, type of product (i.e. depth and profile of the cut).

– Degradation model: For this system, we propose a deterministic degradation
model. The model is described by an exponential function. The form of this
function is obtained by fitting data. Therefore, the used degradation model is
assumed to be data-based model. However, since we do not actually have real
data for the system and the database given by Goebel and Agogino does not
include a large number of data points to allow an accurate estimation of the
parameters. Therefore, the parameters of the components are given empirically.

– Degradation consequences: The CNC machine is not considered critical.
Therefore, we assume that the degradation of the components causes a loss in
the quality of the products. Therefore, the failure of some components is not
defined when they break but by reaching a certain level of quality loss in the
product. To simply this, we translated this level of quality loss into a threshold of
component degradation. Once the degradation level of a component exceeds
the threshold we suppose that the produced products do not satisfy the quality
control requirements. Thus, this is considered as a failure of the system caused
by the failing component.

• Overall degradation dynamics: since the components are structurally dependent,
then the machine overall degradation follows the component with the highest degra-
dation level.

• Action variables: The machine operations can be controlled through two variables:
(i) the type of product (i.e. its’ material, the depth an profile of cut) and (ii) the
production profile used for the operation (this includes the cutting speed, the feed
rate, and the rotation speed).

• Complexity level: The definition of the complexity level of the system is a difficult
task and no consensus method is yet to be proposed. Therefore, we are giving an
empirical value for this attribute. We consider that the system has a low complexity
level. This is justified by the following reasons:

– The system is composed of a single machine
– The machine is composed of a single level of granularity composed of several

components.
– components’ dependencies are only structural and present a single type of

structural dependencies in which all the components are considered serial.
– The degradation level is deterministic and can be directly observed or deduced

accurately from physical measures.

3.2.2/ Application definition

Therefore, the application can be summarized as:

• System: As we discussed in the second chapter the application definition should
include the detailed definition of the system. Therefore, for this attribute, the definition
of the system done in the previous section is kept.
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• Objective: this is a cost oriented application in which we are trying to maximize
the benefits over a time duration (i.e. simulation horizon). The objective function is
defined in Eq. 3.7 in subsection 3.1.4.3.

• Performance indicators: To follow and asses the efficiency of the methods we
propose several indicators that are monitored in the decision-making process i.e. the
optimization process. In general, the company wants to solve the joint problem and
to maximize its benefits in the long term. To simulate the long term, we propose to
solve this problem over a simulation horizon. The obtained solution are compared
and assessed upon these indicators that are computed over the simulation horizon:

– Total Benefit: This is the estimated profit of the workshop over the simulation
horizon. It is obtained by computing the difference between the total cost over
the simulation horizon and the total estimated gain over the simulation horizon.

– Total Cost: During each decision horizon, we compute the cost of the global
decision. Then, the sum over the simulation horizon of all the costs of global
decisions produce the total cost.

– Total Gain: Global decision are characterized by the potential gain of its sched-
uled decisions. This is obtained by estimating the price of selling the produced
order. The sum over the simulation horizon of all the gains of the global deci-
sions define the total gain.

– The proportion of the total time spent in production: This present the ratio of
time in which the machine is producing the orders.

– The proportion of the total time spent in maintenance: This present the ratio of
time in which the machine is not available for production due to maintenance
activities.

– The proportion of the total time spent when the machine is idle: This present
the ratio of time in which the machine is operational but is not producing due to
lack of production orders or the remaining time to the end of period does not
allow the scheduling of a production action.

– Total number of maintenance activity per component:

– Total number of corrective maintenance activities per component:

– Total number of corrective maintenance activities: This is the sum of all correc-
tive maintenance intervention done during the simulation horizon. It corresponds
to the sum of the corrective maintenance activities during each global decision.

– The average lost degradation level per component: When performing predictive
maintenance, there is a difference between the threshold of failure and the
actual level of degradation of the component in question. This difference is
used in Eq. 3.5 to compute the lost RUL penalty. At each maintenance activity,
this difference is computed and saved. Then, the average difference for each
component per maintenance activities is computed. This allows to determine
how well the maintenance activities are scheduled. A big value of this indicator
shows a relative premature maintenance scheduling. A null value indicate that
the schedule fails to anticipate the failure. The aim of PHM is to minimize this
difference while still being able to avoid failure and then corrective maintenance.

– The proportion of done orders: This present the ratio of the orders that are
produced from all available orders over the simulation horizon.
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– The proportion of missed orders: This present the ratio of the orders that have
not been scheduled before their deadline from all available orders over the
simulation horizon.

– The quantity produced: This is the sum of all produced goods during the
simulation horizon.

• Decisions nature: we are studying a joint problem between production and main-
tenance. Thus, the decisions in this application are mixed. The two nature of the
actions can be defined as:

– Action of maintenance type: selecting a component k to be maintained

– Action of operational type: scheduling order p with production profile j. It is
important to note that the operational action is a two level action. This is caused
by including the two action variables. By changing one of these variables we
obtain another action.

• Simulation horizon: In real life, there is no simulation horizon since the application
is supposed to be running infinity. However, since this application is a proof of
concept we defined a simulation horizon upon which we validate the approach and
assess its performance over a long enough run.

• Decision horizon: we consider a rolling decision horizon.

• Discretization Period: The decision horizon is divided into smaller periods of time
we call discretization period. In this application the discretization period has a one day
duration. We assumed that production operation do not allow preemption. Therefore,
it is not allowed to start a production operation today and resume it tomorrow. Thus,
this constraint define the shortest duration of time as one day period.

3.2.3/ Elementary Actions

The studied application consists of a joint problem of maintenance and production schedul-
ing. Therefore, two types of elementary actions exists: (i) operational elementary action
and (ii) maintenance elementary action.

Let’s start by defining the operational elementary action. In the definition of the application,
the operational elementary action is defined as the production of a certain order k with
production profile j. We propose to detail the attributes used for defining the operational
elementary action as in table 3.3.

The maintenance elementary action consists of choosing which component to maintain.
There could be K maintenance elementary actions. Each define the maintenance inter-
vention of a component. There could also be elementary actions that regroup components.
However, in this application, we assume that regrouping components does not reduce
the intervention time nor the cost. Therefore, the maintenance of two components can be
seen as two elementary actions that are transformed to two successive local decisions.
The definition of a maintenance elementary action is given in table 3.4.
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Table 3.3: Definition of a production elementary action

Descriptor Value
Type of action Production

Order p
Due Date dp

Deadline Dp

Quantity Qp

Product Type np

Profile j
Duration pp, j

Table 3.4: Definition of a maintenance elementary action

Descriptor Value
Type of action Maintenance

Nature of action Replacement
Concerned component k

Duration Durationk

3.2.4/ Local Decisions

At instant t, we propose to find all the possible local decisions. We consider the set of
the elementary action and we estimate the outcome from scheduling these actions at this
instant t. We have two types of elementary actions and consequently, we have two types
of local decisions.

Let’s start by defining the attributes for a typical maintenance local decision. In this
application, maintenance decisions are considered for each component separately since
no gain neither in the duration of the invention nor in its cost is obtained through regrouping
components for maintenance. The defined local decision is presented in table 3.5.

Table 3.5: Structure of a maintenance local decision

Descriptor Value
Type of action Maintenance

Nature of action Replacement
Concerned component k

Duration Durationk

Start time t
End time t+Durationk

Initial Health State pH1, ..,Hk´1,Hk,Hk`1, ..,HKq

Estimated Health State pH1, ..,Hk´1,Hk “ 0,Hk`1, ..,HKq

Cost Mk ` Prul ˚ maxp∆k ´ Hk, 0q
Gain 0

Considering the definition of production elementary action, the local decision’s derived
from this action is defined in table 3.6.
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Table 3.6: Structure of a production local decision

Descriptor Value
Type of action Production

Order p
Due Date dp

Deadline Dp

Quantity Qp

Product Type np

Profile j
Duration pp, j

Start time t
End time cp, jptq “ t ` pp, j

Initial Health State pH1,H2, ..,Hk, ..,HK´1,HKq

Estimated Degradation Evolution pδp, j,1, δp, j,2, .., δp, j,k, .., δp, j,K´1, δp, j,Kq

Estimated Health State pH1 ` δp, j,1, ..,Hk ` δp, j,k, ..,HK ` δp, j,Kq

Lateness (Upptq) Upptq “ 1 i f pcp, jptq ą dpq else Upptq “ 0
Cost (Cppp, j, tq) Qp ˚Cnp, j ` Upptq ˚ Qp ˚ LPnp

Gain (Gppp, tq) Qp ˚ Pnp

3.2.5/ Global Decisions

A global decision, in this application, is defined as the schedule of production operations
and maintenance intervention during a decision horizon. As described in the previous
chapter, the global decision can also be defined as a set of (attributes, values). To carry
on with the implementation of the proposed framework, we define in table 4.8 the structure
of the global decision used through this application. For the descriptors, we do present the
used formula to compute the values instead of an example of values.

Table 3.7: Structure of a Global Decision

Descriptor Value
Schedule S chi

Decision Horizon DH
Initial Health State pH1p0q,H2p0q, ..,HL´1p0q,HLp0qq

Estimated Health State pH1p0q `
ř

exPS chi
δpex, 1q, ..,HK `

ř

exPS chi
δpex,Kqq

Estimated Health evolution p
ř

exPS chi
δpei, 1q, ...,`

ř

exPS chi
δpex,Kqq

Global Cost Ci (Eq. 3.8)
Global Gain Gi (Eq. 3.9)

Global Benefit Bi “ Gi ´Ci

Time in production Prodi “
ř

pp, jqPS chi
pp, j

Time in maintenance Mainti “
ř

kPPMi
Durationk

Lost time Idli (Eq. 3.10)
Number of Corrective Maintenance

ř

DH
řK

k“1 CMk

Done Orders
ř

pPPpiqpp P S chiq

Missed Orders
ř

pPPpiqppp R S chiq and pDp ď DHiqq

Quantity Produced QPi “
ř

pp, jqPS chi
Qp
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3.2.6/ Loops settings

In the previous chapter, we presented the proposed improvement of the existing PHM
process. To enhance the use of prognostics information in the decision-making process
and vice-versa, three loops have been introduced:

• An estimator module that predicts the outcome of local decisions on the system’s
health indicators. This prognostics information is used by the decision builder in the
process of selecting a suitable local decision and scheduling it. Then, it searches for
new possible local decisions and convey them to the estimator for local prognostics.
Iteratively, decisions are built. Hence, the loop is called decision building loop.

• Global decision (i.e. the output of the decision building loop) are selected, approved,
and applied on the system by the decision-making module. The application of these
schedules is a natural process that requires modeling in the PHM framework. This is
the decision application loop.

• Between the estimated evolution of the health indicators and their real evolution, a
difference could be found due to uncertainties sources that are not accounted for.
This difference is captured through comparing the two evolutions. The resulted errors
of local prognostics are used to improve and fine tune the estimator’s parameters.
This loop is based on the system’s health information. Hence the name of information
loop.

This application constitutes a first test of validation of the proposed modifications. There-
fore, we propose a simplified example in which not all the loops of the framework are
implemented. The focus of this chapter is to study and validate the implementation of the
decision building loop.

In this application, we use a deterministic degradation model (see Eq. 3.2) and we suppose
that the model’s parameters are known. The degradation of the components are modeled
through an exponential function. Therefore, we can use the model as an estimator to
provide the degradation level after achieving a certain task. This study is also based on
the assumption that no uncertainty sources are considered. We assume that the system
is placed in a highly controlled environment.

Since the model is deterministic and no uncertainties are considered, the estimated level
of degradation is the actual level that is obtained through applying the decision. Hence,
the estimator’s outputs are valid and accurate. Thus, there is no need to implement the
information loop since the estimated and the real values are identical. Consequently, the
loops of the proposed PHM+ framework are reduced to two loops: (i) the decision building
loop (in green) (ii) and the decision applying loop (in red). The implemented loops are
presented in figure 3.7. The information loop and its components and the prognostics
module are presented in light gray because they are not considered in this study.

The three-loop framework is introduced as a potential solution to manage and reduce some
of the uncertainties sources especially the one related with future loads and conditions of
the system. The horizon of the predictions (prognostic horizon) has a direct influence on
the prognostics performances. The further in the future, we are trying to predict, the more
likely the context of the estimations will change and uncertainty will increase. Therefore,
for large prognostic horizon we can expect less accuracy of the results. This issue is
addressed by the decision building process. The loop propose a small local prognostics
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Figure 3.5: Implemented Loops

based on the future loads instead of general long term prognostics. Even though, this is
expected to reduce the uncertainties and improve the accuracy of the decision-making
process. Thus, the prognostics horizon is shorten to a local prognostics. However, for a
global decision local prognostics are done sequentially based on the previous estimation.
Therefore, the more local decision constructed in a global one, the more likely predictions
become inaccurate. The process is influenced by the duration of the decision horizon. We
introduced in the framework the partial decision variable which represents the applied part
of the global decision on the system before the decision is questioned. This partial decision
is mainly based on the difference between the estimated and the observed evolution of
the system’s health state.

Moreover, the use of a deterministic degradation model and the absence of uncertainties
allow us to estimate the exact outputs of the decisions. Therefore, the decision horizon
does not present any influence on the health indicators estimations nor on the estimators
performances. Hence, the partial decision parameter of the framework does not influence
the performance of the system. In other word, building decision over a long duration and
applying it partially or building it on a short duration has the same outcome since we
control the outcomes of the decisions. Hence, we will consider a partial decision that is
equal to the global one i.e. decisions are applied in totality in this case. Therefore, the
decision applying loop is executed at the end of each decision horizon.

3.3/ Implementation

The previous sections of this chapter presented the studied problem in an optimization
way and the initialization of the framework. The required loops for the implementation are
highlighted. The next step of the decision enhancement process is the choice and set up
of the decision-making method.

3.3.1/ Sequencing problem

The objective of this approach is to find a suitable compromise between producing and
maintaining the system by integrating the health information in the decision process. It
can be seen as finding the sequence of production tasks that fits at most the duration of
the decision horizon (i.e. reducing the idleness of the machine), optimizes the machine
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health conditions (i.e. reduces the waste in terms of component’s remaining life and avoids
failures), and maximizes the benefits of the workshop over the decision horizon and over
the simulation horizon.

The sequencing problem can be seen as a special travel salesman problem (TSP). The
travel salesman problem was originally described by Lawler [107] as the search for the
optimal path that allows to visit several cities each one time while optimizing a travel cost.
In our case, production orders and maintenance activities are considered the cities. Each
city can be visited at most one time except for the maintenance activities. Therefore, in the
same schedule during a decision horizon we can find several maintenance activities for
the same component.

During period i, each task (production order) k has several paths. Each path correspond
to a production profile. Therefore, each path has a duration (i.e. processing time of the
destined task with that specific profile), cost of production, and benefits. The paths to a
maintenance activities are the specification of which component to maintain.

The paths between tasks are not always possible. The possibility of taking a path is
subject to time constraints (Equations 3.12 and 3.13) and health constraint (Equation 3.14).
Therefore, at each movement the map of possible paths should be recalculated. The
construction of the map of possible paths is the main objective of the estimator in the
decision building loop.

at instant t; t ` pp, j ď DH (3.12)

at instant t; t ` pp, j ď Dp (3.13)

at instant t; Hkptq ` δp, j,k ď ∆k,@k (3.14)

The classic TSP problem and several of its derivatives have been widely solved in the
literature [150, 152]. The used methods include exact resolution [9], tabu searches
[10], genetic algorithms [106], ant colony optimization [49], etc. We started looking for
inspirational resolution methods that could solve our problem while implementing the
proposed enhancement for the PHM process (i.e. the decision building process, the
prognostics information, and the decision-prognostics interactions). From the potential
methods, one algorithm stands out: the ant colony optimization technique.

3.3.2/ Ant Colony Optimization

The ant colony optimization (ACO) is a well used probabilistic method for computational
problems that goes from scheduling/sequencing jobs [130], finding good paths in a graph
[11] to designing systems [125]. The algorithm proposed by Dorigo and Di Caro in [48]
is based on the biological communication system of ants. When looking for food, ants
wonder randomly. Once they find a source of food, they return to the colony while deposing
a secreted or excreted chemical factor called pheromones. While wondering randomly,
some ants would come across a pheromone trail. These ants would still choose their next
step randomly, but the deposed pheromone quantity influences this choice by increasing
the probability of the ant following the pheromone trail.

Since the colony is composed of thousands of ants, the search for food is a parallel
process. Each ant of the colony could find a source of food and while going back and
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deposing the pheromones the paths of different ants could cross and merge for small of
long periods. Moreover, when several ants find the same source of food they take the
same path back to the colony and thus, deposing larger quantity of pheromones. However,
with time passing by the quantity of pheromones start to reduce due to evaporation. So
if a path is not taken very often eventually it will be forgotten. On the other hand, a path
that is taken with high frequency will eventually attract most if not all ants. This explains
the long lanes of ants, one can observe almost everywhere. This biological concept was
captured and introduced in an artificial pheromone system.

The studied joint maintenance and production problem is similar to the ants food search.
One can imagine the food source as the benefits of the workshop after traveling (i.e.
executing) the path (i.e. the schedule) constructed by the ant. In this process, at each step
the ant choose a part of the path (i.e. a local decision) to go until reaching a food source
(which could be seen as reaching the end of the decision horizon). This aspect of ants
wondering randomly discovering the space and their iterative paths’ construction process
inspired us to choose the ant colony optimization algorithm, enhance its prognostics, and
implement it as a decision-making method for our problem. The steps of prognostics
enhancement and method implementation are explained in the next paragraph.

3.3.3/ ACO’s prognostics-enhancement

We implement the ACO artificial pheromone system for path finding to solve our problem
by enhancing the prognostics and the decision-making mechanisms. Ants initially wonder
randomly in the space. At each step, they stop, assess their surroundings, then choose
a path randomly. Hence, the ant is already a sort of decision builder in which decisions
are made in a random way. When an ant stumbles upon an obstacle it tends to avoid it
and circle around it. It is as if the ant has the capability to estimate the feasibility of a path.
Therefore, we enhance this behavior of assessing paths feasibility through equipping an
estimator in each ant. Thus, the estimator and the decision builder are implemented in the
ants. And the decision building loop is then modeled through the behavior of the ants in
choosing their ways. To summarize the ACO is implemented as shown in figure 3.6.

HI(0) Schedule σ∗
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Ant Colony Optimization
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Decision Support
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Figure 3.6: Integrating Decision Building Loop in ACO

First, we equip each ant with an estimator. In this application, the estimator is an algo-
rithm that integrated the degradation model of the components plus the time and health
constraints. Moreover, the ant, itself, is the decision builder component of the decision
building loop. Its objective consists in choosing a sequence of paths between certain tasks
(and possible the maintenance workshop) that maximizes the benefits. The chosen paths
is rewarded with new quantities of pheromones that are proportional to the benefit of the
overall solution.

A cycle of the decision building loop for one ant is presented in figure 3.7. The ant’s
estimator is updated with the conditions of the machine. Then, it communicate the
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information to the decision builder. Now, the ant is aware of the current conditions of
the situation (i.e. the current health indicators of the machine and the instant of time).
Please note that the term current refers to the specified instant of time relative to the ant
and not the current instant of the true system. The ant assess its surroundings (i.e. look
through the list of available production orders at that instant). Then, it combines each
available order p from the list with each possible profile j. Only decisions of scheduling
pp, jq that respects the time constraint of the order p (i.e. Eq. 3.15) or that still fits in the
schedule (i.e. Eq. 3.16) are added to the set of possible schedules. The local decisions
pp, jq are now under construction and they are lacking the health information. Therefore,
the list of possible operational local decisions is passed to the estimator. The estimator
predicts the outcome of each of the local decisions by performing short-term prognostics.
Then, the obtained local decisions (now fully constructed) are assessed against the health
constraints and only the feasible local decisions (i.e. none of the final degradation level of
the components exceeds the failure threshold) are kept in the feasible set. This behavior
is similar to when the ant discards the path with obstacle. The list of feasible decisions is
passed to the decision builder in which the maintenance decisions are added to the set and
each decision of the set is evaluated. The probabilities of selection are computed based
on the cost and the expected benefits of each feasible decisions from the list. Then, a local
decision is selected randomly using the roulette technique. This decision is scheduled in
the ant’s global decision and passed to the estimator to update its machine conditions (i.e.
the machine’s health indicators and the instant of time). Finally, the estimator checks if
the end of the decision horizon is reached. If there is still time another cycle of decision
building is initiated. Otherwise, if the end of the decision horizon is reached, or the decision
builder could not find any possible elementary action that can fit in the remaining time,
then the decision building process comes to an end. The ant then finishes the construction
of the global decision by evaluating its different attributes (i.e. cost, gain, benefits, etc).

The advantage of the ACO is that the exploration of other solution is guaranteed with
a random factor. The ants chooses their next path according to a selection probability.
Each path is characterized with a selection probability that is calculated according to an
estimation of its benefits and the quantity of pheromones.

Each ant of the colony is launched independently from other ants. At the end of each cycle
the pheromone quantities on the paths is updated according the global decision (schedule)
of each ant. Therefore, if the same path is chosen by several ants its pheromone quantity
is updated with bigger quantity than other paths. At each cycle, we also keep the best
global decision obtained by the ants. With several iterations the ACO algorithm converges
to a single global decision with the paths having higher pheromone quantity. Usually this
global decision is the best global decision found by all ants during the several iterations.

Once we find the best path, this sequence of decision is applied to the machine. So we
obtain the actual degradation level of the components and the cost and benefits over the
decision horizon. The list of tasks in updated with the task that are not selected in the
previous decision horizon and that are still possible to schedule in the next period. To that
list, we add the new tasks that are newly ready. And another cycle starts.

To summarize, each ant goes through several decision building cycles to obtain a global
decision. This is done several times (the number of ACO iteration). Once the best global
decision (path) is obtained, the decision applying loop is executed. The prognostic-decision
ACO algorithm is detailed in Algorithm 1.
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Figure 3.7: ACO’s Decision Building Sequential Diagram

3.4/ Numeric application

In this section, we present the validation of the proposed algorithms by applying them on a
case study. We start by defining the different parameters of the study case. Then results
are presented in two sections: (i) we compare the performance of the PHM+ method
to common CBM methods and (ii) we study the use of PHM methodology in the single
machine context.

3.4.1/ ACO parameters’ tuning

The ant colony optimization is know as a tricky method to configure. The algorithm present
several components that influence its convergence speed. These parameters are:

• the number of ants that constitute the colony,

• how many cycles these ants are sent out to search for the suitable solution,

• the evaporation rate of the deposed pheromones, and
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Algorithm 1: ACO with Local Prognostics for Production and Maintenance Planning
1 Tasks Ð [ ];
2 for i P S H do
3 Schedule Ð [ ];
4 Best_Global_Decisions Ð [ ];
5 Tasks Ð Tasks + Ready_Orders(i);
6 for cycle ă Cycles_Limit do
7 for ant P Colony do
8 ant_vitual_machine Ð copy([H1p0q,H2p0q,H3p0q]);
9 ant_tasks Ð copy(Tasks);

10 ant_schedule Ð [ ];
11 t Ð 0;
12 while t ă DHi do
13 Possible_Local_Decisions Ð Find_Decisions(t, ant_vitual_machine,

ant_tasks) ;
14 Evaluate Possible_Local_Decisions; Compute Selection Probability of

Possible_Local_Decisions;
15 ant_schedule Ð ant_schedule +

Roulette_Selection(Possible_Local_Decisions);
16 Update t, ant_tasks, ant_vitual_machine;

17 Find Best Schedule @ant P Colony;
18 Add Best Schedule to Best_Global_Decisions;
19 Update Pheromone Quantities ;
20 cycle++;

21 Schedule Ð Best of Best_Global_Decisions;
22 Apply Schedule;
23 Update Tasks;
24 i++;

• the quantity of pheromones an ant can depose while going back to the colony (i.e.
once the schedule is built).

The most important variables are the number of ants and the number of cycles. These
two variables defines the compromise between the exploration of the solution space and
the convergence of the algorithm. Moreover, these variables have a direct impact on
the execution time of the algorithm and a good compromise should be set. In the next
paragraph, we present a study of the number of ants and of cycles to be used in our
problem. We also study the convergence of the algorithm.

3.4.1.1/ ACO Parameters

The number of ants and the number of the ants’ cycles are two major parameters in the
ant colony optimization algorithm. These two parameters are responsible for the solution
space exploration and the convergence of the algorithm. We propose to study the influence
of these two parameters of the benefits of one period of the simulation horizon. For this
study, we take the decision horizon (i.e. the period) duration equal to one day. We are
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interested in knowing how much time does it take the algorithm to finish the optimization
for one period with the chosen parameters (i.e. the number of ants and cycles). The
execution time as function of both parameters is represented in figure 3.8.

Figure 3.8: Execution Time “ f pNumber o f Ants, Number o f Cyclesq

We can note that the execution time seems to grow linearly as the number of ants and/or
the number of ants’ cycles increase.

We present, in figure 3.9, the evolution of the benefits of the obtained solution over one
period as a function of the number of ants and their cycles.

We can note that the benefits of the period increases as the number of the ants and/or the
number of cycles increase. This results is expected because by increasing the number
of ants and/or cycles we increase the search in the solution space which increases the
chance of an ant finding a better schedule than what has been already found. We can also
note that starting from 90 ants and 90 cycles, the benefits of one period start to form a
horizontal plan, and the variation of the obtained benefits seems to be minimal. It’s like
starting from the point (90,90) the ant colony optimization stabilizes.

Based on the execution time performance and the obtained benefits over one period, we
propose to set the ACO parameters as follows:

• Number of ants = 100 ant

• Number of cycles = 100 cycles

We choose these values because they allow for the algorithm to execute in a duration
around 600 seconds for a benefits that is close to the best value. Setting values below the
chosen ones could result in a solution with a benefit that is too much below the optimal
one. On the other hand, choosing values that are above 100 would raise the execution
time.
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Figure 3.9: Benefits Bi “ f pNumber o f Ants, Number o f Cyclesq

3.4.1.2/ Decision Horizon

In Section 2 of this chapter, we presented the configuration of the loops that are used
in this first application. We also set the value of the partial decision to be equal to the
decision horizon. However, the decision horizon value was not discussed. Indeed, we
believe that the decision horizon value should be studied for each problem. There is no
magic value that would be effective for every problem. The value (duration) of the decision
horizon is dependent of several factors such as the chosen decision method (algorithm),
the characteristics of the systems (e.g. number of machines, number of components,
degradation speed of components, etc), and the characteristics of the problem (e.g.
assumptions). In this first approach, we only focus on defining the decision horizon while
considering the chosen decision algorithm and the assumptions of the problem. The
influence of the systems characteristics are the subject of study in the next chapter.

We start the investigation of the influence of the decision horizon on the performances of
the decision algorithm by defining the evaluation process. We propose to solve the joint
problem for a duration of 60 days that we refer to as the simulation horizon. This simulation
horizon is divided into smaller time duration i.e. the decision horizon. For each decision
horizon, we solve the problem of the joint maintenance and production using the proposed
ACO method. We obtain a benefits value for each decision horizon that we sum to obtain
the cumulative benefits over the simulation horizon as defined in Eq. 3.11.

We propose that the value of the decision horizon is a divider of the simulation horizon.
We execute the ACO for each case 10 times. Then, we evaluate the decision horizon upon
the average value of the time of execution, the cumulative total benefit, and the proportions
of the operational profile used.
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Figure 3.10 presents the evolution of average execution time as a function of the duration
of the decision horizon. We can see that the time of the execution increases almost
exponentially for an increasing duration of the decision horizon.

Figure 3.10: Average Execution Time “ f pDuration o f Decision Horizonq

Figure 3.11 presents the evolution of the average cumulative total benefits as a function
of the duration of the decision horizon. We can note that this total cumulative benefits
decreases as the number of days in the decision horizon increases. This result could also
be related to the choice of the number of ant and the number of cycles. When the number
of days in the decision horizon increases, the number of possibilities of orders increases
exponentially, and the ACO seems to struggle with the increasing number of possibilities
which in translated in a loss of performance.

Figure 3.11: Average Cumulative Benefit “ f pDuration o f Decision Horizonq

Figure 3.12 presents the evolution of average % of how many orders are scheduled
with each speed as a function of the duration of the decision horizon. We can see that
the percentages of the speeds are initially different but they all tend to converge to 33%
which corresponds to a uniformly distributed orders on the possible profiles. This result
support the previous one. The ACO tends to loose its performance as the decision horizon
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duration increases. This decrease in the performance is mainly related to the exponentially
increasing number of possibilities. This allows us to conclude that the ACO is only suitable
for problem with low number of possibilities.

Figure 3.12: Average Execution Time “ f pDuration o f Decision Horizonq

The problem, in its definition, impose that the production orders could not be interrupted
and resumed later (no preemption is allowed). Thus, at the beginning of each period,
we have a new schedule that is quite independent from the previous one. Moreover, the
performance of the ACO seems to be at the top for a decision horizon equal to a single
period duration. Therefore, for this application, we set the decision horizon duration for the
decision method (i.e. ACO) equal to the duration of a single period.

3.4.1.3/ ACO Convergence

The final step in the setting up of the ant colony optimization is to validate the chosen set
of parameters. The ACO is based on a probabilistic selection of feasible local decisions.
From an implementation point of view, the generation of random number is influence by
the random seed of the computer. Therefore, we launched a 10 executions of the same
period with the same system health conditions and set of production orders. We, then
compared the obtained results with the maximum obtained benefits. The evolution of the
benefits of the solutions as a function of the cycle number is represented in figure 3.13.

The differences in percentage of obtained results are presented in figure 3.14.

We can see that in the worst case scenario the obtained solution is only 1.6% away from
the best one. We conclude that this level of variation is acceptable for our problem. And
we validate the proposed settings.

3.4.2/ Adapting conventional CBM methods

The proposed prognostics-based method is compared to classic methods in which the
maintenance is planned with condition-based maintenance framework and the production is
scheduled with either a deterministic heuristic (Moore’s heuristic) or with genetic algorithm.
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Figure 3.13: Evolution of the Benefits of the Best Schedule

Figure 3.14: ACO Convergence Validation

3.4.2.1/ Moore with condition-based maintenance

Thus we need to minimize the number of tardy jobs. In this context, Moore [135] developed
an algorithm that minimizes the number of tardy tasks in the case of a single machine with
non-preemptive tasks.

Since our objective is to manage the system life and health, it is important to add mainte-
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nance decisions. That’s why we combined Moore algorithm with a classic CBM algorithm.
Where at the start of each period we check if there is a necessity to schedule a main-
tenance action for the system or not. The need for a maintenance action is determined
by comparing the actual degradation level of each component with a threshold. If one or
more degradation level exceed the threshold for maintenance a maintenance action is
scheduled at the beginning of the period then the rest of the duration is scheduled with
Moore algorithm to obtain the global decision, otherwise we directly schedule production.
If the system fails before the next health inspection a corrective maintenance action takes
place. Corrective maintenance costs more that scheduled maintenance and takes more
time. Throughout this chapter, we refer to this method as M-CBM.

3.4.2.2/ Genetic algorithm with condition-based maintenance

To solve the joint problem, we combined condition-based maintenance with a genetic
algorithm. At the start of each period, if the period corresponds to the inspection date,
then an inspection of the components degradation level takes place. Components in which
the degradation level exceeds the CBM threshold are scheduled for maintenance at the
start of the period. Then, the remaining time is scheduled for production using the genetic
algorithm (GA). In this paper, this method is referred to as GA-CBM. To implement GA,
several components should be considered:

• the genetic representation of the solution,

• the fitness function,

• the method to generate initial population,

• the genetic operators (mutation and crossover), and

• the survival rules.

Even though GA does not guarantee the global optimum solution, it is a commonly used
method in cases of combinatorial, high instances or non-linear optimization problems [38].
The required components of the GA implementation are presented in this subsection.

3.4.2.2.1/ Solution representation The algorithm search for a good combination of
orders and the used profile to produce them. Then, we propose a coding consisting of
a 2D matrix composed of two lines of integers. The first line contains the sequence of
orders, while the second line contains the production profile to be used. Then each allele
is composed of the order index k and a production profile j.

3.4.2.2.2/ Fitness function Individuals in the GA are evaluated to measure their fitness
toward an objective function. Here, the fitness evaluation uses the benefit function defined
by Equation 3.7. The evaluation is obtained through simulating the outcome of the
chromosome (i.e., we simulate the application of the individual’s schedule to the machine
and we evaluate the outcome cost).
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3.4.2.2.3/ Initial population GA requires an initial generation (or set) of valid solutions.
Here, a solution needs to verify some constraints to be considered as valid. These
constraints consist of having a schedule with a duration that does not exceed the duration
of a period and in which each order has a completion time lower than its deadline (see
Equations 3.15 and 3.16). The individuals of the initial population are built randomly by
combining orders and production profiles then scheduling them in random order. Invalid
individuals are modified to guarantee that the constraints are respected.

ÿ

pp, jqPS chi

pp, j ď DHi @ i P S H (3.15)

cp, j ď Dp @ pp, jq P S chi (3.16)

3.4.2.2.4/ Genetic operators The proposed GA uses two genetic operators: mutations
and crossover. For the mutation, we proposed two operators: (i) a single point mutation
operator in which a randomly selected allele is mutated by exchanging the current order
with another order from the list of unscheduled available orders, and (ii) random two-point
mutation operator in which two alleles are selected and are exchanged. In this algorithm,
we used a classic order crossover (also noted OX crossover).

3.4.2.2.5/ Survival rules New generations are created from the previous generation
survivors and genetic operators’ offspring. Here, a novel generation is built by; (i) XS urvival%
of the best chromosomes from previous generation, (ii) XMutation% of the mutation’s offspring
, and (iii) XCrossover% of the crossover’s offspring. The offspring selection is based on a
roulette wheel process using the fitness value for defining the selection probability. Since
the objective is to maximize the fitness function, the probability of each individual can be
defined as in Equation 3.17.

ProbpIndiviq “
f itnesspIndiviq

ř

IndivPO f f spring f itnesspIndivq
(3.17)

The overall algorithm of the GA-CBM is presented in Algorithm 4.

3.4.3/ PHM+ vs. CBM

In this section, we propose to compare the general performance of the proposed decision-
enhanced PHM method and the classical combinations of heuristics, respectively meta-
heuristics, with condition-based maintenance. For this purpose, we defined a set of
performance indicators:

• the total cost over the simulation horizon,

• the total benefits over the simulation horizon (the objective function),

• the proportions of missed and done production orders,

• the quantity of produced goods,
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Algorithm 2: GA with CBM for Production and Maintenance Planning
1 for i P S H do
2 if i ““ Inspection_Date then
3 for @component k do
4 if Hk ě CBMk then
5 Schedule Component k for Maintenance;

6 Create Initial_Generation ;
7 Input_Generation Ð Initial_Generation;
8 while number_o f _generations ă Generation_Limit do
9 Evaluate Individuals of the Input_Generation;

10 Sort Input_Generation ;
11 Survival of the best XS urvival% Individuals of the Input_Generation;
12 Mutation_Results Ð [ ];
13 Crossover_Results Ð [ ];
14 for Individual P Input_Generation do
15 Generate a Random Numbers a, b and c;
16 if a ă S imple_Mutation_Probability then
17 Generate a random number pos for position;
18 Simple_Mutate Individual at position pos;
19 Add the obtained solution to Mutation_Generation;

20 if b ă Exchange_Mutation_Probability then
21 Generate two random numbers pos1 and pos2 for positions;
22 Exchange_Mutate Individual at positions pos1 and pos2;
23 Add the obtained solution to Mutation_Results;

24 if c ă Crossover_Probability then
25 Generate one random numbers pos for position;
26 Select another parent from Initial_Generation;
27 Crossover Individual and the other parent at positions pos;
28 Add the obtained solutions to Crossover_Results;

29 Evaluate Individuals of the Mutation_Results;
30 Sort Mutation_Results;
31 Selection of the best XMutation% Individuals of the Mutation_Results;
32 Evaluate Individuals of the Crossover_Results;
33 Sort Crossover_Results;
34 Selection of the best XCrossover% Individuals of the Crossover_Results;
35 Input_Generation Ð Output_Generation;
36 number_of_generations++;

37 i++;

• the number of corrective maintenance interventions,

• the proportions of time the machine has spent in production (noted Prodp%q), in
maintenance (noted Maintp%q), and idle (noted Idlp%q) over the simulation horizon,
and

• the execution time of the method (it contains the building of the decisions and its
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simulation).

For this purpose, we generated several machine configurations. All these configurations
present a three components machine. The components degradation rates and initial
conditions differ from one configuration to another. The results are classed by the tasks
sizes. Each of these configuration is used for 10 task sets per category of tasks. We
considered three categories of tasks:

• large tasks in which the orders quantities are between 100 and 200 product per task,

• medium tasks in which the orders quantities are between 30 and 100 product per
task, and

• small tasks in which the orders quantities are between 10 and 50 product per task.

Each of the performance indicators presents a single value for each category of tasks. This
value is defined as the mean of values obtained from the simulation of several combinations
of machine configuration and the task sets over the simulation horizon. Since Moore
algorithm could only function with a single profile of production. The presented results are
compared for a single profile of production i.e. normal speed speed.

Table 3.8 presents the obtained results grouped by task’s size. We can see that in all
cases the Moore-CBM method is the fastest to find the mixed schedule. However, the
performances of this method remains relatively bad compared to other method. It causes
a higher number of corrective maintenance and low quantity of products.

When observing the total benefits and the percentage of production time, one can notice
that the genetic algorithm combined with condition-based maintenance and the decision-
enhanced PHM method using ant colony optimization are quite close in the performance.
In terms of cost-benefits objective, the performance of the methods changes over the size
of tasks. In small task the PHM+ methods out performs the GA-CBM. The gap is smaller
when the tasks are of a medium size. Finally the GA-CBM becomes better with bigger
tasks. We can see that this difference is mostly caused by the maintenance planning.
We can see that the produced quantities for small and medium tasks are quite similar
for both methods (with PHM+ producing slightly more). However, the mean number of
corrective maintenance is quite different between the methods. In PHM+, no corrective
maintenance is needed due to the selection of the only possible tasks with prognostics
information (and a deterministic degradation model) while the GA-CBM remains uncertain
about the machine capacity to achieve all tasks before reaching the failure threshold.
This difference in the corrective maintenance interventions explains the difference in the
production, maintenance, and idle proportions for the small and medium tasks. When
it comes to large task, the GA-CBM outperforms the ACO in the production scheduling
process. This explains the bigger quantity of produced elements. Plus the difference in
the number of corrective maintenance is reduced. This explains why the GA-CBM out
performs the PHM+ in larger tasks. But the execution time of the PHM+ remains lower
than the GA-CBM and the difference becomes even bigger with larger tasks. This is
mostly related to how these methods are different in exploring the solutions space and the
mechanism of their convergence.

These results, especially when PHM+ is not always the best method, drive us to question
about the cases when it is more interesting to invest in using PHM methodology and
when a condition-based maintenance is sufficient. When reading works in literature,
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authors always tend to present their method as the ultimate solution and they do not make
a comparison with other methods. Very few works have compared their results to the
different maintenance policies to select the suitable one. For example, Van Horenbeek and
Pintelon in [173] proposed a prognostic-based predictive maintenance policy, the results
of their method are compared to several maintenance policies such as condition-based
maintenance, and classic age-based policies. They also studied the influence of some
parameters like the dependencies between the components and the prognostic horizon
on the policies’ performances. Hence, providing readers with a methodology to select
a suitable maintenance policy. However, the authors have only done this study for a
particular machine configuration. In other words, one can conclude on the choice of the
optimal policy only if a similar machine configuration is present. Therefore, the question of
which policy is more suitable for other configurations remains unanswered.

Moreover, the work of Van Horenbeek and Pintelon, like many other works, has not included
the production scheduling and how it can influence the performance of the maintenance
policy. The works on CBM or PHM maintenance scheduling implicitly assume that the
operating conditions of the machines and their future loads are constant such as the works
of Camci [27], Shi and Zeng [158], and Langeron et al. [103].

Therefore, in the next section, we propose a study on the use of prognostics information
and decision-enhanced PHM in the case of a single multi-components multi-purpose
machine.

3.4.4/ Investigating the use of PHM+

To study the selection of the adequate method, we need to compare the two methodologies
in several test cases that take into consideration different factors. In this application, the
considered factors are:

• The degradation’s speed of the component, three categories are considered: (i)
rapidly deteriorating, (ii) normally deteriorating, and (iii) slowly deteriorating. The
speed of the deterioration is determined by the component’s coefficients ak and bk.
These components are used to create four machines as presented in Table 3.9.

• The initial condition of the components. Four sets of initial conditions are considered:
(i) all components are new, (ii) components are at the first half of their life with random
degradation level, (iii) a mix of components degradation levels one new, one used,
and on at the end of its life, and (iv) all components have the same degradation level
and they are at the second half of their life. These initial conditions are presented in
Table 3.10.

• Three categories of production orders were considered. The categories are defined
according to the quantity of the demanded product; small tasks where Q P r10, 50s,
medium tasks where Q P r30, 100s and large tasks where Q P r100, 200s.

• Product type: to capture the influence of the product type, we considered two cases:
(i) 5 sets of production orders that contain three different type of products, and (ii) 5
sets of orders that have the same unique type of product.

• Production profile: to capture the influence of the production speed, we defined two
cases: (i) the machine can only produce with one speed, and (ii) the machine can
be used with three different profiles (i.e. three speeds; low, normal, and high).
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Table 3.9: Machines configurations

Machines
Components

k=1 k=2 k=3
M1 rapid slow rapid
M2 slow normal rapid
M3 rapid rapid rapid
M4 slow slow slow

Table 3.10: Initial conditions configurations

Initial
Condition

Degradation Level
D1 D2 D3

IC1 0 0 0
IC2 0.3 0.4 0.24
IC3 0.8 0.4 0
IC4 0.6 0.6 0.6

For each machine, we consider 4 initial conditions for 3 categories of production orders
each presents 10 set of production orders (5 with single product, and 5 with multiple
products). This leads to a total of 120 test cases for each machine when using a single
speed and 120 test cases when using a three speeds.

Tables B.1 and B.2, in the appendix B, present the obtained results respectively for the
single-speed case and the multiple profiles. Each row of these tables presents for a
specific machine the mean of benefits over 20 test case (i.e., 5 production orders sets
and 4 initial conditions). All the values in these tables are expressed in k u.m. (thousand
units of currency). These results are summarized in figure 3.15 in which we present the
difference between the benefits obtained using PHM+ and those obtained using CBM.
The results are presented by type of product, number of used operational profiles, and the
number of machine.

One can easily note that the benefits are more important for slow deteriorating machine
(M4) compared to rapid deteriorating machine (M3). The rapid the degradation of the
component gets, the more frequently it undergoes maintenance and the higher the mainte-
nance cost gets which causes the benefits to get lower.

One can note that the difference between PHM+ and CBM is always positive for the small
tasks. In other words, it is more beneficial to use PHM+ in this case. By comparing the
values of the difference between different machines, one can notice that the benefits of
using PHM+ reaches its maximum for the machine M3 which is composed of only rapid
deteriorating component. Furthermore, the benefit of using PHM+ has a minimum value for
the machine with the slowest deteriorating components. Machines with slow deteriorating
components are more easy to control from a health management perspective. Although
the variation of future decisions influences the evolution of the degradation, the machine’s
states do not present a big variation between two inspection dates. Therefore, the use of
PHM+ does not produce a big difference.

When the tasks get larger, the machine is spending more time producing the same product
with the same operational conditions. Thus, the variation of future decisions is reduced.
One can notice that the reduction of future decisions’ variation reduces significantly the
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Figure 3.15: Benefits of Using PHM+ vs CBM

benefits of the PHM+ on one hand. On the other hand, the benefits of the CBM are almost
stable. Therefore, the difference between the two methods decreases.

The decrease of the PHM+ benefits is more important for slow degrading machines. In the
case of medium tasks, one can note that the difference is negative meaning that it is more
beneficial to use CBM. The values of the PHM+ benefits continue to decrease when orders
get larger. For large tasks, one can notice that only machine M3 has a positive difference.
In cases in which the machines have different components’ degradation dynamic or only
slow deteriorating components, the CBM method has the biggest benefits.

One can conclude that when the machine’s overall degradation dynamic becomes slow,
the PHM+ benefits decrease. Thus, for slow degradation machines, it is more beneficial
to use CBM. Furthermore, When the variation of the future loads decreases the PHM+
benefits decrease and the CBM becomes more practical than PHM+. These observations
allows us to conclude on the use of PHM+ or CBM with genetic algorithm in the case of a
single speed machine. The obtained classification is presented in Figure 3.16.

Table B.2 presents the difference in benefits between using PHM+ and CBM for a single
machine composed of three subsystems capable of functioning with several production
profiles. The table presents the results for a single product type and multiple products.

One can notice that for these test cases the benefits of using PHM+ are more important
than using CBM even for large tasks. When using several production profiles, the variability
in the degradation evolution is higher. This variability cannot be detected with CBM, in this
case.
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Figure 3.16: Use map of PHM+ vs CBM for a single speed test case

However, one note that the degradation dynamic has the same effect as in the case
of a single speed machine. The difference between the two methods is maximized for
machines with rapidly deteriorating components. One can also note that the smaller the
tasks gets the higher the difference between the two methods. Therefore, the variability of
the production orders has the same effect as the production profiles.

To conclude, the higher the variability in the machine’s operational conditions the more
beneficial it is to use PHM+. The operational conditions are varied using:

• different product types,

• different production orders, and

• different production profiles.

One can also conclude that the machine parameters especially the degradation dynamic
of its components influences the method selection for the joint optimization problem.

3.5/ Discussion

3.5.1/ Limits

Even though the described decision problem is more realistic from previous works in the
literature, this formulation is still distant from a real world application. The main limits in
this application are as follows:

• The machine in this application is assumed to be multi-component in a simple serial
structure. While in real life situations, we find complex scheme for the components
dependencies.
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• Every component is critical to the machine’s functions. However, in real life, some
of the trains components are not critical to its operations. And, their failure will only
cause user discomfort and hence introduce some cost penalties.

• Moreover, some components are installed in a redundant schemes which allows a
more flexible corrective maintenance situation without introducing cost penalties.

• In real life, components are highly dependent one another, we know that the degra-
dation of one component has an influence on the degradation evolution of another
component. Such dependencies should be accounted for when dealing with PHM
problems.

• In some cases, stopping the machine to perform maintenance on two components
can cost less and take less time than maintaining a single component at the time
even if it is a premature maintenance. Therefore, one should consider maintenance
grouping strategies.

• The use of deterministic degradation models seems good for a first application of
the framework to serve as a proof of concept. However, in real life the degradation
process is subject to several uncertainties.

Moreover, the framework instantiation presented is also quite limited. The limits of the
implementation of the decision-enhanced framework can be summarized as follows:

• In PHM projects, the degradation modeling and the extraction of health indicators
are quite challenging and not a straight forward process.

• Also, the development of a short-term prognostics algorithm could be a challenge in
itself.

• The proposed approach is based on a prediction of health indicators for each
available task. For small problems this could be feasible. However, with large sets of
production tasks the complexity and computation efforts would grow exponentially.
And, at some point it would be absurd to compute all the combination.

• The results concerning the study of method selection are obtained for a certain
degradation model and a specific application parameters (i.e. costs of production,
maintenance, etc...). These results are not generic to any machine because of the
assumption this application was built on.

• The passage from slowly deteriorating component to a normal degradation speed
to a rapid deteriorating component is quite subjective and no threshold are set in
this study. This classification is quite relative to the application, the system, their
complexity, and how critical they are.

Nevertheless, this research work is a step ahead of post-prognostics decisions maturity in
production workshop context.

3.5.2/ Results Summary

To summarize, the integration of the decision-enhanced PHM seems to improve the
performances of single machine workshops. However, the application is quite sensitive
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to the proposed parameters and costs. According to the objective of the workshop, the
methods parameters could be readjusted to emphasize on production or maintenance
services.

The proposed ant colony algorithm showed promising results when compared to classical
methods of resolution for the joint problem. However, in some cases, the performance of
the algorithm are a little behind genetic algorithms. This observation raised an important
question about when it is more important to use one method or the other.

We tried to answer this question. For the proposed application, we studied different
configurations and problems to see when to use prognostics information and when a
condition-based maintenance strategy is sufficient. We noted that the more variance
and uncertainty we have in the application the better it is to choose prognostics-based
approaches. The variances in the operations and the uncertainties are caused by the type
of product, the size of the tasks, and the speed of deterioration of the components.

3.6/ Summary

This chapter presents the instantiation and implementation of the proposed post-prognostic
decision framework on a first case study. The application consists of solving the joint
problem of maintenance and production scheduling for a single multi-component multi-
purpose machine inspired from computer numerical control (CNC) machine. The focus of
the case study is to implement the decision building loop of the proposed framework. For
this aim, an ant colony optimization algorithm is used in which each ant is considered as a
decision builder module and equipped with its own estimator. This method is compared to
classical heuristics and meta-heuristics combined with condition-based maintenance. On
average, the proposed implementation of the framework presents better results than the
other classical methods featuring CBM. However, one can notice that in some cases the
classic CBM method seems to be more beneficial. Hence, a study on in which cases it is
more interesting to use prognostics-based method is conducted. The obtained results show
that the higher the variability in the machine’s operations the more beneficial the proposed
approach becomes. Three variability factors were studied: (i) the degradation dynamics,
(ii) the size and type of the production orders, and (iii) the possible production profiles. The
chapter ended on a discussion of the important results and some perspectives for future
investigation. One question could be asked at this stage: with the framework validated for
a single machine test case how could one integrate and implement the decision-enhanced
PHM in the context of multi-machines? In the next chapter, we answer this question by
studying the application of the framework on a fleet of trains.
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On one hand, maintenance of moving systems differs from traditional maintenance prob-
lems, e.g. in a production context, in that the location of these systems over time depends
directly on their use and on the missions they have been assigned to. On the other hand,
if missions are assigned with respect to the system’s health condition, the effectiveness of
the missions could be maximized. Researchers have proposed to jointly solve the mission
assignment and maintenance planning for rolling stocks, e.g. trains in an iterative decision
cycles. In the prognostics and health management context, the assignment of missions
to rolling stock units is supposed to take into consideration the predictive information
of the systems. Thus, the assignment is dependent on the estimated health indicators
and/or the remaining useful life. Moreover, we know that assigning a mission to a system
could change the degradation’s evolution and hence the prognostics information. This
inter-dependency between the prognostics and decision-making module is enhanced
for the joint problem. For this purpose, we propose to apply the proposed framework in
chapter 2 to solve the joint problem of mission assignment and maintenance scheduling for
rolling stocks. The chapter is divided into 4 main sections. The first section is dedicated to
define the decision-making problem in the context of rolling stocks management. Second,
we apply the proposed framework to this problem formulation. We start by defining the
system and the application. Then, we detail the elementary actions, local decision, and
the structure of the global decisions. The section is concluded with the set ups of the
framework loops. In section 3, we present the developed and used decision methods to im-
plement the different loops of the system in particular the decision-building loop. Section 4
presents a case study in which we compared the performance of the presented methods.
Moreover, various factors of the problem definition (e.g. the components characteristics,
or the rolling vehicle structure) are modified to investigate their effects on the decision
horizon. Finally, some discussion of the proposed approach, the obtained results, and
future paths is done at the end of this chapter.

4.1/ Decision problem definition

The management of a fleet of systems is a challenging task for the industry, in particular
the railway context, in which there is a need to find a compromise between scheduling
maintenance and assuring operations. The use of the predictive information in this
decision-making process increase the complexity of the task. Railways industries are
looking to maximize the usage of the components before replacing them (i.e. reducing
the waste in terms of RUL) while guaranteeing a certain level of reliability and avoiding
failures. We start by presenting an overview of some related works of mission assignment
and maintenance scheduling for rolling stocks. Then, we describe the considered fleet of
rolling units and how they are used in this application. Finally, we present the optimization
problem statement.

4.1.1/ Related works and Motivation

4.1.1.1/ Related works

In the context of applying PHM methodology on rolling stock, several works have studied
condition monitoring [131] and prognostics [18,113]. However, to our knowledge only two
papers have addressed the post-prognostics decision-making on rolling stocks. Herr et
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al. [81] presented a linear program to optimize jointly task assignment and the maintenance
scheduling of trains. Given predefined train timetables, the algorithm best matches train
with the scheduled missions and plan maintenance interventions when needed. The
assignment of rolling stock units and the schedule of its maintenance intervention is
based on prognostic information to maximize the use of each train in terms of useful
life. In this study, the trips of the timetables have different duration and different starting
dates. Later, Herr et al. [82] fine-tuned the problem definition. In the second paper,
the authors considered a set of identical daily trips and the maintenance interventions
have been restricted to one intervention per rolling unit during the planning horizon. The
problem is then solved for different fleet sizes and horizon duration to demonstrate the
influence of these parameters on the performance of the linear programming method.
Except for the works of Herr et al., we could not find other works that integrated health
information in the management of rolling stock units (trains, trams or metros). Since
very few works addressed the PHM decision process on rolling stocks, we extended our
literature study to works that considered decision-making on rolling stock regardless of
the health information. Two categories of works are found: (i) research that has been
conducted on the maintenance planning only and (ii) works that studied the joint problem of
mission assignment and maintenance planning. These works are detailed in the following.

The problem of maintenance planning for rolling stocks (e.g. trains or tramways) have
been well addressed in the literature. Several works have addressed the problem of
scheduling maintenance on rolling units without considered the operations. For instance,
Budai et al. [22] presented a heuristics to schedule preventive maintenance activities
while minimizing the needed time for the interventions. Wang et al. [184] used a branch
and bound algorithm to solve multiple criteria maintenance strategy selection problem.
Cheng et al. [33] evaluated and selected a suitable maintenance strategy using an analytic
network process technique. The authors, then, estimated the quantities of spare parts for
the components and their corresponding replacement intervals.

Moreover, the joint problem of mission/task assignment or vehicle scheduling and main-
tenance planning has been addressed in the railways context. For example, Giacco et
al. [64] proposed a mixed-integer linear programming model to solve the joint problem
of rolling stock routing and maintenance planning. The authors aimed to minimize the
total number of used trains and the number of empty rides and to maximize the distance
traveled by each train between two similar maintenance operations. Lai et al. [101] used
also a mixed-integer programming method to optimize the trips scheduling for a fleet of
trains while taking into consideration their needs in terms of maintenance inspections. The
presented study is limited to cyclic maintenance inspections of 3-days to 3-months frequen-
cies. Andres et al. [6] determined a suitable train routing while scheduling the necessary
maintenance interventions using a mixed-integer linear programming model that minimizes
the global cost. Lin et al. [116] proposed a binary non-linear programming model to solve
train mission-assignment and maintenance planning for high-speed trains. The problem
consists of assigning well-conditioned trains to each trip while scheduling maintenance on
the accumulated mileage or time from the last inspection. Although several frequencies of
inspections have been proposed, the authors considered the train as a single component
with systematic preventive maintenance requirements. The planning horizon of this study
is fixed to one week even though in some cases the duration of the horizon is significantly
smaller than the inspection frequency. Zhong et al. [200] scheduled rolling stock units
based on predefined timetables while considering maintenance restrictions. The authors
proposed a two-stage heuristics. At the first stage, a mixed integer programming method
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solves the assignment problem while ignoring maintenance constraints. In the second
stage, the obtained schedules are checked for feasibility when the maintenance restrictions
are added. Mira et al. [132] developed an integer linear programming model that integrates
preventive maintenance planning within the rolling stock operation schedule. The objective
of their work is to find the sequence of trips that minimizes the cost and satisfies the
predefined maintenance needs. Both works [200] and [132] considered maintenance
interventions as special trips (i.e. trips without passengers) plus trips are assumed to have
different starting and ending points.

4.1.1.2/ Synthesis

Most of the published works on integrating maintenance in the rolling stock operation
schedules deal with preventive maintenance or systematic cyclic inspections. Although
condition monitoring and prognostics and health management technologies are presented
in this field, their application and integration in the decision-making on rolling stock either
with variable or fixed geographical positions are still missing. To our knowledge, there is a
lack of publications on post-prognostics decision-making on rolling stock. Even though
the problem described by the works of Herr et al. seems fairly realistic, it presents several
major assumptions. First, the authors have optimized the joint problem from a maintenance
point of view. However, the joint problem is a multi-objective problem since it mixes two
disciplines maintenance and operation. Moreover, the authors considered rolling stock
units as single-component systems. When in reality, trains are composed of several critical
components. Plus, each component presents its health state and its deteriorating speed.
Furthermore, the degradation model of the trains is considered deterministic and linear.
However, the prognostic algorithm generally provides a distribution of possible future states
due to the existence and the propagation of uncertainties. Finally, as mentioned by the
authors the generated problems are characterized by a great unnecessary maintenance
capacity.

Rolling stock scheduling and maintenance planning are usually done manually by dispatch-
ers most of the time and for a small horizon of 7 to 10 days [200] due to the complexity
of the problem caused by several constraints e.g. the number of components considered
in the rolling unit, the maintenance sites, and the depot sites. However, when analyzing
the previous works, we have noticed that most authors do not mention the duration of the
decision horizon they considered while solving the problem. Except for Lai et al. [101], the
authors solved the problem for a single value of decision horizon duration. Even Lai et al.,
who solved the problem using several horizons did not study the influence of the horizon
duration on the decision method performance.

4.1.1.3/ Motivation

Rolling units are considered among the systems that have a long life span. In addition,
maintenance cost and operating cost are important for these applications. Since the
rolling systems are used to transport human and/on sensitive merchandise, their failures
could have catastrophic consequences and hence they are not allowed. Therefore, the
application of PHM methodology to the rolling systems is very promising. Due to their
moving nature, rolling units experience different environmental and operational conditions
that would affect differently the degradation of the components. Hence, the prognostics
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methods should take these changing conditions into account when estimating the evolution
of degradation and/or the remaining useful life. To summarize, the use of prognostics
information in the management of rolling stocks is a promising field of application. On one
hand, the decisions could be improved by integrating the predictive information. On the
other hand, the prognostics methods are highly dependent of the future varying conditions
of the system. Therefore, we believe that the railways context would benefit from a decision-
enhanced PHM framework in which we emphasize the inter-dependencies between the
prognostics and the decision-making processes.

4.1.1.4/ Contributions

In this work, we aim to reinforce the problem stated by Herr et al. to make it more realistic
and to fill the pointed out gaps. Therefore, We integrate prognostic information in the
process of decision-making to schedule jointly maintenance and operation for rolling stock
systems. The considered problem studies rolling units as multi-components with dynamic
degradation models. The first main contribution of this chapter is the instantiation of the
proposed framework on the rolling stocks application. The implementation of the framework
would provide a method to solve the joint problem of mission assignment and maintenance
planning while enhancing the use of the prognostics information and emphasizing the
prognostics-decision inter-dependencies.

All the previously mentioned works focused on solving the joint problem regardless of
the decision horizon duration. These works omitted the decision horizon duration in
the definition of their problem and the used resolution methods. In PHM context, the
prognostics algorithm accuracy are supposed to be in function of the prognostics horizon
(i.e., how far ahead predictions are made) [83]. Due to uncertainty sources [67], the larger
the prognostic horizon is the greater the uncertainties are present in the prediction phase.
Thus, the resulted RUL has a higher error rate and is more inaccurate. Since prognostics
is performed to provide new important information to the decision-making process to better
manage the system life cycle, we wonder if the decrease of the prediction’s accuracy over
time, implies the decrease of the decision-making process performances. Therefore, we
propose to study the decision horizon influence on the resolution of the joint problem as a
second main contribution. We aim to find the best decision horizon duration when using
the decision-enhanced PHM framework as presented in chapter 2.

4.1.2/ Scope of the study

The intended application consists of managing the operations and maintenance of a fleet
M of M rolling units. The rolling vehicles are considered as parallel systems and could be
used independently of each other. These systems are assumed to be composed of several
predictive and preventive components. The idea is to assign a set P of daily missions (i.e.
trips) to these units and plan their maintenance intervention when needed. To mark out
the scope of this study, we defined a set of hypothesis and constraints as described in the
following sections.
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4.1.2.1/ Hypothesis

The following hypothesis are used to define the scope of the study:

H1 All the components, that form a rolling unit, are considered as critical. Meaning that
if any of the components fails the correspondent rolling vehicle fails. In other words,
any rolling unit is composed of multiple serial components.

H2 Dependencies between the components of a rolling unit are limited to structural
dependencies. The stochastic and economic dependencies are not considered in
this application.

H3 No redundancies in the component level is considered. Even if some components
are of the same type, the rolling unit need all these component to be functional.

H4 Not all rolling units are necessary used to perform the set of missions.

H5 Only replacements are considered in the maintenance actions. The quality of a
replacement is assumed to be perfect. Meaning, when a component is maintained
(i.e. replaced) the degradation level is reset to zero.

H6 The degradation or the health indicators of the predictive components is supposed
to be observable and could be modeled through a physic-based, data-based, or
hybrid-based models.

H7 The degradation of the components is influenced by the operating conditions of the
task to be achieved.

H8 The degradation of the components evolve only when the corresponding unit is
performing a mission.

H9 Prognostics algorithms could be developed and implemented to estimate the evolu-
tion of the degradation or the health indicators of predictive components given the
future tasks to be performed.

4.1.2.2/ Constraints

The following constraints are necessary to ensure the coherence of the application:

C1 At instant t, a rolling unit can have one of three status: (i) at mission if a task is
assigned to it, (ii) at maintenance if it is scheduled to maintenance, or (iii) at rest if it
is not being used nor scheduled for maintenance.

C2 At any instant t, only one rolling unit can achieve a mission.

C3 At any instant t, a mission is assigned to at most one rolling unit.

C4 The assignment of a mission to a rolling unit is not possible if any of the unit’s
components would have its degradation exceeds the failure threshold.

C5 The maintenance resources are limited in a way that the maintenance workshop
could only contain a limited number of trains and the maintenance workforce could
only maintain a limited number of components per time period (e.g. per day).
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4.1.3/ System description

4.1.3.1/ Rolling stock fleet structure

Each rolling stock unit is considered as a serial multi-component system i.e. if one of
these components fails the whole system fails. In PHM context, we distinguish two types
of components; (i) preventive components that are difficult to monitor, their degradation
cannot be modeled or observed, or it would be more strategic to perform systematic cyclic
maintenance; and (ii) predictive components that are equipped with sensors, they present
big volume of historical data, and their degradation behavior is at least partially observable.
For these components, PHM technology is applied. Therefore each rolling stock unit
m is defined as a series of K predictive components (ck, k “ 1, . . . ,K) and L preventive
components (cl, l “ K ` 1, . . . ,K ` L).

For preventive components, the maintenance dates are defined for a certain value of
mileage coverage. If the component exceeds the specified number of miles it could serve,
the component is assumed to fail. The end of life of a preventive is then set to the maximum
number of mile it could serve. To ensure passenger safety and comfort and avoid failures,
we consider that each of the preventive components has a mileage threshold noted Θl that
determines the end of life of the component and above which the component is supposed
to fail. Consider, at instant t, θm,lptq being the mileage traveled by component l of unit m
since its last maintenance operation. Preventive component l is scheduled for maintenance
only when its mileage reaches a predefined threshold Φl (Eq. 4.1).

θm,lpiq ě Φl (4.1)

In this application, we consider that the rolling stock units are similar in the type and
number of components. However, They are differentiated by their components degradation
level estimated by a condition assessment process. A prognostics process assesses
the health state and estimates the remaining useful life of predictive components. For
example, we consider the heating, ventilation, and air-conditioning (HVAC) subsystem
as a component. Moreover, for parts of large numbers (e.g., wheels or doors), they are
grouped into components according to some criterion (e.g., by wagon or by side).

4.1.3.2/ Degradation model

The health state of a predictive component k of unit m is described through a variable
Hm,k P r0, 1s for p1 ď k ď Kq. The degradation of any predictive component is
considered to be monotonically increasing over time as a result of an accumulation of
small positive independent increments. Moreover, such a degradation process has been
widely modeled by stochastic processes in literature. Readers could refer to the survey
paper by Van Noortwijk [174]. For simulation purposes, we consider that the degradation
of the predictive components could be modeled by a homogeneous Gamma process.
The health state of a predictive component k t Hm,k ptq, t ě 0 u is represented by the
homogeneous Gamma process Γpνkptq, µkq with shape parameter νkptq “ αk ˚ t and
scale parameter µk and the following properties:

• Hm,kpt1 “ 0q “ 0

• Hm,kptq has independent increments
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• For t ą 0 and a small non-negative time increment h ą 0 during which unit m is
serving a mission, Hm,kpt ` hq ´ Hm,kptq follows a gamma distribution Γpνkpt ` hq ´
νkptq, µkq with shape parameter p νk pt ` hq ´ νk ptq q and scale parameter µk

Components of the same type are considered identical in their degradation dynamics.
Thus, they have the same parameter of the gamma distribution pαk, νkq. However, they are
differentiated by their degradation level obtained from the prognostics.

Component k of unit m is considered as good as new when its health state Hm,k “ 0 and
Hm,k “ 1 indicates that it has reached its end of life and failed. To ensure passenger safety
and comfort and avoid failures, components’ end of life are considered upon a certain
threshold denoted ∆m,k “ ∆k P r0, 1r. To avoid very early maintenance interventions, we
suppose that each type of predictive component could only be considered for maintenance
after it exceeds a minimal level of degradation denoted Λm,k “ Λk P r0,∆kr (Eq. 4.2).
The relation between the variable Hm,k, the thresholds ∆k and Λk and the launch of a
maintenance operation is illustrated in Fig. 4.1. We, also, assume that the health indicator
level could be converted to a number of served mileage.

Hm,kpiq ě Λk (4.2)
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Figure 4.1: Health State Illustration.

4.1.4/ Problem description

We start by defining the problem of jointly assigning missions to railways vehicles and
the planning of their maintenance. The vehicle scheduling problem focuses on assigning
timetabled tasks to the fleet of available vehicles. However, other constraints need to
be considered while creating a vehicle schedule (e.g., vehicle type and maintenance
inspection). Before assigning a mission, the prognostics algorithm assesses the rail vehi-
cle’s ability to achieve the task. The decision-making algorithm considers this information
while solving the vehicle scheduling problem. Predictive maintenance is scheduled to find
a compromise between early maintaining the rolling equipment, risking its failure, and
missing tasks due to fleet unavailability. The notations used to define this problem are
presented in table 4.1.
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Notation Signification
DH Duration of Decision Horizon
∆T duration of a period
I Number of Periods in a Decision Horizon
i Index of period
M Set of rolling units
M Number of rolling units
m Index of rolling unit
P Set of planned tasks
P Number of planned tasks
p Index of planned task
dp Computed distance of mission p
sp Severity of mission/task p
K Number of predictive components
k Index of predictive component
µ

1

k Scale parameter of component’s k degradation model
αk Shape parameter of component’s k degradation model
Hm,kpiq Degradation level of component k at instant t
δp,k Estimated degradation rate of component k during mission p
L Number of preventive component
l Index of preventive component
S chi Schedule of period i
βp,mpiq Indicator of assigning mission p to train m during period i
ωmpiq Indicator if train m undergoes maintenance during period i
πmpiq Indicator if train m is at rest during period i
fmpiq Indicator if train m fails during period i
Ci Cost of period i
Clost Cost of missing a mission
CRk Replacement cost of predictive component k
CRl Replacement cost of preventive component l
LPx Penalty cost on the lost mileage of component x
Cm,xpiq Cost of maintenance of component x during period i
Ccor Cost of corrective maintenance
Total_CostpDHq Total cost during a decision horizon

4.1.4.1/ Vehicle scheduling problem

The vehicle scheduling problem addresses the task of assigning vehicles to cover the
mission in a timetable. Therefore, given a set P of planned tasks (with CardpPq “ P) and
a setM of rolling stock units (with CardpMq “ M) in which P ď M, the problem consists
of finding an assignment between the M units and the P missions based on equipment’s’
health state and their ability to fulfill missions. The scheduling is supposed to be done
over a rolling horizon of a duration DH “ I ˆ ∆T where ∆T is the time unit (a day for
instance) and in this case I is the number of time units. For each time unit, denoted i with
1 ď i ď I the set of missions should be fulfilled by the railway vehicles. Each mission p
corresponds to a planned route which is composed of a set of trips starting and ending
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in a depot. Each mission is characterized by a severity coefficient sp which depends on
the length and conditions of the trip (e.g., number of miles the rolling stock unit should
travel in that mission, or if there is hill climbing), the number of stops, and the chosen path
(e.g., if it is a high-speed track or normal track). Thus, it influences the degradation of
the components by changing the scale parameter of the gamma process which can be
expressed as µk “ sp ˆ µ

1

k with µ
1

k a characteristic of the component’s type.

A task p is associated with a predicted degradation rate δp,k P r0, 1r that can vary from
one component to another. This wear rate is provided by a prognostic process. For each
component k of a given rolling stock unit m at instant t “ i ˆ ∆T with a health state
Hm,kpiq, its predicted degradation level after executing its assigned mission p must be lower
than its failure threshold ∆k. Eq. 4.3, illustrate this constraint.

Hm,kpiq ` δp,k ă ∆k, @ k P t1, ...,Ku, @ i P t1, ..., Iu (4.3)

Also, each task p is characterized by a distance dp to be covered by the rolling vehicle m
at which the mission will be assigned to. Therefore, the assignment of mission p to rolling
stock unit m should also verify that the covered distance will not exceed the threshold for
preventive maintenance. This constraint is represented in Eq. 4.4. It is assumed that if
the mileage of a preventive component l exceeds its threshold, the component fails, thus
causing the failure of the vehicle.

θm,lpiq ` dp ă Θl, @ l P tK ` 1, ...,K ` Lu, @ i P t1, ..., Iu (4.4)

Lets denote the variable βp,mpiq P t0, 1u. Where βp,m “ 1 if mission p is assigned to unit m.
Otherwise, it is equal to zero. These variables are subject to the following constraints.

M
ÿ

m“1

βp,mpiq ď 1, @ i P t1, ..., Iu, @ p P t1, ..., Pu (4.5)

P
ÿ

p“1

βp,mpiq ď 1, @ i P t1, ..., Iu, @ m P t1, ...,Mu (4.6)

Constraint 4.5 represents the mission coverage constraint, where each task p is covered
by at most one railway vehicle during any period i of the decision horizon. Eq. 4.6 says
that one rolling stock unit m can fulfill at most one task during any period i of the decision
horizon. Moreover, unit m, during any period i, can either be in maintenance, at rest (i.e.,
no mission is assigned to it) or assigned to a task p.

ωmpiq P t0, 1u represents the maintenance state of unit m during period i. If unit m is in
maintenance then ωmpiq “ 1. Otherwise, ωmpiq “ 0.

πmpiq P t0, 1u capture if rail vehicle m is at rest during period i (i.e., πmpiq “ 1 if m is neither
in maintenance nor in operation. Therefore, the state of rolling stock unit m during a period
i can be limited with constraint 4.7.

πmpiq ` ωmpiq `
P
ÿ

p“1

βp,mpiq “ 1, @ i P t1, ..., Iu,

@ m P t1, ...,Mu

(4.7)

Lets denote Clost,p the penalty cost of missing mission p during a period. All missions have
the same priority. Thus, they all have the same missing penalty Clost,p “ Clost@p P t1, ..., Pu.
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Moreover, we assume that the mission assignment costs the same no matter the rail
vehicle or the mission assigned to it. Therefore, the cost of mission assignment is excluded
from this study.

4.1.4.2/ Maintenance problem

Lets note σm,kpiq P t0, 1u and σm,lpiq P t0, 1u with k P t1, ...,Ku and l P tK`1, ...,K`Lu the
variables that determine if component k respectively l of rolling stock unit m are scheduled
for maintenance during period i. If σx,mpiq “ 1 @ x P t1, ...,K,K ` 1, ...,K ` Lu means
that component x, whether it is predictive or preventive, is scheduled for maintenance.
Otherwise, the component is not maintained during period i. Each component’s type is
characterized with a maintenance cost. Thus, lets note CRk and CRl the replacement cost
of predictive component k and preventive component l respectively. Early maintenance of
any component generates an additional cost to the replacement one. This is the penalty on
the lost mileage of the maintained component noted LPx @ x P t1, ...,K,K`1, ...,K`Lu. For
the predictive components, the penalty coefficient take into consideration the conversion
from health indicator to mileage. Therefore, at period i, the maintenance cost of predictive
component k of unit m, noted Cm,kpiq @ k P t1, ..,Ku, and preventive component l of unit m,
noted Cm,lpiq @ l P tK ` 1, ..,K ` Lu are defined respectively in Eqs. 4.8 and 4.9.

Cm,kpiq “ CRk ` p∆k ´ Hm,kpiqq ˚ LPk, @ i P t1, ..., Iu,

@ m P t1, ...,Mu
(4.8)

Cm,lpiq “ CRl ` pΘl ´ θm,lpiqq ˚ LPl, @ i P t1, ..., Iu,

@ m P t1, ...,Mu
(4.9)

Lets note fmpiq P t0, 1u the variable that describes if unit m fails during period i. If during
a task one of the components of unit m (predictive or preventive) fails and causes the
system to fail (i.e., fmpiq “ 1), a corrective maintenance cost noted Ccor is generated.
Vehicle’s failure causes a disturbance of the timetable schedule, a delay for all scheduled
missions on the same line, and efforts to move the failed rolling unit to a spare track. Thus,
corrective maintenance penalty should take into consideration all these activities and their
cost. Therefore, the corrective maintenance cost is defined in a way that missing some
missions is less costly than risking the asset failure (Eq. 4.10).

Ccor ąą Clost (4.10)

Maintenance resources are considered limited, i.e., the number of maintenance operators
and their shifts are limited. This limitation is presented through the maximum number
of components MLComp ą 0 that can be maintained during period i. Moreover, the
maintenance workshop is supposed to have a limited number of tracks. Therefore, only a
certain number of railway vehicles noted MLEquip ą 0 can be maintained simultaneously
during period i. The maintenance planning process should take into consideration and
satisfy these limits. Therefore, lets define the constraints that represent the limit in the
number of rolling stock units Eq. 4.11 and the limit in the number of components Eq. 4.12.

M
ÿ

m“1

ωmpiq ď MLEquip, @ i P t1, ..., Iu (4.11)
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M
ÿ

m“1

p

K
ÿ

k“1

σm,kpiq `
K`L
ÿ

l“K`1

σm,lpiqq ď MLComp, @ i P t1, ..., Iu (4.12)

4.1.4.3/ Joint Problem

Classically, the problem of joint maintenance and operation optimization consists of
minimizing the global cost by adding maintenance cost and missing task cost over the
duration of the decision horizon noted DH. This decision horizon is divided into I time
periods (e.g., days, hours, or weeks). The total cost over a decision horizon DH is defined
as in Eq. 4.13.

Total_CostpDHq “
I
ÿ

i“1

r

P
ÿ

p“1

Clost ˚ p1´
M
ÿ

m“1

βp,mpiqq

`

M
ÿ

m“1

p fmpiq ˚Ccorq

`

K
ÿ

k“1

σm,kpiq ˚Cm,kpiq

`

K`L
ÿ

l“K`1

σm,lpiq ˚Cm,lpiqs

(4.13)

The first term in the total cost function is the cost of all missed missions over the period.
The second term represents the maintenance cost including corrective maintenance
penalty in case of failure, and predictive and preventive components if they are maintained.

Thus, the objective function of the joint problem can be written as in Eq. 4.14.

min Total_CostpDHq (4.14)

Solution of this joint problem is valid if it proposes a schedule of operation and maintenance
activities that satisfies all constraints defined in Eqs. 4.5, 4.6, 4.7, 4.11, and 4.12. Moreover,
a solution is considered feasible if during all the schedule none of the rolling stock units fails
during operations. In other words, none of the components exceeds its failure threshold.
Therefore, for a solution to be feasible all the components should verify Eqs. 4.3 and 4.4.

4.1.5/ Decision Horizon Study

In reality, the joint problem is going to be optimized several times during the operations of
the assets. And what railways companies are looking for is the optimization of the overall
cost in the long term. Apart from applying the proposed framework on a rolling stock case
study, a second main contribution of this chapter is to find the decision horizon duration
DH that optimizes the resolution of the joint problem over a simulation horizon S H. In
other words, we are looking for the suitable DH value that minimizes the cumulative total
cost over the simulation horizon S H obtained by repeating the optimization of the joint
problem for I periods. This simulation horizon is covered by N steps of decision-making
(i.e. joint problem resolution) over the rolling horizon DH. The number of steps, noted N,
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is defined in a way that verifies S H “ N ˚ I ˚∆T . Where ∆T is the duration of a time period
(e.g. duration of one day).

Therefore, the objective function of the decision horizon study problem is defined in
Eq. 4.15.

min
ÿ

N

Total_CostpDHq (4.15)

With
ř

N Total_CostpDHq is defined as the cumulative total cost over the simulation horizon
S H.

To summarize, this concept is presented in Fig. 4.2. The simulation horizon S H is divided
into N equal parts of duration we call decision horizon DH. For each DH, we solve the
joint problem to obtain the total cost. The sum of these total costs produces the cumulative
total cost. The aim of the chapter is to study the influence of the decision horizon on this
cumulative total cost and minimize it by finding the suitable decision horizon.

Simulation Horizon SH

Decision Horizon DH DH DH DH

Solve the
Joint Problem

Total Cost ++

Solve the
Joint Problem

Total Cost ++ ++

Solve the
Joint Problem

Total Cost ++

Solve the
Joint Problem

Total Cost

Cumulative Total Cost

Figure 4.2: Illustration of the Cumulative Total Cost.

4.2/ Instantiation of the proposed framework

The presented framework in chapter 2 is instantiated to the problem described in the
previous section. Hence, we define the different components of the framework and identify
its mechanisms. We start by identifying the values of the descriptors of the system and
the application. Then, we define the elementary actions, local decisions, and the structure
of the global decision. Finally, we set up the needed loops for this application.

4.2.1/ System definition

The proposed framework requires a definition of the system as a list of attributes-values.
Most of the attributes values are derived from the optimization problem statement. Some
of the attributes are given empirically just to satisfy the needs for the example. We define
the system’s descriptors as follow:

• System’s type: railways systems

• System’s typology: a fleet of M rolling vehicles i.e. multiple machine in a parallel
organization.
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• Granularity: In this example, we consider a single granularity level of the system. In
other words, we compose the system into components that has the same hierarchy
level. Therefore, the system is considered as multi-components. Each rolling unit is
composed of K predictive components and L preventive components.

• Dependencies: The K ` L components of this machine are assumed to be only
structurally dependent. The structure dependency is considered to be serial. Thus,
we can see the machine a sequence of K predictive and L preventive components.
The dependency is defined in a way that if one component fails the whole system
fails.

• Criticality: This attribute is filled empirically. We consider the fleet of rolling vehicles
as a system with a high level of criticality.

In the example, we considered a fleet of rolling stock units in which each unit is
composed of K ` L serial components. We assumed that each component is
essential to the operations of the train i.e. if one component fails the machine fails.
Since no redundancies are considered for the components, we can assume that the
components has a high critical level. With no redundant components or machines, if
one component fails, the whole system fails. Moreover, the failure of a rolling unit
(e.g. train) can imply a major user safety threat. The rolling units are supposed to
transport travelers during their missions and some of the components’ failures could
cause only the rolling unit to stop on the tracks while other components’ failures
could cause catastrophic events like train derailment. The catastrophic failures are
avoided by setting a safety margin between the assumed components failure and its
actual failure through defining thresholds. Even though, we try to eliminate failures,
they can still be authorized against the safety thresholds. Due to these reasons, we
consider the fleet of rolling vehicles as a system with a high level of criticality.

• Observability: The degradation level of the components is supposed to be observ-
able. This means that we can directly measure the degradation level accurately
or the degradation level could be deduced from measurable signals like vibrations,
motor electrical measures, temperature values, etc.

• Degradation parameters: From the definition of the degradation model in the
problem statement we can set the attributes for the degradation parameters. Such
attributes should be specific for each component of the machine. In this example,
since we did not specify which components are considered and to not lose the
generic aspect of the application, we define these attributes in a general manner.

– Degradation form: Some considered components are supposed to be subject
of wear and fatigue e.g. bogies. Some other components are supposed to be
subject to wear and crack growth like for example the wheels or the pantograph.
The form of degradation of each component of the system should be specified.

– Degradation causes: Degradation evolution is supposed to be related to the
operations of the machine. When the train is idle the degradation level of all its
components is supposed to be constant. Therefore, the degradation evolution
is operationally caused. The characteristics of this evolution is assumed to be
influenced by operational conditions related to the mission the train is achieving.
These operational conditions include the estimated load of the train (number of
passengers), the number of stops during the trip, the length of the trip, etc. For
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simplicity sake, we supposed that these operational conditions are summarized
in a severity coefficient of the mission.

– Degradation model: In this problem, we considered that the predictive com-
ponents’ degradation level is stochastic and can be modeled using gamma
process. The parameters of the gamma process (i.e. the shape and scale
parameters) are estimated for each type of components based on the collected
data. Hence, the degradation model is supposed to be data-based. However,
since we do not actually have real data for the system, the parameters of the
components are given empirically. The evolution of the component’s degrada-
tion is assumed to be influenced by the severity of the missions the train is
achieving.

– Degradation consequences: The railways vehicles are supposed to transport
passengers. Hence, the system is considered to be highly critical. The compo-
nents’ failures differs according to the component’s type. Some components e.g.
the pantograph, are considered as low risk since their failure can only cause
the traffic to stop and would cause a high penalty cost. Other components e.g.
bogies or wheels are critical not only to the operations of the unit but also to
the safety of the passengers. However, for these components we fixed a safety
threshold to avoid the catastrophic effects of their failure and thus we assumed
their failure (against the threshold) to only cause traffic problems and hence the
high penalty cost.

• Overall degradation dynamics: Since the components are structurally depen-
dent, then the machine overall degradation follows the component with the highest
degradation level.

• Action variables: In this application the degradation evolution is influenced by the
operational conditions of the missions scheduled. This influence of the operation
conditions is summarized in the mission’s severity coefficient. Therefore, the choice
of the mission according to their severity coefficient or putting the considered train to
rest are the only possible action variables.

• Complexity level: The definition of the complexity level of the system is a difficult
task and no consensus method is yet to be proposed. Therefore, we are giving
an empirical value for this attribute. We consider that the railways system is more
complex than the CNC machine considered in the third chapter. We assume that
the studied system has a medium complexity level. This is justified by the following
reasons:

– The system is composed of a multiple machines
– Each machine is composed of a single level of granularity composed of several

components.
– components’ dependencies are only structural and present a single type of

structural dependencies in which all the components are considered serial.
– The degradation level is supposed to be based on a gamma process statistical

model and presenting uncertainties.

4.2.2/ Application definition

Therefore, the application can be summarized as:
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• System: As we discussed in the second chapter the application definition should
include the detailed definition of the system. Therefore, for this attribute, the definition
of the system done in the previous section is kept.

• Objective: this is a cost oriented application in which we are trying to minimize the
total cost (i.e. operational and maintenance cost) over a decision horizon.

• Performance indicators: To follow and asses the efficiency of the methods we
propose several indicators that are monitored in the decision-making process i.e. the
optimization process. The obtained solution are compared and assessed upon these
indicators that are computed over the simulation horizon:

– Total Cost: This is the estimated total cost including the cost of operations and
maintenance actions. This field is computed over the duration of the decision
horizon as defined in Eq. 4.13.

– Total number of maintenance activity per unit per component: This field con-
tains the number of maintenance activities of each component during the
decision horizon.

– Total number of corrective maintenance activities per component: This field
notes the number of corrective maintenance performed on each component
during the decision horizon.

– Total number of corrective maintenance activities: This is the number of correc-
tive maintenance activities during the decision horizon. It reflects the number of
train failures over the horizon.

– The average lost degradation level per component: When performing predictive
maintenance, there is a difference between the threshold of failure and the
actual level of degradation of the component in question. This difference is
used in Eqs. 4.8 and 4.9 to compute the lost RUL penalty. At each maintenance
activity, this difference is computed and saved. Then, the average difference
for each component per maintenance activities is computed. This allows to
determine how well the maintenance activities are scheduled. A big value of
this indicator shows a relative premature maintenance scheduling. A null value
indicate that the schedule fails to anticipate the failure. The aim of PHM is to
minimize this difference while still being able to avoid failure and then corrective
maintenance.

– The proportion of done missions: This represents the ration of the done mis-
sions over the decision horizon.

– The proportion of missed missions: This represents the ration of missed mis-
sions over the decision horizon.

• Decisions nature: we are studying a joint problem between production and main-
tenance. Thus, the decisions in this application are mixed. The two nature of the
actions can be defined as:

– Action of maintenance type: selecting a set of components to be maintained

– Action of operational type I: assigning a mission p to unit m

– Action of operational type II: putting unit m at rest
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• Simulation horizon: In real life, there is no simulation horizon since the application
is supposed to be running infinity. However, since this application is a proof of
concept we defined a simulation horizon upon which we validate the approach and
assess its performance over a long enough run.

• Decision horizon: We consider a rolling decision horizon. Such a horizon consists
of a time window during which the planned tasks P are assigned to the M trains
and maintenance of trains are planned, then this time window is shifted and another
decision is made. Details about rolling decision horizon can be found in the work of
Dekker et al. [41].

• Discretization Period: The decision horizon is divided into smaller periods of time
we call discretization period. In this application the discretization period has a one
day duration.

4.2.3/ Elementary Actions

The studied application consists of a joint problem of maintenance scheduling and mission
assignment. Therefore, two types of elementary actions exists: (i) operational elementary
action and (ii) maintenance elementary action.

Lets start by defining the operational elementary action. The operational elementary
actions could be of two nature: (i) assign a mission p to train m or (ii) placing train m at rest.
In chapter 2, we have stated that elementary actions are transformed into local decision
when they are scheduled i.e. the elementary action is specific period. Therefore, the
elementary actions do not present the period in question.

We propose to detail the attributes used for defining the operational elementary action. In
table 4.2, we present an example of a typical mission assignment action. While table 4.3
contains an example of a rest action by putting train m at rest.

Table 4.2: Definition of a mission assignment elementary action

Descriptor Value
Type of action Mission Assignment

Concerned Rolling Unit m
Mission number p
Mission’s length dp

Mission’s severity sp

Table 4.3: Definition of a put-to-rest elementary action

Descriptor Value
Type of action Put-to-Rest

Concerned Rolling Unit m

The maintenance elementary action consists of choosing which component(s) of which
vehicle to maintain. The definition of a maintenance elementary action is given in table 4.4.
In these actions, PM presents the set of the components to be maintained, it contains the
identification of predictive k and preventive l components.
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Table 4.4: Definition of a maintenance elementary action

Descriptor Value
Type of action Maintenance

Nature of action Replacement
Concerned vehicle m

Concerned component(s) PM “ tk, lu

4.2.4/ Local Decisions

At instant i, we propose to find all the possible local decisions. We consider the set of
the elementary action and we estimate the outcome from scheduling these actions at this
instant i. We have two types of elementary actions and consequently, we have two types
of local decisions.

Let’s start by defining the attributes for a typical maintenance local decision. The defined
local decision is presented in table 4.5.

Table 4.5: Structure of a maintenance local decision

Descriptor Value
Type of action Maintenance

Nature of action Replacement
Concerned vehicle m

Concerned component(s) PM “ tk, lu
Period i

Initial Health State pHm,1, ..,Hm,k,Hm,Kq

Initial Preventive State pθm,K`1, .., θm,l, .., θm,K`Lq

Estimated Health State pHm,1, ..,Hm,k,Hm,Kq

Final Preventive State pθm,K`1, .., θm,l, .., θm,K`Lq

Cost Equations 4.8 and 4.9

Considering the definition of mission assignment elementary action, the local decision
derived from this action is defined in table 4.6.

Table 4.6: Structure of a mission assignment local decision

Descriptor Value
Type of action Mission Assignment

Concerned Rolling Unit m
Mission number p
Mission’s length dp

Mission’s severity sp

Period i
Initial Health State pHm,1, ..,Hm,k,Hm,Kq

Initial Preventive State pθm,K`1, .., θm,l, .., θm,K`Lq

Estimated Degradation Evolution pδp,1, .., δp,k, .., δp,Kq

Estimated Health State pHm,1 ` δp,1, ..,Hm,k ` δp,k,Hm,K ` δp,Kq

Final Preventive State pθm,K`1 ` dp, .., θm,l ` dp, .., θm,K`L ` dpq
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In table 4.7, we present the local decision derived from putting a train at rest.

Table 4.7: Definition of a put-to-rest local decision

Descriptor Value
Type of action Put-to-Rest

Concerned Rolling Unit m
Period i

Initial Health State pHm,1, ..,Hm,k, ..,Hm,Kq

Initial Preventive State pθm,K`1, .., θm,l, .., θm,K`Lq

Estimated Health State pHm,1, ..,Hm,k, ..,Hm,Kq

Final Preventive State pθm,K`1, .., θm,l, .., θm,K`Lq

4.2.5/ Global Decisions

A global decision, in this application, is defined as the schedule of assigned missions
and maintenance intervention during a decision horizon. As described in the previous
chapter, the global decision can also be defined as a set of (attributes, values). The global
decision is constructed by sequencing the local decisions. In this study, the considered
system is formed of several parallel machines. For each rolling unit m, a sequence of local
decision is constructed in a way that for each period i of the decision horizon, the unit m is
either assigned to a mission, at rest, or in maintenance. Therefore, the structure of the
global decision’s schedule is constructed of M parallel sequences of local decision (one
sequence local decision per rolling unit). An example of a global decision’s schedule is
given in Fig. 4.3. In this example, we considered a system composed of 5 trains to which
we assign 4 daily missions (i.e. the period is equal to a day). We considered a decision
horizon of 4 periods just to illustrate the structure of the global decision’s schedule. The
green boxes represent the operational local decision of mission assignment. The orange
boxes represent the operational local decision of putting the train to rest. The red box
represents the local decision of maintaining predictive components number 1 and 5 (i.e.
PM “ tk “ 1, k “ 5u). Each column represents the schedule S chi of a period i. While
a row represents the schedule of a train over the decision horizon. The whole matrix
represents the schedule of the global decision noted S ch.

i = 1 i = 2 i = 3 i = 4

m = 1 Mission p = 3 Put− to−Rest Mission p = 12 Mission p = 13

m = 2 Mission p = 2 Mission p = 5 Put− to−Rest Mission p = 16

m = 3 Put− to−Rest Mission p = 8 Mission p = 9 Mission p = 14

m = 4 Mission p = 1 Mission p = 6 Mission p = 11 Maintenance{k = 1, k = 5}

m = 5 Mission p = 4 Mission p = 7 Mission p = 10 Mission p = 15

Time Periods

R
a
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w
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Figure 4.3: An Example of Global Decision Schedule Structure.

To carry on with the implementation of the proposed framework, we define in table 4.8
the structure of the global decision used through this application. For the descriptors, we
do present the used formula to compute the values instead of an example of values. The
initial and final health (respectively preventive) states of each unit are also included in the
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structure of the global decision. In the table, we present the generic presentation of these
values for unit m.

Table 4.8: Structure of a Global Decision

Descriptor Value
Schedule S ch

Decision Horizon DH
Total Cost Total_CostpDHq (Eq. 4.13)

Number of Maintenance per
Predictive Component

řI
i“1 σm,kpiq @1 ď k ď K @m PM

Number of Maintenance per
Preventive Component

řI
i“1 σm,lpiq @K ` 1 ď k ď K ` L @m PM

Total Corrective Maintenance
Activities

řI
i“1

řM
m“1 fmpiq

Done Missions
řI

i“1
řP

p“1
řM

m“1 βp,m

Lost Missions
řI

i“1
řP

p“1p1´
řM

m“1 βp,mq

Initial Health of Unit m pHm,1p0q, ..,Hm,kp0q, ..,Hm,Kp0qq
Final Health of Unit m pHm,1pIq, ..,Hm,kpIq, ..,Hm,KpIqq

Initial Preventive State of Unit m pθm,K`1p0q, .., θm,lp0q, .., θm,K`Lp0qq
Final Preventive State of Unit m pθm,K`1pIq, .., θm,lpIq, .., θm,K`LpIqq

4.2.6/ Loops settings

According to the framework defined in the second chapter, to enhance the use of prog-
nostics information in the decision-making process and vice-versa, three loops have been
introduced:

• Decision building loop, in which we construct sequence of decisions iteratively by
finding all possible local decisions, estimating their outcomes on the system’s health,
and selecting the suitable one. To achieve this loop, we need to implement a local
prognostics algorithm in the estimator module and a decision builder module.

• The decision building loop outputs one or several global decisions. The decision-
making module is responsible of selecting a global decision that will be applied on
the system. This is the decision applying loop.

• As a consequence of applying the global decision, we obtain the real evolution of
the components’ degradation. By comparing the estimated and real evolutions, we
obtain the errors of local prognostics that could be due to uncertainties sources that
are not accounted for. The information loop uses the new available data with the
local prognostics errors to fine tune the estimator.

In the manufacturing application, we focused on the implementation of the decision building
loop. The decision applying loop was considered in consequence but not studied in details.
Moreover, the information loop was not implemented because of the deterministic character
of the degradation model. In this application, all the three loops of the proposed framework
are implemented but with different levels. To ensure the implementation of these loops, we
start by defining the added modules i.e. the estimator and the decision builder:
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• Unlike the previous chapter in which the degradation model is supposed to be
deterministic, in this application, we assume that the degradation evolution of the
predictive components is influenced by different uncertainties. We assumed that
the degradation of the predictive components are data-based and monotonically
increasing over time by accumulating small independent positive increments. The
choice of the estimator is not an aim of this study. Hence, we propose to use a
linear regression model as an estimator. Since the predictive components of different
types have different degradation dynamics, we proposed to set up an estimator
(linear regression model) for each type of components. For simulation purposes,
we proposed that the degradation of the predictive component could be modeled
with a gamma process (as presented in paragraph 4.1.2.2). The gamma process
models are used to generate the initial data and to simulate the real evolution of
the components’ degradation when the global decision is applied. We use the
degradation data generated by the gamma process to train the estimator. Finally,
during the construction process, for each predictive component we estimate the
degradation rate of the mission using the correspondent linear regression model.
Given the initial state of degradation and the mission to perform, the linear regression
model returns the estimated evolution of degradation.

• The decision builder module is implicitly implemented in the used methods for the
decision building loops. In this application, we propose several decision methods
that implemented the decision builder functions in the heuristics.
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Figure 4.4: Proposed Framework Implementation.

For this application, we implemented the three loops of the proposed framework. These
loops are presented in figure 4.4. However, due to the absence of real data, some
components of the framework were not implemented e.g. the prognostics module. The
implementation of the proposed loops is as follow:

• The decision building loop is implemented inside the used decision methods (i.e.
the genetic algorithm and the heuristics). The purpose of this loop is to build global
decisions that solve the joint problem of mission assignment and maintenance
planning for a given decision horizon. Hence, the decision methods rely on the
estimator to implement the iterative way of building the decisions. For the heuristics
the process is quite direct, the heuristics assess the possible elementary actions,
estimate the outcome of the assignment, and then validate it. For the genetic
algorithm, the implementation of the decision building loop is quite different. We
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used heuristics to validate the schedules constructed by the genetic algorithm, if the
solution (i.e. schedule) is not valid or feasible, modifications are made based on the
estimated outcomes provided by the estimator.

• The decision applying loop is implemented in the simulation process. Once a
global decision is selected the schedule is applied to the system by simulating the
degradation evolution. For each predictive component, we simulated the evolution
of degradation using the proposed gamma process model. For the preventive
components, we simply add the distance of the trip to their mileage state (θm,l).
Since we assumed that the maintenance interventions are perfect, each component
scheduled for maintenance is returned to an as-good-as-new status by setting its
degradation level or traveled mileage to zero.

• When we apply the global decisions on the system during the simulation process
(in the decision applying loop), we collect the real evolution of the component’s
degradation (i.e. the new degradation point generated by the gamma process
models). We compute the error of the estimators. If the errors exceeds a predefined
(empirically) threshold i.e. the train experienced new conditions unknown to the
estimator. In this case, the collected degradation data is added to the training data
of the linear regression models (i.e. estimators) and the model is fine tuned (i.e.
retrained). Else, the model is supposed to be up-to-date and do not require further
tuning. This process was implemented in this application. However, it was not subject
to a detailed study nor to an optimization of its parameters.

At this point, we have initialized the proposed framework and set up its loop. We also
chose and set up the estimator module. In the next section, we set up and implement the
decision module.

4.3/ Implementation of the decision module

To study the influence of decision horizon, we should solve the joint problem of mission
assignment and maintenance planning in rolling stock systems. This problem is a combi-
natorial discrete optimization problem. The use of prognostics information like degradation
level and/or remaining useful life of the systems adds some non-linearity to the problem
(e.g., by using a non-linear degradation model). However, we are not proposing to study
and use the best resolution method for this problem. Instead, we only propose to use
common optimization methods to illustrate the possibility of integrating and implementing
the proposed framework. Therefore, we used a genetic algorithm and three heuristics as
decision methods to solve this problem. These methods are described in this section.

4.3.1/ Genetic Algorithm

Genetic algorithm (GA) is a well used mature method based on heuristic rules to produce
improved approximations of the objective function over several iterations. GA search
techniques are based on biological systems rules for natural survival in a different environ-
ment. The algorithm starts with a set of initial solutions called population, in which each
solution (i.e., an individual of the population) is called a chromosome. Through successive
generations (i.e., iterations), these chromosomes evolve as the result of crossover and
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mutation operators. Each chromosome is evaluated using some measure of fitness. The
new generation is created by selecting some chromosomes from the previous genera-
tion and new chromosomes resulted from the genetic operators (i.e., crossovers and
mutations) [38]. Therefore, to implement GA, several components should be considered:

• the genetic representation of the solution,

• the fitness function,

• the method to generate initial population,

• the genetic operators (mutation and crossover), and

• the survival rules.

Even though GA does not guarantee the global optimum solution, it is a commonly used
method in cases of combinatorial, high instances or non-linear optimization problems. The
required components of the GA implementation are presented in this subsection.

4.3.1.1/ Solution Representation

The coding of GA chromosomes is a key step when using such kind of approach. As
detailed in the model the variables of the optimization problem are βp,mpiq and σx,mpiq
@p P t1, .., Pu,m P t1, ..,Mu and @x P t1, ..,K ` Lu. Then, we propose a coding consisting
of a 2D matrix of integers, in which columns represent the M rolling stock units while rows
represent the decision horizon DH (i.e., I periods). This coding is a sequence of alleles, in
which each allele is the schedule of a rolling stock unit m (1 ď m ď M) over the decision
horizon (i.e., I periods). Element ei,m of the 2D-array (i.e., element of the mth column and
the ith row) represents the planned activity for unit m during period i (1 ď i ď I). The
value of any element can be negative or positive, depending on the activity it represents.
Eq. 4.16 presents the possible values for an element ei,m according to the scheduled
activity. For scheduled missions, the value is equal to the identification number of the
mission. For maintenance activities, the value of the element is a negative integer zi,m

that represents a coding of the identification number of the components to be maintained
(Eq. 4.17). To represents the unit at rest, the value of the corresponding element is set
to zero. An example of solution representation is given in Fig. 4.5. e4,4 “ ´0105 which
means that components number 1 and 5 of unit 4 are scheduled for maintenance during
the period 4.

ei,m “

$

&

%

p if βp,mpiq “ 1
zi,m if ωmpiq “ 1
0 if πmpiq “ 1

(4.16)

zi,m “ p´1q ˆ
CardpMaintm,iq

ÿ

y“1

p10aˆy ˆ Maintm,irysq (4.17)

with a the number of digits in K ` L and Maintm,i the set of components’ identification
number that are scheduled for maintenance (Eq. 4.18).

Maintm,i “ tx P t1, ...,K ` Lu | σx,mpiq “ 1u (4.18)
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Figure 4.5: An Example of Solution Representation.

4.3.1.2/ Initial Generation

GA is based on improving solutions from one generation to another over a predefined
number of iterations. Therefore, this kind of algorithm requires an initial generation (or
set) of valid and/or feasible solutions. To build the first generations’ individuals, a heuristic
algorithm (Algorithm 3) is used. The idea is to sort the set of rolling stock vehicles
according to their degradation level which is defined by the degradation level of their
most degraded components. Then the algorithm schedules maintenance for the most
deteriorated components (that satisfies the maintenance condition Eq. 4.2). It assigns
randomly the available tasks of the period i to the rest of the vehicles. The outcome of
the ith period is estimated, the health states of the predictive components and the mileage
traveled of preventive ones are virtually updated, and the algorithm moves to schedule
the next period until it reaches the end of the decision horizon. This heuristic is executed
several times until the initial population is constructed.

Algorithm 3: Creation of the Initial Generation.
1 while i ď DH do
2 Sort vehicles according to their degradation
3 while p

ř

mp
ř

k σm,k `
ř

l σm,lq ď MLCompq AND p
ř

m ωmpiq ď MLEquipq AND
(pDpm, kq|Hm, k ě Λkq OR pDpm, lq|θm,l ě Φlq) do

4 Schedule maintenance for most deteriorated component

5 Assign randomly tasks to the rest of vehicles
6 Estimate the outcome of the schedule
7 Update the health states and the traveled mileage
8 i++

4.3.1.3/ Genetic Operators Results

The genetic operators do not take into consideration the health states of the rolling units.
Therefore, the outcomes of these operators could result in the violation of the feasibility
constraints defined in Eqs. 4.3 and 4.4. Therefore, the obtained offsrings from genetic
operators undergo a check and reparation phase. During which, the outcomes of the
schedule are predicted for each rolling unit using the estimator and if one of the constraints
is violated, then the scheduled mission is replaced with putting the correspondent unit at
rest.
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Moreover, the used representation of chromosomes does not allow to directly use the
genetic operators (mutation and crossover). Therefore, before applying these opera-
tors, the chromosomes undergo a special treatment to take out maintenance activities.
This treatment consists of placing rolling stock units at rest if they are scheduled for
maintenance.

Since the maintenance plans are excluded from the genetic operators, the resulted
chromosomes from mutation and crossover represent mission assignments only. Hence, a
reverse operation is required to schedule maintenance activities. A heuristic is defined
to fix the offspring of genetic operators by scheduling maintenance and respecting the
different constraints to obtain a feasible solution. This heuristic tries also to schedule the
still unassigned mission to the available rolling units that could be missed by the genetic
algorithm. Thus, it extends the search space of the problem.

At the end of the checking, fixing, and adding maintenance, we make sure that every
considered offspring satisfy both validity and feasibility constraints. In other words, the
offsprings are not allowed to have components with health indicators that exceeds the
failure threshold which is the objective of using PHM i.e. maximize the use the components
while avoiding their failure. However, accepting only offsprings that are feasible does
not guarantee the absence of the corrective maintenance. During the decision applying
loop, the selected schedule is simulated as if it was applied by the real set of trains.
During this simulation, we generate the evolution of the degradation using the gamma
process models presented in section 4.1.2.2. The gamma process takes into count the
uncertainties in the evolution of the degradation. Hence, the obtained degradation level
from the simulation could be and is probably different from the estimated one. This is
mainly why we considered the implementation of the information loop, to account for this
error of prognostics and re-adapt the estimator. The accumulation of this uncertainty could
result in a simulated degradation level that exceeds the failure threshold of the component
and thus, causing the component and the train to fail. This leads to adding a penalty in the
cost function.

4.3.1.4/ Mutation

The mutation is a genetic operator that provides spontaneous changes in the chromo-
some’s genes. Usually, mutations are designed to alter one or more genes of a chro-
mosome. Given the representation of the solution, it is necessary to adapt the mutation
operator. Two mutation operators are used in this GA:

• Simple Mutation: First, the index of a column m (i.e., a vehicle) is randomly selected.
Then, the schedule of the designated vehicle is altered. For each period i, if there
are unassigned missions at period i (i.e., Eq. 4.19), then one of them is randomly
assigned to ei,m, else a second vehicle m2 is randomly selected and the elements
ei,m and ei,m2 are interchanged.

P
ÿ

p“1

M
ÿ

m“1

βp,mpiq ď P (4.19)

• Exchange Mutation: For this mutation, two indexes of columns (units) m1 and m2
to mutate are randomly selected. Then, for each period the schedules of the two
vehicles are interchanged (Eq. 4.20).
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ei,m1 é ei,m2 , @ i P t1, ..., Iu (4.20)

4.3.1.5/ Crossover

The Crossover is a genetic operator that operates on two individuals (called parents) at
the same time. It combines the features of these parents to generates offsprings. We
used a single-point order crossover adapted for a 2D-array representation of the solution.
Basically, for each period the first part of alleles from the first parent drops down to the first
child and remaining values are placed in the child in the order which they appear in the
second parent. An example of this crossover is given in Fig. 4.6 for 6 vehicles two days
example.
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Figure 4.6: Example of Single-Point Order Crossover.

4.3.1.6/ Fitness Evaluation

Individuals in the GA are evaluated to measure their fitness toward an objective function.
The fitness of a solution is defined as the value of the objective function. In this case,
the fitness evaluation uses the definition of the total cost as in Eq. 4.13. The total cost
is obtained by estimating the outcome of the chromosome. The effects of the execution
of missions and maintenance activities are updated on the health indicators of each rail
vehicle. And the total cost is computed progressively.

Each rail vehicle m is represented through a series of estimated health indicators Ĥm,k and
θ̂m,l. For each period i, these indicators are updated according to the scheduled activity for
the vehicle. For operational activities, the mission’s degradation rate and its distance are
added to the adequate virtual health indicators. Eq. 4.21 represents the update of vehicle
m indicators at period i during which mission p is assigned to the vehicle (i.e., ei,m “ p).
Maintenance activities are assumed to be perfect. Therefore, the update of maintenance
is equivalent to reset the concerned component’s virtual health indicator to zero. For
example, if during period i component k of rail unit m is scheduled for maintenance (i.e.,
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ei,m “ ´k) then Ĥm,kpiq “ 0. At the end of the period, its corresponding cost is computed.
Moreover, at the end of each period i, the cost of each activity is summed and the penalties
on missing tasks are added if necessary. The fitness of a solution equals the sum of the
periods’ costs during the decision horizon DH.

"

Ĥm,kpiq “ Ĥm,kpi´ 1q ` δp,k @ k P t1, ...,Ku
θ̂m,lpiq “ θ̂m,lpi´ 1q ` dp @ l P tK ` 1, ...,K ` Lu

(4.21)

4.3.1.7/ Construction of New Generation

The method to construct a novel generation is an important step in a GA. The transition
from one generation to another is a driving force of the genetic search and evolutionary
progress. New generations are created from previous generation survivors and genetic
operators’ offspring. In this context, a novel generation is built by; (i) a percentage
XS urvival% of best chromosomes from the previous generation, (ii) a percentage XMutation%
of best chromosomes of the mutation’s offspring, and (iii) a percentage XCrossover% of best
chromosomes of the crossover’s offspring. The choice of these parameters subject to
Eq. 4.22 influences the speed of convergence of the GA.

XS urvival%` XMutation%` XCrossover% “ 100% (4.22)

4.3.1.8/ Overall Algorithm

The overall GA is described in Algorithm 4. Lets note that parents selection in case of
crossover is done according to the roulette wheel method [69].

4.3.2/ Heuristics

Heuristics are strategies developed from previous experiences with the same problem.
These approaches do not guarantee an optimal solution, but they are considered as
practical methods to generate "good enough" solutions that are sufficient to reach an
immediate goal, in reduced execution time.

For the resolution of the joint optimization of vehicle scheduling and maintenance planning,
two heuristics are presented in this section. In all these heuristics, we used the remaining
useful life (RUL) of the rolling stock units as a classification criteria. As presented in
section 4.2, a rolling stock unit is assumed as a sequence of components K predictive
and L preventive components. If any of these components fails, the whole unit e.g. train
fails. Therefore, we assumed that the train’s RUL is defined as the minimum RUL of
its components. In this application, we propose to express the RUL in terms of miles.
Therefore, we could also define a remaining useful life of a preventive component l as
the remaining miles to reach the failure threshold Θl. Let us denote RULm,x the remaining
useful life of component x whether a preventive or predictive. RULm is the remaining useful
life of rolling unit m. It is defined as in Eq 4.23.

RULm “ minrRULm,xs @x P t1, ..,K ` Lu (4.23)
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Algorithm 4: GA for Rolling Stock Task Assignment and Maintenance Planning.
1 Create Initial_Generation;
2 Input_Generation Ð Initial_Generation;
3 while number_o f _generations ă Generation_Limit do
4 Evaluate Individuals of the Input_Generation;
5 Sort Input_Generation ;
6 Survival of the best XS urvival% Individuals of the Input_Generation;
7 Mutation_Res Ð [ ];
8 Crossover_Res Ð [ ];
9 for Individual P Input_Generation do

10 Generate a Random Numbers a, b and c;
11 if a ă S imple_Mutation_Probability then
12 Generate a random number pos for position;
13 Simple_Mutate Individual at position pos;
14 Add the offspring to Mutation_Res;

15 if b ă Exchange_Mutation_Probability then
16 Generate two random numbers pos1 and pos2 for positions;
17 Exchange_Mutate Individual at positions pos1 and pos2;
18 Add the offspring to Mutation_Res;

19 if c ă Crossover_Probability then
20 Generate one random numbers pos for position;
21 Select another parent from Initial_Generation;
22 Crossover Individual and the other parent at positions pos;
23 Add the offsprings to Crossover_Res;

24 Evaluate Individuals of the Mutation_Res;
25 Sort Mutation_Res;
26 Selection of the best XMutation% Individuals of the Mutation_Res;
27 Evaluate Individuals of the Crossover_Res;
28 Sort Crossover_Res;
29 Selection of the best XCrossover% Individuals of the Crossover_Res;
30 Input_Generation Ð Output_Generation;
31 number_of_generations++;

4.3.2.1/ H1:

Heuristic H1 is inspired by a “common sense” method of scheduling tasks and maintenance
of rolling stocks. The heuristic consists of a succession of iterations corresponding to
a decision for each period of the horizon DH. For each period i p1 ď i ď Iq, the rolling
stocks are sorted according to their RUL (in increasing order). Then, for each unit m, a
set Dm,i of possible decisions is constructed. this set is composed of put at rest action,
maintenance intervention (containing all component eligible for maintenance) and all valid
mission assignments (see Eqs. 4.3 and 4.4). Each decision of this set is associated with a
regret value which is computed as a function of the rest of the decision horizon (periods
i` 1 to I). The regret function depends on the nature of the decision to be taken and a set
of rules that describe different scenarios that can occur.

Three rules have been used in this heuristics. For each rolling unit, they define a provisional
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schedule for the rest of the horizon based on the potential decision for the current period.
The potential decisions, in this study, are: maintenance, resting, mission performing. The
rules are the following:

• Rule 1: for a maintenance decision, the rolling unit should be assigned to missions
for the rest of the decision horizon.

• Rule 2: for a stay at rest, the rolling unit should be assigned to missions for the rest
of the decision horizon.

• Rule 3: for mission performing, the rolling unit is put in maintenance or at rest during
the next period (i ` 1) then, it should be assigned to missions for the rest of the
decision horizon.

The outcome of the different rules is used to compute a regret value. This regret is
computed for each rolling unit m and each possible decision dc P Dm,i. The regret value
of one decision at period i is computed as the sum of two penalty values:

• Maintenance penalty: for each dc P Dm,i, the decision dc is supposed to be done,
then the regret is an evaluation of the maintenance cost for the rest of the schedule.
For that, the number of maintenance interventions per component is computed
using Eqs. 4.24 and 4.25 (respectively for predictive and preventive components).
We assume in these equations that the unit will always carry out the most severe
missions for the rest of the decision horizon. The maintenance regret (noted Regm) is
then defined by Eq. 4.26.

N_Mpm, kq “ t
Hm,kpi` 1q `

řDH
j“i`1 maxpPP jpδp,kq

Λk
u (4.24)

N_Mpm, lq “ t
θm,lpi` 1q `

řDH
j“i`1 maxpPP jpdpq

Φl
u (4.25)

Regmpdc, iq “
ÿ

kPK

N_Mpm, kq ˚ pCRk `
∆k ´ Λk

2
LPkqq

`
ÿ

lPL

N_Mpm, lq ˚ pCRl ` LPl ˚
Θl ´ Φl

2
q

(4.26)

• Operation penalty: There are two parts in the operational regret (noted Rego). The
first one depends on the workload of maintenance operators. If this load is too high
then some mission would be missed. the penalty corresponds to this evaluating cost,
the first part of Eq. 4.27. The second part of the penalty concerns only maintenance
decisions and putting rolling units at rest decision. If the number of remaining
units S ortedEquip is lower than the number of remaining tasks RestMissions, some
missions cannot be achieved therefore causing cost penalty, the second part of
Eq. 4.27.

Regopdc, iq “τ ˚

řK`L
x“1 N_Mpm, xq

MLComp
˚Clost

`pωmpiq ` πmpiqq ˚ MissionsToLose ˚Clost

(4.27)
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With:

MissionsToLose “cardpRestMissionsq

´cardpS ortedEquipq

Heuristic H1 provides a joint schedule of maintenance and tasks for a rolling decision
horizon. The schedule is constructed based on the rolling stock unit’s ability to carry out
a task, the defined rules and the regret computation of possible actions. The process of
decision-making of heuristic H1 for a decision horizon is presented in algorithm 5.

Algorithm 5: Heuristic H1.
1 while i ď I do
2 RestMissions Ð r1..Ps;
3 S ortedEquip Ð Rolling units sorted in increasing order of their RUL;
4 while S ortedEquip ‰ H do
5 m Ð first element of S ortedEquip;
6 S ortedEquip Ð S ortedEquipzm;
7 Dm,i Ð [ ];
8 if Dk P t1, ..,Ku{Hm,k ě Λk Or Dl P tK ` 1, ..,K ` Lu{θm,l ě Φl then
9 Add maintenance action to Dm,i;

10 Add 0 to Dm,i (the action of putting m to rest);
11 for p P RestMissions do
12 if ppHm,k ` δp,kq ă ∆k@k P Kq And ppθm,l ` dpq ă Θl@l P Lq then
13 Add task p to Dm,i;

14 Compute Regret for all decisions in Dm,i;
15 Choose the decision with the lowest regret value;
16 Update Hm,kpi` 1q@k P K;
17 Update θm,lpi` 1q@l P L;
18 Update RestMissions;

19 i++

4.3.2.2/ H2:

Heuristic H2 is based on the health state of the rolling stocks. The aim is to guarantee
a certain periodicity between the RULs of the vehicles in a way that the maintenance
operation of different rolling units is well distributed. In this purpose, three sets of vehicles
are defined according to their health state:

• Rolling Units in Good Health: The vehicles in this set (GH) can carry out a certain
number of missions before needing any maintenance activities. To belong to this
category, the RUL of the vehicle should be higher than a threshold ThGH.

• Rolling Units in Medium Health: Once the RUL of a vehicle in Good Health falls
behind ThGH but still exceeds ThMH, they are placed in the Medium Health Rolling
Units set (MH).
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• Rolling Units in Poor Health: Vehicles in this set (PH) have a RUL that falls
behind ThMH. These rolling units can carry on some missions depending on their
severity.

The number of units in each set (i.e., NPH, NMH, and NGH) and the threshold of the sets
(i.e., ThGH and ThMH) are the major decision variables for this heuristic. The assignment
of missions is done in a way that tries to keep more or less the same number of vehicles in
each category as defined by the parameters. Rolling Units in Poor Health are maintained
to re-balance the Good Health and the Medium Health categories.

Two versions of heuristic H2 are developed in this paper, according to which service is
prioritized over the other.

• H2_v1: In this version of the heuristic H2, the maintenance activities are prioritized
over the task assignment. Therefore at the beginning of the algorithm, the most
deteriorated vehicles of PH are placed into maintenance without checking their ability
to carry on any of the missions. Once the maintenance activities are scheduled, the
task is assigned while trying to appoint the most degraded unit to the hardest task it
is capable of achieving it. This strategy allows the reduction of the remaining useful
life wasted with maintenance activities. This heuristic is illustrated in algorithm 6. In
this algorithm, two procedures are used HealthSetsBalance and MissionAssignment.

Algorithm 6: Heuristic H2_v1.
input :PH ,MH ,GH
input : NPH ,NMH ,NGH

1 MaintenanceQueue Ð r s;
2 while i ď DH do
3 RestMissions Ð P;
4 MaintenanceQueue Ð tm P PH |D k P t1, ..,Ku where Hm,k ě Λk

or D l P tK ` 1, ..,K ` Lu where θm,l ě Φl

or Ep P RestMissions | m is able to achieve pu;
5 Sort MaintenanceQueue according to increasing RUL values;
6 while Maximum MLEquip and MLComp are not met do
7 Plan Maintenance for the first unit of MaintenanceQueue;

8 Sort GH ,MH and PH according to increasing RUL values;
9 Sort RestMissions according to decreasing sp values;

10 HealthSetsBalance(GH ,MH ,PH and RestMissions);
11 MissionAssignment(GH ,MH ,PH and RestMissions);
12 Update all Hm,k and θm,l @m, k and l;
13 Update PH ,MH and GH ;
14 i++;

• H2_v2: Compared to H2_v1, this version prioritizes task assignment over mainte-
nance planning. All rolling units sets (i.e., PH ,MH , and GH) are sorted according
to their RUL. Most deteriorated vehicles of the poor health set PH are checked to
fulfill tasks before being sent to maintenance. In this heuristic, maintenance decisions
are made while considering the possibility of having a bottleneck in the maintenance
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Procedure HealthSetsBalance(GH ,MH ,PH and RestMissions)
1 Sort GH ,MH and PH according to increasing RUL values;
2 Sort RestMissions according to decreasing sp values;
3 forall X P tGH ,MH ,PHu do
4 while card(X) ě NX And RestMissions ‰ H do
5 m Ð first element of X;
6 forall p P RestMissions do
7 if m P X And m is able to achieve p (Eqs. 4.3, 4.4) then
8 Assign p to m;
9 RestMissions Ð RestMissionszp; XÐ Xzm;

Procedure MissionAssignment(GH ,MH ,PH and RestMissions)
1 forall p P RestMissions do
2 if PH ‰ H then
3 Assign last vehicles m of PH to p; PH Ð PHzm;

4 else ifMH ‰ H then
5 Assign last vehicles m ofMH to p;MH ÐMHzm;

6 else if GH ‰ H then
7 Assign last vehicles m of GH to p; GH Ð GHzm;

8 else
9 p is a missed mission;

workshop in the next period. Therefore, the number of vehicles (WillNeedMaint
Algorithm 7) that would probably require a maintenance intervention in the next
period is computed. If these vehicles are more than the maintenance limit MLEquip in
the next period (i` 1), then some units will be scheduled to maintenance during the
current period (i) to avoid this bottleneck. Else, the heuristic assigns to each of these
vehicles the hardest mission they can achieve. Tasks assignment, in this version, is
similar to the previous version using the two procedures HealthSetsBalance and Mis-
sionAssignment. The choice of the task is based on their severity and the need to
move a vehicle from one category to another. The H2_v2 heuristic is presented in
algorithm 7.

4.4/ Numeric application

4.4.1/ Case study

The numeric example is inspired by the problem presented by Herr et al. in [81]. The
problem treats the assigning of a set of P “ 15 daily missions on a fleet of M “ 18
rolling vehicles over a simulation horizon S H “ 300 days where the periods are considered
as days. The value of the simulation horizon is set to 300 days to guarantee that every
component of the trains is at least maintained once during this horizon.
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Algorithm 7: Heuristic H2_v2.
input :PH ,MH ,GH
input : NPH ,NMH ,NGH

1 MaintenanceQueue Ð r s;
2 while i ď DH do
3 RestMissions Ð P;
4 Sort RestMissions according to decreasing sp values;
5 Sort GH ,MH and PH according to increasing RUL values;
6 MaintenanceQueue Ð tm P PH |Ep P RestMissions | m is able to achieve pu;
7 while Maximum MLEquip and MLComp are not met do
8 Plan Maintenance for the first units of MaintenanceQueue;

9 p Ð first element of RestMissions;
10 WillNeedMaint Ð tm P PH |

D k P t1, ..,Ku where Hm,k ` δp,k ě Λk

or D l P tK ` 1, ..,K ` Lu where θm,l ` dp ě Φlu;
11 if CardpWillNeedMaint Y MaintenanceQueueq ď MLEquip then
12 for m P WillNeedMaint do
13 forall p P RestMissions do
14 if m P WillNeedMaint And m is able to achieve p (Eqs. 4.3, 4.4) then
15 Assign p to m;
16 RestMissions Ð RestMissionszp;
17 Remove m from WillNeedMaint;

18 else
19 while Maximum MLEquip and MLComp are not met do
20 Plan Maintenance for the first units of WillNeedMaint;

21 HealthSetsBalance(GH ,MH ,PH and RestMissions);
22 MissionAssignment(GH ,MH ,PH and RestMissions);
23 Update all Hm,k and θm,l @m, k and l;
24 Update PH ,MH and GH ;
25 i++;

Three types of missions are considered in this application. The task characteristics are
presented in Table 4.9. Each rolling unit is composed of K “ 13 predictive components
and L “ 4 preventive components. The characteristic of these components is defined in
Tables 4.10 and 4.11 for predictive and preventive components respectively. All predictive
components (k P t1..13u) have the same failure threshold ∆k “ 0.95 and maintenance
threshold Λk “ 0.7. All preventive components (l P t14..17u) have the same thresholds
Θlp%q “ 95% and Φkp%q “ 85% of the mean mileage between maintenance.

Each day only MLEquip “ 2 vehicles are allowed in the maintenance workshop, with a
maximum total of MLComp “ 4 components to be maintained. LPk and LPl are set in a way
that one lost mile of any component would cost 2u.m (unit of money). To summarize, all
the used variables are presented in Table 4.12.

The decision horizon duration DH is defined as a divisor of the simulation horizon S H so
that the number of decision-making steps N is an integer (i.e., N P Z).
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Table 4.9: Characteristics of the Missions.

Type Severity (sp) Length (mi) Number
1 0.85 110 5
2 1 130 5
3 1.3 170 5

Table 4.10: Rolling Stocks Predictive Components Characteristics.

Type Number αk µk CRk

T_A 1 0,00346 0.002 100
T_B 2 0,0031 0.00178 150
T_C 2 0,01246 0.00166 75
T_D 8 0,00798 0.00208 100

In general, when dealing with train operational scheduling it is unusual to keep the same
schedule after 60 days. Therefore, we only consider decision horizons that are a divisor of
S H and have a duration of at most 60 days. In this case, the possible values for DH are
defined in Eq. 4.28.

DH P t1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 25, 30, 50, 60u (4.28)

4.4.2/ Methods Comparison

For any value of the decision horizon duration and during the construction phase, the
decision methods (whether GA or heuristic) make sure that the global decision selected is
valid and feasible. In other words, the outcome of the decision building loop should satisfy
the validity and feasibility constraints as defined in equations 4.3 and 4.4. During the
construction phase, the global decision are evaluated according to the estimated evolution
of the degradation. Therefore, the estimated cost of the global decisions does not include
the possible corrective maintenance penalties. However, during the applying loop, the
evolution of the degradation is simulated through the gamma process model. This model
allows the presence of uncertainty. Thus, the simulated evolution of degradation would
probably differ from the estimated one. During the application of the global decision, a
simulated cost of this decision is computed according to equation 4.14 by including the
simulated degradation evolution. The differences between the estimated and the simulated
degradation evolution is accumulated through the decision horizon. Therefore, it could
results in a degradation level that exceeds the failure threshold. And thus the failure of
the train. The simulated cost of the global decision would then include the corrective
maintenance penalty. For each decision horizon, no matter what decision method we
use, we have two costs of the global decision; (i) an estimated total cost that we obtain
during the construction phase and (ii) a simulated total cost that we obtain during the
decision applying loop. The methods are compared to each other and their performance
is evaluated based on the simulated total cost. The estimated total cost is used only
inside the decision method. Therefore, in the rest of this chapter, we refer to the simulated
total cost as the total cost. Respectively, the cumulative simulated total cost obtained
by summing the simulated total costs over the simulation horizon, is referred to as the
cumulative total cost.
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Table 4.11: Rolling Stocks Preventive Components Characteristics.

Type Number Mean Mileage
Between

Maintenance(mi)

CRl

T_E 1 31 250 100
T_F 3 15 625 100

Table 4.12: The Values of the Numeric Application.

Name Significance Value
S H Simulation Horizon 300 Days
M The Size of the Rolling Stock Fleet 18
P Number of Daily Missions 15
K Number of Predictive Components 13
L Number of Preventive Components 4

MLEquip Capacity of Maintenance in Vehicles per
Day

2

MLComp Capacity of Maintenance in Components
per Day

4

LP Cost Penalty on a lost mile 2 u.m
Clost Cost of Missing a Mission 10 ku.m
Ccor Cost of Failure During a Mission 100 ku.m

All the results are expressed in terms of the cumulative total cost over the simulation horizon
which consists of the sum of the total cost over the decision horizons (see Eq. 4.15). This
cost includes the cost of missed missions, corrective maintenance, missed mileage before
maintenance, and normal maintenance. For example, for DH “ 10 days we have N “ 30
and the obtained cumulative total cost corresponds to the sum of the 30 total costs. With
each total cost is obtained by solving the joint problem on a decision horizon of a duration
equal to 10 days.

Results obtained from all the methods are presented in Fig. 4.7. The results of heuristic
H1 are presented in the dashed orange line. The curve is almost stable around the (2800
k u.m) value. This can be explained by the fact that in H1 each vehicle is selecting the ith

decision based on the regret value. The regret values are computed for the rest of the
decision horizon. Therefore, the longer the decision horizon gets the better the regret
computation is, and thus the better the management of the vehicles. Although the cost
obtained by H1 is improved from a longer decision horizon, the values are still far from the
optimal solution. For this reason, H1 is not further studied in the rest of the chapter.

Results obtained by heuristic H2 (version 1 and 2) are represented by respectively dotted
green line and dash-dot red line. We note that these results are almost stable regardless of
the duration of the decision horizon. Also, these values are closer to the optimal solution.

In addition to the cumulative total cost over the simulation horizon, these methods are
compared in terms of the total number of missed missions over the simulation horizon.
In Fig. 4.8, we presented the mean number of missed missions from several simulations
of the used methods (GA, H2_v1, and H2_v2). Each simulation corresponds to a test
case with different initial conditions of the components. We can note that the curves of
the missed missions are quite similar to the curves of the total cost. We can also notice
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Figure 4.7: Results of the Different Methods.

that the genetic algorithm presents the minimal value of lost missions. We can observe
that for very small decision horizon duration, the genetic algorithm could not see far ahead
in the future to anticipate blocking situations. While for very large decision horizon, the
computation complexity becomes more important and the genetic algorithm have too much
information to process that it ends up loosing its performance on one hand. On the other
hand, the larger the decision horizon becomes the more important the accumulation of
uncertainties is. Thus, the difference between the estimated total cost and the simulated
cost becomes larger due to the presence of eventual corrective maintenance operations
(Fig. 4.9 that represents the average number of failures for the genetic algorithm).
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Figure 4.8: Mean Missed Missions of the Different Methods.

In Fig. 4.10, we present the mean value of the lost distance before maintenance. This
performance is measured as the mean value for all components and rolling units. We
can note that the mean lost distance is almost stable for the both heuristics with a small
difference between them. However, it is clear that the genetic algorithm manages better
the maintenance of the rolling stocks. The mean value of lost distance when using GA is
minimal for small decision horizon.

Fig. 4.11 presents the execution time spent by the proposed methods to solve the problem
over the simulation horizon for a specific decision horizon value. We easily note that the
genetic algorithm takes much more time to find the solutions over the simulation horizon.
We can note that the time spent by the GA to find solutions for the simulation horizon is
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Figure 4.9: Mean Number of Failures Over the Simulation Horizon.
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Figure 4.10: Mean Lost Mileage of the Different Methods.

decreasing exponentially. This is logical. For a decision horizon of duration 1 day, we need
to execute the GA 300 times to solve the problem over the simulation horizon. While for a
decision horizon of duration 2 day, we only need 150 executions of the GA. This explains
the drop in the execution time. However, at some point, the execution time becomes almost
constant due to the increased complexity of the computation. When the duration of the
decision horizon increase, the chromosome representation becomes larger. Therefore, the
manipulation of the chromosomes becomes more complex and thus more time consuming.

4.4.3/ Decision Horizon Duration Study

In Fig. 4.7, the cumulative total cost of the solution over the simulation horizon depends
on the duration of the chosen DH. This influence can be seen through the fluctuation of
the different curves. Almost all the methods present some fluctuations. Based on this
observation, a further investigation of this aspect is done by launching different simulations
to see if these fluctuations are caused by the initial condition of the vehicles or the decision
horizon. The obtained results are discussed per method in the following paragraphs.
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Figure 4.11: Execution Time of the Different Methods.

4.4.3.1/ Genetic Algorithm

In the case of GA, the one-day decision horizon is ruled out of the study. The one-
day decision horizon can provide locally optimized decisions for a certain number of
periods by avoiding maintenance activities and using rolling units to their full degradation
level. Then once all units are degraded, the algorithm can no longer schedule missions,
thus all the missions are missed and no maintenance activities are done since it is less
expensive to miss all missions without maintenance planned than to miss missions and
plan maintenance interventions on the vehicles. This can be considered as a limit of the
genetic algorithm performance. Fig. 4.12 presents these results where the cumulative cost
of a one-day decision horizon is compared to the ten-days decision horizon. It is important
to note that in Fig. 4.12, the time axis is limited to 80 days for clarity purposes.
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Figure 4.12: Cumulative cost of one-day and ten-days decision horizon.

When solving the same problem with different rolling vehicles’ initial conditions, the obtained
results of the cumulative total cost in function of the decision horizon have almost the same
shape of fluctuation. These results can be seen in Fig. 4.13. The fact that the evolution
of the total cost has the same shape for different initial conditions, proves that the initial
conditions of the vehicles have no big influence on the decision horizon value in the case
of using the genetic algorithm as a decision-making method.

The results presented in Fig. 4.13 are obtained through executing the genetic algorithm
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Figure 4.13: Total Cost evolution for different initial conditions.

for different initial conditions. We used these results to generate a box plot to display the
variation of the total cost for each value of the decision horizon. For clarity purposes, the
x-axis values, still, represents the decision horizon duration, but the scale is no longer
applied.
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Figure 4.14: Box plot of total cost variation for the GA.

Fig. 4.13 and the box plot of Fig. 4.14 show that the cumulative total cost over the simulation
horizon, starts high, decreases to a minimal value, then increases once more. The minimal
value of the cumulative total cost is obtained for a decision horizon duration around 10-days
to 25-days. For these same values of the decision horizon, the variation of the cumulative
total cost is minimal from one execution to another. Thus, we conclude that for a task
assignment and maintenance planning of rolling stocks as described in this problem and
using a genetic algorithm, it is better to choose a rolling horizon of a duration that can vary
from 10 to 25 days.

4.4.3.2/ Heuristic H2_v1 and H2_v2

The variation of the cumulative total cost per decision horizon duration is captured in
the case of the proposed heuristics H2_v1 and H2_v2. The obtained results confirm the
observation of Fig. 4.7. The heuristics are almost stable for all different decision horizon
duration. Although there are some variations, as shown by the box plots in Figs. 4.15
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and 4.16 that represents results from heuristic H2_v1 and H2_v2 respectively.
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Figure 4.15: Box plot of total cost variation for heuristic H2_v1.
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Figure 4.16: Box plot of total cost variation for heuristic H2_v2.

Despite the small variation in the cumulative total cost for different decision horizon duration,
minimal fluctuation and minimal values are obtained for a decision horizon of 5-days to
10-days in the case of heuristic H2_v1. As for heuristic H2_v2, the decision horizon of
4-days to 6-days presents the minimal variance of total cost and a globally minimal cost
compared to other decision horizons.

4.4.3.3/ Synthesis

The obtained values of decision horizon duration are different from one method to another.
This proves that the decision horizon duration is a characteristic of the decision problem and
depends also on the resolution method. The best decision horizon duration is presented in
Table 4.13 per method. In the case of railway planning, it is more efficient to choose longer
decision horizons. Therefore the genetic algorithm is more suited to solve this problem
plus it provides the lowest total cost for decision horizons below 60-days.
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Table 4.13: Best Decision Horizon per Method.

Method Decision Horizon Duration
GA DH P t10, 12, 15, 20u

H2_v1 DH P t5, 6, 10u
H2_v2 DH P t4, 5, 6u

4.4.4/ The effects of the problem’s size on the decision horizon

In this section, the problem sizes are varied (number of trains M and the number of
missions P) to see the effects of the problem characteristics over the decision horizon
duration. Proportions between the number of trains, the number of missions per period,
and the maintenance constraints are kept the same. These variables and the obtained
mean total cost over the multiple executions for each test case are grouped in Table 4.15.
These results are shown in Figure 4.17. One can notice that the mean cost over the
executions of each of the test cases is minimal for the same range of decision horizon
duration. Therefore, one can conclude that the decision horizon duration influences the
total cost over a simulation horizon and that when using a genetic algorithm, the number of
trains and missions (i.e., the size of the problem) does not influence the optimal duration
of the decision horizon.

Table 4.14: Components Configuration

K=13 L=4
Type Number Type Number
T 1A 1

T 1G 1
T 1B 2
TC 2

TH 3
TD 8

Table 4.15: Configurations for Different Problem Sizes

M 18 25 45 90
P 15 21 38 75

MLT 2 3 5 10
MLC 4 6 10 20

4.4.5/ The effects of the trains’ configuration on the decision horizon

In this section, the configuration of the train is altered in the number of components per
type and the characteristics of the components. The objective of this study is to see if
the dynamics of the degradation of the components influence the duration of the decision
horizon. In this section, all trains are composed of K “ 13 predictive components and
L “ 4 preventive components. The dynamics of the component’s degradation (mean
traveled miles before the component’s end of life) are varied through the variation of
either the gamma process parameters (αk, µk) for predictive components or the MTBF
for preventive components. Three categories of components are considered: (i) rapidly
deteriorating (TC, TD, T 1D, TH, and T 1H), (ii) normally deteriorating(T 1A, T 1B, TG, and T 1G), and
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Figure 4.17: Mean Total Cost Variation Under Different Problem Sizes

(iii) slowly deteriorating (TA, TB, TE, and TF). One can refer to Tables 4.10 and 4.11 for
more information about these components characteristics.

For this purpose, four configurations of trains are considered:

• Con f ig_1: each train is composed of only rapidly deteriorating components (TC, TD,
T 1D, TH, and T 1H).

• Con f ig_2: this is the configuration used in the numeric example. In this case, each
train is composed of a variety of normally deteriorating components and rapidly
deteriorating components.

• Con f ig_3: each train is composed of only slowly deteriorating components (TA, TB,
TE, and TF).

• Con f ig_4: trains in this configuration are composed of components that have two
times more slower degradation than those of Con f ig_3.
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Figure 4.18 presents the mean total cost over different executions for each train configura-
tion. One can note that the degradation dynamics of the components has a big influence
on the total cost. For very slow degradation components, the cost is in the order of 75ku.m..
While for rapidly deteriorating trains, the cost is in the order of 10 000ku.m.. This is explained
that rapidly deteriorating components will be more frequently changed over the decision
horizon compared to components that deteriorate slowly. Moreover, rapid deterioration of
components will cause the failure of several trains in action and the avoidance of failure will
cause more frequent maintenance activities. Since the maintenance resources are limited,
this causes the system to have a lot of trains unavailable to achieve missions and waiting
for maintenance. One can also notice that for medium and slow degradation dynamics
(Con f ig2 - Con f ig4) the decision horizon value is almost in the same interval (10´ 25days).
However, this duration is different in the case of rapid degradation in which the more higher
the decision horizon gets the lower the total cost is. This is explained by the fact that the
genetic algorithm finds a way to schedule the maintenance of the predictive components
in a systematic cyclic way. In this case, the cost generated by missing several missions
is more expensive than the penalty of early maintenance. Thus, allowing the train to be
maintained at the first opportunity regardless of the penalty that can be caused by this
date of maintenance to guarantee its availability for the next period.

4.5/ Discussion

4.5.1/ Limits

Even though the described decision problem is more realistic from previous works in the
literature, this formulation is still distant from a real world application. The main limits in
this application are as follows:

• The rolling units in this application are assumed to be multi-component in a sim-
ple serial structure. While in real life situations, we find complex scheme for the
components dependencies.

• Every component is critical to the unit’s functions. However, in real life, some of the
trains components are not critical to its operations. And, their failure will only cause
user discomfort and hence introduce some cost penalties.

• Moreover, some components are installed in a redundant schemes which allows a
more flexible corrective maintenance situation without introducing cost penalties.

• In real life, components are highly dependent one another, we know that the degra-
dation of one component has an influence on the degradation evolution of another
component. Such dependencies should be accounted for when dealing with PHM
problems.

• In some cases, the early maintenance of a component could cost less if the rolling
unit is already scheduled for the maintenance of another component. This could
introduce an improvement to the proposed decision methods.

• The duration of maintenance for the components varies according to the component
type. However, in the proposed application we supposed that all components require
the same duration for maintenance.
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Figure 4.18: Mean Total Cost Variation Under Different Trains Configurations

Moreover, the framework instantiation presented is also quite limited. The limits of the
implementation of the decision-enhanced framework can be summarized as follows:

• In PHM projects, the degradation modeling and the extraction of health indicators
are quite challenging and not a straight forward process.

• Also, the development of a short-term prognostics algorithm could be a challenge in
itself.

• The proposed approach is based on a prediction of health indicators for each
possible combination of rolling unit and mission. For small problems this could be
feasible. However, with large sets of rolling vehicles and missions the complexity and
computation efforts would grow exponentially. And, at some point it would be absurd
to compute all the combination.

Nevertheless, this research work is a step ahead in applying post-prognostics decisions in
railways context.
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4.5.2/ Results Summary

To summarize, we have validated our idea about the influence of the duration of the
decision horizon ( i.e. the frequency of executing the PHM process) on the performance of
the decision module. Such a variable have not been studied in the literature. In this work,
we proved the need to give the duration of the decision horizon the attention it requires to
fully exploit the performances of the decision method and the framework.

We reinforced the fact that a sequence of local minimum does not lead to a global minimum
in an optimization process. On the one hand, choosing a very short decision horizon
would lead to a sequence of local minimum but the decision module would lose its ability
to foreseen the possible future blocking situations such in the case of a 1 day decision
horizon. On the other hand, a very large decision horizon would lead into large differences
between the estimated values of the degradation evolution and their real evolution because
the system is subject to more uncertainties. This might cause potential component failure,
and hence, corrective maintenance that would raise the overall cost of the schedule.

Normally, the joint problem of rolling stock scheduling and maintenance planning is solved
manually by dispatchers. The schedules are generally built over the duration of 7 to 10
days [200]. These values are very similar to the ones obtained by the common sense
heuristics. While the genetic algorithm propose solutions that are scheduled over a larger
horizons with lower costs. Maybe the duration of the manual 7 to 10 days is defined by the
human capacity to analyze and consider several variables.

When varying the problem sizes i.e. the number of trains and the number of daily missions,
we noticed that the values of the decision horizon are almost unchanged. However, the
gained margin compared to other horizon gets lower the bigger the problem is. This
could be caused by the fact that we kept the same parameters of the genetic algorithm
for all different problem sizes. Moreover, the genetic algorithm could experience some
drop in its performance once the problem size get bigger. Because, the exploration of
the solutions space should be reinforced. This can be done by adding several genetic
operations, increasing the size of a generation and the number of generations.

However, when changing the degradation speed of the railways vehicles’ components,
we noted that the values of the decision horizon are different. Moreover, for rapidly
deteriorating components, the cumulative cost over the simulation horizon seems to be
decreasing at first that it seems to be stable for any horizon’s duration greater than 3 days.
It seems like the genetic algorithm looses its capacity to treat the predictive components
and tends to schedule their maintenance in a systematic cyclic way.

In this case study, when we changed the problem size we kept the proportions between the
number of the trains, the number of missions, and the available maintenance resources.
These proportions could be causing the maintenance or the operation capacities to be
over-sized. Moreover, one can explore the effects of other problem parameters such as
the proportion of trains and missions, or the different cost parameters on the total cost and
the optimal decision horizon.

In this application, we focused on optimizing the decision horizon from a decision per-
spective. By implementing the information loop, we believe that the optimization of the
decision horizon is indirectly impacted by the fine tuning of the prognostic method (i.e.
the estimator). Moreover, the proposed framework defines a parameter that allows the
optimization of the decision applying duration from a prognostics perspective. The partial
decision parameter is defined as the applied part of the selected global decision between
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two consecutive stages of PHM framework execution. An interesting future work is to study
the performances of the decision method along with the prognostic method as a function of
the duration of a partial decision. hence, instead of assuming that the built schedule would
be applied in totally before re-acquiring new health data and built another plan (i.e., before
launching another PHM cycle). One can imagine that the built schedule is not applied in
totally but partially and investigate the prognostics and decision performances according
to the new variables.

4.6/ Summary

This chapter presents the instantiation and implementation of the proposed post-prognostic
decision framework on a more complex case study. The application consists of solving
the joint problem of maintenance planning and mission assignment for a fleet of rolling
vehicles. Each of the rolling stock unit is composed of several preventive and predictive
components in a serial structure. In this case study all the loops of the proposed framework
are implemented. Several decision modules have been proposed to solve the joint problem.
Moreover, a second objective of this application is to find the best duration of the decision
horizon and study what factors might influence this duration. The frequency of executing
the decision-enhanced PHM framework seems to have a big influence on the overall
performance of the decision method. The results obtained by using the genetic algorithm
and the proposed common sense heuristics are compared over the values of the decision
horizon. For short decision horizon duration, the decision method cannot look enough in
the future to make coherent decisions instead, they tend to optimize local problem which
could lead to blocking situation. For long decision horizon duration, the build decisions
would be based on an estimated evolution of degradation that would eventually diverge
from the real evolution due to the cumulative sum of uncertainties. This proves the
importance of studying the decision horizon duration and the frequency of executing the
PHM framework. The effects of the problem’s size and the trains’ configuration on the
decision horizon duration have been studied. For this application, neither of the factors
have a huge influence on the decision horizon. The chapter ended on a discussion of the
important results and some perspectives for future investigation.





Conclusion & future works

Conclusion

Nowadays, enhancing the decision-making process has become challenging due to
the presence of a variety of types and a huge amount of data. In any field of studies,
the emerging technology of integrating data analysis and predictive modeling present
a promising opportunity to boost the decision-making performance. In particular, in the
industrial field, the use of prognostics and health management methodology is an emergent
research context. The main goal of prognostics is to link the studies of degradation
processes and the life cycle management of critical assets by intelligently using condition
monitoring data and estimate the remaining useful life of the asset. However, obtaining
the predictive information about the asset is not the final aim of prognostics and health
management. Industries want to make full use of such information to better manage
their equipment. In this thesis, we focused on the problem of enhancing the decision-
making process (i.e. the health management part of PHM) by increasing the integration
of predictive information in the decision process and enhancing the decisions in the
prognostic phase.

In this purpose, we started by doing a synthesis of the current challenges in the prognostics
and health management context. In particular, we focused on the challenges concerning
the prognostics and decision-making phases. We performed a review of existing works in
the post-prognostics decision-making. The previous works have been carefully studied to
obtain a state-of-the-art summary. This allowed us to identify the scientific locks that we
addressed all along this thesis.

Based on the findings of the bibliographic review, we have proposed new enhancements
to the existing PHM framework. The main idea is to upgrade the decision-making process
into a closed loop process, in which, decisions are considered in the prognostics process
and a more integrated prognostics information in the decision-making module. This closed
loop process is modeled through an iterative process of decision building. We called
this enhancement the decision building loop. Another contribution to the existing PHM
framework is the emphasis on the decision application and its influence on the evolution of
the system health state. For this purpose, we proposed a formalization to the application
of the selected decision on the system. The implementation of this loop, called decision
applying loop, allows the user to define and study the frequency of execution of the PHM
framework, and the definition of a suitable decision horizon. Finally, when decisions are
applied to the system, we can expect the real evolution of the assets’ degradation. This
application generates new data from the system. We propose to collect this data, process
it, and use it to evaluate the performance of the prognostics and potentially fine tune and
maintain the prognostic models. Thus, this information loop allows the integration of a

153
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dynamic evaluation for the prognostic models, an increased reactivity to changes in the
system’s operating conditions and a greater fidelity to the reality of the system conditions.

The proposed framework was then the subject of validation. For this aim, we proposed
two applications of different nature to demonstrate the flexibility of the framework and
a potential generic characteristic. At first, we proposed a single multi-purpose machine
application, in which, we focused on implementing the decision building loop. In this
application, we solved the maintenance and production joint scheduling problem. Then,
we proposed a more developed application. This time we focused on a railway context, in
which we applied the framework to the problem of jointly optimizing mission assignment
and maintenance planning for a fleet of rolling stock units. The second application present
the implementation of the full framework, i.e. the decision building, the decision applying,
and the information loops.

Beside validating the framework, these applications presented other contribution to the
prognostics and health management community. For the first application, we have com-
pared the proposed method to a classic case of using condition-based maintenance with
production scheduling. We have considered different study cases by varying parameters of
the machines degradation speed, the production task to be achieve etc. By comparing the
performance of the proposed approach and the CBM method, we discovered that unlike
works in literature, PHM methodology is not always optimal. Moreover, if the intended
application of the PHM framework presents several variation in the operating conditions,
e.g. different speed configurations, different natures of tasks, etc, in these cases PHM
outperform CBM. For the second application, we have focused on the study of the execu-
tion frequency of the proposed framework. We have also studied different configuration of
the problems and investigated their influence on the decision horizon duration. We found
that for a given problem and a decision method, the duration of the decision horizon has a
huge influence on the long run performance of the system. Thus, this duration should be a
subject of investigation when implementing the framework on real life applications.

Obviously no framework is perfect, however, the proposed enhancements on the existing
prognostics and health management framework show great potential, tackled omitted
problems in the decision-making process, and improved performances as compared to
traditional methods. Although the work presented in this thesis contributes to the PHM
community by emphasizing the decision-prognostics inter-dependencies, nevertheless
improvements to these works can be conducted:

• As a start point, we assumed during the elaboration of this framework that sensors’
data are of good quality and the process of extraction relevant health indicator is
mastered. However, in real life the processing of sensors’ data and the extraction of
reliable health indicators is a challenging task in the PHM context. A large amount of
uncertainties are generated in this phase. While in some cases this assumption is
real, in most studies it is quite hard to find sustainable and robust health indicators.

• The observability of the degradation levels and health indicators is also a big chal-
lenge for the PHM community. However, most works tend to assume such hypothesis.

• In this thesis, we based the proposed framework on the assumption of existing short
and long term prognostic algorithm. However, this is not always the case. Recent
research are still studying methods to increase the performance of prognostics. This
phase of the PHM framework is not yet mature and requires further studies. However,
in our opinion, prognostics and decision-making phases of the PHM framework
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should be developed simultaneously. As we have discussed the two processes
are highly dependent and developing each one independently of the other would
not speed up the advance of PHM. When developing novel predictive techniques
and algorithms, the applicability and relevance to the decision phase should be
considered.

Nevertheless, this research work is a step ahead in PHM domain toward the maturity of
the prognostics and health management framework that focuses on the development of
prognostics and decision-making jointly.

Future work

Among the limits highlighted above, the key area of future focus is the applicability of the
framework on a real life problem. This can be done by suppressing some of the hypothesis
made. Therefore, current developments of this thesis will be further extended as follows:

1. On the short-term, increasing the complexity of the considered applications in
this thesis would result in a more realistic test cases. In this aim, some of the
hypothesis (e.g. increasing the dependencies between the components) could be
suppressed, for in real life the degradation level of one component would influence the
deteriorating speed of another. Moreover, more constraints about the maintenance
and operation could be added (e.g. in the railway application, day-long missions
and day-long maintenance duration could be reduced to half-day duration or even
expressed in hours).

2. On the medium-term, the study of the applicability of the proposed framework on real
life industrial problems is a very interesting perspective of this thesis. One challenging
task is how to link real equipment to the framework. Knowing that in real life, the
access to the components is quite difficult and the observability of their degradation
is not always guaranteed. One can think of extracting health indicators that could
present an approximation of the component degradation through vibratory analysis
and temperature data. However, this would lead to a higher level of uncertainties
in the RUL estimation. Therefore, one can study the effects of uncertainties in the
observation phase on the performance of the proposed post-prognostic decision
framework.

3. By applying the framework on different application domains (i.e. the multi-purposes
production machine and railway rolling stocks), a potential generic characteristic of
the framework is introduced. This track could be investigated further by studying
the implementation of the proposed framework in other fields besides industrial
context. One potential application is the medical field on long-term. One could
study the applicability of the framework on the therapy decision-making process and
the scheduling of treatments for breast cancer patients to increase their survival
chances and life quality. The medical field is known for its high uncertainties level.
There is no general rule of accurately how would a patient respond to a certain
treatment. However, in general, similar treatments are subscribed to resembling
patients. Therefore, the similarity analysis could be a starting point for the application
of the new framework. The case-based reasoning is a potential decision method for
such studies.
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Appendix A

Post-Prognostic Decisions
Summary Tables

A.1/ Maintenance Decisions

A.1.1/ Single Machine

Tables A.1, A.2, A.3, and A.4 describe the papers that studied the optimization of mainte-
nance scheduling in the case of single machine. The description is made by specifying if
they considered multi-components, the degradation model, the objective of the optimization
and the method, how the RUL of the components/systems is used and the corresponding
application domain. One can also see that stochastic processes, especially the gamma
process, are extensively used as a degradation model for single machine maintenance
decision-making. Almost all these works aim at minimizing maintenance cost. In most
of the works, RUL is used in the decision-making process to determine the dates of
maintenance interventions. These works actually do not present an optimization method
other than a simple algorithm that compares the RUL to a safety threshold to schedule
the maintenance intervention, or in the case of multiple components, the authors usually
use a grouping algorithm to group the maintenance activities on the different component,
assuming that maintaining two or more components at the same time costs less than
maintaining each component alone.

A.1.2/ Multiple Machines

Tables A.5, A.6 and A.7 summarize the papers that studied the optimization of the mainte-
nance plannings in the case of multi-machines systems. The tables compare the works by
specifying if the papers considered multi-components, the used degradation model, the ob-
jective of the optimization and the used method, how the RUL of the components/systems
are used and the corresponding application domain. The first point that one can notice
in these tables, is that most of the works do not specify the used degradation model.
Actually a common assumption in these works is that the RUL of the component and/or
the system is supposed to be obtained from a prognostic process. One can deduce
that the objective behind integrating prognostics and health management technologies
in the case of multi-machines maintenance scheduling can be either cost-oriented (by
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minimizing maintenance costs, or maximizing profits) or reliability-oriented (by minimizing
failure probabilities and maximizing availability and reliability). As these tables show, most
works that focused on multi-machine systems, use the remaining useful life as either a
penalty on the waste of RUL in the cost function or as a criteria to define the maintenance
dates by comparing it to a safety threshold.

A.2/ Operational Decisions

A.2.1/ Production and Mission Scheduling

Tables A.8 and A.9 contain the papers that treated production or mission planning in the
context of PHM. Most of these works are built on the assumption of having a prognostic
module that provides the RUL of the machines and/or their components. This assumed
prognostic module also provides the health state requirement of certain production jobs or
mission and how much they affect the systems’ RUL. For these reasons, most of these
works do not specify the degradation model or the method used to estimate the RUL.
Instead, they focus on the decision process and its optimization procedure. The objectives
of these papers can be classified into three categories: (i) time-oriented objective (in
which the focus is on extending the planning horizon or the life time of the system. or
minimize the mission duration); (ii) cost-oriented objective by maximizing the benefits; or
(iii) reliability-oriented by minimizing failure risk. Various optimization algorithms are used
in the decision-making process: local search algorithms, linear programming, path-finding
methods and task assignment methods. The integration of the RUL into the decision-
making process for production and mission planning is more dynamic than for maintenance
decisions. This can be observed through the use of RUL not only as a penalty in the cost
function or as a constraint but also as a decision variable for selecting the suitable path or
by making a reject list in the case of mission assignment. Another important point is that
most of these decision-making processes are based on one RUL estimation for the whole
decision-making process. Thus, the dynamics of RUL estimation are not considered in
Table ??.

A.2.2/ Logistics Planning

The works that treated only logistics planning are summarized in Table A.10. One can
note that stochastic processes are commonly used for the logistics decision-making, to
implement the uncertainties in estimations. Although all these works have a common
cost-oriented objective to minimize the inventory and logistics costs, various methods are
used to achieve that. As for the RUL, it is estimated with different dynamics from only
one time to a periodic estimation, and it is used mainly to define the ordering dates for
the spare parts, taking into consideration the lead-time to deliver the orders. Most of the
works that treat logistic decisions, are in aerospace or heavy manufacturing applications,
in which the spare parts are large and thus require a large storage facilities. Thus the cost
of inventory is expensive, and the storage of multiple spare parts can be difficult.
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A.2.3/ Automatic Control

Tables A.11 and A.12 summarize the works on the automatic control optimization while
taking the health status into consideration. Most aim to compute new control set points or
controllers’ parameters taking into consideration the health state of the actuator. Since the
application can be considered a low-level control process, the degradation models are most
likely based on the physics of the degradation of the actuator. In some cases, when the
physics of degradation are complex the authors tend to use stochastic processes to model
the deterioration of the actuator. As Table ?? shows, almost all the works aim to extend
the lifetime of the actuator by balancing the performance and the control power. Automatic
control loops are characterized with high speed feedback dynamic. Thus, the estimation
of RUL needs to follow the same high speed that is guaranteed by the chosen degradation
model and the estimation techniques. Consequently, the decision-making process needs
to match the speed of the feedback dynamic and the speed of changes in the actuators’
health state. Therefore, one can note that works that investigate automatic control usually
avoid classic optimization algorithms, which can take a long time to compute and find
solutions, and to use analytical methods instead. As for the RUL, it is most commonly
used as a constraint in the computation of new control settings or included in the function
that defines the new settings or in the cost function itself.

A.3/ Mixed Decisions

A.3.1/ Mission or Production Planning Jointly with Maintenance

Tables A.13 and A.14 summarize the papers that optimized the mission or production
scheduling jointly with maintenance. One can note the big variety in the degradation
models used for these works. Some works did not focus on the degradation model of
the system or the components and just assumed that each job has a failure probability
related to the system health. Most likely these failure probabilities are not explained and
the authors did not show how they obtained such information.

A.3.2/ Logistics Jointly with Maintenance

Table A.15 summarizes the works that optimized the logistics movements (orders of spare
parts) and maintenance planning. First, almost all the works that dealt with spare part
ordering and maintenance planning used stochastic process for the degradation model.
Works in the aerospace domain used the Wiener process. The objectives of these works
are always cost-oriented, in which either the cost are to be minimized or revenues and
benefits to be maximized. As for the method used to solve the optimization problem,
mostly each of these works developed its own heuristics with the exception of two that
used genetic algorithms with Monte Carlo simulations. All these works used the prognostic
information in the same way, i.e., to define the maintenance and the spare part ordering
dates. Actually, the works of each domain are quite similar, and the only difference is the
proposed heuristics. Sadly, neither of these works proposes a comparison between the
results they obtained and the results obtained by other authors.
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Appendix B

Manufacturing Study Case Results
Tables

B.1/ Single Speed

Table B.1: Results of the single-speed tests

Machine GA-CBM PHM+ Difference

Small
Tasks

Single
Product

M1 27.1 35.9 8.8
M2 27.7 37.2 9.5
M3 12.1 28.3 16.2
M4 31.8 34.8 3

Multiple
Products

M1 18.6 31.1 12.5
M2 24.5 32.6 8.1
M3 10 25.2 15.2
M4 28 30.8 2.8

Medium
Tasks

Single
Product

M1 27.8 32.4 4.6
M2 28.2 30.6 2.4
M3 14.6 25.5 10.9
M4 31.5 28.9 -2.6

Multiple
Products

M1 20.6 27.4 6.8
M2 26 28.4 2.4
M3 9.8 22.8 13
M4 28.7 25 -3.7

Large
Tasks

Single
Product

M1 27.3 26 -1.3
M2 27.1 26.1 -1
M3 14.8 20.3 5.5
M4 30.9 23.7 -7.2

Multiple
Products

M1 23.2 21.5 -1.7
M2 26.8 22.5 -4.3
M3 9.7 17.5 7.8
M4 30.3 19.3 -11
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B.2/ Multiple Speeds

Table B.2: Results of tests on multiple profiles

Machine CBM-GA PHM+ Difference

Small
Tasks

Single
Product

M1 27.1 40.5 13.4
M2 27.7 40.9 13.2
M3 12.1 26.1 14
M4 31.8 45.4 13.6

Multiple
Products

M1 18.6 33.5 14.9
M2 24.5 36.2 11.7
M3 10 26.9 16.9
M4 28 40.5 12.5

Medium
Tasks

Single
Product

M1 27.8 38.6 10.8
M2 28.2 41 12.8
M3 14.6 30.5 15.9
M4 31.5 44.9 13.4

Multiple
Products

M1 20.6 33.1 12.5
M2 26 35.7 9.7
M3 9.8 27.2 17.4
M4 28.7 40 11.3

Large
Tasks

Single
Product

M1 27.3 35.5 8.2
M2 27.1 38.2 11.1
M3 14.8 28.2 13.4
M4 30.9 43.1 12.2

Multiple
Products

M1 23.2 31.2 8
M2 26.8 33.7 6.9
M3 9.7 25.3 15.6
M4 30.3 38.7 8.4
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