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Abstract

Proton therapy is used for cancer treatment to achieve better dose conformity by
exploiting the energy-loss properties of protons. Proton treatment planning systems
require knowledge of the stopping-power map of the patient’s anatomy to compute
the absorbed dose. In clinical practice, this map is generated through a conversion
from X-ray computed tomography (CT) Hounsfield units to proton stopping power
relative to water (RSP). This calibration generates uncertainties as photon and proton
physics are different, which leads to the use of safety margins and the reduction of
dose conformity. In order to reduce uncertainties, proton CT (pCT) was proposed as
a planning imaging modality since the reconstructed quantity is directly the RSP. In
addition to energy loss, protons also undergo multiple Coulomb scattering (MCS)
inducing non-linear paths, thus making the pCT reconstruction problem different
from that of X-ray CT.

The objective of this thesis is to improve image quality of pCT list-mode recon-
struction. The use of a most likely path (MLP) formalism for protons to account
for the effects of MCS has improved the spatial resolution in pCT. This formalism
assumes a homogeneous medium. The first contribution of this thesis is a study
on proton paths in heteregeneous media: the accuracy of the MLP was evaluated
against a Monte Carlo generated path in different heterogeneous configurations. Re-
sults in terms of spatial, angular, and energy distributions were analyzed to assess
the impact on reconstruction. The second contribution is a 2D directional ramp filter
used for pCT data reconstruction. An intermediate between a filtered backprojec-
tion and a backproject-filter approach was proposed, based on the extension of the
usual ramp filter to two dimensions, in order to preserve the MLP spatial informa-
tion. An expression for a band-limited 2D version of the ramp filter was derived
and tested on simulated pCT list-mode data. Then, a comparison of direct recon-
struction algorithms in terms of spatial resolution and RSP accuracy was conducted.
Five algorithms, including the 2D directional ramp, were tested to reconstruct dif-
ferent simulated phantoms. Results were compared between reconstructions from
data acquired using idealized or realistic trackers. Finally, the last contribution is
a deconvolution method using the information on the MLP uncertainty in order to
improve spatial resolution of pCT images.






Résumé

La thérapie proton est utilisée dans le cadre du traitement contre le cancer afin de
parvenir a une meilleure distribution de dose en exploitant les propriétés du proton.
Les systemes de planification de thérapie proton requierent une carte du pouvoir
d’arrét des tissus du patient afin de pouvoir calculer la dose absorbée. En clinique,
cette image est générée a partir d'une conversion des unités Hounsfield d'une im-
age tomodensitométrique (CT) rayons X au pouvoir d’arrét relatif (RSP) du proton.
Cette calibration induit des incertitudes étant donné que les interactions physiques
des photons et des protons sont différentes, ce qui va mener a I'utilisation de marges
de sécurité et a la réduction de la conformité de dose. Afin de réduire ces incerti-
tudes, I'imagerie proton CT a été proposée pour la planification de la thérapie proton
puisque la quantité reconstruite est directement le RSP. En plus de la perte d’énergie,
les protons interagissent également via la diffusion multiple de Coulomb (MCS) qui
induit des trajectoires non linéaires, ce qui rend le probleme de reconstruction en
proton CT différent de la reconstruction CT rayons X.

L’objectif de cette these est 'amélioration de la qualité d’image en reconstruction
proton CT en mode liste. L'utilisation du formalisme du chemin le plus vraisem-
blable (MLP) afin de prendre en compte les effets du MCS a permis d’améliorer la
résolution spatiale en proton CT. Ce formalisme suppose un milieu homogene. La
premiere contribution de cette these est une étude sur les trajectoires des protons
en milieux hétérogenes: la justesse du MLP a été évaluée en comparaison avec un
MLP obtenu par simulations Monte Carlo dans différentes configurations. Les ré-
sultats en matiere de distribution spatiale, angulaire, et énergétique ont été analysés
afin d’évaluer I'impact sur 'image reconstruite. La seconde contribution est un fil-
tre rampe directionnel 2D utilisé dans le cadre de la reconstruction proton CT. Il
s’agit d’'une méthode intermédiaire entre la rétroprojection filtrée et le filtrage de
la rétroprojection, basée sur l’extension du filtre rampe en 2D afin de préserver
I'information spatiale sur le MLP. Une expression pour une version 2D limitée en
bande de fréquence du filtre rampe a été dérivée et testée sur des données pCT
simulées. Ensuite, une comparaison de différents algorithmes de reconstruction
directs en matiére de résolution spatiale et justesse du RSP a été menée. Cinq al-
gorithmes, incluant le filtre rampe directionnel, ont été testés afin de reconstruire
différents fantomes. Les résultats obtenus a partir de données acquises avec des dé-
tecteurs idéaux ou réalistes ont été comparés. Enfin, la derniere contribution est une
méthode de déconvolution qui utilise I'information sur l'incertitude du MLP afin
d’améliorer la résolution des images proton CT.
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Introduction

Cancer is one of the most widespread and deadliest diseases worldwide, with
about 18 million new cases and 9.5 million deaths in 2018 (Global Cancer Observatory).
About half of cases would require radiation therapy, either alone or in combination
with other treatments such as surgery and/or chemotherapy. Standard radiation
therapy uses high energy X-rays to damage cancerous cells. The use of protons in-
stead of X-rays for cancer therapy has been proposed as it offers advantages in terms
of dose conformity, i.e. maximizing the dose to the target while minimizing the dose
to healthy tissues. Exploiting the proton’s Bragg peak — a localized dose peak shortly
before the protons come to rest — allows to treat deep-seated tumors while sparing
critical structures, which is essential for head and neck cancers, prostate cancers,
pediatric cancers, etc. The position of the Bragg peak, and therefore of the proton
range, can be adjusted via the proton-beam energy.

Planning a proton therapy requires the acquisition of a CT image in order to
predict the range and therefore the absorbed dose in the patient. Specifically, a pro-
ton stopping power map of the traversed tissues is necessary to estimate the proton
range. Unfortunately, using an X-ray CT to compute the stopping power is prone
to uncertainties as photon and proton interactions with matter are quite different.
This uncertainty, along with other errors due to patient alignment, movements, etc.,
compels practitioners to use safety margins around the treatment volume at the ex-
pense of the sparing of healthy tissues. In this context, proton CT is an attractive
solution as the reconstructed quantity is directly the proton stopping power, i.e. no
calibration is needed from an X-ray CT. The use of proton CT for treatment planning
can help lowering range uncertainties and thus improve dose conformity.

The objective of this PhD was to improve image quality of list-mode proton CT
reconstruction. In a list-mode setup, each proton is tracked individually, and its
energy, position and direction are measured upstream and downstream from the
patient. As proton paths are non-linear due to multiple Coulomb scattering, this
allows for a better estimation of the proton path and an improvement of spatial
resolution. Tomographic reconstruction algorithms for proton CT must be adapted
to take into account the non-linearity of proton paths. The reconstruction problem
consists in recovering a stopping power map from the list-mode data.

Chapter 1 starts by presenting the different interactions of protons with mat-
ter, namely the energy loss, multiple Coulomb scattering, and nuclear interactions.
Chapter 2 presents the bases of proton therapy and the clinical rationale of proton
imaging in the context of proton therapy planning. Chapter 3 is a review of proton
CT imaging from the early days of proton imaging to the contemporary hardware
developments and reconstruction techniques. Chapters 4 to 7 present the contribu-
tions of this work. First, a study on the impact of heterogeneities on the proton path,
is carried out using Monte Carlo simulations. Specifically, the theoretical most likely
path (MLP) is compared to a simulated path in different heterogeneous configura-
tions. In chapter 5, an extension of the ramp filter to two dimensions to improve
spatial resolution of pCT is proposed. This method, along with four other direct
reconstruction algorithms, is assessed in terms of spatial resolution and stopping
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power accuracy in chapter 6. A last contribution is presented in chapter 7, a shift-
variant deconvolution method taking into account the uncertainty on the proton
path to improve spatial resolution.
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Chapter 1

Proton interactions with matter

A proton is a positively charged subatomic particle, often denoted p or p*. For
protons in the energy regime typically used for proton imaging (60-300 MeV), we
distinguish three interaction processes (Figure 1.1):

1. Energy loss: non-elastic Coulomb interactions with atomic electrons;

2. multiple Coulomb scattering (MCS): deflection of the proton via elastic Coulomb
repulsion between the charge of the proton and the charge of the nuclei;

3. Nuclear interactions: elastic and non-elastic interactions with the nuclei in-
volving nuclear forces.

The first two interactions involve electromagnetic forces between the charge of the
particle and the charge of the electrons or nuclei of the atoms, while the last type of
interaction involves nuclear forces. Each interaction can be categorized as (a) elastic
when kinetic energy is conserved or (b) non-elastic when kinetic energy is not con-
served. In this chapter, we introduce these interactions and the associated theoretical
models, and briefly discuss their implementation for Monte Carlo simulations.

1.1 Energy loss

1.1.1 Stopping power

Protons lose energy through electromagnetic interactions with atomic electrons
and nuclei. At a clinical energy range, they predominantly lose energy due to inelas-
tic collisions with electrons, resulting in their excitation and ionization. The multi-
plication of these microscopic interactions (~ 20 eV lost per interaction (Berger et al.,
1993)) will cause the proton to lose energy until it stops. In the continuous slowing
down approximation (CSDA), it is assumed that protons lose their energy continu-
ously along their tracks at a rate given by the stopping power S, expressed as the
average energy loss per unit path length:

dE

(1.1)
The stopping power depends on the target medium as well as the proton energy,
and is given by the Bethe-Bloch formula, including correction terms, for protons
with E > 2 MeV:
1 2m,c*p? 5 C
A2 2 LM P\ 2 0 L
S =4nr;mec peﬁz[ln(l(l—ﬁz)) B > Z—H—"}, (1.2)
with 7, the electron radius, m,c? the electron energy at rest, p, the electronic density,
B = v/c the particle velocity relative to the velocity of light ¢, and I the mean ex-
citation energy of the medium. The last three terms are corrections to the original
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FIGURE 1.1 — Main proton interactions: (a) energy loss via Coulomb

interactions with electrons, (b) scattering via Coulomb interactions

with nucleus, (c) non elastic nuclear reactions producing secondary
particles (figure from Newhauser and Zhang (2015)).

Bethe-Bloch formula: §/2 is the density-effect correction, C/Z is the shell correc-
tion, and F represents higher order corrections (Barkas, Bethe and Mottt corrections).
The density-effect correction is only large for high energies (its contribution reaches
1% above 500 MeV). The shell correction is significant at low energies (10% for pro-
tons at 2 MeV). All correction terms can be ignored in the proton imaging energy
regime. An overview of the different terms in equation 1.2 can be found in Berger
et al. (1993). Note that this is the formula for the electronic stopping power, and
we omit energy loss due to electromagnetic interactions with the nucleus as it is not
significant in the clinical regime (contribution of < 0.1 % to the energy loss (Janni,
1982)).
The dose delivered by the protons is directly related to the mass stopping power
by
D=¢> (13)
o’

with ¢ the fluence of the protons and p the mass density of the target. As the stop-
ping power is roughly proportional to 1/, the more protons lose kinetic energy,
the more the stopping power — and therefore the dose — increases (see Figure 1.2).
As the protons progress in the medium, they lose more and more energy, which will
give rise to a peak of dose at the end of the proton path, called the Bragg peak (see
section 2.2).
According to Equation 1.2, the stopping power also depends on the target medium

via the electronic density p. and the I value. The electronic density of a mixture or
compound of N elements is defined as

N Z;
Pe = PNa sz‘zz (1.4)
i=1 1

with Ny Avogadro’s number, and Z;, A; and w; the atomic number, atomic mass,
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FIGURE 1.2 - Stopping power of protons with energy between 2 MeV
and 300 MeV in water (data retrieved from Geant4 v10.6).

and fraction by weight of the it element of the target. On the other hand, the mean
excitation energy I is not easily obtained. In fact, there is no consensus on how to
establish reference values. It is estimated that a 10% variation on the mean excitation
energy introduces about 1% variation on the stopping power of water (Yang et al.,
2012). The value currently recommended by International Commission on Radiation
Units and measurements (ICRU) is [ = 78 eV for water.

1.1.2 Range

The proton stops once it loses all of its kinetic energy. The depth at which a

proton will stop is called the CSDA range and is defined as
R=1im [ L 4E 1

=1 , 5

EfH—I>10 g, S(E) (1.5)

with E; and E 7 the initial and final energy of the proton, respectively. Often, the

term range is also used to refer to the mean projected range. As protons undergo

elastic scattering and deviate from their initial direction, it is easier to observe the

projections of the CSDA range on the initial direction of the protons. The mean

projected range is related to the dose using

R = dg (1.6)

where dg is the depth corresponding to the distal 80% point of the Bragg peak.
The mean projected range is smaller than the CSDA range by a detour factor due
to multiple Coulomb scattering. However, in the clinical energy range, the detour
factor is about 0.999 (Berger et al., 1993), such that the mean projected range and
the CSDA range are interchangeable. The range can also be approximated from the
energy of the proton using the Bragg-Kleeman rule

R = aF? (1.7)
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with the parameters « = 2.2 x 1072 and p = 1.77 obtained by fitting Equation 1.7 to
the range in cm for beam energies up to 200 MeV (Bortfeld, 1997).

1.1.3 Energy/range straggling

Energy loss is a statistical process as protons lose energy in discrete amounts
through a myriad of collisions, and the stopping power represents only the average
of this stochastic quantity. The energy lost by each proton depends on the type and
number of interactions it undergoes. Therefore, a perfectly monoenergetic proton
beam will have an energy spread after traversing an absorber. This is called energy
straggling, and induces range straggling as well. The straggling function is not al-
ways symmetrical, such that the most probable energy loss is not necessarily equal
to the average energy loss used to define the stopping power.

We consider the case of "thick" absorbers, when the proton path length is long
and many collisions occur. When the total energy loss is small (< 20% of the initial
energy), the energy loss spectrum for a single collision does not depend much on the
energy of the proton before the collision. We can therefore consider the energy losses
in individual collisions to be independent. According to the central limit theorem,
the sum of independent stochastic variables is normally distributed. Consequently,
the energy loss distribution after traversing a given thickness is Gaussian, with a
variance given by (Bohr, 1948)

d
aaé(x) =1(x) = 4nr§mec2pe{

1-p2(x)

For energy losses larger than 20% of the initial energy of the proton (which is usually
the case in proton imaging), the collision spectrum depends more strongly on the
energy before the collision, i.e. the energy lost in a collision will depend on previous
collisions. In this case, the energy distribution after the target is no longer Gaussian,
i.e. the moments of order > 2 are different from zero (Symon, 1948; Tschaldr, 1968b,a;
Tschaldr and Maccabee, 1970). The variance of the distribution can be obtained by
solving the following differential equation

1- %ﬁz(x)]_ 18)

—o7(x) = x2(x) — 2(—K1(E(x)))(7%(x) + higher order terms, (1.9)

with 1 (E(x)) = S, the stopping power.

1.2 Multiple Coulomb Scattering

1.2.1 Moliere’s theory

Due to multiple elastic electromagnetic interactions with atomic nuclei, protons
are deflected from their original direction. While the angular deflection from a sin-
gle interaction is almost always negligible, the multiplication of such interactions
causes a deflection of typically a few degrees (see Figure 1.3). The angular scatter-
ing distribution is approximately Gaussian, with a tail towards large angles due to
some rare large angle scattering events. A comprehensive theory of MCS was pro-
posed by Moliere (1947, 1948). He gives the following expression for the angular
distribution
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1 _ _
£(0) = m(f@(e’) +B L@+ B 220 + ) (1.10)
with 6 the characteristic multiple scattering angle, 6" a reduced angle, and B the
root of the equation

B—InB =1, (1.11)

where b is the natural logarithm of the effective number of collisions in the target.
The first term is a Gaussian

20') = 2exp(—67), (1.12)

the second term models large angle scattering and the third term is a correction.
Formulas for 8y, 6, b, f)(0’) and tables for f(")(6) can be found in Bethe (1953).
The contribution to scattering from electromagnetic interactions with the electrons
was neglected in Moliére’s original theory as scattering is limited by the small mass
of the electron. It was later taken into account by Bethe by replacing Z% by Z(Z + 1)
in all formulas of Moliere’s theory. The sum of the three first terms in Equation 1.10
allows an accuracy better than 1%.

1.2.2 Gaussian approximation

For the purpose of proton imaging and therapy, a simple Gaussian model is suf-
ficient as 98% of protons fall within this model. The distribution of scattering angles
is therefore approximated by

! 92) (1.13)

f(6) xexp <_2(Tg

with 6 the projected scattering angle along the initial direction of the proton and oy
the width of the Gaussian. For a thin slab of material, Highland (1975) gives the
following formula for oy

E |1

_ [1 teln (i)} (1.14)

% = po XO XO

with [ the thickness of the slab traversed by the protons, X the radiation length of
the material, € a constant, and p and v the momentum and celerity of the protons,
respectively. This equation only works for thin scatterers, i.e. when pv does not vary
much. It was obtained by fitting Bethe’s version of Moliére’s theory (Bethe, 1953) to a
handier formula given by Rossi and Greisen (1941). Lynch and Dahl (1991) propose
toset Ey = 13.6 MeV and ¢ = 0.038 instead of the original values in Highland’s paper
by performing the fit for different values of Z. A generalization of this formula to
thick scatterers is proposed by Gottschalk et al. (1993) by performing a quadratic
integral and extracting the factor [1 4 eIn(I/Xp)] from the integral, which yields

L L1 dl
=Ep(1+0.038In ——= = 1.1
oy o( +0038nX0) /0 % (1.15)
with L the total thickness of the scatterer. The exit angular distribution f(0) for
200 MeV protons in water is shown in Figure 1.3. The simulated results, including or
excluding nuclear interactions, are compared with the distribution computed from
Equation 1.13. The distributions are similar except for the non Gaussian tails of the
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FIGURE 1.4 - Standard deviation of the scattering angles in function

of depth, computed with Equation 1.15 and simulated with Geant4

v10.6 excluding nuclear reactions using the emstandard_opt4 physics
list.

simulated distributions. These tails are larger when nuclear interactions are taken
into account. In practice, in the context of proton imaging, protons with unusually
large scattering angles are filtered out to comply with the Gaussian approximation
(see section 3.6.1.1). The width oy against the depth in water is plotted in Figure 1.4.
There is a good agreement between oy predicted by Equation 1.15 and Monte Carlo
simulations without nuclear reactions, although the simulated scattering width is
larger as large angle scattering is not taken into account in the Gaussian approxima-
tion.

1.3 Nuclear interactions

While electromagnetic interactions are quite well-understood, it is harder to model
interactions involving nuclear forces. Although they are not as frequent as electro-
magnetic interactions, they are not rare enough to be neglected. We categorize nu-
clear reactions as in (Barschall et al., 1999):

— elastic nuclear reactions in which “the incident projectile scatters off the target
nucleus, with the total kinetic energy being conserved.” For example,

p+10 = p+°0 (1.16)

is an elastic reaction as the internal state of both the target nucleus and the

projectile are unchanged.

— non-elastic nuclear reactions in which kinetic energy is not conserved. “For
instance, the target nucleus may undergo break-up, it may be excited into a
higher quantum state, or a particle transfer reaction may occur”, as in

p+0 = p+p+©N, 1.17)
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Secondary n P d t | 0% recoils
Multiplicities 12712171043 | 01]085|037 |-
Energy fraction | 0.23 | 0.47 | 0.098 | O | 0.04 | 0.008 | 0.002

TABLE 1.1 — Mutiplicities and energy transfer fraction for 200 MeV
p 416 O reaction, from Barschall et al. (1999).

or
p+°0 — p+1°0, (1.18)

where °O* denotes the excited oxygen nucleus. Possible secondaries (prod-
ucts of non-elastic collisions) include secondary protons, neutrons, -y rays, al-
pha particles and recoil nuclei. Secondaries can be used for verification of pro-
ton therapy treatments (see section 2.3.4).

Non-elastic nuclear interactions, where the proton enters the nucleus and knocks
off its constituents as in reaction 1.17, cause large abrupt energy losses, inducing a
tail to the straggling distribution, and large scattering angles (Figure 1.3). Elastic
interactions also contribute to large scattering angles.

The cross section for non-elastic interactions for the main elements in the human
body is almost constant for energies larger than 100 MeV, it reaches a maximum
around 30 MeV before falling to zero (Figure 1.5). Table 1.1 shows the multiplicities
(average number of particles produced per nuclear reaction) and the fraction of the
initial energy transfered to secondary particles. The most frequent secondaries are,
in order: protons, neutrons, « particles, deuterons and -y rays. The energy transfer is
mostly towards protons and neutrons. Figure 1.6 shows the probability of the 6 most
probable reactions in function of depth. As expected, protons and neutrons are the
most produced secondaries. Some reactions have a constant probability along the
whole depth, but most of them reach a maximum probability near the Bragg peak.

In terms of dose, the dose deposited by deuterons, tritons and « particles con-
tributes less than 0.1% to the total dose, and the distal dose deposited by neutrons is
below 0.05% of the prescribed target dose (Paganetti, 2002).

14 Geant4

Geant4 (Agostinelli et al., 2003) is a Monte Carlo simulation platform used to
simulate the passage of particles through matter. There are different models avail-
able to compute the interaction processes described in the previous sections. We
give a brief overview of the models selected in the QGSP_BIC physics list, that we
use later in our simulations.

The class G4hlonisation provides the energy loss due to ionisation. For protons
with energy greater than 2 MeV, the Bethe-Bloch formula is used via the model in
G4BetheBlochModel. Stopping power and range values over a large energy range
(100 eV — 100 TeV) are precalculated during the initialization of the simulation.
At run time, a spline approximation is used to compute the energy loss from the
stopping power/range tables. When the energy loss in a step is small (<1%), it is

approximated by
dE
AE = °As, (1.19)
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with AE the mean energy loss, 3—5 the interpolated stopping power at the start of the
step, and As the step size. Otherwise, the mean loss is computed from

AE = Eg — f(Ro — As) (1.20)

with Ry the range at the beginning of the step, and f a function to get the energy
from the range.

Energy fluctuations for thick absorbers are computed using a Gaussian model
implemented in G4lonFluctuations. A thick absorber must verify k > 10, with k
the number of interactions of the particle in one step. Bohr’s variance formula is
used when the energy loss is less than 20% of the proton’s energy. Otherwise, a
multiplicative factor is used to increase fluctuations.

Geant4 uses G4WentzelVIModel for MCS (Ivanchenko et al., 2010). It is a mixed
model as it combines single and multiple scattering models in order to speed up
calculations while keeping a good accuracy and reducing the dependence on the
step length (Ferndndez-Varea et al., 1993). An MCS model is used for scattering
angles with 8 < Omax = 0.2 rad, and a single scattering model otherwise. The model
used for MCS is the one proposed by Lewis (1950), and the single scattering is that
of Wentzel (1926).

The elastic and non-elastic cross sections for hadron-nucleus reactions are com-
puted according to the Glauber-Gribov model (Grichine, 2009).

1.5 Conclusion

The three main types of interaction of protons with matter have been presented:
energy loss due to electromagnetic interactions with atomic electrons, MCS due to
electromagnetic interactions with nuclei, and nuclear reactions. The different mod-
els used to describe these interactions have been introduced. A good grasp of these
interaction processes is necessary to understand proton therapy and proton imag-
ing. For example, in proton CT, spatial resolution is impacted by MCS and density
resolution by energy straggling. Regarding proton therapy, the energy loss proper-
ties of protons induce an interesting dose profile that can improve dose conformity,
as explained in the next chapter.
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Chapter 2

Proton therapy

Radiation therapy is a cancer treatment aimed at stopping or slowing down the
growth of cancer cells by damaging their deoxyribonucleic acid (DNA). A funda-
mental point in radiotherapy is dose conformity, i.e. maximize the dose to the tumor
and minimize the dose to healthy tissues. The goal of ion therapy (proton, carbon,
helium, etc) is to improve dose conformity compared with conventional photon ra-
diation therapy by exploiting the dose profile of charged particles; and to take ad-
vantage of the superior radiobiological effectiveness (RBE) of ions compared to pho-
tons. In this chapter, we present the history and clinical rationale of proton therapy,
before discussing the role of CT imaging in proton therapy treatment planning and
the potential use of proton imaging.

2.1 Brief history

The existence of protons was demonstrated by Rutherford (1919) who observed
the product of the collision of a particles on nitrogen and oxygen atoms. The devel-
opment of proton therapy is closely linked to the advancements in particle accelera-
tor technology. In 1930, the first cyclotron was built by Lawrence and Edlefsen (1930)
at the Lawrence Berkeley Laboratory (LBL) in California. Later, synchrotrons were
proposed by Oliphant (1943), Veksler (1944), and McMillan (1945). While cyclotrons
produce protons at one specific energy, synchrotrons are capable of accelerating par-
ticles with variable energies.

Wilson (1946) first proposed the use of protons instead of photons for radiation
therapy. He suggested to take advantage of their dose profile characterized by a
low dose in the shallow region of their path and a high dose at the end of their
path (Figure 2.1) to target tumors deep within healthy tissue. The first patients were
treated with proton beams targeting the pituitary gland at the LBL in 1955 (Tobias
et al.,, 1955). In the next 35 years, until the early 1990s, proton therapy was based
mainly in research institutions in the United States, Russia, Sweden, and Japan, and
was used on a modest number of patients. In 1990, the first hospital-based proton
therapy facility was built at Loma Linda University Medical Center (LLUMC) in
California and equipped with a 250 MeV synchrotron (Slater et al., 1992). The first
commercial system, developed by IBA (Ion Beam Applications), was installed at the
Massachusetts General Hospital (MGH) in Boston, USA.

By the end of 2018, 221,528 patients had been treated using particle therapy
worldwide, mainly protons (~ 190,000 patients) and carbon ions (~ 28,000 patients),
and new particle therapy centers are being constructed (Figure 2.2). The number of
patients treated each year has tripled in the last ten years. While hadron therapy
centers have been mainly localized in the USA, Europe, and Japan until now, the
rest of Asia is predicted to triple its number of facilities in the next few years.
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FIGURE 2.1 — Depth dose profiles of 200 MeV protons and 10 MeV
photons in water.

2.2 Dose distribution and clinical rationale

Proton interaction processes in matter are different from photons, allowing for a
different dose distribution along the particle path (see chapter 1). The dose delivered
by photons, after a short build-up, decreases exponentially with depth in the target.
Proton dose, on the other hand, is characterized by a peak, called the Bragg peak,
localized at the end of the proton path (Figure 2.1). The dose is roughly inversely
proportional to proton energy, such that the dose deposited at the entrance of the
target, when protons are still highly energetic, is much smaller than the dose de-
posited near the end of the path, when protons have lost most of their energy. After
the peak, the dose decreases to zero such that no dose is delivered to healthy tissues
beyond the tumor. By modulating the position of this peak, which depends on the
initial energy of the protons and the materials traversed, it is possible to precisely
target a deep-seated tumor.

The goal of the treatment is to deliver a uniform dose distribution across the tar-
get volume. A single Bragg peak is too narrow (in the depth direction) to cover the
whole tumor volume. Therefore, several peaks stopping at different depths are su-
perposed, forming the so-called spread-out Bragg peak (SOBP) (Figure 2.3). SOBPs
can be produced by the use of a mechanical device (modulation wheel or ridge fil-
ter). Although synchrotrons could theoretically be used for SOBP energy modula-
tion, their acceleration cycles are not fast enough for clinical practice and mechanical
modulation in the nozzle is preferred. Synchrotrons are still used to select the maxi-
mum energy for each gantry angle.

Furthermore, the beam, which has a typical size of 1 cm, has to be spread in
the lateral direction to cover the target. This can be done using either (1) passive
scattering where high-Z scatterers are introduced to broaden the proton beam by
exploiting MCS; or (2) pencil beam scanning where magnets are used to deflect small
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FIGURE 2.2 — Proton and carbon therapy statistics, from PTCOG
data®.

a. Patient data is noisy because the numbers for a few centers are not updated yearly.
b. Patient and facilities statistics available at https://www.ptcog.ch/index.php/
patient-statistics and https://www.ptcog.ch/index.php/facilities-in-operation
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volume and quickly falls to zero beyond the tumor. The red lines
indicate the ideal dose distribution. Figure from Smith (2006).

proton beams to precisely shape the dose. A comprehensive review of beam delivery
techniques can be found in Paganetti (2012a).

Nowadays, due to intensity modulated radiation therapy (IMRT), the difference
in dose conformity between photons and protons has decreased. However, as efforts
to develop proton therapy have started later than photon therapy, further improve-
ments in beam scanning technology and intensity modulated proton therapy (IMPT)
— which is the superposition of non-uniform distributions from different fields, op-
timized to produce a uniform dose in the target — can further increase the dose
conformity of proton therapy.

There have been many studies showing the dosimetric advantages of proton
therapy over photon radiotherapy when both modalities are optimized (Archam-
beau et al., 1992; Fuss et al., 1999; Lomax et al., 1999; Lin et al., 2000; Clair et al.,
2004; Weber et al., 2004; Yock et al., 2005; MacDonald et al., 2008; Vargas et al., 2008;
Chan and Liebsch, 2008; Holliday et al., 2016; Zhang et al., 2017b). This benefit is
most significant for tumors close to critical structures (head and neck, eye, prostate,
etc.) and for pediatric cancers as young individuals are at high risk of developing
radiation-induced secondary cancers. Figure 2.4 shows an example of dose distri-
butions using either IMRT or IMPT to treat a brain tumor in a young patient. The
integral dose to the brain is decreased with the IMPT plan, with improved sparing
of the temporal lobes, orbital structures and both optic nerves.

However, the translation of this dosimetric advantage into a measurable im-
provement of the clinical outcome (survival rate, reduction of toxicity, improvement
of quality of life) has yet to be clearly demonstrated for all treatment sites since high
quality clinical studies are scarce (Olsen et al., 2007; Brada, Pijls-Johannesma, and
De Ruysscher, 2007; Lodge et al., 2007; De Ruysscher et al., 2012; Weber et al., 2018;
Ofuya et al., 2019). At present, several randomized studies are currently ongoing
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FIGURE 2.4 - Comparison of dose distribution betweem IMPT (A)
and IMRT (B) in a young patient with craniopharyngioma. Figure
from Rombi et al. (2014).

worldwide to address this issue (Durante, Orecchia, and Loeffler, 2017; Mishra et
al., 2017). Such clinical data will allow to carry out robust cost-effectiveness studies
of proton therapy. Indeed, economical aspects are crucial since proton facilities are
more costly than photon facilities, with a cost per fraction ratio about 2-3, depend-
ing on the type of cancer, the fractionation, whether intensity modulation is used,
etc. (Peeters et al., 2010; Lievens and Pijls-Johannesma, 2013; Verma, Mishra, and
Mehta, 2016).

2.3 Proton therapy treatment planning

It was pointed out in the previous section that the dose distribution must be
sculpted in 3D to uniformly cover the tumor. To this end, imaging is essential as dose
distributions are altered drastically by inhomogeneities; and failure to account for
tissue variations leads to under- and overdosage putting the treatment plan in jeop-
ardy. Proton therapy has made an early use of CT for treatment planning (Goitein,
1978, 1979). The first step of planning a proton therapy treatment is the acquisition
of a planning CT to have information on the patient anatomy and take into account
heterogeneities along the beam path. Other imaging modalities (MRI, PET) can be
used to provide additional information. The planning CT is used by physicians to
delineate the target volume and organs at risk. Then, the treatment planning sys-
tem (TPS) exploits the CT image to compute the absorbed dose by converting the
Hounsfield units of the CT into proton stopping power. The TPS then optimizes all
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treatment parameters to satisfy the prescribed dose. The next section will discuss
the different uncertainties that impact the dose computed by the TPS.

2.3.1 Range uncertainties

To fully exploit the advantages of the dose properties of the proton, the position
of the Bragg peak — and therefore the range — has to be known precisely. Due to
the steepness of the dose gradient at the distal edge of the peak, an error of even
a few millimeters can induce gross underdosage of the tumor and/or overdosage
of organs at risk. There are several sources of range uncertainty in proton therapy.
Some like patient motion, set-up uncertainties, variations in delineation of the tu-
mor, are also found in conventional radiotherapy although they are more critical in
proton therapy. Others like the X-ray CT numbers to stopping power calibration are
specific to proton therapy, although a similar conversion from CT numbers to rela-
tive electron density is used in conventional radiotherapy. To compensate for range
uncertainties, safety margins around the tumor volume are added (i.e. the range
is increased), producing the planning target volume (PTV). While adding margins
might reduce dose conformity, they are necessary to ensure that the prescribed dose
has been delivered to the actual volume of the tumor despite treatment uncertain-
ties. In a nutshell, a trade-off between robustness to uncertainties and conformity is
made through the choice of the safety margins. A reduction of these uncertainties
would allow more conformal treatment plans.

Amongst the different uncertainties, we can distinguish between

— Physics related uncertainties due to

— CT conversion from HU to stopping power: in order to compute the range
of the proton, the stopping power of the tissues in the patient is obtained
from the CT image using a calibration curve prone to uncertainties.

— CT artifacts, resolution, noise, etc.

— Dose calculation uncertainties due to the choice of the dose calculation
algorithm (analytical or Monte Carlo), range degradation due to MCS in
heteregeneous regions, I-values, etc.

— Patient related uncertainties due to
— Organ motion caused by breathing, heartbeats, bowel movements, etc.

— Anatomical variations, such as weight loss or gain, tumor growth or shrink-
age, or bladder or rectal filling.

— Patient alignment and set-up, as the patient must be positioned in the
same way for all treatment fractions.

— Target delineation.

— Biology related uncertainties: the radiobiological effectiveness (RBE)! is as-
sumed to be constant and equal to 1.1 for protons, however it depends on
dose, cell type, clinical endpoint and energy deposition characteristics.

— Machine related uncertainties due to
— Beam delivery technique (passive scattering or scanning).

— Beam energy spread.

1. The RBE is the ratio of the dose of photons to that of protons to produce a biological response. It
is used to compare the biological effects of different particles.
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A comprehensive study of range uncertainties can be found in (Paganetti, 2012a,b;
McGowan, Burnet, and Lomax, 2013). Different centers use different recipes for the
safety margins, for example, the MGH uses 3.5% + 1 mm, LLUMC adds 3.5% + 3 mm,
and the University of Florida Proton Therapy Institute applies 2.5% + 1.5 mm (Pa-
ganetti, 2012b). These values are subject to adjustments for certain sites near critical
structures.

Among all those uncertainties, proton imaging attempts to reduce the error due
to the HU to stopping power calibration. The next section will describe the current
technique used to perform this conversion before discussing the different imaging
solutions to improve the calibration.

2.3.2 X-ray CT conversion

We describe the different procedures used to convert the X-ray CT into a RSP
map. The quantity of interest in X-ray CT is the linear attenuation coefficient, ex-
pressed in the Hounsfield scale using

HU — 1000 x M(E) = Mwater(E) @.1)
,uwater (E)
where y(E) is the linear attenuation coefficient. The Hounsfield scale was defined to
have a value of 0 for water. The objective is to convert these HU values (also called
CT numbers) into RSP simply defined as

S(E)

RSP = ————,
Swater <E)

(2.2)
with S(E) the stopping power for a given material at energy E.

2.3.2.1 Tissue substitute method

In the earliest method, the calibration curve was obtained by measuring the HU
and RSP values of several tissue substitutes. The HU values can be obtained by
scanning a phantom containing tissue equivalent materials; while the RSP can be
determined theoretically or experimentally by measuring the shift in the position of
the Bragg peak with and without each tissue substitute insert in the path of the pro-
ton beam. Then, a piece-wise linear or bi/trilinear curve is fitted to the measured
values (Figure 2.5). The calibration curve shows two main slopes, for tissues lower
and higher than 0 HU. In the fat-like tissues region (close to 0 HU), the HU-RSP
correspondence is not one-to-one, meaning that tissues with a very similar CT num-
ber have different RSPs. This calibration method is very dependent on the tissue
substitutes chosen for measurement. Different tissue substitutes lead to different
calibration curves (see difference between CIRS and Gammex tissue substitutes in
Figure 2.5). On the other hand, while they would be ideal to produce the calibration
curve, measurements using real human tissues are technically difficult to acquire.

2.3.2.2 Stoichiometric method

To overcome the limitation of the tissue substitute method, Schneider, Pedroni,
and Lomax (1996) proposed a stoichiometric method extending the calibration to hu-
man tissues. First, a relationship between the linear attenuation coefficient and the
atomic number is established from the known elemental composition of the tissue
substitutes and the measured CT numbers. The attenuation coefficient is assumed
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to be related to the sum of three terms corresponding to the photoelectric effect, co-
herent scattering and incoherent scattering, each with a different Z dependence:

§= pe(KphZ3.62 + KCOth.86 + KKN), (23)

with KPP and K" constants characterizing the photoelectric and coherent scattering
cross sections, and KXN the incoherent scattering cross section given by the Klein-
Nishina formula. The effective atomic numbers for mixtures are defined as

2= [Laze

i

2=y nz

i

1/3.62
} (2.4)

1/1.86
} (2.5)

with A; = WAIZ}' / Y uii\lz_”. A fit to the measured u values is performed to deduce the
value of the three constants in Equation 2.3. Then, using this fitted relationship, it is
possible to predict the CT number of any human tissue given its chemical composi-
tion; while its RSP is given by the Bethe-Bloch formula:

prel ln[zmeczﬁz/l(l — 182)] — 182

RSP = p. IN[21102B2 / Iyater (1 — B2)] — B2’

(2.6)

where pgel is the electron density relative to water and Iyater is the mean excitation
energy of water. Finally, the calibration curve is obtained by plotting the RSP of
human tissues against the calculated CT numbers (Figure 2.5). The stoichiometric
calibration allows to reduce the error on the estimated RSP values compared with
the tissue substitute method, however the HU-RSP degeneracy is still present in the
fat-like tissue region.

Uncertainties in the converted RSP result from uncertainties in CT imaging, the
stoichiometric formula (Equation 2.3), human tissue composition, the mean excita-
tion energies used to compute the RSP (Equation 2.6), and the energy dependence
of the RSP (Yang et al., 2012). According to various studies, range uncertainties due
to CT calibration vary from 1.1%-1.8% (Schaffner and Pedroni, 1998), to 3.0%-3.5%
(Moyers et al., 2010; Yang et al., 2012).

2.3.3 Imaging alternatives for treatment planning

In order to improve — or even bypass — the calibration, several imaging tech-
niques are being developed as an alternative to X-ray CT.

2.3.3.1 Dual energy CT

In dual energy computed tomography (DECT), an object is scanned using two
different energies to allow material discrimination using the energy dependence of
the linear attenuation coefficient. The use of DECT for proton therapy was first sug-
gested by Bazalova et al. (2009). A year later, RSP estimation from DECT imaging
was demonstrated by Yang et al. (2010). From DECT measurements, the relative
electronic density ! and the effective atomic number of tissues can be determined.
A linear relationship between the effective atomic number and the logarithm of the
mean excitation energy can be empirically established (Yang et al., 2010). Knowl-

edge of p' and In I allows to compute the RSP from Equation 2.6. The superior
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FIGURE 2.6 — Comparison of calibration curves using X-ray CT and
proton CT. Figure from Arbor et al. (2015).

accuracy of DECT-based RSP estimation, and its dosimetric advantages, have been
demonstrated on commercial TPS (Zhu and Penfold, 2016).

2.3.3.2 Proton radiography

The use of proton radiography (pRad) for patient-specific HU to RSP calibration
has been demonstrated (Schneider et al., 2005; Doolan et al., 2015; Collins-Fekete
et al., 2017b; Krah et al., 2019). The composition of body tissues varies consider-
ably from patient to patient and introduces inaccuracies in the RSP estimation (Yang
et al., 2010), hence the interest in a patient-specific calibration. The principle is to
iteratively optimize the calibration curve by minimizing the difference between the
measured pRad and a digitally reconstructed radiography (DRR). The DRR is com-
puted from the CT image and the stoichiometric calibration curve using ray tracing
methods or Monte Carlo simulations. This method could improve the HU-RSP cal-
ibration by using a single radiography and a detector already available in the treat-
ment facility.

2.3.3.3 Proton CT

While the two methods discussed above can improve the quality of the RSP es-
timation, they still involve a calibration step. In order to fully circumvent the cali-
bration procedure, pCT is the ideal solution as the reconstructed quantity is directly
the RSP, as long as the protons have enough energy to traverse the patient, which
is a technological challenge. Arbor et al. (2015) have shown that no calibration is
required for pCT (Figure 2.6), and that pCT-based range prediction is more accurate
and more uniform (less dependent on the localization) than X-ray CT based range
prediction. A comprehensive review of proton CT can be found in the following
chapter.

2.3.4 Imaging for range monitoring

On another note, there are also imaging modalities for in vivo range and dose
verification during or after the radiotherapy treatment (Knopf and Lomax, 2013).
We will only discuss the most advanced techniques, although other systems exist.
As discussed in section 1.3, inelastic nuclear collisions produce different kinds of
secondaries that can be used for range monitoring. Specifically, two types of gamma
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rays are interesting for treatment verification: (1) coincident gamma rays resulting
from the annihilation of the positron produced by the decay of BT -isotopes (1'C or
I5N for example, see reaction 1.17) and (2) prompt gammas produced during the de-
excitation of the target nuclei (reaction 1.18). The first type of gammas can be used
for PET imaging, and the second type for prompt gamma imaging.

2.3.4.1 Positron emission tomography

Possible secondaries of nuclear interactions are positron emission isotopes. The
annihilation of the positron with an electron produces two gamma rays emitted at
180° from each other. PET imaging is based on the coincidental detection of these
two gammas to reconstruct a 3D activity distribution. Enghardt et al. (1999) first
proposed the application of PET imaging to quality assurance in ion therapy. Direct
range verification is not possible because the relation between the activity distribu-
tion measured by the PET and the dose distribution is not straightforward. Instead,
the measured activity is compared with a modeled activity using Monte Carlo sim-
ulations. PET imaging of the induced activity can be performed either on-line (dur-
ing the treatment) or off-line (after the treatment). PET-based range verification is
ultimately limited by the knowledge of the elemental composition of the body and
the washout (perfusion of positron emitters) processes of human tissues, which are
needed to compute the modeled activity distribution.

2.3.4.2 Prompt gamma imaging

Imaging using prompt gammas for proton range verification was first demon-
strated by Min et al. (2006). Some nuclear interactions result in the excitation of the
target nucleus to a higher energy state, and the subsequent emission of a prompt
gamma when the nucleus returns to its ground state. This interaction occurs all
along the proton path, until 2-3 mm before the Bragg peak, such that the emission
of prompt gammas is correlated with the proton range. Since prompt gammas can
be detected within a few nanoseconds after the reaction, this allows real-time range
monitoring. Clinical application of prompt gamma imaging is still under devel-
opment as measuring an adequate signal in the energy range of prompt gammas
(2-10 MeV) is challenging. Detection systems for prompt gammas, including the use
of a Compton camera (Frandes et al., 2010; Draeger et al., 2018), are actively investi-
gated (Krimmer et al., 2018).

2.4 Conclusion

Proton therapy has the potential to improve dose conformity by taking advan-
tage of the Bragg peak of the proton dose distribution. In order to predict the de-
livered dose distribution, proton therapy treatment planning systems estimate the
proton range using CT imaging. The estimation and reduction of range uncertain-
ties is crucial in proton therapy as they can lead to gross under-dosage of the tumor.
One of the main sources of uncertainty is the HU to RSP calibration, with errors
up to 3.5% of the range. While different imaging modalities have been proposed to
improve the conversion (pRad, DECT), proton CT is the only solution allowing to
directly reconstruct an RSP map of the patient. The next chapter will give a compre-
hensive overview of this technique.
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Chapter 3

Proton computed tomography

This chapter offers a broad review of proton transmission imaging: from the his-
torical development of this modality to the the current technology and reconstruc-
tion algorithms for proton CT. First, we lay out the principle of pCT.

3.1 Proton CT inverse problem

We state in this section the inverse problem of reconstructing the RSP from pro-
ton measurements. The proton stopping power is computed from the Bethe-Bloch
formula (Equation 1.2). If we assume that the mean excitation energy I does not
vary much in human tissues and has a limited effect on the stopping power due to
the logarithmic factor, we can approximate I = ILyater = 78 €V. In practice, Bese-
mer, Paganetti, and Bednarz (2013) showed that uncertainties in the mean excitation
energy might cause proton range variations within the patient up to 4.8 mm. How-
ever, under this assumption, we can separate the spatial and energy dependence of
the stopping power such that the stopping power at point x € R in the object to be
reconstructed is given by

5%, E) = ~ 5o () ~ 0 () Swate (E) 6)

with p¢!(x) the electron density relative to water and Syater(E) the stopping power
of water. From Equation 3.1, we note that while the stopping power depends on
both energy and position, the ratio

S(x,E)
Swater<E)

depends only on the position in the object. Figure 3.1 shows the energy dependence
of the RSP of different materials obtained from a Geant4 Monte Carlo simulation.
The observed variations are less than 0.7% in the 80-300 MeV energy range, validat-
ing the initial assumption. Therefore, we can rearrange and integrate Equation 3.1
to have

= RSP(x) (3.2)

/r(t"“t)Rsp(r(t))dr(t): o dE

4 33
l‘(tm) Eout Swater (E) ( )

with T'(t) C R3 the proton trajectory parametrised by t € R, ti, and ¢,y the entrance
and exit time, and E;, and Ey the proton’s entrance and exit energies. The right-
hand side of Equation 3.3 is equivalent to the water equivalent path length (WEPL),
that is the length that the proton would have traversed in water with the same en-
trance and exit energies (see range Equation 1.5). The pCT inverse problem is to find
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FIGURE 3.1 — Normalized relative stopping power for different mate-
rials. Figure from Arbor et al. (2015).

the RSP map from the measured WEPL/energy values, given an estimate I’ of each
proton trajectory.

3.2 Early days of proton CT

The idea of using protons for medical imaging was first proposed by Cormack
(1963), more than fifty years ago. In his paper, Cormack proposes a solution to find
a function from its line integrals, thus laying the foundation for computed tomogra-
phy. Amongst possible applications, he describes the determination of X-ray absorp-
tion coefficients in 2D and 3D, corresponding to X-ray CT, and the use of the energy
loss of protons to guide proton therapy, corresponding to proton CT. He writes

"The radiotherapist is confronted with the problem of determining the
energy of the incident protons necessary to produce the high ionization
at just the right place, and this requires knowing the variable specific
ionization of the tissue through which the protons must pass."

The first reported proton radiography was made by Koehler (1968). Rather than
the energy loss of the protons, their fluence was measured near their range to offer
superior contrast. While the steep fall-off of the proton fluence allowed the detec-
tion of a very thin piece of aluminium (Figure 3.2a), the spatial resolution was very
limited due to multiple Coulomb scattering (MCS). A few years later, West and Sher-
wood (1972, 1973) performed further experiments (Figure 3.2b) exploring the high
contrast capability of proton radiography, due to MCS near edges. Steward and
Koehler (1973a,b, 1974a,b) published a series of articles applying proton radiogra-
phy to the detection of strokes and tumors and some similar works followed (Mof-
fett et al., 1975; Kramer et al., 1978); however, fluence-based proton radiography did
not progress much since the 1970s.

The first pCT experiment was conducted by Cormack and Koehler (1976) using
a narrow 158 MeV beam and scintillation counters. The density was analytically
reconstructed using a calibration of the detector response as a function of absorber
thickness to measure the integrated density. The main objective was to detect density
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(A) Proton radiography of a stack of aluminum absorbers of thickness 18 g/cm? with a pennant-shaped
aluminium foil of thickness 0.035 g/cm?.

(B) Proton radiography (left) and X-ray radiography (right) of a mouse.

FIGURE 3.2 — Early proton radiography of an object (Koehler, 1968)
and of a mouse (West and Sherwood, 1972).
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FIGURE 3.3 — Early pCT reconstruction from Hanson et al. (1978)

differences below the detection limit of X-ray CT. Only line profiles were shown in
the publication.

In the late 1970s and early 1980s, Hanson continued to explore proton CT at
Los Alamos National Laboratory (Hanson et al., 1978; Hanson, 1979; Hanson et al.,
1981, 1982). His comparison of X-ray CT and proton CT showed that proton CT can
achieve the same density resolution as X-ray CT with a reduced surface dose, al-
though its spatial resolution was limited by MCS (Figure 3.3). It is also free of beam
hardening artifacts. In Hanson’s experiments, the residual energy, measured using a
hyperpure geranium detector (HPGe), and the position, measured with a multiwire
proportionnal chamber (MWPC), of each proton was recorded in order to improve
spatial resolution. The HPGe detector response was calibrated in terms of residual
range in water by scanning a teflon step wedge. Later, the HPGe detector was re-
placed by a range telescope consisting of a stack of plastic scintillators. The RSP map
was reconstructed using a filtered backprojection algorithm. Hanson proposed sev-
eral other ideas to improve spatial resolution, like the measurement of the exit angle
of the protons or the inclusion of curved paths in the reconstruction algorithms to
account for MCS, which are nowadays implemented in modern prototypes of pCT
scanners.

Early studies focused on the potential dose advantage of pCT rather than its use
in treatment planning since proton therapy was still limited at the time. However,
due to advancements in low dose X-ray CT and high costs of proton CT due to
the particle accelerator, the interest in proton CT dwindled. Hanson et al. (1982)
concluded their paper presenting pCT scans of human organs by stating

"If the only advantage of the proton technique is better dose utilisation,
the anticipated extra expense of implementing charged particle CT may
not be justified for widespread routine diagnostic studies."

Therefore, while the proof of concept of proton CT was demonstrated in the early
1980s, this was followed by a hiatus period of about a decade in proton imaging
research, with a few exceptions (Ito and Koyama-Ito, 1987; Takada and Abe, 1987;
Takada et al., 1988), until the 1990s and the expansion of proton therapy.
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3.3 General design and detectors

Before proceeding with the modern history of proton CT, this section will give
an overview of a pCT scanner design to better understand the current technological
developments and grasp the differences between the systems developed by various
research groups. We focus on list-mode configurations, i.e. systems where each pro-
ton is tracked individually, rather than integrating configurations, given that most
current research is focused on list-mode scanners. Figure 3.4 shows a schematic rep-
resentation of such a proton-tracking scanner. In the following, we summarize the
major pCT design requirements, their limitations, and how they can be addressed
by appropriate detectors. These key requirements are

— Spatial resolution: a clinically meaningful value for the spatial resolution is
1 mm, given what is achievable in terms of patient positioning and target lo-
calization (Schulte et al., 2004). The resolution is physically limited by MCS, in
addition to the detector resolution. The RMS error on the trajectory of 200 MeV
protons reaches about 0.5 mm at the center of a 20 cm wide homogeneous wa-
ter phantom (Schulte et al., 2008).

— WEPL resolution: it should be better than 1% (Schulte et al., 2004). It is phys-
ically limited by energy/range straggling, as well as incident beam energy
spread, detector resolution and MCS (Dickmann et al., 2019). Range straggling
is about 1.1% of the proton range, corresponding to 2.85 mm for 200 MeV pro-
tons in water.

— Detection rate: in order to scan the patient in a reasonable time, fast data track-
ing must be achieved. It was estimated that about 100 proton histories per
1 mm? voxel per view are needed to achieve a clinically useful image with
minimal dose (Sadrozinski et al., 2013). For a head-sized image, this corre-
sponds to a data rate of at least 2 MHz for a 6 min scan. Detection rate can be
improved by making faster data acquisition systems, using faster detectors or
detectors able to measure multiple events simultaneously.

— Detection efficiency: a high efficiency is essential as undetected protons in-
crease the radiation to the patient without contributing to the image formation.
As proton tracking and energy information is measured by several detector
layers (see subsections below), efficiency must be excellent in each layer not
to discard too many events. In addition, a number of detected events are not
used for reconstruction due to nuclear interactions and large angle MCS.

Other requirements include the energy range of the incident beam, the size of the
detectors to cover the full imaging area, and the radiation hardness of the detectors.
Regarding the energy of the proton beam, it has to be large enough as protons need
to pass through the patient in order to be measured. The maximum energy of most
medical accelerators is of the order of 230 to 250 MeV. An energy of 200 MeV (corre-
sponding to a 26 cm range in water) is sufficient to traverse the head region, while
the abdomen region would need at least 250 MeV (38 cm range). Indeed, the energy
dependence of the RSP remains negligible if the residual proton energy is greater
than 80 MeV (Arbor et al., 2015), which means that the proton range must exceed by
at least 5 cm the maximum thickness crossed.

Two types of detectors are needed to meet the above requirements and produce
a pCT image of sufficient quality: a residual energy-range detector (RERD) to mea-
sure the proton’s WEPL, and position sensitive detectors (PSDs) to measure the po-
sition/angle and have a better estimate of the proton trajectory to improve spatial
resolution. These detectors are briefly presented in the following sections.
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FIGURE 3.4 — Schematic representation of a pCT scanner: the track-
ers measure the position and direction of the protons, and the en-
ergy/range detector measures their WEPL.

3.3.1 DPosition sensitive detectors

Tracking detectors are used to measure the position and direction of each proton
upstream and downstream from the object in order to predict its path. Silicon-strip
detectors (SSDs) are usually used for pCT due to their good spatial resolution, ef-
ficiency, compactness, and simple calibration. The position information is obtained
when the proton hits one of the strips of the detector. Usually, two back-to-back
SSDs with orthogonal strip orientation are used to measure the 2D position, al-
though other configurations, like the x-u-v configuration with three tracking planes,
are possible (Taylor et al., 2016a). To have the direction information, two of these
back-to-back planes are positioned a short distance apart. For example, the SSDs
used in one of the state-of-the-art pCT scanners (Bashkirov et al., 2016b) have a sen-
sitive area of about 9 x 9 cm? with a strip pitch of 228 pm, a thickness of 400 pm,
and are positioned 50 mm apart. Several such detectors are assembled together to
increase the size of the sensitive area, but this has to be done carefully as gaps and
non uniformity of the trackers may cause artifacts (Penfold et al., 2011). The RMS
spatial resolution of the PSDs is given by

det __ p
oy vk (3.4)
with P the strip pitch; and their angular resolution, neglecting the effects due to the
thickness of the PSDs, by
det p
logs 7D’ (3.5)
with D the distance between the two tracker planes (Poludniowski, Allinson, and
Evans, 2015). The angular resolution is also impacted by the "material budget" of the
detectors, i.e. the ratio x/ X (see Equation 1.14), as protons scatter when they pass
through the trackers. As the radiation length of silicon is constant (Xp = 94 mm), the
SSDs should be thin enough to minimize scattering. With the example values for the
SSDs given above, the intrinsic spatial resolution is 66 pm and the intrinsic angular
resolution, including the scattering effect, is 2.4 mrad for 200 MeV protons (it would
be larger for lower energy protons, e.g. at the exit of the object). Overall, the resolu-
tion properties of SSDs are satisfactory. The main contributions to the loss of spatial
resolution in the reconstructed image are MCS and tracker resolution. While the ef-
fects of MCS can be reduced by using a higher beam energy as scattering is inversely
proportional to energy, this could negatively impact WEPL resolution (Schulte et al.,
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2005).

In terms of efficiency, SSDs are close to 100% with very low noise levels, although
they can be limited by signal pile-up at very high rates. Other possible PSDs are scin-
tillating fibers, although they have been mostly used for proton radiography as they
are less efficient compared with SSDs — Presti et al. (2014) reported an efficiency of
62% and Pemler et al. (1999) only 33%. This low efficiency would be more prob-
lematic for the list-mode pCT setup, as the information from 8 independent tracker
planes is needed to measure the position and direction of a single proton. In terms
of data rate, an x-u-v configuration could help to deal with high proton flux by re-
ducing ambiguity when simultaneous protons are measured.

3.3.2 Residual energy range detectors

There are two main types of RERDs: calorimeters and range telescopes (or range
counters). A calorimeter is an unsegmented detector measuring the energy of the
protons by converting ionizations into scintillation light, collected by a photomul-
tiplier or photodiode. The measured energy can be converted to range using the
Bragg-Kleeman rule for example (Equation 1.7). On the other hand, a range tele-
scope consists of multiple thin sensor stages interleaved with absorbers to stop the
proton. The range is directly obtained by the depth of the stage where the proton
stops.

For a calorimeter, the WEPL resolution directly depends on the energy resolution
of the detector. In order to meet the WEPL resolution requirement, a calorimeter
should have an energy resolution better than 1% over a wide energy range, which is
not easily achievable (Bashkirov et al., 2016a). The energy resolution of a calorimeter
depends on the WEPL, such that resolution is worse for small WEPL values (see Fig-
ure 3.5). For a range telescope, the resolution is independent of WEPL. It depends
instead on the thickness of the stages as the range is assumed to be equal to the cen-
tral position of the stopping stage. To achieve a resolution close to the straggling
limit, there should be between 60 and 100 stages in the detector (Bashkirov et al.,
2016a; Presti et al., 2017). The resolution of a range telescope can be improved de-
pending on how the range is estimated from the measured data (Krah et al., 2018b).

Bashkirov et al. (2016a) proposed a novel detector, the multistage scintillator,
which is a hybrid between a calorimeter and a range telescope. It consists of only
5 stages, and its response depends on the position of the stage in which the proton
stops as well as the energy deposited in that stage. Compared to a calorimeter, the
energy resolution of each stage does not need to be as good to reach a similar WEPL
resolution, allowing the use of cheap and fast plastic scintillators. The multistage
scintillator has also better resolution and less complexity in terms of assembly and
readout than a range counter. However, a major advantage of the range counter
is a much simpler calibration compared to a calorimeter or a multistage scintilla-
tor (Johnson, 2017).

The detection rate of RERDs, like PSDs, can be improved by simultaneous detec-
tion of several events (Esposito et al., 2018).

3.4 Contemporary developments

While early developments focused on the superior contrast capabilities of pro-
ton imaging, the so-called "modern era" is characterized by the application of pro-
ton imaging to proton therapy treatment planning. In the mid 1990s, supported
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FIGURE 3.5 — Comparison of WEPL resolution between a calorime-

ter, a range counter, and different multistage scintillators: (a) WEPL

resolution in function of WEPL and (b) Average WEPL resolution in
function of energy resolution. Figure from Bashkirov et al. (2016a).

by the expansion of proton therapy, interest in proton imaging resurfaced. At the
Paul Sherrer Institut (PSI), Schneider and Pedroni (1994, 1995) started investigat-
ing proton radiography as a tool for proton therapy. The initial system consisted of
two MWPCs to measure each proton’s position upstream and downstream from the
object, a scintillation counter and a sodium iodide (Nal) energy detector. Due to a
low acquisition rate, the exposure time was about 2 hours. Schneider and Pedroni
(1995) suggested that proton radiography could be used to check HU-RSP calibra-
tion curves by comparing measured radiographs with digitally reconstructed radio-
graphs, a method which was more thoroughly investigated later (section 2.3.3.2).
The system at PSI was improved (Pemler et al., 1999) by using two scintillating fiber
hodoscopes to measure the position, and a range telescope, allowing to acquire a
radiograph within 10 to 20 s. The feasibility of proton radiography under clinical
conditions was assessed by scanning an animal patient (Schneider et al., 2004).

In 2000, Zygmanski et al. (2000) experimented with proton CT using a cone beam
without recording individual events to reduce acquisition time. The aim was to as-
sess the accuracy of the reconstructed RSP for proton therapy planning. The de-
tection system consisted of a Gd,O,S:Tb intensifying screen coupled to a charge-
coupled device (CCD) camera. The resulting images offered a good RSP accuracy
but suffered from low resolution due to MCS. Indeed, such proton-integrating sys-
tems, as they do not track protons individually, offer a limited spatial resolution.
Although these systems continue to be studied for pCT (Testa et al., 2013; Rescigno
et al.,, 2015; Krah et al., 2018a) due to their simplicity and lower cost, most devel-
opments involve proton-tracking systems, which will be the focus of the rest of this
work.

Since 2002, an informal pCT collaboration mostly between LLUMC and Univer-
sity of California Santa Cruz (UCSC) allowed the publication of a number of articles
on pCT. In their initial studies (Johnson et al., 2002; Johnson et al., 2003; Sadrozin-
ski et al., 2003, 2004), they investigate the use of SSDs to measure the position and
energy of each proton. The pCT collaboration chose SSDs, which were very popu-
lar in high-energy physics, because of their excellent spatial resolution at high event
rates, mechanical stability, and high efficiency minimizing patient exposure. Soon,
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a conceptual design for proton CT was proposed by Schulte et al. (2004), and in the
next years, several papers followed the progress of the pCT project in terms of tech-
nical design (Bashkirov et al., 2007; Bashkirov et al., 2009; Missaghian et al., 2010),
particle tracking (Williams, 2004; Schulte et al., 2008) and reconstruction (Li et al.,
2003; Mueller et al., 2003; Li et al., 2006; Penfold et al., 2009, 2010b). In 2010, a
prototype pCT system, developed by LLUMC/UCSC/Northern Illinois University
(NIU), capable of scanning small head-sized phantoms was completed and installed
at LLUMC (Hurley et al., 2012). It consisted of 4 SSDs planes, two before and two
after the object to measure the position and direction of the protons; and a cesium
iodide (CslI) crystal calorimeter chosen for its excellent energy resolution. This sys-
tem was designed to work at a moderate data rate allowing to acquire a pCT scan
in a few hours. It was limited by the data acquisition system, the rate of the Csl
detector and the reconstruction time. It was also hindered by the small axial size of
the sensitive area of the tracking system (9 x 18 cm?).

Hence, in 2011, a collaboration between LLUMC, UCSC and California State Uni-
versity San Bernardino received funding to develop a phase-II pCT scanner (Schulte
etal., 2012) to address these limitations. The main difference in terms of design is the
use of a multi-stage scintillator, a hybrid between a range counter and a calorimeter
(see previous section), instead of the Csl calorimeter (Figure 3.6). By measuring both
the range and the energy, the multi-stage scintillator allows a good performance
while being inexpensive (Bashkirov et al., 2016a). Several articles documented the
progress of the prototype phase-II scanner (Johnson et al., 2014; Zatserklyaniy et al.,
2014; Johnson et al., 2015; Bashkirov et al., 2016a; Sadrozinski et al., 2016; Bashkirov
et al., 2016b). The phase-II pCT scanner allows to reconstruct high quality data, but
is still not fast enough for clinical applications, with a scan time of 6-10 min per ac-
quisition (Bashkirov et al., 2016b). Further hardware improvements should allow
the acquisition of a full scan in 2-3 minutes.

An Italian project for proton CT, called PRoton IMAging (PRIMA), emerged in
2007 with the objective of developing a new prototype pCT scanner (Cirrone et al.,
2007b; Menichelli et al., 2010; Sipala et al., 2011; Scaringella et al., 2013; Vanzi et
al., 2013). Their design resembled the one of the phase-I pCT scanner developed
by LLUMC/UCSC/NIU. The calorimeter was made by four YAG:Ce (yttrium alu-
minium garnet activated by cerium) scintillating crystals, characterized by a fast
light decay constant (70 ns) to work in a high particle flux environment. The system
was tested with 60 MeV protons at the INFN Laboratori Nazionali del Sud, Cata-
nia (Italy) and with 180 MeV protons at Svedberg Laboratory, Uppsala (Sweden).
An upgraded system with a larger field of view (5 x 20 cm? instead of 5 x 5 cm?)
and a better data rate (1 MHz) was planned to be constructed (Civinini et al., 2013;
Scaringella et al., 2014; Civinini et al., 2016).

In 2013, the Proton Radiotherapy Verification and Dosimetry Applications
(PRaVDA) consortium undertook the development of the first fully solid state
proton CT system, based on detector technology built for high energy physics.
This system uses position sensitive detectors for both the tracking and the range
measurements. The PRaVDA collaboration investigated the use of a stack of
complementary metal oxide semi-conductor (CMOS) active pixel sensors (APS)
as a range telescope (Poludniowski et al., 2014; Esposito et al., 2015; Taylor et al.,
2015; Price and Consortium, 2016), and new silicon trackers (Taylor et al., 2016a).
Pixelated sensors allow simultaneous tracking of multiple protons through the
range telescope, contrary to scintillator-based calorimeters that are limited by the
need for only one proton to pass through the detector per read-out cycle. The
PRaVDA collaboration also used the information from the trackers to reconstruct
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(A) Setup of the phase-II pCT scanner. The front tracker (A), rear tracker (B), phantom rotation stage
(C), and 5-stage scintillator (D) are labeled. The red arrow indicates the proton beam direction

(B) 3D rendering of the reconstructed RSP map of a pediatric head phantom obtained with the phase-II
scanner.

FIGURE 3.6 — Phase-II pCT scanner. Figures from Bashkirov et al.
(2016a).



3.5. Alternative proton CT modalities 37

proton scattering power maps (Taylor et al., 2016b). In their final design, both the
trackers and the range telescope are silicon-based (Esposito et al., 2018). The range
telescope used is composed of 21 layers of SSDs interleaved with PMMA absorbers.
This system was able to acquire fast pCT scans with 2 x 10% protons/s detectable
over the full imaged area.

Other pCT scanners include a system developed and tested in Japan (Saraya et
al., 2014), composed of SSDs trackers and a Nal(Tl) calorimeter; and a scanner built
by a collaboration between NIU, Fermi National Accelerator Laboratory and Delhi
University (Naimuddin et al., 2016). A collaboration between Haukeland Univer-
sity Hospital, the University of Bergen and the Western Norway University of Ap-
plied Sciences has been established in order to develop a fast pCT system using a
digital tracking calorimeter (Pettersen et al., 2017; Pettersen, 2018; Pettersen et al.,
2019). Tracking and energy measurement would be done by the same detector, con-
sisting of multiple layers of monolithic active pixel sensor (MAPS) chips. Also, the
innovative Medical Protons Achromatic Calorimeter and Tracker (iMPACT) project
aims at building a high speed (100 MHz) scanner using only commercially avail-
able solutions for simplicity and cost reduction. A MAPS tracker and an achromatic
calorimeter have been developed and successfully tested (Mattiazzo et al., 2018). Fi-
nally, ProtonVDA ! aims at implementing clinical proton imaging systems. A proton
radiography system has been developed (Miller et al., 2019) and a pCT platform is
in development. First pCT images were presented at the PTCOG 58 conference.

3.5 Alternative proton CT modalities

Although most pCT efforts have been towards energy loss based imaging, some
works have attempted to reconstruct pCT images using different information. Bopp
etal. (2013, 2015) have studied the use of the angular deviation and the transmission
rate of the protons to reconstruct images. They have shown that quantitative infor-
mation can be extracted from such reconstructions, namely the macroscopic nuclear
cross section by exploiting the transmission rate and the inverse scattering length
by using the scattering angle. Results have shown such images can help differen-
tiate tissues although reconstruction is challenged by the statistical uncertainty of
these observables. Similarly, Quinones, Létang, and Rit (2016) used the transmission
information to reconstruct a nuclear cross section map. Statistical noise was quanti-
fied, and it was shown to be 400 times higher for transmission based pCT compared
with energy loss based pCT for 200 MeV protons. We have previously mentioned
the work of Taylor et al. (2016a) who used the angular information from the track-
ers, without the energy measurement, to reconstruct a proton scattering power map,
with the scattering power defined as the rate of change of the mean scattering angle
squared per unit of length.

A few decades earlier, Saudinos et al. (1975) proposed to use nuclear scattering
of high energy protons (500 MeV to 1 GeV) to reconstruct a 3D map of the object
in one exposure, without movement of the beam or the object. The principle is to
measure protons that have been scattered via nuclear interactions and to reconstruct
the interaction point from the tracker information. This could give quantitative in-
formation about the relative concentration of hydrogen in tissues. Further stud-
ies on nuclear scattering radiography were conducted (Charpak et al., 1976; Duc-
hazeaubeneix et al., 1980; Saudinos, 1987), but its development was hampered by
the need for a high energy medical accelerator, the limited spatial resolution, and
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the poor signal-to-noise ratio as nuclear events are relatively rare. Interaction ver-
tex imaging (IVI), which is based on the same principle but for range monitoring
purposes, has been more recently investigated within the framework of the Ad-
vanced QUality Assurance (AQUA)? project from the TERA foundation (Amaldi
et al., 2010). It was studied for carbon beam therapy as nuclear reactions are more
frequent for carbon ions (Henriquet et al., 2012; Finck et al., 2017).

3.6 Reconstruction in proton CT

In the previous sections, the major hardware developments for pCT have been
described. This section will deal with the algorithms used to reconstruct pCT data,
and how they differ from X-ray CT techniques. First, we present the different meth-
ods to estimate the proton path; and second, we explain how this information can
be included in usual reconstruction algorithms.

3.6.1 Proton path estimation
3.6.1.1 Most likely path

In order to improve spatial resolution, the most likely path (MLP) of a proton,
given complete or partial information about its entry and exit position and direc-
tion, can be derived using the Gaussian approximation of the MCS. Schneider and
Pedroni (1994) were the first to attempt to model the proton trajectory for use in
proton radiography. Later, an expression for the MLP was given by Williams (2004)
using x? statistics to simplify the calculation. Finally, Schulte et al. (2008) presented
a more compact, matrix-based MLP formalism, and extended it to incomplete track
information. A comprehensive study of the most likely path has been conducted
by Erdelyi (2009). We will give an outline of Schulte’s formalism.

The joint probability that a proton passes through y; = (u1,61) and y2 = (12, 6>)
given the entrance parameter yin (see Figure 3.7) is given by

L(y1, y2lyin) = L(y1lyin)L(y2ly1), (3.6)

where L(y1|yin) is the probability that the proton passes through y; given that it
entered in yi, and L(yz|y1) is the probability that it exits with parameter y, given
that it has passed through y;. In the case when the proton exit information is mea-
sured, we fix y» = yout. The probabilities in Equation 3.6 are modeled as Gaussian
functions

1 _
L(y1lyim) e exp | = 5(y1 — yiRo)Z7 (y1 — Royin) | (37)
and
L(y, = . TR)ZS! —R 3.8
(Y2 = Yout|y1) «< exp 2(yout y1R1)Z; " (Your — Riy1) |, (3.8)
with
_ (1 w1 —win _ (1 Wout —wn
and 2 2 2 2
T = < Zu1 Uu§9]> LT, = < 02—u2 Uu§€z> ) (310)
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2. http://project-aqua.web.cern.ch/
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FIGURE 3.7 — Geometry of the proton trajectory used in the MLP for-
malism.

The angular and spatial scattering variances and covariances can be modeled
as (Lynch and Dahl, 1991)

2 _ p2 W1~ Win)? /wlwdw
02, = E3(1+0.0381n e ) ) % (3.11)
2 _p2 w1~ Win)? /wlldw
o3, = E3(1+0.0381n e ) ) % (3.12)

(3.13)

M191

N2 [w _ d
—Eo(1+00381nTwm>/1 WZw dw

wn PP(w)02(w) Xo

Note that the variance for the scattering angle had already been given in sec-
tion 1.2.2 (see Equation 1.15). The values for the elements of X, are obtained by
replacing w1 by wou: and win by wy in Equations 3.11-3.13. Maximizing Equation 3.6
with respect to y; gives the following formulation for the MLP

ymee(w1) = (Z7 4+ R{Z; 'R1) 7 (Z7 'Royin + RTZ; 'your), (3.14)
and the corresponding uncertainty matrix
Zvep(wr) = (7 +R{E, 'Ry) 7, (3.15)

where the component in the first row and first column gives the uncertainty on the
spatial information. Figure 3.9 shows examples of MLPs and their uncertainty en-
velopes computed in water using the above equations.
To save computation time, the term 1/p?v? is approximated by the following
polynomial
N
i 1 _ (E(w) + Ep)? Z (3.16)
p(w)*(w)  (E(w)+2E,)*E(w)* =

where E, = 938 MeV is the proton rest energy, so that the integrals can be calculated
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FIGURE 3.8 — Polynomial fit to the energy ratio of protons with an
initial energy of 200 MeV in water.

analytically. The a; coefficients can be estimated by fitting a polynomial (of 5th order
as in Schulte et al., 2008) to the energy ratio acquired from a Monte Carlo simulation
(Figure 3.8).

In order to comply with the Gaussian approximation of the scattering, large scat-
tering angle events leading to non Gaussian tails must be filtered out. For this pur-
pose, 30 cuts on the exit angle are performed to exclude nuclear interactions and
large angle MCS. In addition, 3¢ cuts on the exit energy to filter out non-elastic nu-
clear interactions allow to improve density resolution. The cuts allow to filter out
all protons with large angle and/or energy, lying more than £3c from the mean,
with ¢ the standard deviation of the angle/energy of the exit protons (Schulte et al.,
2008). Using these cuts, 1.87% of proton tracks fall outside of the MLP uncertainty
envelope, which is close to the expected value of 1% if the distribution was perfectly
Gaussian.

3.6.1.2 Other path estimates

While the MLP formalism gives the best estimation of the proton trajectory, it
is computationally expensive compared with other simpler methods. The simplest
path estimate is the straight line path (SLP) connecting the entrance position to the
exit position. It was used by Cirrone et al. (2011) in combination with entry and exit
position filtering in order to keep only protons having a quasi-linear path.

Alternatively, a cubic spline path (CSP), defined as

yesp(wr) = (Zw? — 3w% +1)yin + (w“;’ — 2w% + w1)Vin (3.17)
—(Zw“;’ - 3w%)yout + (w{’ - w%)}"outr

with yin and yout the entrance and exit directions, can be a good alternative. The
CSP is less computationally expensive than the MLP and offers a good approxima-
tion (RMS difference of less than 10% between the CSP and the MLP according to Li
et al. (2006)). Collins-Fekete et al. (2015) proposed to include the energy loss infor-
mation in the CSP formalism, via a vector magnitude factor, to improve the spatial
resolution.
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FIGURE 3.9 — Examples of Monte Carlo generated proton trajectories
in water (black lines) with estimated MLPs and 3¢ uncertainty en-
velopes (red lines and envelopes).
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FIGURE 3.10 — Reconstruction with ART algorithm using different
path estimates. Figure from Li et al. (2006).

Li et al. (2006) compared the three formalisms in terms of spatial resolution, RMS
error and speed, using an ART reconstruction algorithm. The resulting reconstruc-
tions using either the SLP, CSP or MLP formalism are shown in Figure 3.10. It was
demonstrated that using either a CSP or MLP estimate led to an improvement of the
spatial resolution from 2 lp/cm when using the SLP to 5 Ip/cm. Additionally, the
MLP has the smallest RMS error and the fastest convergence in terms of number of
iterations.

Recently, Krah, Létang, and Rit (2019) have shown that, when the energy loss is
approximated as a polynomial (as in Equation 3.16), the MLP itself is a polynomial;
and that a linear or at most quadric function for the energy loss is sufficient. Fur-
thermore, a mathematically equivalent but slightly more computationally efficient
expression for the MLP was given.

3.6.2 Reconstruction algorithms

The problem of reconstructing a 2D function from its projections is well known
and has been extensively studied based on the early work of Radon (1917). The
acquired data in X-ray CT are integrals of a function f(x,y) over straight lines at
different angles. For a mono-energetic X-ray beam, these projections are defined as

pe(r) = /z o) flx,y)dl, (3.18)
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with £(¢,r) the line parametrized by ¢, the angle from the y-axis, and r, the dis-
tance from the origin; and d/ a small displacement along the line. The complete
collection of these integrals is called the Radon transform of f(x,y). The problem
of recovering a function from its line integrals can be solved analytically, with the
filtered backprojection (FBP) algorithm being the most popular solution as it is fast
and efficient (Kak and Slaney, 1988).

Alternatively, iterative methods, although more computationally demanding, of-
fer serious advantages like the reduction of noise and artifacts, and thus are becom-
ing popular to produce low dose CT images. The reconstruction problem is treated
as a linear system of equations

N
pi = Zwl]f], i=1.M (319)
j=1

with p; the integral along the i-th projection ray, f; the value of f in the j-th pixel or
voxel, and w;; the contribution of the j-th pixel/voxel to the i-th ray. This problem
cannot be solved by a simple matrix inversion as M and N are very large and the
acquired data is subject to noise. Therefore, different kinds of algorithms have been
developed to find the values of f, the simplest being the ART (Algebraic Reconstruc-
tion Technique) algorithm (Gordon, Bender, and Herman, 1970).

Presumably, iterative methods seem more fit to solve the pCT reconstruction
problem. Analytical reconstruction assumes straight line paths, and there is no
mathematical solution to the inversion of curved trajectories, with some exceptions
such as circles. Therefore, the proton’s MLP could not be easily included in a method
like the FBP. On the other hand, it is straightforward to redefine Equation 3.19 to
solve a list-mode proton CT problem: p; would be the WEPL of proton i, w;; the
length of intersection of the MLP of proton i with pixel j, and f; the RSP in pixel ;.

Different methods have been tested to iteratively reconstruct pCT images, such
as the classical ART (Li et al., 2006) or ART including MLP uncertainty via the w;;
coefficients (Wang, Mackie, and Tomé, 2010). Other iterative methods have been
compared with ART in terms of image quality and speed of convergence (Penfold et
al., 2010a; Penfold, 2010). One of these algorithms, called diagonally relaxed orthog-
onal projections (DROP) was shown to improve convergence rate at the expense of
increased image noise. It was therefore combined with a total variation superioriza-
tion (TVS) scheme (Penfold et al., 2010b). The addition of TVS resulted in improved
spatial and density resolutions. A different type of iterative methods are statistical
reconstruction methods. The objective is to reconstruct the image that best fits the
data given a statistical model of the noise. Such a method was applied to proton CT
(Hansen et al., 2014b; Hansen, Serensen, and Rit, 2016) by including a model for the
energy straggling of protons.

Others have attempted to use analytical methods for pCT reconstruction. For
example, FBP can be combined with filtering of protons according to their entry and
exit positions or according to their whole MLP trajectory, to keep only particles that
have quasi-linear trajectories (Cirrone et al., 2011; Vanzi et al., 2013). This yields
images with insufficient spatial resolution and is detrimental in terms of dose and
scan time (22% of events were accepted when using a 1 mm acceptance interval and
only 1% with a 200 ym interval). Alternatively, the FBP method has been heuris-
tically adapted to work with curved trajectories (Rit et al., 2013) by performing a
distance-driven binning in the direction of the proton beam, yielding high resolu-
tion images. Also, backproject first approaches, where the order of the filtering and
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the backprojection are reversed, have been successfully used to account for the pro-
ton’s MLP (Poludniowski, Allinson, and Evans, 2014; Rit et al., 2015). Finally, a
method reconstructing pCT images from optimized proton radiographs was pro-
posed by Collins-Fekete et al. (2016).

A comparison between several algorithms (distance-driven FBP, TVS-DROP and
two statistical methods) has been performed by Hansen, Serensen, and Rit (2016).
Their results have shown that the analytical method yields a comparable resolution
and image quality to the three tested iterative methods at low dose levels, while
being an order of magnitude faster.

3.7 Conclusion

A broad review of proton imaging has been presented in this chapter. From the
1960s until today, proton imaging has evolved in terms of detection technology and
reconstruction methods. Several state-of-the-art prototypes have been constructed
worldwide using different tracking and energy measurement technologies. In order
to become clinically viable, further efforts are underway to make pCT imaging faster
and cheaper. Image quality, and particularly spatial resolution, has been improved
by using list-mode set-ups and including the MLP formalism in reconstruction algo-
rithms. In the next part, several contributions to list-mode pCT reconstruction will
be presented, starting with a study on the accuracy of the MLP formalism.
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Chapter 4

Proton path in heteregeneous
media

In the previous chapter, the MLP formalism used to estimate the proton path during
reconstruction was presented. Several approximations regarding the scattering distribution
have been made to derive the MILP expression. In this chapter, we estimate the accuracy of the
MLP formalism when the homogeneity assumption is not satisfied. We start by introducing
the approximations of the MLP model before presenting our experiments and results. This
chapter is adapted from Khellaf et al. (2019).

4.1 Introduction

41.1 Assumptions in the MLP model

The MLP formalism assumes a homogeneous material which is approximative
for several reasons. First, the radiation length of the traversed materials Xy is needed
to compute the scattering matrices (Equations 3.11-3.13). As the composition of the
object to be reconstructed is unknown, we assign a constant value of Xy = 36.1 cm,
corresponding to the radiation length of water, as it is a reasonable approximation
for soft tissues. However, there is a considerable variability between body tissues,
e.g. Xo = 14 cm for cortical bone or Xy = 95 cm for lung tissue (Table 4.1). Using a
constant value will therefore inevitably over- or under-estimate scattering in certain
regions. Furthermore, the ratio 1/p*v? must be estimated to take into account the
energy dependence of the scattering. It is approximated using the energy loss a
proton would undergo in a homogeneous water phantom (Figure 3.8). Given that
energy loss depends on the traversed material, this will also introduce inaccuracies
in the scattering estimation.

Additionally, heterogeneous configurations also challenge the Gaussian approx-
imation of MCS used to model the scattering angle and position distributions. Even
in a homogeneous case, large-angle MCS events and nuclear interactions (elastic and
non-elastic) both induce non-Gaussian tails in the scattering distributions. The effect
of such events is usually mitigated by applying angle and energy cuts which allow to
exclude most protons that have experienced these interactions (Schulte et al., 2008).
The Gaussian approximation is therefore valid with appropriate cuts for homoge-
neous objects. In fact, it is valid as long as tissue properties change only as a function
of depth (panel A or B in Figure 4.2), but not along a direction perpendicular to the
beam axis. In the case of a transverse heterogeneity (panel C in Figure 4.2), the distri-
bution is expected to be asymmetric as the scattering would differ depending on the
lateral coordinate. Such transverse heterogeneities, if they are large enough, could
cause systematic errors in the proton path estimate as the MLP assumes a symmetric
distribution. Contrary to the approximation made on the values for Xy or the ratio
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. Raditation length Relative
Tissue Xp (cm) stopping power
Muscle tissue 35.06 1.054
Blood 34.50 1.063
Cortical bone 14.29 1.731
Cartilage 32.49 1.093
Brain 35.06 1.060
Adipose tissue 43.31 0.974
Breast mammary gland 39.22 1.044
Stomach/intestine 35.36 1.047
Heart 35.08 1.056
Kidneys 34.96 1.055
Liver 34.96 1.053
Lung tissue (compressed lungs) 94.94 0.387
Lymph 35.15 1.039
Oesophagus 36.41 1.038
Pancreas 35.28 1.058
Skin 34.27 1.093
Teeth 9.03 2.404
Thyroid 35.25 1.046
Urinary bladder 35.07 1.047

TABLE 4.1 — Radiation length and relative stopping power for some
tissues in the ICRP phantom, obtained with Geant4.

1/p*v?, a spatial asymmetry of the MCS could not be corrected simply by introduc-
ing information about the tissues’” density and composition in the current Gaussian
formalism. A reformulation of the MLP formalism would rather be needed. This
effect was mentioned by Williams (2004) who predicted its impact would be small,
except for "large objects that have a small dimension perpendicular to the beam (for
example, a proton trajectory grazing the surface of a bone plate)".

4.1.2 Previous work

Early observations of unbalanced scattering were reported by West and Sher-
wood (1972, 1973) who noticed fringes in the intensity distribution when the proton
beam would traverse interfaces normal to its direction. This was called the "West-
Sherwood effect" by Cormack and Koehler (1976). This effect was exploited in early
fluence-based proton CT and radiography to improve density resolution (Figure 3.2).
However, in energy-based proton CT, it is rather a cause of deterioration of image
quality. In the system described by Tanaka et al. (2016, 2018), the West-Sherwood
effect at the edges causes an underestimation of all pixel values inside the object.
Zhang et al. (2017a) observed the effects of transverse heterogeneities in the form of
range-mixing, i.e. a combination of different dose rate functions around an interface,
causing a loss of spatial resolution. These observations were made in the context of
proton radiography or tomography using different kinds of set-ups. We will specif-
ically explore the effects of unbalanced scattering in single tracking set-ups.

Studies have been conducted to assess the impact or even correct heterogeneities
in the MLP framework, although only longitudinal heterogeneities (tissue variations
as a function of depth) have been considered until now. Wong et al. (2009) have stud-
ied the impact of longitudinal heterogeneities on the MLP. Their results showed no
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significant systematic error caused by longitudinal heterogeneities, i.e. the MLP esti-
mate was still correct. However, the RMS error was 20% higher since bone slabs were
added in the hetergeneous phantom which would increase the scattering. More re-
cently, Collins-Fekete et al. (2017a) have extended the MLP formalism by including
prior knowledge on the medium composition and density. The proposed method is
based on an MLP formalism that models MCS for longitudinal heterogeneities, but
does not take into account transverse ones. Their results showed that the heteroge-
neous formalism did not reduce the RMS error inside the object compared with the
conventional MLP formalism.

4.1.3 Preliminary observations

We observed the effect of unbalanced scattering around transverse hetero-
geneities experimentally: proton beam profiles acquired with a pair of strip
detectors (Krah et al., 2018c) at the Curie Institute - Proton Therapy Center in
Orsay (France) showed non Gaussian distributions when the protons traversed
interfaces (e.g. water/bone or water/lung) of the CIRS electron density phantom.
The skewness (i.e. the asymmetry) of these profiles, defined as

mean — mode
skewness = 4.1
standard deviation (4.1)

is shown in Figure 4.1. Two maps, corresponding to the horizontal and vertical strip
detectors are represented, where each pixel corresponds to the skewness of a flu-
ence profile. The edges of the inserts of bone and lung in the water phantom are
associated with either high positive or negative skewness values, corresponding to
right or left non-Gaussian tails. This depends on the "order" of the interface, e.g. wa-
ter/bone or bone/water. It is not the purpose of this work to quantitatively analyse
the measured beam profiles. They serve as illustrative evidence of the effect of ma-
terial heterogeneities on MCS.

In the following work, we investigate the effects of tissue heterogeneities, and
particularly transverse heterogeneities, on the proton path prediction. For this pur-
pose, we have used Monte Carlo simulated proton tracks to determine a reference
MLP against which the conventional MLP formalism of Schulte et al. (2008) was
evaluated. Specifically, we study the kind and degree of deflection caused by trans-
verse heterogeneities and its impact on the MLP and on the energy spectra of the
protons.

4.2 Materials and methods

4.2.1 Theoretical MLP

In what follows, the term “theoretical MLP” refers to the approximate MLP cal-
culated with the formalism of Schulte et al. (2008) and “real MLP” means the MLP
derived from the Monte Carlo (MC) results. We remind the formula to compute the
theoretical MLP

YMLP theo (1) = (£ + R{E;'Ry) (£ "Royo + R{ Z; 'y2), (4.2)
and its uncertainty matrix

Zwvee(w1) = (7' +R{E, 'Ry) 7, (4.3)
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FIGURE 4.1 — (A) 2D maps of the skewness of each beam profile in
a CIRS phantom with inserts and (B) fluence profiles measured in a
homogeneous region and near a water/bone interface. The crosses
indicate the pencil beam positions for which the profiles are shown.

both given in the previous chapter. As mentioned in the introduction, the scattering
is calculated using the radiation length Xy of water and a momentum-velocity ratio
1/ p*0? estimated in water.

A theoretical MLP taking into account a depth dependent heterogeneity was also
calculated using the same formula but replacing the position/angle scattering vari-
ances by

02, (wr) = E3(1+00381n ( wl d—w>)2 / “ _(w—w)® dw (4.4)

win Xo(w) wn P2 (w)v?(w) Xo(w)”
w1 dw 2w 1 dw
o) = B(1+008in ([ L)) [ prmm n 49
B W dw 2w o —w dw
02,0, (w1) = B3 (1+0.038In ( N m)) /w e Ty 49

where an integral of the radiation lengths of the traversed tissues along the depth is
used instead of the constant X, value for water. The matrices were computed using
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ground truth knowledge of the radiation length; and the momentum-velocity ratio
was estimated from Monte Carlo simulations in the known geometry of the hetero-
geneous phantom. Unlike Collins-Fekete et al. (2017a), we used Ey = 13.6 MeV
instead of 14.1 and the constant 0.038 instead of 1/9 as recommended in Schulte
et al. (2008). This was done for a more homogeneous comparison with Schulte’s
formalism.

4.2.2 Real MLP
4.2.2.1 Monte Carlo simulations

We have used GATE v8.0 (Jan et al., 2011) to simulate proton paths in different
phantoms:

— a homogeneous water phantom (A),
— a heterogeneous phantom with a longitudinal bone/water interface (B),
— a heterogeneous phantom with a transverse bone/water interface (C),

— an International Commission on Radiological Protection (ICRP) head phan-
tom (ICRP, 2009) with 1.775 x 1.775 x 4.84 mm? voxels.

The first three phantoms, shown in Figure 4.2, were used to study the effects of
heterogeneities in simple conditions. Although these phantoms exaggerate hetero-
geneities compared with interfaces found in the human body, they were used to
quantify the maximum MLP error. The anthropomorphic head phantom was used
to quantify the MLP in realistic conditions. We identified the regions with the largest
and longest heterogeneities by computing the projections of the derivative of the
1/ Xo map of the ICRP phantom. We selected two transverse regions : a 3.4 cm long
interface between air (Xy = 6.3 x 10" c¢m) and the top of the head (Xp = 43.4 cm),
and a 7.7 cm long interface between the teeth (Xo = 9.0 cm) and the mandible
(Xp = 29.4 cm). For the first heterogeneity, the beam was positioned at u = 803.4 mm
and for the second one it was at u = 634.0 mm (see Figure 4.6).

A 250 MeV monoenergetic proton source was simulated to traverse these phan-
toms as some heterogeneities included large regions of tissues with a high stopping
power. A non-divergent beam geometry was used to keep the protons tangent to
the transverse interface. For the three phantoms in Figure 4.2, an infinitely narrow
point source was used at different entry positions (see section 4.2.2.2). For the ICRP
phantom, we simulated a uniform rectangular 4 x 4 mm proton source. We have
simulated 107 protons for each tested path and for each particle the trajectory was
tracked inside the phantom. In addition, two ideal position and direction detectors
were positioned 40 cm upstream and downstream from the isocenter. The protons’
kinetic energy was also recorded since an asymmetry in the spatial and angular dis-
tributions would also affect the energy distribution. Results using the emstandard
physics list — used to simulate electromagnetic processes only —and the QGSP_BIC
physics list — used to simulate all interaction processes — were compared.

4.2.2.2 Data post-processing

To compute the real MLP of protons going through each phantom, we first se-
lected the trajectories of a subset of protons whose entry and exit coordinates, yo and
y2, lay within a small interval around chosen values, (1, 6p) and (uy,6). Specifi-
cally, we filtered out protons whose angle and position would be experimentally
indistinguishable by using windows of size 200 um for the position and 3.4 mrad
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FIGURE 4.2 — Phantoms used in the simulations. The blue material is
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FIGURE 4.3 — Theoretical MLPs for all tested entry and exit coordi-

nates. Different colors were used depending on the entry position for

a clear visualization. The exit angles 6, are equal to 0, +4, £8, £12,

and £16 mrad for lateral deviations Au equal to 0, 0.5, £1.0, £1.5,

and £2.0 mm, respectively. The axes’ scales are different for a better
visualization.

for the angle. These thresholds reflect the typical spatial and angular resolution of
detectors used in pCT (Bopp et al., 2014). Since the proton sources were simulated
without initial angular deviation, the entry angle 6y was not filtered. In addition,
for the three test phantoms (A), (B) and (C), there was no need to filter the entrance
position as we used a point source.

We have tested several combinations of entry and exit coordinates to find the
maximum bias created by heterogeneities. Different values for 1, were used in the
simulation, while 8y was set to zero, and the values for u; and 6, were filtered. For 65,
we took the most probable angle corresponding to each u; calculated in the case of a
homogeneous phantom in order to keep paths with enough protons. The theoretical
MLPs for the tested entry and exit coordinates are shown in Figure 4.3. For each
case, we compared the theoretical MLP to the real MLP.

To estimate the real MLP, we have built a histogram of the transverse positions
at different intermediate depths in the phantom and fitted a two-term Gaussian dis-
tribution to it:



4.3. Results 53

Ay -l 4, et

flu) = Ulme i+ (sze 2, 4.7)
as directly using the histogram data would have given a noisy result. We found
that a two-term Gaussian was more suitable than a simple Gaussian since the dis-
tribution could be asymmetric in the case of transverse heterogeneities. The distri-
butions were smoothed using a Gaussian filter of ¢ = 3 x 10~2 mm before fitting,
as the two-term Gaussian could be sensitive to noise, especially in the cases where
the distribution was very nearly Gaussian. We determined the real MLP at a given
depth as the mode of the fitted distribution, that is the position of the maximum. We
compared this real MLP to the theoretical MLP computed with Equation 4.2, and the
real MLP’s uncertainty envelope to the theoretical uncertainty given by Equation 4.3.
The maximum absolute bias defined as

mzevax ]uMLP,reEﬂ(w) - MMLP,theo(w)| (4.8)

was used to characterize the accuracy of the theoretical MLP formalism. We esti-
mated the uncertainty envelope of the real MLP using the 16 and 84 percentiles
of the fitted distribution. When the distribution is symmetric, this is equivalent to
one standard deviation from the mean. Otherwise, we obtain an asymmetric enve-
lope which reflects the skewness of the distribution.

4.3 Results

4.3.1 Unfiltered spatial, angular and energy distributions

The two upper plots of Figure 4.4 represent the exit spatial and angular distribu-
tions of protons 20 cm downstream of the three phantoms (A), (B) and (C) without
any filtering. Both distributions are Gaussian for phantoms (A) and (B), although the
peak is more spread out for the heterogeneous phantom as the scattering power of
bone is larger. The position and angle distributions for phantom (C) are not symmet-
ric, with peak positions at u = —3.8 mm and 6 = —12.5 mrad, respectively, meaning
the protons are scattered primarily towards the less dense material, i.e. water. The
results including nuclear interactions are close to the profiles with electromagnetic
(EM) interactions only. The difference lies in the presence of tails towards large an-
gles, but the position of the maximum, i.e. the most probable position/angle, is the
same.

Regarding the energy distributions, their shape is similar for phantoms (A) and
(B), except that protons have traversed bone in case of phantom (B) and have conse-
quently lost more energy. The peak energy i<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>