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Abstract 

The ever-increasing complexity of integrated circuits (ICs) design and manufacturing has 

necessitated the employment of third parties such as design-houses, intellectual property 

(IP) providers and fabrication foundries to accelerate and economize the development 

process. The separation of these parties results in some security threats. Untrustworthy 

fabrication foundries are suspected of three security threats: hardware Trojans, IP piracy, 

and IC overproduction. Hardware Trojans are malicious circuitry alterations in IC layouts 

intended for sabotage objectives.  

Some IC design modifications, known as Design-for-Trust (DfTr) have been proposed 

to facilitate Trojan detection methods or prevent Trojan insertion. In addition, key-based 

modifications, known as design masking or obfuscation, have been proposed to protect 

IPs/ICs from IP piracy and IC overproduction. They obscure circuits’ functionality by 

modifying circuits such that they do not correctly work without being fed with a correct 

key. 

In this thesis, we propose three DfTr methods based on leveraging the masking 

approach to hinder Trojan insertion. The first proposed DfTr method aims to maximize 

obscurity and simultaneously minimize the rare signal counts in circuits under masking. 

Rare signals barely have transitions during circuit operations and so the use of them 

causes hardware Trojans will not be easily activated and detected during circuit tests.  The 

second proposed DfTr facilitates path delay analysis-based Trojan detection methods. 

Since the delay of shorter paths varies less than longer ones’, the objective is to generate 

fake short paths for nets which only belong to long paths by repurposing the masking 

elements. Our experiments show that this DfTr method increases the Trojan detectability 

in modified circuits and also provides the advantages of masking methods. The aim of 
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the third DfTr method is to facilitate power-analysis-based Trojan detection. In a masked 

circuit by the proposed method, one has more control over the switching activity of the 

different circuit parts. For instance, one can target one part of the circuit, increase its 

switching activity, and simultaneously decrease the other parts’ switching activity; 

consequently, if the target part includes an hardware Trojan, its switching activity and so 

power consumption rises, although the total power consumption of the circuit goes down 

due to low switching activity rates in most parts of the circuit. When the circuit consumes 

less power, the power measurement noise abates. The noise can disturb to observe 

Trojans’ effects on the power consumption of Trojan-infected circuits.  

In addition, in this thesis, we introduce a CAD tool that can run various masking 

algorithms on gate-level netlists. The tool can also perform logic simulation and estimate 

circuit area, power consumption, and performance at the gate level. 
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Chapter 1 

Introduction       

                                                                                       

 

 

 

During the last two decades, a fabless business model has emerged into semiconductor 

industries due to costly fabrication processes of integrated circuits (ICs) [1]. In this model, 

semiconductor companies outsource the manufacturing part of their designs to third 

fabrication foundries, shortly called fabs. On the other hand, time-to-market and design 

complexity issues associated with today’s system-on-chips (SoCs) have convinced design 

houses to employ predesigned circuit blocks, called intellectual properties (IPs) [1]. 

However, the separation of design houses, IP developers, and fabs in the fabless model 

has economic advantages, it entails serious security challenges. For instance, design 

houses may illegally sell IPs that they purchased from IP developers. Likewise, 

untrustworthy fabs can also extract IPs from their costumers’ layouts and then pirate them. 

In addition, they can clone or overproduce the layouts [2]. In literature, this threat is 

known as IP piracy. Untrustworthy IP developers and fabs are suspected of another 

security threat in which malicious circuits, known as hardware Trojans, are added to IPs 

or fabricated ICs for sabotage objectives. These issues are some security threats in the 

fabless business model. For each threat, detection and prevention methods have been 



2  1. Introduction 

 

proposed in many research work [3]. The focus of this dissertation is on detecting and 

preventing hardware Trojan and IP piracy threats that may happen in untrustworthy 

fabrication foundries.  

 

1.1 Hardware Trojan 

Hardware Trojans can cause secret information leakage, malfunctions in specific 

circumstances, or performance downgrade in Trojan-infected ICs [4]. Regarding ICs’ 

application, design, and fabrication technology, various hardware Trojans can be 

designed. Therefore, different detection methods have been proposed. These methods are 

based on either side-channel analysis or logic testing. The former one is the inspection of 

circuit parameters like power consumption, and logic testing is based on conventional 

functional/structural tests and includes generating and applying proper input patterns and 

then observing their results [5]. Any abnormality in measured side-channels or captured 

outputs can warn the presence of a hardware Trojan.  

Side-channel-analysis-based detection methods face two important challenges: 

process and environmental variations. Process variations happen during IC 

manufacturing and cause variations in some transistor characteristics such as channel 

length and oxide-thickness. Environmental variations happen while a circuit is working 

and induce changes in the operating environment of the circuit such as temperature and 

supply voltage. Trojans effects on side-channels may be undetectable among effects of 

process and environmental variations. Logic-testing-based detection methods are also a 

challenging task because one must generate proper test vectors to catch Trojans effects 

on the outputs; and skillful Trojan attackers try to use low-controllable and low-
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observable signals for Trojan activation and mission, respectively.  

The challenges in Trojan detection impose some design modifications on designers to 

integrate security and trust into fabricated ICs. This approach is entitled Design-for-Trust 

(DfTr) [6]. Two main categories of DfTr approaches are 1) preventing Trojan insertion 

that hinders Trojan attackers for inserting hard-to-detect Trojans and 2) facilitating Trojan 

detection that boosts logic testing and side-channel analysis-based Trojan detection 

methods. More details and examples of Trojan characteristics, taxonomies, detection 

methods, and DfTr are presented in Section 2.  

 

1.2 IP Piracy  

Untrustworthy design houses and fabs are suspected of the IP piracy threat. One 

prevention approach for this threat is design masking that aims at obscuring the original 

functionality of a circuit by adding some inputs, gates, and flip-flops to the circuit. A 

masked circuit correctly functions only if it is fed with a correct specific value, like a 

correct key. In other words, if someone applies any incorrect key to a masked circuit, it 

malfunctions. Only authorized users (i.e., IP or IC owners) must have this correct key. 

Therefore, the piracy of a masked circuit is meaningless as long as the key is not revealed.   

Authors have used different names for the mentioned approach, such as obfuscation, 

encryption, locking, and masking. The authors in [11] discussed that the term masking is 

more accurate than other ones. In this dissertation, hereafter, state masking and logic 

masking will be used to refer to the approach at register transfer level (RTL) and gate 

level, respectively.  
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1.2.1 State Masking 

The first step of design masking is state masking that modifies the finite state machine 

(FSM) of a circuit at RTL [7]. The modified FSM has the original states of the circuit plus 

some added fake ones. It starts from a new start state on power-up, and one needs to know 

a specific inputs sequence, as the key, to pass the fake (masked) states and reach the 

original start state.  

In order to interlock the original and fake states, designers have to make several 

transitions from original states to fake ones, and vice versa [8]. For this aim, one can 

synthesize the modified FSM to a gate-level netlist (non-optimized and not technology-

mapped netlist) and then perform logic masking on the combinational part.  

 

1.2.2 Logic Masking  

The design modifications in logic masking usually include adding some inputs and 

XOR/XNOR gates to the combinational part of a circuit at the gate level. These inputs 

and gates are usually called key-input and key-gate in the literature. Applying incorrect 

value (key) to the key-inputs results in faults at the output of some of the added key-gates. 

These faults may be propagated to the primary outputs, and then make failures.  

Logic (and state) masking methods can hinder Trojan insertion as well, however, their 

first objective is to prevent IP piracy. Indeed, Trojan attackers cannot easily have enough 

knowledge about masked circuits. In other words, they need to know the correct key of a 

masked circuit in order to insert a well-designed hardware Trojan. For instance, without 

knowing the correct key, an attacker may insert a hardware Trojan in a masked circuit 
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somehow the Trojan may be activated only when the circuit is fed with an incorrect key 

[9]. 

 

1.3 Major Contributions 

This doctoral dissertation presents discussions about IP piracy and Trojan insertion in 

untrustworthy fabs and how logic masking can counter Trojan threats. The basic objective 

and attitude in this work are to leverage logic masking to hinder Trojan insertion and 

facilitate Trojan detection methods based on logic-testing and side-channel analysis. 

Accordingly, the main contributions of this dissertation include three proposed 

approaches for three objectives, as follows: 

1. Approach 1: Advantaging logic Masking to amELiorate functIOnal/stRuctural 

testing-bAsed Trojan detectION (AMELIORATION). 

2. Approach 2: Employing logic maSking to faCilitate pAth deLay Analysis-based 

Trojan detectION (ESCALATION). 

Approach 3: REstricting Switching acTivity using LOgic masking to improve poweR 

Analysis-based Trojan DetectION (RESTORATION).  

For each proposed approach, logic masking methods and algorithms will be proposed 

and run on some circuit benchmarks and then the achievement will be measured by 

comparing both the masked and original circuits. In addition, the quality of masking in 

some circuits masked by different logic masking algorithms will be measured according 

to two main criteria: 1) the Hamming distance between correct and incorrect output bits 

of a masked circuit while applying correct and incorrect keys [12], 2) the number of 
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mismatch points between an original circuit and its peer masked circuit [9]. First criteria 

can be measured by applying many input vectors and keys (to the primary inputs and key-

inputs, respectively) and then comparing the output vectors of the masked and original 

circuit, for each applied input vectors. For the second criteria, formal verification tools 

can be used to compare the original circuit with its peer masked circuit. In the following, 

each proposed approach is briefly explained.  

 

1.3.1 AMELIORATION 

The first proposed approach concerns rare (low-controllable) signals that barely have 

transitions during the circuit operation either in the normal mode or test mode. A masked 

circuit by the proposed approach has two challenges for Trojan attackers: 1) lack of 

knowledge about the original functionality of the being attacked circuit, 2) shortage of 

rare signals for design Trojan activation mechanisms. In normal circuits, Trojan attackers 

can easily find rare signals. The use of rare signals causes hardware Trojans will not be 

easily activated during the logic tests or normal operations [10].  In masked circuits, 

finding rare signals is difficult, because the key-gates and key-inputs affect the transition 

rate of the signals. Indeed, the transition rate (and controllability) of key-inputs, like that 

of the primary inputs, is máximum. Each key-input is directly connected to one input of 

a key-gate. Thus, the transition rate and controllability of some signals would increase if 

key-gates are preceded them. 

AMELIORATION aims at mystifying circuit original functionality and removing rare 

signal, simultaneously. It checks all signals of a circuit to find the best ones, according to 

the aims, for inserting on XOR/XNOR key-gates. To find such signals, a security metric 
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is proposed that employs "high balanced Hamming distance achievement" and "rare 

signals elimination”. It should be noted that if there is no rare signal in a circuit, the 

chance of the Trojans activation is increased. The more Trojan activation chance is, the 

more faults caused by the Trojan will be observed. To avoid this, a Trojan attacker must 

make rare signals by performing logic operations (such as AND or OR) on normal signals. 

This production of rare signals increases his Trojan size; therefore, the Trojan affects more 

on side-channel parameters, such as power consumption or paths’ delay [3].  

In this work, an algorithm based on approach AMELIORATION has been 

implemented; and its efficiency has been evaluated in a toolset has been designed and 

developed using c# programming language. It gets the gate-level netlist of a circuit, 

performs logic simulations, and applies the proposed approach. The simulation results on 

ISCAS-85 circuit benchmarks show that the proposed method offers high quality of logic 

masking while also significantly reduces the number of rare signals. Furthermore, the 

toolset extracts and reported the amount of area, power consumption, and delay overheads 

at the gate level. 

 

1.3.2 ESCALATION  

The second proposed approach masks the circuit functionality while improving the 

efficiency of path delay-based Trojan detection methods. Such methods can detect a 

Trojan if its effects on the delay of the paths of the Trojan-infected circuit are perceivable 

from among process variation effects. Shorter paths have less delay variation that longer 

ones, proven in [13]. Thus, apart from logic masking benefits, the objective of 

ESCALATION is to generate short paths using key-gates and key-inputs for nets that only 
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belong to long paths.  

It should be noted that if all nets of a circuit at least belong to one enough-short path, 

it will be easier for defenders to detect any potential Trojans. In this condition, in order 

to hide Trojan delay effects, attackers can increase the drive strength and capacity load of 

the cells which are before and after the targeted Trojan. These changes increase the Trojan 

power consumption, and so increase the success of power-analysis-based Trojan detection 

methods.   

An algorithm based on this approach will be implemented in this work. The masked 

circuits by this algorithm were also synthesized, placed, and routed in order to validate 

the Trojan detection efficiency of the proposed algorithm at the layout level. The obtained 

results show that ESCALATION can improve Trojan detection probability in path delay-

based detection methods. In addition, the ability of the implemented algorithm to mask 

circuit functionality will be evaluated based on Hamming distance, as the meter. The 

results show that the implemented algorithm achieves better Hamming distance than the 

random masking, presented in Chapter 2. 

 

1.3.3 RESTORATION 

The third proposed approach concerns the proportion of Trojan power to circuit power. 

The power consumption of hardware Trojans will be observable if they raise the power 

consumption of Trojan-infected circuits to a value more than the expected one. The 

expected power consumption is different in different states of the circuit. Moreover, the 

power of two instances of a circuit in two ICs and in the same circuit state are different 

due to process variations. In circuitry situations that a circuit uses more power (e.g. 
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because of more internal cells activities), the power variation is more than that of the 

circuit uses less power, proven in [14]. Thus, in order to increase the success chance of 

power-analysis-based Trojan detection methods, one has to increase Trojan power and 

simultaneously decrease circuit power.  

Trojans power will probably rise by increasing the switching activity of their host 

circuit, but it increases the total power consumption of circuit, hence, the circuit power 

variations are increased.  To solve this problem, one must localize switching activity; it 

means that the switching activity of one small part of IC must be increased while that of 

other IC parts simultaneously decreased [14]. 

To localize switching activity in special parts of a circuit, RESTORATION divides the 

circuit into regions, and then adds one key-gate to each one. In each region, all of the key 

gates are controlled by one key input, and so the number of key inputs is equal to the 

number of regions. 

An algorithm based on RESTORATION approach was implemented in this work. The 

algorithm gets the gate-level netlist of a combinational circuit; since there is no physical 

information in this level, the algorithm runs a portioning algorithm and assigns one key-

gate to each partition. The experiment results in this level show that RESTORATION 

well localizes switching activity for each partition; consequently it can improve Trojan 

detection probability in power-analysis-based detection methods, as matter of fact that 

physical synthesis tools in the placement step try to place cells of a partition, which are 

highly logical-correlated, close to each other with the aim of decreasing costs of routing 

(wire lengths and so power and performance).  
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1.4 Dissertation Outline 

The rest of this dissertation is organized as follows: Section 2 reviews literature related 

on both IP piracy and hardware Trojan. Section 3 details the ALEMORATION approach 

and introduces a CAD tool. Section 4 presents and evaluates the ESCALATION approach 

and an algorithm based on it. Section 5 explains the RESTORATION approach and 

proposes a simple algorithm based on that. In addition, it presents the primary results of 

the algorithm. Finally, Section 6 summarizes the dissertation and discusses future 

perspectives. 
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Chapter 2 

Background on Hardware Security 

 

 

 

 

2.1 Introduction 

Due to the expensive production cost of today’s SoCs, the fabless business model has 

progressively become the main model in the semiconductor industry over the last decade 

[1, 15]. In this model, semiconductor companies prefer to only design their SoCs layout 

and then outsource them to a third-party manufacturer, shortly called fab [16]. Moreover, 

semiconductor companies purchase IPs and use them in their SoCs design, in order to 

decrease the time-to-market and design complexities [16]. Fig. 2.1 shows a SoC including 

different blocks. These blocks may be purchased from different IP suppliers across 

various countries. Although the fabless model reduces the final cost of the SoCs 

production, it faces security challenges among its involved parties [17]. In the following 

sections, security threats that may happen by involved different third-parties during the 

SoC life cycle are presented.  
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Fig. 2.1 A SoC including trusted, Trojan-infected, and suspicious IPs [18, 19] 

 

2.1.1 SoC Life Cycle 

The life cycle of SoCs includes six periods [18, 19], shown in Fig. 2.2.a. In the first period, 

the IP design period, IP suppliers prepare IPs which could be further integrated into SoCs. 

During designing an IP, its developer may buy and use IPs from other suppliers. IPs are 

offered in three forms: 1) synthesizable RTL specifications, 2) generic gate-level netlists, 

and 3) placed and routed transistors in layout formats (like GDSII) [20].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.2 a) Six periods of the SOC life cycle and b) possible security threats [18-19] 

 

Processor 

Communication 

 

Trust 

me? 

FPGA 

 

DAC 

 

ADC 

 

I/O 

 

DSP 

 

Memory 

Hardware 

Trojan 

OK 

 
?? 

 

IP design 

Hardware design  

Integration 

Fab Test Packaging 

Discard and recycle 

Application 

a) SoC Life Cycle 

 
Over-

production 

b) Security Thr/eats 

 
Reverse 

engineering 

 

 
Hardware 

Trojan 

 Cloning 

 Counterfeiting 

 IP piracy 

 

 1- Design Specification 

2-High level SynthesisRTL 

3-Logic SynthesisGate level 

4-Physical SynthesisLayout 

 

1- Program & Compile (Tasks 

of FPGA & Processor of SoC)  

2- Load SoC, PCB Assembly 



Leveraging Logic Masking to Facilitate Hardware Trojan Detection Methods 13 

 

The second period of the SoC life cycle is the hardware design period. In this period, 

a design house starts to design the hardware part of a SoC, from a high-level description 

to the layout level. The hardware design flow includes some usual steps, shown in the left 

side of Fig. 2.2.a [19]. At first, the design house specifies the description of the intended 

SoC. According to this specification, the design house needs to prepare different circuit 

blocks. They implement some of these blocks; the other blocks have to be purchased from 

IP suppliers. During the implementation of the blocks, the design house has to also decide 

about the required technology and perform logical and physical synthesis. As industrial 

logical/physical synthesis tools are expensive, they may decide to outsource the 

RTL/gate-level specifications of the intended blocks (besides the purchased IPs at these 

levels) to another company to generated technology-mapped netlists for each block [21]. 

Similarly, these netlists may be again outsourced to other third parties in order to perform 

physical syntheses and obtain their layouts, seen in Fig. 2.2.a. Finally, all the blocks are 

gathered to obtain the layout level specification of the SoC.  

The third period of the SoC life cycle is the fabrication period in which a SoC layout 

and information for its tests are outsourced to a fab [22]. The fab may either test the 

fabricated instances (dies) of the SoC layout by own or ask another company to do it [23]. 

The goal of these tests is to find circuit defects, happened during the manufacturing, and 

separate the defective dies from the well-fabricated ones. Another third party probably 

contributed to the fabrication period is packaging companies. They package each the-

tests-passed die into a complete chip. Finally, the fab delivers back the chips to the design 

house.  

The fourth period is when a design house sells a SoC chip to their clients who ordered 

the SoC and intended to use it [24]. The clients program the processor and reconfigurable 

parts of the SoC and then integrated it in their board-level design as the final product, 
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which offers services to end users, like a smartphone. 

The fifth and sixth periods are the application and discard periods, respectively [25]. 

In the application period, a SoC works inside a final product. In the discard period, a final 

product is no longer useful and end users throw it away. However, in these periods, a SoC 

is one part of a final product and normal end users do not have direct access to the SoC, 

some security threats are possible from professional end users [26]. In the following, 

security threats may happen in various third parties in the different period of the SoC life 

cycle are briefly presented. 

 

2.1.2 Security Threat Models 

As discussed earlier, during the SoC life cycle, there are various security threats that may 

happen in involved third parties. Some of these threats are shown in Fig. 2.2.b.  

Security threats begin from the first period of the SoC life cycle. In this period rogue 

IP designers are suspicious. Two threats in this period are hardware Trojan and IP piracy 

[2, 3, 17, 20]. Hardware Trojans are malicious circuitry components stealthily inserted in 

a circuit for sabotage objectives [4, 5, 22]. IP piracy happens if untrustworthy parties buy 

IPs, take advantage of the access to the purchased IPs, and illegally resell them.   

In the hardware design period, any disloyal employee of the design house or 

employing CAD tools (in either the design house or third parties that perform logical and 

physical syntheses) may add hardware Trojans to the SoC design [21, 27]. In addition, 

untrustworthy design houses are suspected of IP piracy [28]. 

Other security-critical third parties are untrustworthy fab, test, and packaging 
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foundries. Fabs can overproduce a SoC that they receive its layout from their clients for 

fabrication [23]. They can also make counterfeit SoC using two components: (1) a new 

package different from the original ordered package and (2) the overproduced dies from 

the ordered SoC layout [25]. Fabs can sell overproduced and counterfeit SoCs in black 

markets under the original price because they have not paid any for designing the SoC 

[29]. They can also clone the whole SoC layout or extract and pirate some IPs from it. 

Fabs can make small changes into the layout of a SoC and insert hardware Trojans [4, 

22].  

The security threats of untrustworthy fabs exist in test and packaging foundries with 

small differences [23, 25]. Test and packaging foundries have access to the fabricated dies 

of a SoC received from a fab for testing and packaging; thus, in order to obtain the layout 

of the SoC, they need to perform reverse engineering (including delayering, imaging and 

image processing [26]) on the layout of the fabricated dies. They can clone the obtained 

layout or extract and pirate its IPs [28]. In addition, they can insert hardware Trojans into 

the obtained layout and send it for fabrication [4, 22]. Moreover, packaging foundries can 

insert hardware Trojans besides to the tested dies into the ordered package. In this case, 

they do not need to change the layout and fabricate the new one [30].  

During the application period, end users can obtain the die of a SoC by encapsulating 

its package [26]. Thereafter, they can insert hardware Trojans besides the obtained die 

into a new package. Moreover, cloning and IP piracy will be possible if they can perfume 

reverse engineering on the obtained die [1, 31]. Alternatively, they can remark the 

packages of used, aged, or recycled SoCs and make counterfeit ones [25]. Similarly, all 

these threats are possible in the recycle period [25, 31].  

For all these security threats, detection and prevention methods have been proposed. 
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in the followings sections in order to make the readers familiar with some related topics 

to this dissertation, more details about IP protection methods against IP piracy and 

hardware Trojans taxonomies, Trojan models, Trojan detection and prevention methods 

are presented.  

 

2.2 IP Protection 

IP piracy threat in the different periods of the SoC life cycle forces IP designers to use IP 

protection methods [7-10, 12, 31-43]. Researchers classify these methods in two 

categories, passive and active ones, based on whether or not they can prevent IP piracy 

[33].  Passive methods cannot prevent IP piracy because, unlike the active ones, they do 

not add the lock/unlock feature to IP design [33]. A protected IP incorporating this feature 

would correctly operate when a correct value, as a key, is applied to. Thus, pirates need 

to figure out the correct key in order to reach the correct functionality of the modified IP. 

In the following, some of the passive and active methods with their accurate terminology 

are presented and shown in the figures 2.3-2.9.  

 

2.2.1 Passive IP Protection Methods: Watermark, Obfuscation, and 

Camouflage 

A digital watermark is a designer signature that is embedded into an IP in order to prove 

the designer’s ownership [34]. Adding watermark to IP is a passive method because it 

cannot prevent IP piracy. Owners of such IPs can present the presence of their watermarks 

in pirated IPs and claim their rights. Figure 2.3 shows a watermark at RTL whose states 



Leveraging Logic Masking to Facilitate Hardware Trojan Detection Methods 17 

 

are added to the original states and reachable by specific input vectors. Note, if pirates 

can detect and then remove a watermark, its owners would not be capable to prove their 

ownership.  

 

 

Fig. 2.3 An embedded 

watermark that includes 

three states and is 

reachable in one state (S3) 

of the host circuit  

 

 

 

 

 

The term obfuscation refers to modify the design or specification of an IP without 

making any change in the IP functionality [11, 35]. For example, a designer can keep 

some redundant logic gates and don’t-care inputs (which logic optimization algorithms 

usually remove) in a netlist, in order to make the understanding of the netlist functionality 

difficult. Another example is to modify an IP specification in order to reduce its 

readability, i.e. changing the name of variables and signals and clearing the comments in 

the Hardware Description Language (HDL) files of an IP specification. Figure 2.4 shows 

an obfuscator. As seen in the examples and figure, obfuscated IPs are piratable, and one 

can use them as a black box; thus, obfuscation is a passive IP protection method.  
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Fig. 2.4 An obfuscator that 

renames inputs, outputs, 

variables. 

 

 

 

 

 

 

 

 

 

 

 

 

Camouflage or look-alike gates protect protects ICs against chip-level reverse 

engineering [36]. The layout-level design of a camouflage gate has contacts in different 

layout layers; some of them are called true contacts that make the logic functions of the 

cell, other ones called dummy contacts and only make an identical layout-level 

appearance with other gates [36]. Dummy contacts in a camouflage gate are true ones for 

other gates. For example, Fig. 2.5.a and 2.5.b show a normal layout design of NAND and 

NOR gates, respectively. In addition, their camouflaged design is shown in Fig. 2.5.c and 

2.5.d. As seen in these figures, the first two figures have a different design; however, the 

third and fourth figures look the same. 

As mentioned, professional end users in the application period can perform reverse 

engineering on a SoC to obtain its layout (and then its IPs). It includes encapsulating the 

SoC package, delayering the SoC die, imaging each layer of the die, and then using the 

images to make the transistor level netlist of the SoC. If a SoC is designed using 

camouflage gates, the image of each layer, obtained from reverse engineering process, 

contains true and dummy contacts that appear the same look from the top and so make 

the logic functionality of the gates unknown. 

 

Module TG (input  km, dw, 

q,   output input1, in2 ); 

   reg[1:0] input2; 

   always @(*)  

   begin  

   input2 = {1'b0,km} +  

{1'b0,dw} + {1'b0,q}; 

   end  

   assign input1 = input2 [0]; 

   assign in2 = input2 [1]; 

endmodule 

Module Full_Adder (input 

X1, X2, Cin, output S, Cout); 

   reg[1:0] temp; 

   always @(*) 

   begin  

   temp = {1'b0,X1} +  

{1'b0,X2} + {1'b0,Cin}; 

   end  

   assign S = temp [0]; 

   assign Cout = temp[1]; 

endmodule 

Obfuscator 
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Fig. 2.5 Regular 

layouts of 2-input (a) 

NAND and (b) NOR 

gates, camouflaged 

layouts of 2-input (c) 

NAND and (d) NOR 

gates [36].  

 

 

 

2.2.2 IP Piracy Prevention by Active IP Protection Methods  

As mentioned, active methods prevent IP piracy because they modify an IP such that it 

correctly functions when a correct key is applied to. According to the abstraction level of 

such methods, RTL or gate-level, authors have used different names for such as logic 

encryption [12], state/logic obfuscation [8, 9], logic locking [37], logic masking [38, 40]. 

Sometimes, these terms have been used interchangeably. 

The use of the term encryption is accurate when design modifications include 

embedding a crypto processor into a design [11]. As shown in Fig. 2.6.a, the original 

inputs of a circuit under modifications are fed by the outputs of a crypto processor. 

Similarly, one can use a crypto-processor at the outputs of a circuit; thus, the original 

functionality of the circuit is encrypted, as shown in Fig. 2.6.b. Such IPs have wrong 

outputs if the crypto-processor gets incorrect keys. This method can protected IPs from 

end users in the application period; however, such IPs are piratable in untrustworthy fabs 

because attackers can either separate the embedded crypto-processor or write a known 

value, as the key, to a specific memory that is designed to keep the correct key of the 

crypto-processor. Figure 2.6 shows that if attackers write such a key, then they can easily 

use it to decrypt the functionality of the IP. The requirement hardware including a tamper-

resistance memory is described in the following subsection. 

(d) (c) (a) (b) 
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Fig. 2.6 circuit encryption using a crypto processor in (a) inputs, (b) outputs.  

 

 

The term masking refers to a prevention approach against IP piracy, which aims to 

obscure the original functionality of a circuit by adding some gates, state elements, and 

extra inputs. A masked circuit has two modes: a functional mode and a masked mode. It 

works like the one before masking modifications in the functional mode. In the masked 

mode, the masked circuit malfunctions. In order to reach the functional mode, one needs 

to apply a correct value(s) to the masked circuit inputs. In other words, this value acts like 

a key and so long as only authorized users (i.e., IP or IC owners) know this value, IP 

piracy prevention is achieved. 

Masking modifications usually include 1) adding some fake states to the original FSM 

of a circuit at RTL and then 2) adding some gates to the combinational part of the circuit 

at the gate level. The modification at RTL is named state obfuscation in literature, i.e. in 

[7, 8]. According to the obfuscation definition, the term state masking specifies this 

modification better than that of state obfuscation. The modification at gate level has been 

referred in different ways such as logic obfuscation, logic encryption, logic masking, or 

logic locking. The authors in [11] discussed that these modifications do not have the 

features of encryption and obfuscation, thus, these terms cannot well indicate this 

modification; but, nonetheless, the term logic masking and logic locking are significant 

and have been used interchangeably in the literature. Hereafter, we use the term logic 

masking to refer to this modification. In the following state masking and logic masking 

are presented with more details. 

(b) 

Key 
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Main 
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Key 

Crypto 
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Main 
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2.2.3 IP Masking  

2.2.3.1 State Masking   

State masking conjoins a fake FSM and the FSM of a circuit into a new one, at RTL [7-

9]. Indeed, the new FSM represents a new circuit incorporating a functional and a mask 

(fake) mode in which the circuit functionality is the same as the original circuit and 

meaningless, respectively. Upon power-up, the new FSM starts from a fake start state; 

and one needs to know a specific inputs sequence to pass the circuit through the start state 

of the original FSM. An example is shown in Fig. 2.7, the circuit starts from S0
M which 

belongs to the mask mode (fake FSM), and the start state of the original circuit (S0
O) is 

reachable from S0
M by applying the key sequence K1, K2, K3, and KS to the circuit’s 

inputs. 

 

 

Fig 2.7 FSM structure of a 

masked sequential circuit; 

an inserted hardware 

Trojan (HT) will be active 

by a specific input (KT) in 

the added FSM  

 

 

  

It is noteworthy that if there is only one transition between the fake and the original 

FSM, like what is seen in Fig. 2.7, an attacker can infer the fake states; one can 

randomly apply many input vectors to the circuit and figure out that the circuit never 

goes to some states [8]. To tackle this issue, a designer must interlock the fake and 

original FSM such that the merged FSM has three features. First, there must be several 
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transitions between the fake and original FSM. Second, if the circuit goes to the original 

states using incorrect keys, it must generate incorrect outputs; and third, in such cases, 

the circuit must return to states of the fake mode [8].  

In order to well interlock the fake and original FSM including the mentioned features, 

a designer must add some extra inputs and transitions between these two FSMs. It can be 

performed at RTL or gate level [41]. A designer should have accurate information about 

the states and transitions in the original FSM, at RTL. At gate level, these modifications 

are implementable using logic masking. The authors in [41] showed that the logic 

masking approach results in a higher level of integration in between the original and fake 

FSMs. Another advantage of logic masking is that there is no need to know about the 

original FSM and circuit behavior, thus, it can be performed by another design group. 

 

2.2.3.2 Logic Masking  

The majority of proposed logic masking methods modifies the combinational part of the 

circuit under masking at the gate level [40]. They are based on two steps. The first step, 

which is common in all methods, is a random selection between XOR and XNOR gate 

(the so-called key-gate). For each added key-gate, designers also add one input (the so-

called key-input) and connect it to one input of the key-gate. The selected key-gate 

determines the correct key value. For XOR (XNOR) the correct key is 0 (1). The key-

inputs increases the truth table size of the modified circuit and the key-gate produces 

wrong outputs while the key input is not derived by the correct key. A circuit including 

one XOR (K1) and one XNOR (K2) key-gate is shown in Fig 2.8; the correct key for key-

gates K1 and K2 is ‘0’ and ‘1’, respectively.  
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Fig. 2.8     Mealy machine 

view of a masked circuit, 

including two key-gates 

and key-inputs, and a 

tamper-resistant memory 

which drives key-input 
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The second step is to choose a net from the combinational part of the circuit, then 

connect to another input of an added key-gate [40]. Instead of the selected net, the key-

gate output derives the cell(s) that has (have) been derived by the net. Different algorithms 

can implement this selection process taking into account various objectives. Figure 2.8 

shows two nets A and B selected for the logic masking modifications. In the original 

circuit, these nets (dashed lines) drive an input of gates G1 and G2. The output of K1 and 

K2 drive these inputs, in the masked circuit.  

For the first time, the authors of [42] proposed an algorithm for random net selection 

among circuit nets for inserting key-gates. This approach is termed random masking. 

Whereas this approach is easy-to-implement, the quality of logic masking is guaranteed.  

In [9] the authors proposed a logic masking algorithm considering information about 

fan-in and fan-out cones of the circuit. Their objective is to maximize the mismatch points 

between the masked circuit and the original circuit when they are compared using formal 

methods.  

In [43] the authors presented another logic masking method in which key-gates have 

more effect on each other. This method inserts key-gates such that attackers cannot use 

the circuit inputs to excite and propagate the effect of one key-gate and simultaneously 

prevent exciting and propagating the effect of other key-gates. Thus, this method hinders 
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attackers’ efforts to reveal the key by feeding the circuit-specific inputs. 

Using multiplexer primitive as a key-gate instead of XOR/XNOR has been proposed 

in [12, 40, 43, 44], as shown in Fig. 2.9. One of the two inputs of a multiplexer is randomly 

selected. This input defines the correct value of its key-input. Figure 2.9 shows the 

selected input is I1 and so the correct key is ‘1’. Another input of the multiplexer must be 

connected to a net from the combinational part according to the masking algorithm. One 

can use the inversion of the selected net in the previous, as shown in Fig. 2.9. The 

multiplexer passes the correct input if its select input (the key-input) is fed by the correct 

value; otherwise, it passes a wrong value coming from another part of the circuit.  

 

 

Fig 2.9 2-to-1 multiplexer 

cell as a key-gate and its 

truth table [43] 
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In all logic masking approaches, after key-gate insertion, designers must incrementally 

perform a logic optimization algorithm in order to solve key-gates in combinational parts 

[40]. For example, if one inverter gate, in the original circuit, is preceded by an XOR key-

gate, a logic optimizer algorithm might convert them to an XNOR key-gate. As a result, 

the masked circuit has an XNOR key-gate which its correct key is '0', though the correct 

key value of an XNOR key-gate seems '1' at first glance. Thus, the reverse engineering 

of the masked layout cannot allow attackers to find the correct key value. 
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2.2.3.3 Criteria for Logic Masking  

Researchers have proposed different criteria to measure masking quality in a modified 

circuit by logic masking. First, the authors in [9] proposed to use the number of mismatch 

points between a masked circuit and its original one. A mismatch point makes an 

inversion at its place. If the inversion arrives at the circuit outputs, consequently it 

produces a wrong output. Obviously, the output failure might depend on input vectors. 

As a result, the proportion failed and succeeded input vectors can be used as a metric for 

the masking qualification.  

The simplicity of the mismatch point number as a logic masking criteria can be 

misleading because it only concerns failed outputs even with one wrong bit failure. If the 

fab that fabricated a masked layout finds an activated IC of the masked layout in the 

market, they can guess the correct key by observing the masked-layout output bits (for 

different input vectors) and comparing it with the correct output bits of the activated IC 

[43]. The correct output bits, in each trial of the attack, lead the attacker to find the correct 

key [45].  

For this reason, an effective masking approach must produce nearly equal numbers of 

the correct and incorrect output bits when it is driven by the wrong keys [12]. In other 

words, Hamming distance (HD) between the correct and incorrect output bits (when a 

circuit is fed by the incorrect keys) should be near to 50%. The more balance HD, the 

more masking is obtained [12]. In this situation, the attacker can hardly deduce the correct 

key by incrementally improving partial correct keys. The authors in [12] also proved 

mathematically that in case of having 50% HD the attacker faces the most difficult 

situation for the key guesses. In addition, 0% HD means the masked circuit outputs are 

always correct and independent of the key value. Moreover, 100% HD means the outputs 
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and the key-inputs are correlated, but it is not proper for masking [12]. The reason is that 

the wrong output bits always equal the inversion of the correct value while the key-inputs 

are applied by the wrong keys.  

To obtain a highly balanced Hamming distance (50%), the authors of [12] have 

proposed to employ the concept of fault excitation/propagation analysis. If a fault in a 

signal can affect nearly 50% of all circuit outputs, the signal is called a high-fault-impact 

signal. The high-fault-impact signals are the best choices for key-gate insertion. This 

method has been applied to ISCAS-85 benchmark circuits and worked well but could not 

achieve a Hamming distance of 50% for all circuits. 

 

2.2.3.4 Hardware Requirements for IP Masking   

Logic/state masking involves secure infrastructures (i.e. a tamper resistance memory to 

store the key, as shown in Fig. 2.8 [11]. The authors in [4] discussed even if the 

infrastructures are secure, the masking quality is an important security concern. For 

example, if the fab that fabricated a masked layout finds an activated IC of the masked 

layout in the market, the fab can guess the correct key by observing the masked-layout 

output bits (for different input vectors) and comparing it with the correct output bits of 

the activated IC [12]. The correct output bits, in each trial of the attack, lead the attacker 

to find the correct key [4]. For this reason, an effective masking approach must produce 

nearly equal numbers of the correct and incorrect output bits when it is driven by the 

wrong keys. In other words, Hamming Distance (HD) between the correct and incorrect 

output bits (when a circuit is fed by the incorrect keys) should be near to 50%. The more 

balance HD, the more masking is obtained [12]. In this situation, the attacker can hardly 

deduce the correct key by incrementally improving partial correct keys [12].    
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2.3 Hardware Trojan  

2.3.1 Hardware Trojan Attributes and Taxonomies   

As previously mentioned, hardware Trojans are malicious alterations in circuits intended 

for sabotage purposes [4-5, 19, 22]. In order to model Trojan threats and counter them, 

awareness about Trojans attributes is vital, because Trojan attackers are smart, skillful, 

and able to design many different hardware Trojans for each circuit. As a result, many 

classifications have been proposed so that in each of them an attribute of hardware Trojans 

is concerned [4].  

Two important Trojans attributes are insertion phase and intention [4, 19, 46]. In 

Section 2.1, it was briefly explained who may insert hardware Trojan into SoCs in the 

different phases of the SoC life cycle. It was also mentioned that Trojans’ intentions can 

be leak confidential information, cause unexpected faults and failures, make denial of 

service, or degrade some circuit features such as performance or power consumption (and 

consequently circuit lifetime) Depending on the intentions and insertion phases of 

hardware Trojans, attackers design them at different abstraction levels such as RTL, gate, 

or transistor level. Moreover, they may insert them into different places of a SoC such as 

processor, memory, clock grid, etc [19, 46]. The Trojan classifications based on insertion 

phase, intention, abstraction level, and location are summarized in Fig. 2.10, and 

extensively discussed [19, 46].  
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Fig 2.10 Four hardware Trojan taxonomies based on four Trojan attributes: insertion phase, abstraction 

level, intention, and location [46]. 

 

Hardware Trojans can be classified based on other attributes. Regarding four physical 

characteristics: structure, distribution, size, and type, hardware Trojans can be classified 

into different categories. Trojan attackers may change the layout in order to insert a 

hardware Trojan, or they may insert it in the package of SoC and not change the layout. 

Hardware Trojans can be small including few transistors or large like a macro gate 

module. Trojan attackers may tightly place these transistors and/or gates together or 

loosely distribute across a SoC die or package. Finally, hardware Trojans can be 

functional or parametric. Trojan attackers insert functional Trojans by adding/removing 

some transistors to/from a being attacked circuit.  On the other hand, parametric Trojans 

include modifications in features of circuit nets and transistors, i.e. in order to leak 

confidential information through the circuit side-channels without making any change in 

the circuit functionality. These categories are summarized in Fig. 2.11 and well detailed 

in [47]. 
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Fig 2.11 Trojan taxonomy based on physical characteristics [47] 

 

Another important attribute for each hardware Trojan is their activation mechanism by 

which they are trigged [18-19, 46-47]. Regarding this attribute, hardware Trojans are 

either always active or conditionally active. The always-active Trojans are those that start 

their mission upon the circuit power-up, i.e. parametric hardware Trojans. On the other 

hand, conditionally active Trojans are the ones that get triggered if specific condition 

happen. External or internal events make these conditions. 

Internal events can be specific digital values of the circuit flip-flops and signals, 

influenced by the circuit logic operations. They can be digital or analog values of some 

signals connected to the circuit sensors capturing physical in-circuit conditions. 

Activating external events can be specific values applying to the circuit inputs or peculiar 

physical environmental conditions sensed by the circuit sensors. Figure 2.12 shows the 

sum up of the Trojan taxonomy based on activation mechanisms, more explained in [47].  
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2.3.2 Hardware Trojan Model  

Regarding the Trojans diversity, proposing an efficient model like the stuck-at fault model 

in the test and testability discussions is impossible []. Nevertheless, an abstracted model 

has been proposed in which hardware Trojans in a simplified form can be considered 

including two parts: a trigger and payload part, as shown in Fig. 2.13 []. Many researchers 

have used this model in their proposed Trojan countermeasures. 

 

 

2.13 Abstract Trojan model 

including the trigger and 

payload part [4] 

 

 

 

The “trigger” is a mechanism like a simple comparator that activates a Trojan in a 

specific situation [4]. Please note that one can imagine trigger conditions in always-active 

hardware Trojans are met upon power-up [19]. Examples of such hardware Trojans are 

parametric ones. The “payload” performs malicious missions of a Trojan. Both the trigger 

and payload can be digital, analog, or a combination of them. In digital ones, they can 

categorize in sequential or combinational circuits. Taxonomy of different triggers and 

payloads are presented in Fig. 2.14 [18], and extensively discussed in [18-19].   
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Fig 2.14 Taxonomy of Trojan triggers and payloads [18] 

 

 

2.3.3 Hardware Trojan Attack Model  

Hardware Trojans can enter into a SoC die if they are designed and inserted into a circuit 

block used in the SoC layout [28]. In other words, they contaminate SoC dies in three 

phases: (1) specification, design, and fabrication, more details in Section 2.1.2.  The third 

parties involved in these phases are IP developers, design houses, and fabs. The authors 

in [22] thoroughly discussed that these third parties make seven attack models, listed in 

Table 2.1. In each model in order to detect hardware Trojans, defenders need a golden 

model to compare it with functional and physical characteristics of IPs, layout designs, 

or fabricated ICs bought from untrustworthy third parties. In the following, these seven 

attack models and their required golden model are briefly explained.  
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Table 2.1 Trojan attack model based on suspiciousness foundries that may insert hardware Trojans [22] 

Model IP 

developer 

Design 

house 

Fab Comments 

1 ✔ ✔  Untrustworthy fab and packaging foundries may insert 

Trojans into SoC layouts/packages 

2 ✔  ✔ Untrustworthy design houses or their CAD tools may 

insert Trojans into SoC design 

3 ✔   Untrustworthy System Integrators with clients that order 

some circuits to design and fabrication 

4  ✔ ✔ Untrustworthy IP developer can insert hardware Trojans 

in their IPs 

5  ✔  The combination of model 1 and 4 in which fabs and IP 

developers are suspected for fabless SoC design houses  

6   ✔ design houses and IP developers are suspected  of 

Trojan attacks 

7    Untrustworthy design houses, IP developers, or fabs 

may insert Trojans in COTS components 

  = untrustworthy   ✔ = trustworthy  

 

Attack model 1: a fabless design house considers this model in which they use trusted 

CAD tools and buy required IPs from trustworthy IP developers, but send their final 

layout to an untrustworthy fab. Attackers in the fab have full access to the layout and are 

able to perform reverse engineering on it in order to obtain the functionality and insert 

hard-to-detect hardware Trojans. After the fabrication, in order to detect hardware 

Trojans, the design house can use the functional and structural specification of the layout 

as a golden model. In addition, some circuitry parameters such as power consumption 

and timing information can be employed as a golden model; it will be discussed in details 

in the next section. Any abnormality in ICs’ functionality, structure, and parameters 

alarms the presence of a hardware Trojans. 

Attack Model 2: In this model, design houses are suspicious of Trojan attacks. They, 

or even any disloyal employee of theirs, can intentionally insert hardware Trojans into 
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the design or layout of an ordered SoC. Note that untrustworthy CAD tools used in design 

houses during the design period can be the source of Trojan attacks. Clients of such design 

houses may have some previously purchased trusted IP cores and would like to use them 

beside their ordered SoC in order to make its final layout. They send the final layout to a 

trustworthy fab. Thus, hardware Trojan detection must be done before sending the layout 

to fabs. In this model, the golden model is the specifications of designs ordered by clients 

to untrustworthy design houses. 

Attack Model 3: This model is the combination of Attack Model 1 and Attack Model 

2. It is about untrustworthy system integrators that their clients order some circuits to 

design and fabricate. Clients may have bought some trusted IP cores and would like to 

use them beside their orders. In this model, since untrustworthy system integrators design 

and fabricate circuits, the golden model is specifications of ordered deigns and trusted 

IPs.  

Attack Model 4: This model is about semiconductor companies that, regardless of 

being fabless or not, need some IP cores in order to decrease costs and time-to-market. 

All fabricated ICs have a hardware Trojan if it exists in an IP used in the ICs layout. The 

golden model in this model is specifications of purchased IPs.  

Attack Model 5: This model is the combination of Attack Model 1 and Attack Model 

4, and includes all fabless design houses that buy IPs and fabrication services from 

untrustworthy third parties. As there are two hardware Trojan sources in this model, 

Trojan detection routines before and after fabrication must be performed based on the 

golden models required against Attack Model 1 and Attack Model 4.   

Attack Model 6: In this model, design houses are suspicious of hardware Trojan 

attacks, like Attack Model 3 but unlike that, fabs and IP developers are trustworthy and 
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untrustworthy, respectively. Imagine, a client orders a custom-design to an untrustworthy 

design house. The client may have some IPs purchased from untrustworthy developers 

and want to use them beside the ordered custom-design to make the final SoC layout, and 

then send it to a trustworthy fab. In this model, hardware Trojan detection must be 

performed before fabrication; and the golden model for that is the specifications of 

custom-design and IPs ordered by clients to untrustworthy design houses and IP 

developers. 

Attack Model 7: There are many commercial off-the-shelf (COTS) components in 

today’s system. They are not as expensive as custom-designed circuits, but the use of 

these components raises serious security concerns such as hardware Trojan threat. Since 

clients may not know about designers of COTS components or used IPs in them (and their 

fabrication foundries in Attack Model 7), each of the three mentioned third parties solely 

or together can be suspicious of Trojan attacks. In this model, general specifications of 

COSTs can be used as a golden model.  

As seen in Table 2.1, different Trojan models exist and only one model must be 

considered and zoomed in order to better deal. Attack Model 1 in which fabs are 

untrustworthy is concerned in this dissertation. In the following section, countermeasures 

against this model are briefly presented. Henceforth the terms hardware Trojan, Trojan 

countermeasure, golden model, and so on refer to such terms in Attack Model 1.  

 

2.3.4 Hardware Trojan Countermeasures  

Many researches have targeted countermeasures against Attack model 1. A taxonomy of 

such countermeasures, shown in Fig. 2.15, consist of two main categories: Trojan 
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detection and design-for-trust [4-6, 18, 22]. Broadly speaking, in the first category 

abnormalities in ICs’ functionalities or side-channels are investigated to detect hardware 

Trojans. The second category aims at preventing Trojan insertion or facilitating Trojan 

detection [6]. In the following, these two approaches are more explained.  

 

Countermeasures for Hardware Trojans
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Fig 2.15 Taxonomy of Trojan countermeasures [22] 

 

 

2.3.4.1 Hardware Trojan Detection  

In order to detect hardware Trojans, the first idea coming in mind is to obtain fabricated 

IC layouts by performing reverse engineering and then compare them with original order 

layouts. Regardless of how much reverse engineering can be expensive, this approach 

cannot be a solution since it irreversibly destructs ICs under reverse engineering and 

attackers may insert hardware Trojans only in some of fabricated ICs [48]. Thus, 

nondestructive detection methods are much needed. Reverse engineering is helpful to 

obtain golden models [4]. We can measure side-channels from a few fabricated ICs; then, 
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reverse engineering make us sure the measurements are obtained from the genuine ICs.  

Regarding the trigger-payload model, shown in Fig. 2.13, many nondestructive 

detection methods have been presented. Their approaches are classified into three 

categories, as shown in Fig. 2.15. One approach is to use conventional 

functional/structural tests in order to generate and apply proper input patterns to ICs under 

tests and, consequently, trigger possibly inserted Trojans and observe their effects on 

outputs. Detection methods based on this approach are known as logic testing [18, 49]. 

Another detection approach is side-channel analysis that aims to find Trojans effects on 

ICs parameters such as power consumption and paths delay [4-5]. Defenders must use 

detection methods based on these two approaches before the application period.  

The third approach is run-time monitoring [50]. Designers can increase trustworthy in 

their SoCs using this approach. They usually design or program Trojan-monitoring 

modules for reconfigurable and programmable parts of a SoC. During the application 

period, these modules continually check behaviors or/and parameters of security-critical 

parts of the SoC. These behaviors and parameters can be the ones used in the logic testing 

or side-channel analysis.  

It is noteworthy that there is no silver bullet to detect hardware Trojans [19]. Trojan 

detection in all the approaches is a challenging task because smart and skillful attackers 

can insert hard-to-trigged and well-designed Trojans, into ordered layouts in 

untrustworthy fabs.  

In hard-to-trigged Trojans, low controllable signals are employed for the trigger part 

[17, 46]. Since exhaustive functional/structural tests for all possible inputs are infeasible 

and, furthermore, such Trojans and are activated in rare specific conditions and barely 

make a change in circuit outputs they may not be detected by Trojan detection methods 
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based on logic testing [18]. In addition, hardware Trojans that have analog triggers and/or 

payloads are undetectable by such methods. In fact, functional/structural tests have been 

proposed to detect simple manufacturing faults, not malicious alterations designed by 

expert attackers aiming special sabotage purposes [4]. 

Trojan attackers try to well design their hardware Trojans affecting side-channels as 

least as possible [6]. In today’s big circuits, the effects of a well-designed Trojan, 

including a few cells, on side-channels are not easily distinguishable because side-

channels do not have a fixed value and they vary due to process and environmental 

variations [4]. These variations are the challenges of Trojan detection methods based on 

side-channel analysis. Process variations happen during IC manufacturing and because of 

them, transistors in a fabricated IC have different physical parameters, such as channel 

length, oxide thickness, etc., and consequently, electrical parameters, such as threshold 

voltage, capacitance load, etc. [50]. Environmental variations occur due to changes in the 

environmental conditions of transistors, such as temperature, while they are working 

[50].   

In order to better identify Trojan effects on side-channels, one can use some 

purposefully and intelligently generated test vectors [22]. Indeed, this approach is the 

combination of logic testing and side-channel analysis. For instance, the authors proposed 

to use test vectors generated for the traditional path delay fault in order to detect hardware 

Trojans [58]. Further details on the complementary use of logic testing and side channel 

are explained in the following sections.  
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Trojan Detection Flow in Methods Based on Combining Logic Testing and Side-

channel Analysis  

Such methods have four main steps, detailed in [52]. First, sufficient intelligent input 

vectors must be generated. This is very challenging because these vectors must be at least 

as possible and stimulate all of the circuit elements. For example, test vectors generated 

for the path delay fault detection can be useful for Trojan detection, but these vectors must 

cover a collection of paths in such a way that each net of the circuit belongs to at least 

one path of the collection [40]. The second step consists in applying the generated test 

vectors to the ICs and measuring the signals of targeted side-channels. These signals are 

employed as a fingerprint for each IC. When the targeted side-channel is paths’ delays, 

one can use test vectors generated for path delay fault analysis in order to measure the 

delay of the selected paths. If the targeted side-channel is power consumption, the 

knowledge of the transient current (IDDT) and leakage current (IDDQ) test can be used to 

generate efficient test vectors (more explanations about power consumption components 

are provided later in section 2.3.4.1.3). The third step is to calculate the variation of the 

targeted side-channel. It is used as a fingerprint for each fabricated IC. The final step is 

to compare ICs’ fingerprints with a golden model. This comparison shows the presence 

of a hardware Trojan if it shifts the measured side-channel out of the variation of the used 

golden model. 

It is noteworthy that the required golden model in this approach is obtained in the third 

step if the variation of the targeted side-channel is calculated from a few genuine ICs 

(golden ICs), one can use it as a golden model. In order to find these genuine ICs, one 

can randomly select a few ICs and then, after measuring targeted side-channels, perform 

destructive reverse engineering [48]. Later researches have shown it is possible to avoid 

this reverse engineering [53]. For this purpose, different solutions have been proposed. 
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For instance, the authors in [54] proposed to embed some sensors into the ordered layout 

and using them in the fabricated IC alleviate the effect of process variations on the 

measured side-channel. Another approach, proposed in [55], is to obtain the (e.g. power) 

fingerprints of the different parts of a fabricated IC and then compare the fingerprints by 

each other to detect inserted hardware Trojans, regarding they cannot exist in the all parts 

of an IC, otherwise, they will be very big and easily distinguishable. These methods are 

instances of the approach golden-free Trojan detection [21]. 

Informally speaking, the number of published articles related to path delay or power 

consumption fingerprinting shows these two side channels have been quite interesting for 

researchers. One reason for this can be the presence of considerable experiences and 

knowledge in the “test and testability” topics usable for these two side channels. We will 

also consider them in our proposed methods, in Chapter 4 and 5. Therefore, in the 

following we review some Trojan detection methods based on path delay and power 

consumption fingerprinting.  

 

PDA-Based Hardware Trojan Detection 

For the first time, the authors in [56] tried to detect hardware Trojans using path delay 

fingerprints. They simulated the presence of process variation by assuming 15% 

randomly varying delay parameters for a 130 nm technology. Their simulation results 

show that their approach can detect the Trojans that they inserted into their benchmark 

circuits. However, one must take into account that in newer technologies the challenges 

of process variations are more serious. 

The authors in [57] proposed to leverage a path delay measurement structure, named 
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shadow register, to detect hardware Trojans. The implementation of shadow register 

includes duplicating the clock signals and all the flip-flops (FFs) of the circuit. The input 

of each original FF feeds an added (shadow) FF. The shadow FFs capture their input using 

the added clock signal. The added and original clock signals have the same frequency, 

with a specific phase difference. The phase difference should be equal to the maximum 

path delay variation. In this case, if an FF and its shadow have two different values, one 

can suspect the presence of a hardware Trojan. The comparison between each FF and its 

shadow FF requires an additional XOR gate. The results show that the area overhead and 

resolution of this structure, as well as Trojan detectability, are very high.  

The authors in [58] proposed to employ another structure with the same objective as 

[57]. This structure needs only one additional multiplexer for each FF in the circuit. The 

results show that this structure has less area overhead and lower delay-measurement 

accuracy in comparison to the shadow register- based measurement approach [57]. 

Cha et al. have proposed the use of a ring oscillator (RO) in addition to the shadow 

register structure [59]. In this work, an RO is used as a calibration device. Indeed, accurate 

calibration is necessary to remove (or at least decrease) process variation effects and then 

be able to detect Trojan side-channel effects.  

A brief explanation is that process variations have two different components: die-to-

die variation components that alter side-channels in each instance of an IC. With-in-die 

variation components that alter side-channels at different points of an IC [51]. For 

instance, due to die-to-die variations, the frequency of one RO is different in each instance 

of the IC. Die-to-die variations do not have any effect on ROs in different places of one 

IC. If due to die-to-die variations an RO in an IC is X percentage slower (or faster) than 

the expected value, one can be sure all ROs (with different sizes and structures) in the IC 
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are X percentage slower (or faster). Thus, one can calculate the die-to-die variation effect 

on path delay using one RO, and then be sure the rest of path delay variation is due to 

with-in-die variation or Trojan effects.  

Shadow registers empower defenders to investigate Trojan in shorter paths. The results 

in [58] show that shorter paths are better choices than long ones for delay-based Trojan 

investigations. Due to with-in-die variations, the delays of two specific gates are different 

in two different places of an IC. The two gates differ less if they are close to each other 

[51]. If the gates of a path are placed very far from each other, they are more different and 

they create a long path. This is the reason for less delay variation in shorter paths. 

Shekarian et al. theoretically proved this fact [13]. Thus, in order to enhance the Trojan 

detection probability of path delay analysis (PDA)-based Trojan detection methods, 

shorter paths should be investigated instead of longer ones. The experiments in [58] also 

show that performance-driven technology mapping increases the success of PDA-based 

Trojan detection methods because it generates shorter paths.  

ROs have also been used with the aim of Trojan detection based on PDA. In this 

method, all the circuit gates must belong to at least one RO. RO frequency deviation 

warns of the presence of Trojans. In order to have less area overhead, RO-embedding 

algorithms aim to cover all of the circuit gates with fewer ROs. Decreasing the number 

of ROs increases RO lengths. The authors in [60] proposed a delay chain, named REBEL, 

which bypasses circuit FFs in order to measure the delay of different parts of the circuit 

and then detect Trojans. Whereas REBEL and RO-based structures have less area 

overhead in comparison to the earlier-mentioned structures, they make long paths for 

investigating Trojan. Long paths (or long ROs) have more delay variations, therefore, 

their Trojan detection probability is lower.   
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PCA-Based Trojan Detection 

Trojan detection methods based on power consumption analysis (PCA) have scalability 

issues. In other words, detecting small hardware Trojans including few gates in 

thousands-gate circuits by PCA is infeasible [19]. Note that the power consumption of 

hardware Trojans, like other circuits, includes two components: (1) dynamic and (2) static 

power. Dynamic power, which is the result of IDDT, is caused by the charge and discharge 

of capacitances in a circuit while the circuit transistors switching. On the other hand, static 

power, which is the result of IDDQ, is consumed when there is no transistor switching.  

At first glance, it seems that static power analysis can easily detect hardware Trojans 

because their design is such that they are often dormant. However, as matter of fact, static 

power depends on the voltage threshold of transistor that is seriously affected by die-to-

die variations. As a result, researchers have rather inspected dynamic power in their 

proposed PCA-based Trojan detection methods.  

The authors in [61] proposed one of the first work about PCA-based Trojan detection. 

Their main idea was to perform PCA in each circuit under Trojan test (CUTT) by applying 

random input vectors. Then, they tried to calibrate the noise of process variations from 

the signal of interest (power consumption) using the Karhunen–Loeve expansion. They 

could detect hardware Trojans with sizes equal to or less than 1% of Trojan-infected 

circuits. This size for hardware Trojans in thousands-gate circuits is not considered small. 

In addition, they had synthesized their circuits by technologies above 100 nm in which 

process variation is not as serious as in newer technologies. The inability reasons for this 

method are (1) a globally measured current and (2) randomly generated input vectors 

were employed to analyze the power consumption.  

In order to make up the weaknesses of this work, the authors in [62] proposed to 
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measure local currents from different power pads of a CUTT and analysis them 

individually, instead of analyzing the global current totally consumed by the whole 

circuit. They proved that cells placed near to a power pads drain more current from the 

pad rather than the farther ones.  

As mentioned before, intelligently generated input vectors better results than random 

ones. One aim for generating such vectors is to perform switching activity localization, 

i.e. increase switching activity in one small part of the CUTT and decrease it in other 

parts. In [63], the authors aimed to localize switching activity by a classification method 

that categorizes randomly generated input vectors into different vector sets suited to 

different parts of the CUTT. In their proposed method, input vectors that increase 

switching activity only in one part of the CUTT are gathered in a set. This method is very 

challenging and sometimes infeasible because many input vectors make activities in 

different parts of the CUTT.   

Some challenges of Trojan detection were briefly explained in the last two sections. 

Broadly speaking, In order to deal with them, researchers have proposed some design 

modifications. In the next section, further details about this approach are presented.  

 

2.3.4.2 Design for Trust (DfTr) 

Due to various challenges in Trojan detection methods, researchers have proposed 

purposeful design modifications in order to integrate security and trust in fabricated ICs 

[6]. Indeed, the main aims of such modifications are categorized into: (1) preventing 

Trojan insertion and (2) facilitating Trojan detection [4-6, 18-19]. For such modifications, 

terms design-for-trust (DfTr) [6] and design-for-hardware-trust [4] have been 
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interchangeably used in the literature. In this dissertation, we use the former term. 

Preventing Trojan insertion DfTr methods include three categories: functional cell 

filling [64], split manufacturing [65], and masking [9], seen in Fig. 2.15 [22].  

The main idea of the first approach is to fill the empty spaces of a die, which physical 

design CAD tools usually fill using non-functional filler cells, with functional cells.  In 

such situations, Trojan attackers cannot find any space for hardware Trojans.  

The second approach splits a layout into two parts: an advance and expensive part, 

front-end-of-line (FEOL), and an ordinary part, back-end-of-line (BEOL) [65]. Then, the 

layout designers send the FEOL and BEOL part to an untrustworthy and trustworthy fab, 

respectively. They must send both the fabricated parts to a trustworthy assembly foundry. 

The use of this approach hinders Trojan attackers since they do not have access to the 

whole layout; consequently, they cannot insert efficient hardware Trojans.  

The third preventing Trojan DfTr approach is masking. As mentioned in Section 2.2.3, 

Trojan attackers cannot easily have enough knowledge about the functionality and 

structure of a masked circuit, if they do not know its correct key. Consequently, they have 

difficulties to design hard-to-detect and efficient hardware Trojans. For instance, without 

knowing the correct key, a hardware Trojan attacker may insert its hardware Trojan in a 

masked circuit such that it may become active only when the circuit is fed with incorrect 

keys [9]. Figure 2.8 shows a hardware Trojan that becomes active once the circuit is in a 

state that has been added to the original states of the circuit for the masking purpose. This 

state is always unreachable if the circuit holds the correct key. 

It is noteworthy that DfTr methods that aim to facilitate Trojan detection consequently 

hinder Trojan attackers to insert hard-to-detect hardware Trojans. Such methods usually 
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concern one of three categories of nondestructive Trojan detection approaches. In Chapter 

3, 4, and5, we will propose three DfTr approaches concerning logic testing, PDA-based, 

and PCA-based Trojan detection. Before the start of these chapters, for each of these three 

categories, examples are briefly introduced in the following: 

 

DfTr Method Concerning Logic Testing-based Trojan Detection 

The authors in [66] proposed to add some dummy flip-flops to a circuit in order to 

increase the controllability of low controllable signals. The authors in [10] aimed the same 

objective using AND/OR gates as key-gates. For this purpose, they found rare signals and 

then inserted AND (OR) gates one level-of-gate before signals that rarely have ‘0’ (‘1’) 

values. The use of AND/OR gates as key-gates has a shortcoming. The problem is that 

attackers can easily guess the correct key. The correct key is always the non-controlling 

value for the AND/OR key-gate. This point will be more explained and illustrated by 

examples in Chapter 3.  

 

DfTr Method Concerning PDA-Based Trojan Detection  

As mentioned earlier, longer paths have more delay variability caused by process 

variations. Therefore, nets that only belong to long paths are vulnerable points in PDA-

based Trojan detection. In order to improve such detection methods, the authors in [13] 

proposed a trust-driven retiming algorithm, named TDR [13]. TDR aims to reduce the 

number of vulnerable points. This research work will be more reviewed in Chapter 4, and 

their results will be compared with that of our proposed approach.  
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DfTr Method Concerning PCA-Based Trojan Detection  

The authors in [14] proposed a DfTr to improve PCA-based Trojan detection methods. 

They proposed to employ some scan chains instead of having only one global chain. They 

consider a circuit under design (at the placement step in the physical design) as a 

collection of sub-circuits and then split the scan chain of the circuit to some sub-chains 

equal to the number of the considered sub-circuits. Each sub-chain is suited to a sub-

circuit. Cells of each sub-chain are physically near to each other. Then, by applying 

random vectors to a sub-chain and a zero vector, in which all bits have ‘0’value, to the 

other ones, switching activity is increased in a targeted sub-circuits and decreased in other 

ones. In Chapter 5, we will aim the same objective by proposing (1) an input-vector 

generation method, (2) a logic masking method and (3) an algorithm that employs these 

two methods.  
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Chapter 3 

Advantaging Logic Masking to Ameliorate Logic-

Testing Based Trojan Detection  

 

 

 

3.1 Introduction 

It was mentioned in Chapter 2 that low transition rate (rare) signals are suitable options 

for employing in the trigger part of hardware Trojans (especially functional ones). In fact, 

in order to have very low observable effects on circuit outputs, hardware Trojans are 

designed such that they are triggered only in one (or few) specific occasional condition 

(s). Trojan attackers can make such a condition by combining a few rare signals.  

In this chapter, we introduce a DfTr approach that leverages logic masking to reduce 

the number of rare signals in the circuit under masking; in other words, it aims to hinder 

difficult-to-trigger Trojans insertion and, consequently, increase the chance of Trojan 

activation. We called this proposed approach “AMELIORATION: Advantaging logic 

Masking to amELiorate functIOnal/stRuctural testing bAsed Trojan detectION”. 

Regarding this approach, we proposed a logic masking algorithm that aims at mystifying 

circuits’ original-functionality and removing rare signals. A circuit masked by 

AMELIORATION has two challenges for Trojan attackers: 1) lack of knowledge about 
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the original functionality of the circuit and 2) shortage of rare signals for designing hard-

to-detect hardware Trojans. If there is no rare signal in a circuit, Trojan attackers must 

produce ones by performing specific logic operations on normal signals. The produced 

rare signals can then be employed for the activation of hardware Trojans. However, the 

production of rare signals increases the Trojans size; therefore, the Trojans affect the 

circuit side-channel parameters, such as power consumption or delay of paths, more [6]. 

Hence, removing rare signals hinders designing hard-to-detect hardware Trojans. 

 

3.2 Contributions  

The contributions of this chapter are as follows: 

• We propose a logic masking algorithm that simultaneously concerns mystifying the 

original functionality and removing rare signals. It searches the whole circuit to find 

the best signals for inserting XOR/XNOR key-gates satisfying both the mentioned 

objectives.  

• We propose a security metric that simultaneously employs "highly balanced 

Hamming distance achievement" and "rare signal elimination".   

• We present the obtained Hamming distance for various combinational circuits, 

chosen from the ISCAS’85 benchmarks, to evaluate the efficiency of our proposed 

logic masking algorithm. 

• We study the effects of logic masking on mystifying the functionality of sequential 

circuits. For this purpose, we run two logic masking algorithms on the 

combinational parts of sequential circuits chosen from ISCAS’89 benchmarks. The 
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increases in the sizes of the finite-state-machine (FSM) of the modified sequential 

circuits, including both the number of states and state transitions, are presented. 

This method can resist against SAT attack [18] because of the misleading behavior 

of the circuit for incorrect keys, which will be explained later in this paper.  

• We present a CAD tool, called LOG-STAT (Logic simulation, Security, and Trust 

Analysis Tool) and uploaded in [68]. It is /designed and developed using the c# 

programming language. It takes a gate-level netlist and applies logic masking 

algorithms. The tool can perform logic simulation, calculate the obtained Hamming 

distance of masked combinational circuits, and estimate FSM extension (according 

to the increased number of the modified FSM’s states and transitions as a result of 

the logic masking algorithm). LOG-STAT can also extract and report the area, 

power consumption, and delay overheads for the employed logic masking 

algorithm at the gate level. 

 

 3.3 Proposed Solution 

As mentioned in the previous chapter, the shortcoming of using AND/OR gates as key-

gates is that attackers can easily guess the correct key. For such key-gates, the correct key 

is always the non-controlling value. This problem does not exist when using XOR/XNOR 

key-gates. Figure 3.1 illustrates this point. In this figure, circuit ‘a’ includes three AND 

gate; assume that it is the original circuit. On the top of each signal in Fig. 3.1, a numerical 

pair shows the probabilities of having ‘0’ and ‘1’. The original circuit output (O3) has a 

6% probability of having ‘1’. Circuit ’b’ in this figure is obtained by inserting an XOR 

key-gate into the original circuit. This key-gate increases the probability of having ‘1’ at 
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the circuit output to 13%, and its correct key is ‘0’. The XOR key-gate in circuit ‘b’ is 

changed to an XNOR key-gate in circuit ‘c’ using De Morgan laws, but the correct key 

remains ‘0’. As observed in this circuit, an attacker cannot guess the correct key only by 

seeing an XOR or XNOR key-gate. Now, imagine that one uses an OR gate instead of the 

XOR key-gate in circuit ‘b’; then, circuit ‘d’ is obtained. Likewise, the use of De Morgan 

laws in circuit ‘d’ changes the added OR gate to NOR and AND gate in the circuits ‘e’ 

and ‘f’, respectively. The correct key for both the circuits ‘d’ and ‘e’ is ‘0’, equal to the 

noncontrolling value of the OR and NOR gates. The correct key for the circuit ‘f’ is 

changed, but it is still the noncontrolling value (of the AND gate, equal to ‘1’). As 

observed in the circuits (‘b’ and ‘c’) or (‘d’, ‘e’, and ‘f’), the use of De Morgan laws does 

not change the signal probability of a circuit’s nets. In addition, even if the use of OR, 

AND, NOR and NAND gates increases the signal probability slightly more than the use 

of XOR and XNOR key-gates, an attacker can easily neutralize them using their 

noncontrolling value as the correct key. 

In order to solve the mentioned shortcoming, we offer a logic masking algorithm that 

employs our proposed security metric for inserting XOR/XNOR key-gates. This metric 

concerns both rare signal elimination and logic masking quality.  The next section 

presents this security metric and logic masking algorithm in details.  
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Fig. 3.1 A circuit with three AND gates; the numerical pair on the top of each signal shows its 

probability of being ‘0’ and ‘1’; 

(a) original circuit, *PoB1(O3) = 6%, 

(b) masked circuit using an XOR key-gate in circuit (a)  [PoB1(O3) = 13%], CK+ = 0,  

(c) changed circuit using De Morgan laws in circuit (b)  key-gate changed to XNOR, CK = 0,  

(d) masked circuit using an  OR  key-gate in circuit (a)  [PoB1(O3) = 16%], CK = ^NCV = 0,  

(e) changed circuit using De Morgan laws in circuit (d)  key-gate changed to NOR, CK = NCV = 0, 

(f) changed circuit using De Morgan laws in circuit (d)  key-gate changed to AND, CK = NCV = 1, 

* PoB1(x): Probability of Being ‘1’ in signal x      + CK: Correct Key      ^ NCV: Non-Controlling Value 

 

3.3.1 Security Metric 

The proposed security metric, named Security-MetricHAHB (HAHB: Hardware Trojan 

Avoidance & Hamming Distance Balanced), is measured based on Eq. 3.1: 

Security-MetricHAHB = ω1HA +  ω2HB (3.1) 

HA =  1 −  
𝑅𝑆 − 𝑀𝑖𝑛(𝑅𝑆)

𝑀𝑎𝑥(𝑅𝑆) − 𝑀𝑖𝑛(𝑅𝑆)
  

                              HB = 2 ∗ (0.5 −  |0.5 −  Hamming distance| )  

where HA and HB are parameters defined for each signal of the circuit under masking. 

Parameter HA of a signal represents the number of rare signals (RS) that remain in the 
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circuit if this signal is used for inserting an XOR/XNOR key-gate. For all the signals in 

the circuit, one can obtain their RS parameter. A signal which has the greatest (smallest) 

RS is Max(RS) (Min(RS)). The fraction in the HA formula is the simplest means to scale the 

range of RS to the range (0, 1). Similarly, the parameter HB corresponds to the percentage 

Hamming distance (HD) that would be achieved if a signal were used for inserting a key-

gate. The closer the Hamming distance is to 50%, the higher HB is obtained. In Eq. 3.1, 

ω1 and ω2 are weights assigned to HA and HB, respectively, with 0 ≤ ω1 ≤ 1, 0 ≤ ω2 ≤ 1, 

and ω2 + ω2 = 1. In our experiments, we examined different values for these weights. 

Please note that to count rare signals, one needs a threshold for signal transition 

probability. The authors of [10] assumed that signals are rare if their transition 

probabilities are less than 0.01. We use the same assumption.   

 

3.3.2 Greedy Algorithm 

We use a greedy algorithm to insert key-gates. It inserts a key-gate into every signal in 

the circuit and then calculates Security-MetricHAHB for each signal. Then, it selects the 

best place according to the Security-MetricHAHB. Algorithm 3.1 describes the whole 

process. It accepts a combinational circuit netlist and a key length as its inputs and returns 

a masked netlist and a Boolean vector that contains the correct key. The algorithm has 

two constants. The first one (RARE_THRESHOLD) is the threshold of assumed rare 

signals; this threshold has been explained in the previous section. The second constant is 

employed to allow determining the number of random test vectors. 
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Algorithm 3.1: AMELIORATION Algorithm ( Inputs: netlist, keyLength, Output: maskedNetlist, 

correctKey [keyLength] ) 

Constant: RARE_THRESHOLD,  TRANSITION_VARIABILITY_THRESHOLD; 

1: Levelize-netlist netlist; // O(N) 

2: Generate-Test-Vectors (Return: inputVectors, CorrectOuputVectors);  // O(2N2) 

3: For A = 1  to A <= keyLength do  //repeated K times  

4:         Select-Key-Gate KG; /*randomly between XOR or XNOR*/ 

5:         Save-Correct-Key  correctKey [A++]; /*corresponfing to KG*/ 

6:         Contact-One-Bit-With-A-Random-Value to inputVectors;/*corresponding to KG*/   

7:         For each netB in netlist do  //repeated N times 

8:               Insert-key-gate KG , netB  ;  

9:               Set-to-0 transitionCounter of all the nets; 

10:               For C = 1  to C <=  vectorIndex do //repeated M times 

11:                      Cycle-based-Simulation (inputVectors [C], Return: faultyOutputVectos[C]); //O(N) 

12:                  Hamming-Distance-Calculation (faultyOutputVectos, CorrectOutputVectors; Return: 

HD ); //O(N) 

13:               Save HD  to netB.HD; 

14:               Set-to-0 rareSignalCounter; 

15:               For each netD in netlist do //repeated N times  

16:                       If  (transitonCounter of netD / vectorIndex) < RARE_THRESHOLD do 

17:                             rareSignalCounter ++; 

18:               Save rareSignalCounter to netB.RS 

19:               Undo key-gate KG/* from */ netB; 

20:        End for 

21:        For each netE in netlist do      //repeated N times   

22:                Calculate-Security-Metric netE; /*using netE.HD  and netE.RS */ 

23:                Choose-Net ChosenNet/*a net with the highest Security-MetricHAHB*/; 

24:        End for      

25:        Insert the selected key-gate on ChosenNet; 

26: End For; 

27: Return netlist, correctKey;   

 

Function: Generate-Test-Vectors (Outputs: inputVectors, ouputVectors ) / /O(M * (N + N)) ∵ M  ≈  N 

 O (2N2) 

28: Set-to-0  vectorIndex, transitionCounter for all the nets; 

29: Do: //O(k) 

30:        Generate-One-Random-Test-Vector testVector;  

31:        Save inputVectors [++vectorIndex] = testVector; 

32:        Cycle-based-Simulation (testVector, Return: responseVector);   //O(N) 

33:        Save ouputVectors [vectorIndex] = responseVector;  
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34:        For each neti in netlist do //repeated N times  

35:               Update-Transition-Rate of neti; /* deviding TransitionCounter by vectorIndex */ 

36:               Update-Transion-Rate-Variability of neti ;/* newTratransionRate - oldTratransionRate */ 

37:               Update maxTransitionRateVariability; /* keep the biggest transion rate variability */  

38:        End For; 

39: While (maxTransitionRateVariability of netlist > TRANSITION_VARIABILITY_THERESHOLD);  

40:Return inputVectors, ouputVectors; 

 

Function: Cycle-based-Simulation  (Input:  testVector;   Output: outVector ) //O(N) 

41: For each neti in netlist do //repeated N times  

42:        If  neti connected to a primary input do 

43:               Assign the primary input value to neti 

44:        Else  

45:               Uptade-Net-Value neti  /*accordign to logic function of the cell driving neti  */ 

46:        Update-Transition-Counter  of neti ; /*If the vale of neti is changed */         

47:End For 

48:Return outVector;  

 

Function: Hamming-Distance-Calculation (Inputs:  vector1, vector2; Output:HD ) // O (M * P) ∵ 

M ≈ N, & P << M  O( N) 

49: Set-to-0 HD; 

50: For each vectori in vector1 do //repeated M times 

51:        For each bitj in vectori do //repeated P times 

52:               If  vector1 [i][j] != vector2 [i][j] do   

53:                   HD++; 

54: Return HD;        

 

At first, the algorithm uses a function that logically levelizes the netlist (line 1) by 

traversing all the circuit nets from the primary inputs to the primary outputs and labeling 

all the circuit cells. The netlist has to be levelized because a cycle-based simulation is 

used a few steps ahead. The next function (line 2) is Generate-Test-Vectors that generates 

and applies random input test vectors to the circuit and stores the output vectors as the 

correct outputs. Any input vector being applied to the circuit changes the value of some 

nets. As the circuit is combinational, the switching activity (transition rate) for each net 
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is calculated by dividing the number of transitions of the net by the number of the applied 

input vectors. The transition rate of each net converges to a value when sufficiently many 

input vectors are applied to the circuit; afterward, more input vectors do not significantly 

affect the transition rate. If the change in the transition rate for all the nets is less than a 

threshold (TRANSITION_VARIABILITY_THRESHOLD), the function Generate-Test-

Vectors ceases to generate new input vectors. 

The main part of the algorithm is the loop between lines 3 and 27, which repeats until 

all key-gates are inserted. In each key-gate insertion round, a key-gate (KG) is randomly 

selected to be either XOR or XNOR, and its correct key value is saved in correctKey 

(lines 4-5). One bit, corresponding the inserted key-gate, is set with a random value and 

contacted to all the generated test vectors (line 6) because when a key-gate is inserted, its 

key-input is observed as a new primary input of the circuit. To find the best signal for 

KG, it is inserted into each signal, one by one, and the generated input vectors are 

simulated in the modified circuit (For structure line 7-20). Using the results of these 

simulations, two parameters, the HD and the number of rare signals (RS), are obtained 

for the net that KG is inserted on (lines 10-18). When HD and RS are obtained for a net, 

the algorithm undoes the inserted key-gate KG (line 19) and tries another signal. When 

HD and RS are obtained for all the nets, Security-MetricHAHB is calculated according to 

Eq. 1 for each net, and the net with the highest Security-MetricHAHB is chosen for KG 

(lines 21-25). This process repeats until all the key-gates are inserted. 

This algorithm and the fault analysis-based (FAB) algorithm proposed in [12] are 

greedy and iterative algorithms; they have the same time complexity. The time 

complexity of each function and loop is shown in Algorithm 3.1. At the beginning of the 

algorithm, the time complexity of the levelize function has the order N, which equals the 

number of nets in the circuit. Afterward, there is the generating test vectors function, 



56   3. Advantaging Logic Masking to Ameliorate Logic-Testing Based Trojan Detection 

 

which has an outer loop including an inner loop and the simulation function. As observed 

in Algorithm 1, the inner loop is repeated N times to check all the nets. The simulation 

function is order N because all nets of the netlist must be reassigned. The outer loop is 

finished when it observes the measuring parameter (transition rare of the nets) does not 

have significant changes. According to our experiments, the repeat of the outer loop 

depends on the circuit size and is less than or equal to N for 

TRANSITION_VARIABILITY equal to 0.01%. As a result, the time complexity of this 

loop is in order 2N2.   

The first loop in Algorithm 3.1 is repeated K times, where K is the number of the key-

gates. It has two loops, which are repeated N times. In one of these loops, for each net of 

the netlist, the simulation function (with the order N) repeats for the number of generated 

test vectors (almost equal to N, as mentioned above). Then, there is the Hamming distance 

calculation function, which is of the order N, as observed in Algorithm 1. As a result, the 

main loop in the algorithm is repeated K (N3 + N2 + N) times. K is negligible compared 

to N; because of the area overhead, the number of key-gates must be much less than the 

number of nets (i.e., 5% of the number of the nets). As a result, the maximum time 

complexity of the algorithm is calculated based on Eq. 3.2: 

O (N + 2N2 + KN3 + KN2 + KN)  O (N3) (3.2) 

It is noteworthy that in the algorithm, a simple logic simulation function with a zero-

delay model is used. Since logic masking is performed at the gate level on the 

combinational circuits, this simulation is sufficient to calculate the Hamming distance. 

This method applies test vectors and observes the switching activity of the signal to 

calculate the signal probability. This simulation method is more efficient and less time 
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consuming than the statistical probability calculation [69]. Using the unit delay model or 

more accurate delay models is also more time-consuming than the zero-delay model [70].  

 

3.4 Experimental System Setup and Results 

3.4.1 Experiment setups 

As explained, Security-MetricHAHB used in the algorithm has two factors, ω1 and ω2. 

These factors should be assigned by the circuit designer according to the required IP 

piracy or hardware Trojan prevention level. They can have a value between 0 and 1 such 

that the sum of them is exactly 1. During experiments, we first used the values ‘1’ and ‘0’ 

mutually for each one. In these cases, the security metric can be calculated using Eq. 3.3 

and Eq. 3.4: 

ω1 = 0, ω2 = 1  Security-MetricHAHB = HB (3.3) 

ω1 = 1, ω2 = 0  Security-MetricHAHB = HA (3.4) 

n addition, we assigned 0.5 to both ω1 and ω2 during our experiments. Therefore, the 

security metric is measured based on Eq. 3.5:   

ω1=ω2=0.5Security-MetricHAHB=0.5(HA + HB) (3.5) 

As mentioned, a toolset called LOG-STAT has been developed in C#; LOG-STAT 

reads a circuit at the gate level and runs different masking algorithms, including the 

algorithm proposed in this paper, in addition to the FAB algorithm [12] and random key-
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gate insertion [42]. The ISCAS-85 [71] and ISCAS-89 [72] benchmarks were used for 

the experiments. Table 3.1 presents the details of the circuits masking. 

 

Table 3.1 Details of the used benchmark circuits 

Circuits Input Output Gate Flip-flop 

c432 36 7 160 - 

c499 41 32 202 - 

c880 60 26 383 - 

c1355 41 32 546 - 

c1908 33 25 880 - 

c3540 50 22 1669 - 

c5315 178 123 2307 - 

c6288 32 32 2406 - 

c7552 207 108 3512 - 

s510 19 7 211 6 

s641 35 23 379 19 

s838 34 1 446 32 

s1238 14 14 508 18 

s1494 8 19 647 6 

s5378 35 39 2779 179 

 

LOG-STAT reports the Hamming distance and the number of rare signals. We compare 

the results of the proposed algorithm and the FAB algorithm presented in [12]. We 

separately use values of (1, 0), (0, 1), (0.5, 0.5) for (ω1, ω2). Additionally, LOG-STAT 

estimates the area, power and delay overheads at the gate level.  

To estimate the dynamic power for every single cell of a circuit, one can use Eq. (3.6) 

[73]: 

Dynamic Power = C.VDD
2 .f.P (3.6) 
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In this equation, C is the average load capacitance of the cell, VDD is the power supply, 

f is the frequency of the circuit, and P is the probability of a signal transition from 0 to 1 

at the output of the cell. Thus, the total dynamic power consumption (TP) for a sequential 

circuit with n cells can be estimated using Eq. 3.7. 

TP = ∑ 𝐶𝑖. 𝑉𝐷𝐷
2 . 𝑓. 𝑃i. 𝐹𝑜𝑢𝑡𝑖  

𝑛

𝑖=1
 

(3.7) 

For combinational benchmark circuits, we replace f.Pi by the number of transitions (T) 

at the outputs of the cells. Thus, TP for a combinational circuit with n cells can be 

estimated using Eq. 3.8.   

TP = ∑ 𝐶𝑖. 𝑉𝐷𝐷
2 . 𝑇𝑖 . 𝐹𝑜𝑢𝑡𝑖  

𝑛

𝑖=1
 

(3.8) 

where Ti and Fouti are the numbers of transitions and fan-outs of the ith cell of the 

circuit, respectively.   

To estimate delay and area overheads, LOG-STAT uses the default values of NanGate 

45-nm primitive cells [74] and the method proposed in [73]. These overheads do not 

depend on the masking algorithm. In fact, only the number of used key-gates affects these 

overheads. 

 

3.4.2 Simulation Results 

As discussed in Section 3.1, we can use different security metrics in the proposed 

algorithm. We proposed a security metric including two factors: highly balanced 
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Hamming distance achievement and rare signal elimination. They are associated with 

weights ω1 and ω2, respectively. In addition, we proposed three cases in which these 

weights are different. In the following, we present the results for each case, including the 

Hamming distance and number of rare signals. We also compare the results of each case 

with those obtained in related work. Then, in the fourth section, overheads are presented 

and discussed. 

 

3.4.2.1 IP Piracy Robustness Evaluation  

The Hamming distance would be the only concern if we set ω1 = 0 and ω2 = 1. The 

Hamming distance results after execution of the proposed algorithm using Security-

MetricHB are shown in Fig. 3.2. This figure illustrates that the average Hamming distance 

increases with the number of inserted key-gates. In all benchmarks, the proposed 

algorithm succeeded at achieving a Hamming distance of 50%. Fig. 3.3 also illustrates 

the number of rare signals after each key insertion. As observed in this figure, since the 

Security-MetricHB only concerns the Hamming distance, rare signals are not eliminated.   
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Fig. 3.2 Hamming distance of the output bits for each key length, using (ω1, ω2) = (0, 1) 

 

 

 

  Fig. 3.3 The number of rare signals for each key length using (ω1, ω2) = (0, 1) 

 

3.4.2.2 Hardware Trojan Avoidance Evaluation 

The second case is when one is only concerned with Trojan threats and sets ω1 and ω2 to 

‘1’ and ‘0’, respectively. As mentioned above, the proposed algorithm in this case only 

masks a circuit such that it will have as fewer as possible rare signals regardless of the 
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masking quality. Figure 3.4 presents the number of rare signals for each benchmark for 

different key lengths. This figure implies that for all the ISCAS-85 circuits, the proposed 

algorithm using Security-MetricHA has succeeded at reducing the number of rare signals 

to less than 10. The Hamming distance results for this case are depicted in Fig. 3.5. As 

expected, in this case, a highly balanced Hamming distance is not achievable. 

 

 
Fig. 3.4 The number of rare signals for each key length using (ω1, ω2) = (1, 0) 

 

 

 
Fig. 3.5 Hamming distance of the output bits for each key length, using (ω1, ω2) = (1, 0) 
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3.4.2.3 Joint Evaluation of IP Piracy Protection and Trojan Avoidance  

The Hamming distance and the number of rare signal results corresponding to the use of 

Security-MetricHAHB (with ω1 = 0.5 and ω2 = 0.5) in the proposed algorithm are depicted 

in Fig. 3.6 and Fig. 3.7, respectively. However, Security-MetricHA and Security-MetricHB 

present better results solely for either the balanced Hamming distance or rare signal 

elimination, in comparison to Security-MetricHAHB; as inferred from the figures, Security-

MetricHAHB is effective for both criteria. For instance, after inserting approximately 35 

key-gates, fewer than 10 rare signals remained in most of the circuits (except for c7552 

and c1908, which need 110 and 127 key-gates, respectively). In the same respect, 55 key-

gates are sufficient to achieve a Hamming distance of more than 40% for the majority of 

the circuits (except for c7552 and c5315, which need 75 key-gates for this concern). 

 

 
Fig. 3.6 Hamming distance of the output bits for each key length, using (ω1, ω2) = (0.5, 0.5) 
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Fig. 3.7 The number of rare signals for each key length using (ω1, ω2) = (0.5, 0.5) 
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In three circuits, c432, c1908, and c6288, Security-MetricHAHB requires slightly fewer 

key-gates than that of the FAB algorithm to reach 50% Hamming distance. In other 

circuits, the FAB algorithm requires fewer key-gates than Security-MetricHAHB to achieve 

a Hamming distance of 50%; moreover, in none of these circuits does it require any effort 

to reduce the number of rare signals. 
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Table 3.2 HD obtained by the FAB algorithm [12] and the proposed algorithm using security-

metricHB and security-metricHAHB 

 

circuit 

# of key-gates used to reach the most balanced HD Most balanced HD 

FAB HB HAHB FAB HB HAHB 

c432 17 8 12 50% 50% 50% 

c499 40 40 74 50% 50% 50% 

c880 28 28 58 50% 50% 50% 

c1355 42 36 64 50% 50% 50% 

c1908 28 19 23 50% 50% 50% 

c3540 22 20 27 50% 50% 50% 

c5315 97 122 112 44% 50% 44% 

c6288 27 18 24 50% 50% 50% 

c7552 89 64 112 46% 50% 50% 

Average  48.9% 50% 49.2% 

 

For the largest circuit, c7552, Security-MetricHB obtains a Hamming distance of 50% 

by inserting 64 key-gates; however, the upper bond of the achieved Hamming distance 

using FAB algorithm is 46% using 89 key-gates, whereas Security-MetricHAHB achieves 

Hamming distances of 46% and 50% by inserting 89 and 112 key-gates, respectively. 

It is worth noting that in Table II, Security-MetricHB used more key-gates (122 ones) 

for c5315 to achieve a Hamming distance of 50%. However, the FAB algorithm and 

Security-MetricHAHB can obtain a maximum Hamming distance of 44% using 97 and 112 

key-gates, respectively. Figure 3.3 shows that the use of Security-MetricHB results in a 

Hamming distance of 44%, like the FAB algorithm, but it needs to insert only 97 key-

gates. For this case, neither the FAB algorithm nor Security-MetricHAHB in the proposed 

algorithm could reach a Hamming distance of 50% for c5315. 

Figures 3.2, 3.4, 3.6 and 3.7 show the tradeoff between the numbers of used key-gates 

and the objectives of the proposed algorithm and security metric. However, sometimes 

the algorithm cannot improve this metric, even by accepting more key-gates. For instance, 
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as shown in Fig. 3.6, by 112 key-gates, we reach a Hamming distance of 44% in c5315, 

and adding more key-gates does not yield a better effect. 

 

3.4.2.4 Overhead Results  

Figures 3.8, 3.9 and 3.10 show the area, delay and power overheads, respectively, for all 

the key lengths used in the proposed algorithm incorporating Security-MetricHAHB. LOG-

STAT reported these figures. It uses the default value of the cell area/delay/power 

information listed in the open cell library of NanGate 45 nm [74]. The tool also uses Eq. 

3.7 and 3.8 for the dynamic power overhead estimation. These figures show that as 

expected, there is a direct relation between the number of used key-gates and the 

overheads. The overheads increase by accepting more key-gates, usually regardless of the 

used key-gate insertion algorithm. This observation is also mentioned in previous work, 

such as [12]. 

 

 

Fig. 3.8  Area overhead of the proposed algorithm incorporating Security-MetricHAHB for different key 

lengths 
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Fig. 3.9 Delay overhead of the proposed algorithm incorporating Security-MetricHAHB for different key 

lengths 

 

 

 
Fig. 3.10 Power overhead of the proposed algorithm incorporating Security-MetricHAHB for different 

key lengths 
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Hamming distance to 50%. The overheads only depend on the number of used key-gates. 

It is observed when the algorithm incorporating each security metric employs (almost) 

the same number of key-gate and, consequently, the overheads (e.g. c5315 and c6288). 

In addition, the area and power overheads for larger circuits (ones having more than 2k 

gates) are less than the ones for smaller circuits. This is also the case for the results of the 

FAB algorithm published in [12]. 

 

Table 3.3 Area, power, and performance overheads for each benchmark regarding the number of 

used key-gates to reach a hamming distance of 50% 

Circuit  No. of key-gates used 

to reach the most 

balanced HD  

 

 

Area 

overhead 

 Dynamic power 

overhead 

 Performance 

overhead 

 HB HAHB  HB HAHB  HB HAHB  HB HAHB 

c432  8 12  9.9% 14.6%  2.9% 4.4%  34.3% 51.5% 

c499  40 74  26.1% 48.3%  11.4% 20.9%  33.14% 61.3% 

c880  28 58  14.7% 17.6%  5.1% 10.4%  15.17% 31.4% 

c1355  36 64  14.9% 26.4%  5.5% 9.8%  25.05% 4.5% 

c1908  19 23  4.7% 5.4%  2.1% 2.4%  5.65% 6.8% 

c3540  20 27  2.3% 3.06%  0.9% 1.2%  7.98% 10.8% 

c5315  112 112  8.5% 8.5%  3.1% 3.2%  8.7% 8.8% 

c6288  22 24  2.1% 2.30%  0.7% 0.8%  5.91% 6.5% 

c7552  64 112  3.6% 6.2%  1.54% 2.7%  5.27% 9.1% 

 

The performance overhead is presented in Table 3.3, column 4. As observed in the 

table, the delay overhead is quite significant. This problem can be solved if designers only 

try to use nets belonging to noncritical paths. 
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3.5 Logic Masking Effects on Sequential Circuits 

In Chapter 2, it has been introduced that the first step of sequential circuit masking is to 

conjoin a fake FSM and the original FSM of a circuit into a new one; this is practical to 

perform at the RTL level. In the second step, the states of the fake and original FSMs are 

interlocked. The final FSM must have several transitions between the fake and original 

FSM; in addition, if it goes to the original states by applying incorrect keys, it must 

generate incorrect outputs and return to the fake FSM’s states. In Chapter 2, it was also 

mentioned that logic masking can be used as a solution to interlock the original and fake 

FSMs. For this purpose, one can synthesize the obtained FSM from the first step and then 

separate the combinational part and modify it using a logic masking algorithm.  

The combinational part of a sequential circuit feeds the circuit’s flip-flops and primary 

outputs. The outputs of this part have incorrect bits if the circuit was modified by a logic 

masking algorithm and one or some of the added key-inputs obtain incorrect values. 

Hence, such a circuit will incorrectly operate and have failures in two cases: 1) when one 

of its primary outputs is directly connected to one output of the combinational part and it 

has incorrect value; 2) an incorrect value for one output of the combinational part makes 

a fault in one or some flip-flops, and so this error will most likely bring the circuit to an 

incorrect state. As a result, a masked sequential circuit having (even) a few added key-

inputs and being applied incorrect values is very likely to operate incorrectly. Thus, in 

this work, instead of reporting the failure rate, two other criteria are chosen to present the 

effects of logic masking on sequential circuits. The proportions of the number of states 

and transitions in a masked sequential circuit before and after performing logic masking 

are the two criteria used to demonstrate the effects of logic masking. 

Incorrect states, which happen due to incorrect keys, either belong to the original and 
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fake FSMs or are new ones that never happen in the circuit reached from the first step. In 

other words, the effect of added key-gates may make some new states that were never 

reached before the key-gate insertion because of the circuit logic. The increase in the 

difference between the number of states before and after performing logic masking makes 

the final circuit more obscure.  

As mentioned in Chapter 2, the SAT attack is powerful for finding the correct key for 

a masked combinational circuit. Nevertheless, sequential circuits masked by the use of 

logic masking, such as the method explained above, can effectively defend against the 

SAT attack. The reason is that for some keys, the circuit temporarily passes through 

correct states with incorrect outputs or vice versa.   

To see the mentioned criteria caused by logic masking algorithms in this work, we 

chose the random and proposed logic masking algorithms and applied them to the 

combinational parts of gate-level sequential circuits chosen from the ISCAS-89 

benchmark. The random logic masking algorithm, as mentioned in Chapter 2, randomly 

inserts key-gates into a circuit. LOG-STAT has implemented this algorithm, although it 

does not distinguish and protect the clock and reset signals from key-gate insertion. The 

implementation of the proposed algorithm for the sequential circuit in LOG-STAT 

includes separating the combinational part of sequential circuits and considers each flip-

flop as a pseudo primary input and output. Then, the algorithm inserts key-gates 

according to the calculation of Hamming distance and the number of rare signals 

considering pseudo primary inputs/outputs such as normal primary input/outputs. Finally, 

when all key-gates are inserted, the pseudo primary inputs/outputs are replaced by flip-

flops.   

To estimate the number of states and transitions, one can traverse all the FSM, but it is 
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infeasible even in normal size circuit because the number of states exponentially 

increased by the number of F.Fs. Another solution, which is fast and easy-to-implement, 

is to apply many random input vectors. In this work, 10000 random vectors are first 

selected and then applied to a masked circuit and its original circuit. Figures 3.11 and 

3.12, respectively, show the proportion of the number of states and transitions before and 

after performing the proposed logic masking. Figures 3.13 and 3.14 show the same result 

before and after performing the random masking algorithm. 

These figures show that both of the algorithms have almost the same results. As 

observed in these figures, these algorithms for all of the circuits – except the smallest 

circuit, s510 – double the number of states and transitions by inserting a few key-gates 

(less than 10). The numbers of states and transitions are easily increased by as much as 

200% using the random logic masking algorithm, which is very fast to implement, and a 

maximum of 32 key-gates are used for all of the circuits except for s510. As a result, logic 

masking can be an appropriate solution to mask sequential circuits. 

 

 

Fig. 3.11          The fraction of the number of states before and after performing the proposed logic 

masking  algorithm along with Security-MetricHAHB for each key lengths 
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Fig. 12    The fraction of the number of transitions before and after performing the proposed logic 

masking  algorithm along with Security-MetricHAHB for each key lengths 

 

 

 
Fig. 13       The fraction of the number of states before and after performing the random logic masking  

algorithm 

 

Please note that one can develop efficient logic masking algorithms in terms of the 

increase in the number of states and state transitions. In this work, we only tried to present 

a basic view of the effects of the logic masking on sequential circuits. Our future work 
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includes comparing the costs and benefits of interlocking of the fake and original FSM at 

the RTL and the use of logic masking at the gate level.   

 

 
Fig. 14         The fraction of the number of transitions before and after performing the random logic 

masking  algorithm 
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benefit function in that each of the mentioned objectives has its own weight.  

We ran the proposed algorithm including a benefit function in which both the 

objectives have the same weights. In addition, we ran the algorithm two more times such 

that in each of them, it employed a benefit function including one of the objectives. Then, 

we compared the results of these three cases with the FAB proposed in [12]. The results 

and comparisons show that the proposed algorithm employing the benefit function with 

equal weights can significantly approach the ideal output balanced Hamming distance 

(50%), more or less similar to the FAB, and effectively make Trojan insertion difficult by 

removing rare signals. 

We analyzed the logic masking effects on the number of states and transitions of 

sequential circuits. The results show that even a few key-gates inserted in the 

combinational part of sequential circuits easily double the numbers of states and 

transitions. 

In addition, we presented a CAD tool in this chapter. We developed a logic simulator 

and the experiments of this chapter in the tool. Moreover, we measured the area, 

performance and power overheads of different logic masking algorithms at the gate level 

by functions implemented in the coding environment of LOG-STAT.  These 

measurements showed that the overheads do not depend on the masking algorithm. In 

fact, only the number of used key-gates affects these overheads. 
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Chapter 4 

Employing Logic Masking to Facilitate Path Delay 

Analysis-Based Trojan Detection 

 

 

 

4.1 Introduction 

As mentioned in the previous chapters, the second benefit of logic masking methods and 

algorithms is to hinder hardware Trojan insertion, thus they are considered as DfTr 

approaches. In this chapter, we introduce a new DfTr approach that leverages logic 

masking to facilitate path delay analysis (PDA)-based Trojan detection methods. We 

called this approach “ESCALATION: Employing logic maSking to faCilitate pAth deLay 

Analysis based Trojan detectION”. Regarding this approach, we propose a logic masking 

algorithm using XOR/XNOR gates and multiplexer cells as key-gate. It masks the 

functionality of circuits while improving the efficiency of PDA-based Trojan detection 

methods. Apart from logic masking benefits, the objective of the proposed algorithm is 

to generate fake short paths for nets that only belong to long paths, because shorter paths 

have smaller delay variations [13, 57]. This point will be discussed later in this chapter.  
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4.2 Contributions 

The contributions of this chapter are as follows: 

• We detail the ESCALATION approach and an algorithm based on that along with three 

ideas for its improvement. The ideas are explained and illustrated with examples. 

• We report the improvement of Trojan detection probability (TDP) obtained by the 

proposed algorithm, for technology-mapped circuits.  

• We compare the masking quality of the proposed approach with one masking 

algorithm proposed in [9], namely HARPOON. 

• We compare the results and overheads of the proposed algorithm with a trust-driven 

retiming algorithm (TDR) proposed in [13]. TDR has the same objective as the 

proposed algorithm, but it does not make any changes in the original functionality. The 

comparisons are performed at the gate level because the TDR results and overheads 

are reported at the gate level.  

• We validate the Trojan detection efficiency of the proposed algorithm at the layout 

level. Our experimental results show that our algorithm improves TDP based on PDA. 

It also provides logic masking. 

• We validate the logic masking efficiency of the proposed algorithm. We calculate the 

Hamming distance (HD) of the outputs of masked circuits. We use HD as a usual 

metric to compare the masking quality of our algorithm with that of previous work. 

The results show that the proposed algorithm gives better HD results than the random 

masking, presented in Chapter 2.  
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4.3 ESCALATION Based Algorithm  

A hardware Trojan can increase the delay of some paths in its host circuit. These paths 

can include either the payload part of the hardware Trojan or the nets that drive the trigger 

part. Note that most of the nets in a circuit usually belong to more than one path. A 

hardware Trojan delay effects are less detectable if it is investigated among long paths, 

because of the presence of process variation. Consequently, a net cannot be a suitable 

choice for Trojan attackers if the net belongs to at least one short path. In other words, the 

shortest-path passing a net is the best option to investigate potential hardware Trojans 

interacting with the net. This path selection approach can be used in all PDA-based Trojan 

detection methods. However, there may be nets whose shortest path is not short enough 

for high Trojan detection probability. As a result, in ESCALATION, we aim to generate 

short fake paths using key-gates for such nets. 

 

4.3.1 Vulnerable points in path delay analysis-based Trojan Detection  

 As mentioned in Chapter 2, Vulnerable points in path delay-based Trojan detection are 

nets that only belong to long paths. For each net (N) of the circuit (C), there are some 

paths (P) that pass the net (N). Accordingly, the definition of the most vulnerable net 

(MVN) of a circuit, with n net, is obtained by f function, as follows: 
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Def. 4.1: 

SP (N) = Min {∀ P ∈ C: P is passing N} 

MSP (C) = Max {SPi (Ni) | SPi & Ni ∈ C, i = 1... n} 

f: MVN↦ MCP 

f = {∃ N: N ∈ the nets of MSP, N ∉ the nets of other SPi}    

 

In Def. 4.1, the MSP of a circuit is the maximum (longest) path of the shortest-paths 

(SP). In other words, MSP is the shortest path of the most vulnerable net, and its value 

is greater than that of the shortest path of other nets.  

 

4.3.2 Motivations 

A trust-driven retiming algorithm as a DfTr approach, proposed in [13] and named TDR, 

was introduced in Chapter 2. The TDR algorithm reduces the MSP value by adding extra 

FFs. It increases the TDP of PDA-based Trojan detection methods but since the 

functionality of the circuit under retiming is not changed and no logic/state masking is 

generated, it does not prevent IP/IC piracy. ESCALATION, on the other hand, does 

protect circuits against IP/IC piracy as it uses the logic masking approach. It also uses the 

potential of masking to improve the TDP of PDA-based Trojan detection methods.  

Like other logic masking methods, in ESCALATION approach, modifications are 

done at the gate level and in the combinational part of circuits. The key-gates used in 

ESCALATION are XOR/XNOR and MUX cells. The ESCALATION flow has three main 
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steps. In the first step, for each net, the shortest-path passing the net is found and selected. 

The second step is to sort the selected paths and find the longest one (MSP). The MSP 

has the least TDP among all the selected paths, and it includes the most vulnerable net. 

The third step is to insert a key-gate such that the most vulnerable net belongs to a new 

path shorter than the MSP. These three steps continue until all nets belong to at least one 

short-enough path or until all key-gates are inserted.  

 

4.3.3 Examples  

In order to show how ESCALATION works, and highlight some effective empirical hints, 

examples are presented below. The examples are at the gate level. The unit delay model 

is used at these examples. It is thus assumed that each cell in the netlist has 1 delay unit, 

and the interconnection delays are negligible. 

Example 1: A path from a primary input (PI) to a primary output (PO) is shown in Fig. 

4.1.a. Imagine that this path is the MSP of a circuit and the shortest path for net ‘N4’ (the 

most vulnerable net). In the original circuit, gate ‘G’ immediately precedes ‘PO1’; and 

net ‘N3’ connects the output of gate ‘C’ to an input of gate ‘D’.  Thus, this path in the 

original circuit has 6 delay units and runs from primary input ‘PI1’, through the cells {A, 

B, D, E, F, G}, ending up at primary output ‘PO1’. In this figure, the designer has added 

the XOR ‘X1’ and the MUX ‘M1’ to make a shorter path for ‘N4’. The new path starts 

from key-input ‘KI2’ and bypasses gates ‘A’ and ‘B’. In addition, cells ‘F’ and ‘G’ are 

bypassed by ‘M1’ and a fan-out to ‘N5’, shown by the fan-out ‘F1’. As a result, the new 

path is generated with 4 delay units, running from ‘KI1’, through cells ‘X1’, ‘D’, ‘E’, and 

‘M1’, and ending up at ‘PO1’. 
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Fig. 4.1   Four paths from a primary input to a primary output. A) The shortest path of net N4, from PI1 

to PO1 in the original circuit, and from KI2 to PO1 in the masked circuit. B) The shortest path of nets N2, 

and N5, from PI2 to PO2 in the original circuit, an XOR and MUX of not use that cannot make shorter 

paths for N2 and N5, in the masked circuit. C) The shortest path for N3 and N5, from PI3 to PO3 in the 

original circuit, and an added MUX in the masked circuit that makes a shorter path for N3 but not for N5. 

D) The shortest path of net N4, from PI4 to PO5, and the shortest path for N5, from PI4 to PO4, in the 

original circuit. X3 makes the shortest paths for both N4 and N5. 

 

In order to efficiently insert XOR/XNOR or MUX key-gates, three important ideas 

are considered in the proposed algorithm: 

1. Inserting an XOR/XNOR key-gate makes a shorter path if the delay of the nearest 

PI to the target net (Dpi) is greater than the delay of the target net to the nearest PO 

(Dpo) in the MSP. Otherwise, it is better to use a MUX key-gate.  

2. Each inserted key-gate adds a delay unit (one level of gate) to all the paths that 

include the inserted key-gate. This may defeat the purpose. In order not to have 

this problem, the defender should avoid inserting key-gates in selected paths longer 

than the maximum accepted MSP.  

3. There is often more than only one vulnerable net in the circuit. Thus, key-gate 

insertion should be done in such a way as to decrease the number of vulnerable 

nets as much as possible.  

These problems and ideas are shown and illustrated in Fig. 4.1 and the following 
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examples. 

Example 2: assume the path in Fig. 4.1.b, including {PI2, A, B, C, D, E, F, PO2}, is 

the MSP with 6 delay units in the original circuit. In addition, nets ‘N2’ and ‘N5’ are the 

most vulnerable nets.  In this figure, ‘X2’ and ‘M2’ are added to make shorter paths for 

‘N2’ and ‘N5’. As shown, the insertion of ‘X2’ before ‘B’ does not generate any shorter 

paths for ‘N2’. Likewise, the insertion of ‘M2’ before a PO and making a fan-out from 

‘N6’ does not make any shorter paths for ‘N5’. For a net like N2, in order for its Dpi to 

be smaller than its Dpo, a MUX must be used. Otherwise, like N5, an XOR/XNOR key-

gate must be used.   

Example 3: assume that the path in Fig. 4.1.c, including {PI3, A, B, C, D, E, PO3}, is 

the MSP with 5 delay units in the original circuit. In addition, nets ‘N3’ and ‘N5’ are the 

most vulnerable nets. In this case, the insertion of MUX ‘M3’ before PO3 and making a 

fan-out from ‘N4’ makes a shorter path for ‘N3’ including {PI3, A, B, C, M3, PO3}. It 

has 4 delay units. But this modification adds a delay unit to the shortest path of ‘N5’. 

This path includes {PI3, A, B, C, D, E, M3, PO3} and has 5 delay units. As a result, 

such POs must not be used.  

Example 4: assume that the path in Fig. 4.1.c, including {PI4, A, B, C, D, F, G, PO4}, 

is the MSP with 6 delay units in the original circuit. In addition, net ‘N5’ is the most 

vulnerable net.  Also, assume that the shortest path of ‘N4’ has 5 delay units. It includes 

{PI4, A, B, C, D, E, PO5}. If ‘X3’ is inserted before ‘F’, a short path with 3 delay units, 

including {KI6, X3, F, G, PO4}, would be made for N5. The shortest path passing ‘N¬4’ 

would be the MSP with 5 delay units. As seen in Fig 4.1.d, ‘X3’ is inserted before ‘E’; 

thus, the shortest paths for ‘N5’ and ‘N4’ have 4 and 3 delay units, respectively. They 

include {KI6, X3, D, F, G, PO4} and {KI6, X3, D, E, PO5}. The tip from this example is 
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that it is sometimes better to consider a few paths other than just the MSP. As seen in this 

example, it is better to insert the XOR key-gate before ‘E’ to solve the MSP problem, and 

the shortest path of ‘N4’ is a potential MSP.  

 

4.3.4 Proposed Algorithm 

In the following section, we explain an algorithm based on the ESCALATION approach. 

Algorithm 4.1 shows the pseudo code of the proposed algorithm. The algorithm takes a 

gate-level netlist, a number as the key lengths (the number of key-gates), and an integer 

number as the targeted MSP value (line 1). At first, the shortest path for each net of the 

circuit is found and stored in the set SIPSet (line 2). To find the shortest path for each net, 

a breadth-first search (BFS) is done from the target net to the primary inputs and primary 

outputs.  

A structure is used to store the information on the shortest path (SIPInfo) for each net. 

It includes two pointers to the selected path (SP) and the target net (TN), and also two 

variables. One variable contains the delay from the net to its nearest PI (Dpi), and the 

other one contains the delay of the path from the net to its nearest PO (Dpo). The 

summation of these two variables is the delay of the path (Value). In order to find MSP, 

the paths in SIPSet must be sorted according to their delay (Value). MSP is stored in 

MSPSet (0). In addition, the potential MSPs are gathered in a set named MSPSet (line 3). 

The potential MSPs are the paths that belong to SIPSet and have delays greater than the 

targeted delay for the MSP value.  

Algorithm   4.1. The proposed ESCALATION based algorithm  

1-- Inputs: Netlist; KEYLENGTH; TARGET_MSP; Output:  Masked Netlist; 
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2-- SIPSet   Gather the shortest path for each net 

3-- MSPSet  Sort SIPSet then store MSP and potential MSPs 

4-- counter  0 

5-- While  MSPSet.NotEmpty  and   counter < KEYLENGTH  do 

6-- DP = DeepSearch (TARGET_MSP, MSPSET [0]); 

7-- If MSPSet[0]. Dpi > MSP Set[0]. Dpo then 

8--   XOR/XNOR Insertion (DP, DR); 

9-- Else  

10--   MUX Insertion (DP, DR); 

11-- End if 

12-- DR = DeepRecalculate (TARGET_MSP, MSP);  

13-- counter ++; 

14--  SIPSet Gather the shortest path for each net  

15--  MSPSetSort SIPSet then store MSP and potential MSPs 

16-- End while 

Structure SPInfo  

*Path SP; 

*net TN;  

*int Dpi ;  

*int Dpo ;  

*int  value   

End Structure 

 

The next step of the algorithm is a loop that includes the key-gate insertion functions 

(lines 8 and 10). As shown in example 1, if Dpi is greater than Dpo, many nets belonging 

to the fan-in cone of the target net can be used to insert an XOR/XNOR key-gate. 

Likewise, there are many candidates for inserting a MUX key-gate in the fan-out of the 

targeted net if Dpo is greater than Dpi. Please note that there is no need to search all the 

nets in the cones. A BFS can be performed in the cones with the maximum DeepSearch 

according to (1) (line 6):   

 

                             TargetedMSP – Dpo -1  if Dpi >= Dpo 

DeepSearch =                                                                                                     (4.1) 

                            TargetedMSP – Dpi -1  if Dpi  <  Dpo  
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The XOR insertion function (line 8) is then executed if Dpi is greater than Dpo; 

otherwise, the MUX insertion function (line 10) is executed. In the cones, the most 

appropriate net for key-gate insertion is a net that will remove more nets from MSPSet. 

This is shown in example 2. If an XOR/XNOR key-gate is to be inserted, Dpi should be 

recalculated for all nets that belong to the fan-out cone of selected net. Likewise, if a 

MUX key-gate must be inserted, Dpo should be recalculated for all nets that belong to 

the fan-in cone of the selected net. There is no need to recalculate all the nets in the cones. 

A BFS can be performed on the cones with the maximum DeepRecalculate according to 

(2) (line 11): 

 

                                        

                                         

After a key-gate is inserted, SIPSet is updated (line 14) and again MSP and the 

potential MSPs of the modified circuit are identified and stored in MSPSet (line 15). The 

loop is finished when MSPSet is empty or the number of inserted key-gates is more than 

the key-length (line 5).  

The time and memory complexities of the proposed algorithm depend on the BFSs 

done to find the shortest path for each net. Please note that inside the loop, the BFSs are 

performed in order to find the most appropriate net for key-gate insertion, but the number 

of nets in the cones (considering DeepSearch and DeepRecalculate) is much less than the 

number of nets in the circuit, and it is thus ignorable. Other parts of the algorithm are 

fixed as well. Assuming we are working with an extracted graph of the circuit, BFS takes 

                                   TargetedMSP – Dpi -1  if Dpi >= Dpo 

DeepRecalculate =                                                                                                   (4.2) 

                                   TargetedMSP – Dpo -1  if Dpi  <  Dpo   
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O(b^(d+1)) time and memory [75], where b is the branching factor (it is equal to the 

number of nodes in the biggest logic cone), and d is the distance from the starting node 

(it is equal to the maximum logic-depth in the circuit). As a BFS must be done for each 

net and in each iteration, the order of time complexity of ESCALATION is O 

(nkb^(d+1)), where n and k are the number of nets in the circuit and the number of inserted 

key-gates, respectively. In a typical case, as n>>b>>d, the ESCALATION complexity 

order can be estimated as O (kn). This means that the time complexity of the 

ESCALATION algorithm increases linearly according to the size of the circuit. 

 

4.3.5 Measuring ESCALATION Efficiency  

In the previous section, we presented an algorithm for key-gate insertion based on the 

ESCALATION approach. Since ESCALATION has two aims, there are two criteria that 

must be considered. First, how much logic masking is obtained. This is the primary aim 

in all masking methods. Second, how much the TDP of PDA-based detection methods 

can be improved, an important goal of the ESCALATION approach. In addition, the key-

gate overheads such as area and circuit performance must be noted. 

 

4.3.6 Masking Quality  

In Chapter 2, it was mentioned that the number of output failures can be a simple metric 

to measure masking quality. The more output failures there are, the more masking is 

obtained. However, a more accurate metric is the average of the HD of correct and 

incorrect output bits while the circuit is fed by the correct and wrong key vectors. As a 
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result, the masking quality of two circuits obtained by applying two different masking 

methods on one circuit can be evaluated by comparing these masking metrics. 

 

4.3.7 TDP Calculation 

In order to know the TDP improvement when PDA is used, the TDPs of the original 

circuit and of its masked circuits must be compared. Moreover, MSP has the least TDP 

among the selected shortest paths. Hence, the TDP of MSP can be considered as a metric.  

In order to calculate the delay variability of MSP and hence TDP, a Golden reference 

is required. As mentioned in Section II, the Golden reference is the variation of the 

targeted side-channel without Trojan effects. It can be obtained by either the Golden ICs 

or Golden-Free approaches. Assume that the Golden reference for PDA is reached using 

one of these approaches and that it follows Gaussian distributions or normal probability 

distribution functions (PDF). We call it the “Golden PDF”. The Golden PDF is 

constructed by “μp and σp”, where μp is the mean and σp is the standard deviation, as 

shown in Fig. 4.2. Likewise, in the ICs under test, the PDF of path delay is named “Trojan-

suspected PDF”, and constructed with “μT and σT”, where μT is the mean and σT is the 

standard deviation. The TDP is calculated by comparing the Trojan-suspected PDF and 

the Golden PDF.  
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Fig. 4.2   The probability 

distribution functions of a 

path with a Trojan 

(dashed lines) and 

without any Trojan (solid 

lines). The area of the 

shaded part is equal to 

TDP with 0% FPR. The 

dotted area is FPR.  

 

TDP is the probability that the Trojan-suspected PDF has a value of more than +3σp. 

In other words, TDP is equal to the area under the Trojan-suspected PDF between “μp + 

3σp” and “μT + 3σT”, as shown in Fig. 4.2. The TDP of a path can be formulated by Eq. 

4.3: 

 

𝑇𝐷𝑃 = 𝑃𝑟𝑜𝑏(𝑎 < 𝑥 <  𝑏) =  ∫ 𝑓𝑥(𝑡)𝑑𝑡.
𝑏

𝑎
                            (4.3) 

 

where ‘x’ is the path delay, and fx is the PDF of the path delay. ‘a’ and ‘b’ are µp + 3σP 

and µT + 3σT, respectively. According to the 3-sigma rule, and with ‘b’ approximated as 

infinity, we obtain:     

 

𝑇𝐷𝑃(µ𝑝 + 3𝜎𝑝 < 𝑥 <  ∞) = ∫ 𝑓𝑥(𝑡)𝑑𝑡.
∞

µ𝑝+3𝜎𝑝
                      (4.4) 

 

In addition, according to PDF properties:   
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𝑇𝐷𝑃(µ𝑝 + 3𝜎𝑝 < 𝑥 <  ∞) = ∫ 𝑓𝑥(𝑡)𝑑𝑡
∞

−∞

− ∫ 𝑓𝑥(𝑡)𝑑𝑡.
µ𝑝+3𝜎𝑝

−∞

      

= 1 − ∫ 𝑓𝑥(𝑡)𝑑𝑡.
µ𝑝+3𝜎𝑝

−∞

     =  1 − 𝐹𝑥(µ𝑝 + 3𝜎𝑝)                    (4.5) 

 

where Fx is the cumulative distribution function of Trojan-suspected PDF. Equation (4.5) 

can be used to calculate the TDP with less than 0.2% error. The use of the 3-sigma rule is 

the reason for this ignorable error. In fact, the Golden PDF can have a value higher than 

(μp + 3σp) with less than 0.002 probability. In other words, two out of 1000 Trojan-free 

ICs are reported as Trojan-infected ICs. This fraction, illustrated by the dotted area in Fig. 

4.2, is known as false positive rate (FPR).  

FPR is the fraction of Trojan-free ICs that are reported as Trojan-infected ICs. A higher 

FPR can be accepted in order to have a higher TDP. For example, in Fig. 4.2, TDP is 

increased to 100% by accepting more FPR, the dotted area. To avoid the high FPR, more 

accurate and costly Trojan detection methods, such as layout image processing, must be 

used. There can be a tradeoff between the costs of FPR, other Trojan detection methods, 

and trustworthiness gained.  

In order to get a 100% TDP, Fx in equation (4.5) should be zero. As a result, ‘µp+3σp’ 

in equation (4.5) should be less than ‘µT-3σT’ in Trojan-suspected PDF. FPR can be 

calculated by Eq. (4.6), similar to the TDP equation: 

 

𝐹𝑃𝑅 = 1 − ∫ 𝑔𝑥(𝑡)𝑑𝑡.
µ𝑇−3𝜎𝑇

−∞
                                                (4.6) 
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where gx is the Golden PDF. 

It is noteworthy that the interval changes of the Golden or Trojan-suspected PDF 

depend on die-2-die and with-in-die variation. For example, in 45 nm technology, they 

are 36% and 12% respectively [76]. These values together make Trojan detection very 

difficult. Fortunately, we can decrease them using some calibration structures. For 

instance, die-2-die effects can be removed from PDA using the method proposed in [57].   

  

4.4 EXPERIMENTAL RESULTS 

4.4.1 Experiment Setups and Assumptions 

The experiments have been carried out on gate-level circuits from ISCAS-89 [72] and 

ISCAS-85 [71]. First, the circuits were elaborated by VERIFIC API [77]. Then the 

proposed algorithm (using the unit delay mode) was executed for different targeted MSP 

values. The algorithm was implemented using VERIFIC API and C++ programming. 

Afterward, all the modified circuits were synthesized by Design Compiler [78] and then 

placed and routed by SOC-Encounter [79]. The NANGATE 45 nm technology was used 

during the synthesis and physical design [74].  

In order to perform a fair comparison between the proposed algorithm and previous 

works, we tried to use the same experiment flows and assumptions. We compare both 

MSP reduction and TDP improvement with the results of the TDR algorithm [13]. We 

also compare the logic masking quality of the algorithm with the [9] and [12], based on 

the number of output failures and HD. Finally, we report layout-level results. 
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4.4.2 TDP Results at Gate Level 

Shekarian et al. used the unit delay model in their TDR algorithm [13]. They also reported 

the TDP improvement and MSP reduction at this level. In this model, zero correlation 

among the delay variation of cells is assumed, an unrealistic assumption. But the authors 

tried to make it acceptable by assuming a higher percent of delay variability. They 

assumed 60% cell delay variation due to process variation.  

In order to compare the Trojan detection improvement (based on PDA) reached by the 

proposed ESCALATION algorithm and the TDR algorithm, four sequential circuits with 

different sizes are considered. Figures 4.3 and 4.4 give the results of the experiments. The 

first empirical observation shown by these experiments is that for each circuit there is a 

minimum MSP value that the proposed algorithms can reach. Going below this minimum 

value is impossible because adding new key-gates will create new vulnerable nets. Figure 

4.3 shows the last four minimum reachable MSP values and their associated area 

overheads, shown in X and Y axes respectively. Note that the area overhead is calculated 

after synthesis. This figure shows that there is a direct link between MSP reduction and 

area overheads; a better MSP value (and therefore a better TDP) requires more key-gates 

and area overhead. 
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Fig. 4.3    The MSP 

value obtained (by 

ESCALATION) versus 

its required area 

overhead for four MSP 

values (the minimum 

reachable MSP value 

and three bigger 

values) in four 

sequential circuits. 

 

 

Among all MSP values reachable by ESCALATION, the two MSP values for which 

ESCALATION makes area overhead as similar as possible to the area overhead made by 

TDR are selected and used in Fig. 4.4. The ESCALATION executions for obtaining these 

two MSP values are named ESCALATION1 and ESCALATION2 in Fig. 4.4. 

ESCALATION1 (2) needs a bit less (more) area overhead than TDR.  Figure 4.4.a shows 

the MSP values obtained by these two ESCALATION executions and TDR. In Fig. 4.4.b, 

the area overheads of the two executions and TDR are compared. Shekarian et al. only 

reported the number of FFs added due to TDR execution as the area overhead [13]. In 

fact, the area overhead of the added FFs (including their area and required clock-route) is 

much bigger than the area overhead of key-gates. Thus, we calculate the TDR area 

overhead by multiplying the reported percentage of the added FFs by the percentage of 

the sequential area of the circuit. For example, for circuit s9234, the TDR algorithm adds 

36 FFs, which equals 17% of the number of FFs in the circuit. As the sequential part of 

s9234 corresponds to 58% of the circuit area after synthesis, the modified circuit has a 

9.9% area overhead. In Fig. 4.4.b, the area overheads of ESCALATION1 and 
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ESCALATION2 are prepared according to the area reports obtained by SYNOPSYS 

Compiler [78].  

 

 

  

 
Fig. 4.4   Results of TDR and two executions of ESCALATION. ESCALATION1 (ESCALATION2) 

needs a bit less (more) area overhead than TDR. a: MSP values, b: area overheads 

 

Figure 4.4 illustrates that the TDR algorithm achieves a slightly smaller MSP value 

with almost the same area overhead for the 3 smallest circuits; however, in one circuit 
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(s13207), the ESCALATION algorithm achieves a better MSP reduction with less area 

overhead. It is to be noted that heuristic algorithms do not always achieve the optimal 

result. The TDR algorithm is a heuristic one, and so it is difficult to understand why it 

does not always give better results than the ESCALATION algorithm.  

Table 4.1 reports all the results gathered from the masked circuits by the 

ESCALATION algorithm with a 20% area overhead limitation. Columns 2, 3, and 4 show 

three variables for the original circuits: the MSP value, the TDP, and the required FPR for 

100% TDP (RFPR), respectively. The same variables are reported for the masked circuit 

in Columns 5-7. The number of key-gates and the area overhead percentage are given in 

Columns 8 and 9, respectively. The area overheads are reported by Design Compiler. In 

two cases, before and after the ESCALATION algorithm execution, a Trojan (only one 

AND) is inserted in MSP and then TDP and RFPR are calculated. Comparing TDP and 

RFPR, in these two cases, shows that our algorithm can be an efficient DfTr approach. 

Indeed, the ESCALATION algorithm modified circuits in benefit of an average MSP 

relative reduction of around 60%. The average TDP absolute value is increased by around 

34%. And the average RFPR absolute value is decreased by around 32%. 

 

4.4.3 Masking quality 

The number of output failures is a simple metric to qualify masking quality. 

Chakraborty et al. reported the masking quality of their algorithm, HARPOON, with this 

metric [9]. They used different percentages of area overheads: 5, 10, 15 and 20 percent. 

Thus, we executed our algorithm to obtain different MSP values. Then we select four 

MSP values which have similar area overheads close to the four considered area 
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overheads in [9]. In order to have a better comparison, we divide the number of output 

failures by the percentage of area overhead. This proportion is shown as normalized 

output failures in Fig. 4.5. In this figure, each circuit has an E or H label that stands for 

the ESCALATION and HARPOON algorithms, respectively. The results in Fig. 4.5 show 

that for each circuit, the proportion converges to the same number when the area overhead 

increases. It means that both algorithms have a similar logic masking quality for higher 

area overheads (with 15 or 20 percent area overheads for 2 circuits over the 3 studied 

circuits). For the area overheads less than 10 percent, the results are variable depending 

on the circuit. It is noteworthy that the ESCALATION algorithm has benefits for Trojan 

detection. 

 

Table 4.1   MSP value, TDP and required FPR (to obtain 100% TDP) before and after performing the 

ESCALATION algorithm on sequential circuits, accepting 20% area overhead and assuming unit delay 

model and 60% cell delay variation 

 

 

circuit 

MSP 

value 

TDP RFPR MSP 

value 

TDP RFPR # of used 

key-gates 

% of area 

overhead 

In the original circuit by ESCALATION in the 

masked circuit 

S13207 35 10 91 14 38 63 741 17.7 

S35814 38 8 93 13 41 60 297 17.2 

S9234 43 5 96 16 31 70 165 22 

S5378 21 23 78 11 51 50 109 21 

S1423 20 22 78 7 80 21 67 21.5 

S1196 18 24 77 10 55 46 31 21.1 

Average 30 15 86 12 49 52  20 
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Fig. 4.5   Output failures versus area overhead for both HARPOON [9] and ESCALATION 

 

In Table 4.2, we compared the average HD results reached by three different 

algorithms: random masking [42], our proposed algorithm, and the fault-based-analysis 

(FBA) algorithm [12]. As seen in the table, for 7 over 9 circuits, the results are better for 

our algorithm than with random masking. They gain on average 12% and 21%, 

respectively. The proposed algorithm cannot compete with the FBA algorithm because it 

only aims to reach high balanced HD. The ESCALATION algorithm does not have as 

much time and memory complexity as the FBA, a greedy algorithm. In the following 

section, we discuss how one can improve the HD results in the ESCALATION algorithm.  
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Table 4.2   Comparing Hamming Distance results of random masking, ESCALATION, and FBA 

algorithms 

Circuit # key-gate Random ESCALATION FBA 

C432 17 26% 37% 50% 

C499 40 3% 22% 50% 

C880 28 16% 17% 50% 

C1355 42 13% 25% 50% 

C1908 28 9% 25% 50% 

C3540 22 15% 13% 50% 

C5315 97 10% 20% 45% 

C6288 27 24% 8% 50% 

C7552 89 0.08 0.18 48% 

Average -- 0.12 0.2 1 49% 

 

4.5 Layout Level Validation   

In Section 4.5, we used the same assumptions that the authors used at the gate level [13], 

to fairly compare with this work. Two assumptions in this work are 1) 60% cell delay 

variation, 2) no correlation among the delay variation of the cells in a path. In fact, there 

are components in the with-in-die variation that are physically-dependent and correlated 

[51]. The lack of layout-level information at gate level and RTL forces designers to use a 

simple delay and variation models as the authors have done [13]. 

In order to achieve more accurate results, we performed experiments at the layout 

level, post-placement and routing. The experiments include Trojan insertion in MSP and 

HPD calculation. The experiments consist of placing and routing masked circuits with 

SOC-Encounter [79]. The shortest path for each net and the MSP of each circuit are then 

found using TCL scripts. Afterward, an AND gate, as a Trojan, is inserted in MSP. Note 

that AND gate is the smallest functional Trojan that one can use. The MSP delays before 

and after Trojan inserting are obtained. The TDP of MSP is calculated according to the 
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formula (6). 

In TDP, we consider 12% of path delay variation due to with-in-die variation according 

to [76]. In this work, the authors fabricated ICs with ROs with different lengths. The ROs 

were inserted in different locations of the layout design. The ICs were fabricated using 

different layout design styles, in the 45 nm technology. The reports in [76] show that there 

are around 36% and 12% of path delay variations due to die-to-die and with-in-die 

variation, respectively. Thanks to calibration methods, like [57], we can remove the 

effects of die-to-die variations from the PDA. In addition, defenders can use any structure 

for measuring path delay such as the ones given in [58, 57].  

In Table 4.3, the MSP value for the original circuits and their masked circuits are 

presented in Columns 3 and 6. The masked circuits are obtained by the proposed 

algorithm. In addition, the TDP of MSP is reported in Columns 4 and 7. The table shows 

that 4 circuits do not need the MSP reduction, as the Trojan in their MSP is detectable 

almost 100%. The proposed algorithm improves the TDP by 23%. The TDP is averagely 

10% in the masked circuits. This improvement needs to accept averagely 6% and 23% 

performance and area overhead, respectively. However, these overheads may look very 

much, but in reality, we do not need to mask the whole circuit. In the next section, we 

give examples and further explanations. 

Regarding the power overhead of masking methods, it is noteworthy that masked 

circuits work in their functional mode by the correct key; thus, the added key-gates are 

totally transparent in this mode. They do not add any transitions in functional mode. 

Hence, they only have leakage power and do not add any dynamic power. The power 

overhead is not reported in this work because the static power of a few key-gates in 45 

nm technology is negligible. 
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Table 4.3   TDP of MSP in the original and masked circuits; performance and area overhead in layout level 

Circuit 
Original circuit Masked circuit Perf 

overhead 

# KG Area 

overhead Perf MSP TDP Perf MSP TDP 

C432 1.47 ns 0.45 ns 93% 1.47 ns 0.31 ns 100% 0% 17 16% 

C449 0.79 ns 0.39 ns 100% - - - - - - 

C880 1.06 ns 0.32 ns 100% - - - - - - 

C1355 1.02 ns 0.40 ns 99% - - - - - - 

C1908 1.08 ns 0.32 ns 100% - - - - - - 

C3540 1.51 ns 0.47 ns 90% 1.66 ns 0.47 ns 90% 10% 22 13% 

C5315 1.11 ns 0.45 ns 93% 1.25  ns 0.38 ns 99% 13% 97 19% 

C6288 4.32 ns 1.23 ns 8% 4.55 ns 0.81 ns 30% 5% 27 3% 

C7552 2.15 ns 0.77 ns 34% 2.19 ns 0.66 ns 51% 2% 89 21% 

Average   64%   74% 6%  14% 

 

4.6 Discussions  

In this section, we discuss some noteworthy points about the ESCALATION approach 

and how it can have better results.  

1. ESCALATION is a DfTr approach and hinders Trojan insertion in two ways. First, 

it masks a circuit, thus, Trojan attackers cannot have good knowledge about the original 

functionality of the circuit. Second, using the ESCALATION approach, if all nets of a 

circuit belong to at least one short-enough path, the circuit is more sensitive to Trojan 

delay effects. In such situations, in order to hide these effects, a Trojan attacker can 

increase the drive strength and capacity load of the cells that precede and proceed the 

Trojan. Cells having more drive strength and capacity load consume more power. As a 

result, increasing the strength and capacity load increases the success probability of PCA 

Trojan detection methods. Thus, PDA- and PCA-based Trojan detection methods must be 

combined. 

2. The ESCALATION approach is based on logic masking, and it only modifies the 
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combinational part of circuits at the gate level. As explained in Section II, logic masking 

can be used as one step of masking an RTL netlist. It is used to change the state transition 

graph of an RTL netlist [80]. If we change the combinational part of a sequential circuit, 

then wrong keys create wrong values in the FFs and also POs. Output failures in a masked 

sequential circuit are the result of wrong keys and (consequently) wrong values in FFs. 

Thus, key detection in sequential circuits is more difficult than in simple combinational 

ones.   

3. In order to have better TDP results in the ESCALATION approach, an 

ESCALATION-based algorithm can be implemented in design-abstraction levels lower 

than the gate level, such as after performing synthesis, placement, or routing. In the lower 

levels, there is more information about the delay components of nets and cells; thus, path 

delay calculation and finding the shortest path for the nets is more accurate (and certainly 

more complex) than at the gate level. If designers implement any logic masking method 

post-placement and routing, they must incrementally perform a logic optimization after 

inserting all the key-gates. This optimization is done in order to solve the key-gates in the 

combinational part of circuits. For example, if one inverter gate in the original circuit is 

preceded by an XOR key-gate, a logic optimizer algorithm might convert it to an XNOR 

key-gate. As a result, the masked circuit has an XNOR key-gate, for which the correct 

key is '0', although the correct key value of an XNOR key-gate would seem to be '1' at 

first glance. 

 4. In order to improve the HD results in the ESCALATION approach, both HD 

achievement and MSP reduction can be considered simultaneously. As mentioned in 

Section III, the objective of the proposed ESCALATION algorithm is only to reduce the 

MSP. In each iteration of the proposed algorithm, there might be more than one suitable 

net for our objective. Among these nets, other objectives can be investigated. For instance, 
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we have seen many times that there are a few nets for which key-gate insertion can make 

a shorter path for MSP. A net is then randomly selected, but one can investigate which 

one has a better effect on HD. This is sure to increase the time and memory complexity 

of the algorithm.  

5. The area overheads reported in the previous section seem high; however, it must be 

taken into account that there is no need to mask a whole big circuit. Trojan and IP-piracy 

threats are important in the security-critical parts of circuits. A Trojan inserted in 

unmasked parts will not have critical effects. In systems-on-chips, there are many IPs that 

can be found freely everywhere; and so no one cares about them being stolen. A large 

circuit can therefore easily be partitioned into sub-circuits and only the security-critical 

parts masked. When this is the case, the area overhead is much less than the reports in 

this work. For instance, Rajendran et al. masked some small parts of a microprocessor 

(e.g. thread switch, DMA controller, FP unit, etc.) [12]. As shown in Table 3, in the worst 

case, we have 21% area overhead; definitely, this is a lot. But if the critical security part 

of a circuit, which should be masked, occupies just 10% of the circuit area, the area 

overhead is only 2.1%. 

 

4.7 Conclusions  

In this chapter, we presented a new DfTr approach, called ESCALATION, which 

leverages logic masking in order to enhance Trojan detection based on PDA. Its objective 

is to reduce the MSP value of the circuit. MSP value reduction is of major interest for 

Trojan detection: it increases the TDP of the most vulnerable net. Based on the 

ESCALATION approach, we proposed an algorithm that identifies the most vulnerable 



Leveraging Logic Masking to Facilitate Hardware Trojan Detection Methods 101 

 

net in the circuit and then inserts a key-gate before or after this net. According to the delay 

of the target net to the PIs or POs, an XOR or MUX key-gate is used by the algorithm. 

Simple formulas for calculating both TDP and FPR have been proposed and proven. 

Using the formulas, TDP has been calculated considering a 60% cell delay variation at 

the gate level. Furthermore, in the layout level, TDP has been calculated considering 12% 

path delay variation. The layout level experiments and results show that the 

ESCALATION algorithm is capable of improving the TDP of the MSP by 35%. 

In addition, the logic masking quality of the ESCALATION algorithm was 

investigated according to two metrics: the number of failed outputs and the HD of the 

output bits. We compared the ESCALATION algorithm to the HARPOON algorithm [9]. 

Experiments show that ESCALATION can reach a good level of logic masking quality, 

as good as HARPOON’s, by accepting a bit more area overhead. Moreover, the HD of 

masked circuits using the ESCALATION algorithm was calculated. The results are much 

better than those attained by random masking [42]. However, they are not as good as the 

FBA results [12]. In addition, we have also discussed how to improve the HD of masked 

circuits obtained by the ESCALATION approach. 
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Chapter 5 

Restricting Switching Activity Using Logic Masking to 

Improve Power Analysis-Based Trojan Detection  

 

 

 

5.1 Introduction 

Hardware Trojans lead up to increase power consumption in Trojan-infected circuits. 

However, this increase does not yield to desired results when one uses Trojan detection 

methods based on power consumption analysis (PCA). In fact, such methods have a 

scalability problem. In other words, detecting small hardware Trojans, i.e. including few 

gates, in thousands-gate circuits by PCA is infeasible. Thus, such circuits should be 

considered as a collection of small sub-circuits, and PCA must be individually performed 

for each one of them.  

As observed in Chapter 3 and 4, one can employ logic masking as a DfTr approach in 

order to facilitate Trojan detection based on logic testing and path delay analysis. In this 

chapter, we introduce a DfTr approach improving PCA-based Trojan detection methods. 

We called this approach “RESTORATION: REstricting Switching acTivity using lOgic 

masking to improve poweR Analysis-based Trojan DetectION”. Regarding this approach, 

we propose a new logic masking method and an algorithm to employ it.  Apart from the 
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general benefits of logic masking, the main objective of the proposed logic masking 

method is to sort various sub-circuits of the circuit under Trojan test (CUTT), and 

consequently overcome the scalability problem of detection methods based on PCA.  In 

addition, we propose a complementary solution to the mentioned problem. It is a circuit-

partitioning aware input vector generation (IVG) method. These proposals will be 

discussed later in this chapter.  

 

5.2 Contributions 

The contributions of this chapter are as follows: 

• We detail the RESTORATION approach and the new proposed logic masking 

method and algorithm. The method is explained and illustrated with examples. 

• We insert hardware Trojan in the ISCAS-85 benchmark circuits and their 

counterparts masked by the proposed algorithm.  

• We report how much the proposed algorithm besides the proposed IVG method 

beside the proposed IVG method can improve the proportion of Trojan switching 

activity to total circuit activity, the shortly so-called Trojan to circuit activity (TCA). 

• We synthesize the benchmark circuits and masked ones and report how much the 

proposed algorithm besides the proposed IVG method can improve the proportion 

of Trojan power consumption to the total circuit power consumption, the shortly 

so-called Trojan to circuit power (TCP).  
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5.3 RESTORATION Based Algorithm  

ICs’ power consumption can be used as a signal in side-channel-based1 Trojan detection. 

However, this signal varies because of process and environmental variations. Indeed, 

PCA results in detecting Trojans if it shows the power consumption of a Trojan-infected 

circuit is more than a specific maximum value that process and environmental variations 

can raise. The challenge is that in new modern technologies small hardware Trojans 

including few gates in thousands-gate circuits consume negligible power in comparison 

with overall circuit power consumption [4-5, 18-19, 22]. On the other hand, although the 

power consumption of a hardware Trojan will likely rise by increasing the switching 

activity of the Trojan-infected circuit, consequently, this action increases the total power 

consumption of the CUTT. Hence, its power variations are increased; because in circuitry 

situations that a circuit uses more power (e.g. because of more internal cells activities), 

the power variation is more than that of the circuit uses less power, proven in [62]. To 

tackle this problem, one must try to use DfTr methods concerning PCA-based Trojan 

detection.  

As mentioned in Chapter 2, an approach to facilitate PCA-based Trojan detection 

methods is switching activity localization (SAL). It includes increasing switching activity 

in one small targeted sub-circuit of the CUTT and simultaneously decreasing that in all 

other sub-circuits. Therefore, it is beneficial in two ways. First, if there is a hardware 

Trojan in the targeted sub-circuit, its activity and, consequently, power consumption is 

increased. Second, the total power consumption of the CUTT and, consequently, its 

variation is decreased. Note that one must perform SAL for all the sub-circuits constituted 

the CUTT. Hence, instead of the CUTT all of its sub-circuits are individually placed under 

                                                 
1 In Chapter 2, four steps of side-channel-based Trojan detection was described. 
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PCA-based Trojan surveillance.  

Regarding the mention benefits of SAL, it can be an aim for the RESTORATION 

approach. In other words, a logic masking algorithm intending SAL is a DfTr method 

based on the RESTORATION approach. In this section, such an algorithm is proposed 

and explained. The modifications of this algorithm are done at the gate level and in the 

combinational part of sequential circuits, like other logic masking algorithms proposed in 

this dissertation. It uses a new logic masking method in which multiplexer (MUX) cells 

with a special insertion method and configuration are employed as key-gate. The 

proposed algorithm includes two main steps. First, it sorts a circuit under masking into 

sub-circuits, equal to the desired number of key-gates. Second, it inserts a MUX key-gate 

into each sub-circuit such that it has the most effects on SAL.  

Before starting the description about the proposed algorithm, examples are presented 

below to explain the proposed partitioning aware IVG and logic masking method.  

 

5.3.1 Partitioning Aware Input Vector Generation Method 

Examples 1: Figure 5.1 shows circuit c17 selected from the ISCAS-85 benchmark 

circuits. The dotted lines in this figure sort two sub-circuits SC1 and SC2 obtained by a 

partitioning algorithm. The goal of such algorithms is to sort the graph of a circuit into 

disjoint partition2 such that they have equal (or nearly equal) size and minimum 

interconnects in between. The circuit cells make the graph nodes and nets among them 

are the edges. In order to have SAL in SC1, one must apply random input vectors to the 

primary inputs entering to SC1 (Input1, Input2, and Input3) and simultaneously the all-

                                                 
2 In this chapter the terms sub-circuit and partition have been used interchangeably.  
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bits-zero vector to the primary inputs of SC2 (Input1and Input5). The same process is 

needed for SC2.  

 

 
Fig 5.1 Circuit c17 partitioned to the sub-circuits SC1 and SC2.  

 

Table 1 presents information about SAL in each sub-circuit in Fig. 5.1. Column 2 and 

3 present the number of transitions happened in the target sub-circuit, and the other one, 

respectively. Column 4 presents the total number of transitions in circuit c17. These 

transitions happened when 1000 random input vectors are applied to the primary inputs of 

a sub-circuit and the primary inputs of another one get the zero vector. As observed in this 

table, transitions from a targeted sub-circuit pervade into another one. This is due to two 

nets (Net2 and Net3) interconnecting SC1 and SC2.  

 

SC1 

SC2 

Net2 

Net3 

Net1 
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Table 5.1 The number and percentage of switching activity for each sub-circuit in Fig. 5.1 obtained by the 

circuit-partitioning aware IVG method 

Sub-circuit No. of transitions in the 

targeted sub-circuit  

No. of transitions in non-

targeted sub-circuits 

Total No. of 

transactions 

Percentage of 

localization 

SC1 2801 1281 4082 69 % 

SC2 2553 679 3232 79 % 

 

5.3.2 A New Logic Masking Method 

Regarding the problem of switching activity propagation from a target sub-circuit to other 

parts of a CUTT, a design hint is to insert key-gates in each sub-circuit such that filtrate 

possibly-propagated transitions from a targeted sub-circuit to other ones. For this propose, 

we proposed a new logic masking method. It uses 2-to-1 MUX cells as a key-gate. The 

required configuration3 for MUX key-gate providing the mentioned benefit is shown in 

Fig. 5.2. As observed in this figure, a net of the circuit under masking (F) for inserting a 

key-gate on is connected to the select input of the MUX. The data inputs (I0 and I1) of the 

MUX operate like the key-input of an XOR kay-gate. In other words, the use of MUX 

kay-gate with this connection method has two key-inputs, unlike XOR kay-gate which has 

only one. As observed in the truth table in Fig. 5.2, this MUX functions like XOR key-

gate with correct and incorrect key-input when its data inputs have “01” and “10” vectors, 

respectively. In addition, it locks its output to ‘0’and ‘1’ if one applies “00” and “11” 

vectors to “KI0 KI1”.  

 

                                                 
3 Note this configuration is different with the one discussed in Chapter 2 
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Fig 5.2 2-to-1 multiplexer 

cell as a key-gate with the 

special configuration to 

filtrate switching activity 

propagation  

 

 

KI0 KI1 F FM 

0 0 X 0 

0 1 X X 

1 0 X X` 

1 1 X 1 
 

 

Example 2: Figure 5.3 shows circuit c17 accompanying with two MUX key-gates. 

They are inserted on Net2 and Net3 that connect sub-circuits SC1 and SC2. We call such 

nets pseudo input or output (PSI or PSO). In other words, a PSI (PSO) of a partition is a 

net coming from (going to) a cell in other partitions. Inserting a MUX key-gate on a PSI 

gives full controllability to the net. Hence, it is useful when a partition is the subject of 

SAL and especially if the partition does not have any primary input. Likewise, inserting a 

MUX key-gate on a PSO allows us to lock it to ‘1’ or ‘0’. It does not let the switching 

activity of a targeted partition pervade to other partitions which must have low switching 

activity. 

 

 
Fig 5.3 The masked version of circuit c17 using two MUX key-gates inserted on two nets interconnecting 

sub-circuits SC1 and SC2  in order filtrate the switching propagation form a partition to another one  

   FM 

KI1  

KI0  

F 

I0 

I1 

Select 

M1 

SC1 

SC2 

Net2 

Net3 

Net1 

M2 
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Table 5.2 has the same fields as Table 1. It presents the results of applying 1000 

random vectors to primary inputs and key-inputs of each sub-circuit shown in Fig. 5.3. As 

observed in the fourth column of Table 5.2, one can reach 100% SAL in both the sub-

circuits using these MUX key-gates and the partitioning aware IVG method.  

 

Table 5.2 The number and percentage of switching activity for each sub-circuit in Fig. 5.3 obtained by the 

IVG based on the partitioning information 

Sub-circuit No. of transitions in the 

targeted sub-circuit  

No. of transitions in non-

targeted sub-circuits 

Total No. of 

transactions 

Percentage of 

localization 

SC1 3822 0 3822 100 % 

SC2 3232 0 3232 100 % 

 

Example 3: Figure 5.4 shows the same circuit as Fig. 5.1; however, infected by a 

hardware Trojan including two NAND gates, the red (striped) cells. The results of applying 

1000 random input vectors to all the circuit primary inputs are gathered together in Table 

5.3. Column 1 and 2 in this table reports the number of transitions in the hardware Trojan 

and the total transition number in the circuit. As observed, 21% TCA is obtained, shown 

in the third column. One can easily increase this ratio to 32 % using the circuit-partitioning 

aware IVG method, discussed in the previous example. Table 5.3 present the result of this 

method. 
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Fig 5.4 Circuit c17 infected by a hardware Trojan including two NAND gates and partitioned to the sub-

circuits SC1 and SC2 

 

Table 5.3 TCA and the number of switching activity in the circuit of Fig. 5.4 and its hardware Trojan 

obtained by applying random input vectors to all the primary inputs and key-inputs 

No. of the Trojan transitions Total No. of the circuit transactions TCA 

1578 7445 0.21 

 

Table 5.4 TCA and the number and percentage of switching activity for each sub-circuit in Fig. 5.4 obtained 

by the circuit-partitioning aware IVG method 

Sub-circuit No. of the Trojan transitions Total No. of the circuit transactions TCA 

SC1 1656 5230 0.32 

SC2 0 2685 0 

 

Example 4: Figure 5.5 shows the same circuit as Fig. 5.3; however, infected by a 

hardware Trojan including two NAND gates, the red (striped) cells. The use of the 

proposed logic masking and the circuit-partitioning aware IVG method in this circuit 

increases TCA by 52%. It is shown in Table 5.5. The comparison of this table and Table 

5.4 shows that the use of the MUX key-gates improves TCA 20 %.  

SC1 

SC2 
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Fig. 5.5 Circuit c17 masked using two MUX key-gates and infected by a hardware Trojan including two 

NAND gates. 

 

Table 5.5 TCA and the number and percentage of switching activity for each sub-circuit in Fig. 5.4 

obtained by the input vector generation based on the partitioning information 

Sub-circuit No. of the Trojan transitions Total No. of the circuit transactions TCA 

SC1 1985 3822 0.52 

SC2 0 2626 0 

 

5.3.3 Proposed Algorithm 

In the following section, we explain the proposed algorithm. Its pseudocode is shown in 

Algorithm 5.1. The algorithm takes a gate-level netlist and a number (KEYLENGTH) as 

the key lengths, in line 1. Then, it partitions the netlist to some sub-circuits using the 

Kernighan–Lin (KL) partitioning algorithm, in line 2. The number of partitions (N) is 

calculated based on Eq. 5.1:  

 

N = 2floor (log2 KEYLENGTH ) 

 

(5.1) 

S2 
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The reason for choosing this equation for N is that the implemented KL function in the 

proposed algorithm is only able to partition a circuit to numbers powers-of-2 (i.e. 2,4, 

8,16,32 etc.). The time complexity of this function is O (n2log n), where n is the number 

of cells in the circuit under partitioning.  

Some parts of the data structure used for the partitions’ implementation are shown in 

Algorithm 5.1. One part of them is a structure in which information about each partition 

is stored. This information includes the number of primary input (PI), the number of 

primary output (PO), and the sum of the switching activity (SSA) of a partition. The later 

field shows the total number of transitions when a partition is targeted to increase its 

switching activity.  

The next step is to generate sets of input vectors by the proposed method (line 3). Each 

set is suited to one sub-circuit and corresponds to increase switching activity into a sub-

circuit and decrease that of other ones. Input vectors in a set suited to a sub-circuit have 

two parts. One part has a random value in each vector and feeds the primary inputs of the 

sub-circuit. Another part has a fixed value in all vectors of the set and decreases switching 

activity sub-circuits not targeted by the set. These vectors are simulated in line4. The 

simulator was detained in Chapter2. During the simulation, SSA is calculated for each 

partition and later in the algorithm is used to decide a MUX kay-gates must be inserted 

in a partition or not. This point will be explained letter in this section.   
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Algorithm   5.1. The proposed RESTORATION based algorithm  

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

Inputs: netlist; KEYLENGTH; Output:  maskedNetlist; 

KL-Partitioning (netlist, KEYLENGTH, Return: partitions) 

Input-Vector-Generation (partitions, RETURN: inputVectors); 

Simulation (partitions, inputVectors); 

KeyCounter = 0;  

While () 

     Sort-Partitions-by-PI; 

     For each partition in partitions do 

          MUX-Insertion-on-Pseudo-Primary-Input (partition);  

          Update-Input-Vector; 

          Update-Partition-Info;   

          keyCounter ++ ; 

          If keyCounter == KEYLENGTH do  

               return maskedNetlist; 

     End For   

     Sort-Partitions-by-SSA; 

     For each partition in partitions do  

          MUX-Insertion-on-Pseudo-Primary-Output (partition);  

          Update-Input-Vector; 

          Update-Partition-Info;   

          keyCounter ++ ; 

          If keyCounter == KEYLENGTH do  

               return maskedNetlist; 

     End For  

End while  

 Structure Partition : partitions[] 

*cell                  cells[];  

*net           nets[]; 

*PartitionInfo   partitionInfo;  

End Structure 

 

Structure PartitionInfo 

*Partition    partition 

*int     PI;  // number of primary input  

*int             PO;  // number of primary input 

*int     SSA; // Sum-ofSwitching-Activity

 End Structure 

 

Afterward, the algorithm enters and remains into its main loop until all key-gates are 

inserted. The desired number of key-gates equals 5% of the number of cell in the circuit 

under masking.  In this loop, first, the partitions are ascendingly sorted based on their PI, 
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in line 7. Thus, less PI makes more priority to get a MUX key-gate. Second, a MUX key-

gate is inserted on a PSI of a partition, in line 9. In order to insert a MUX key-gate on a 

PSI of a partition, the function in line 9 checks all options. It inserts a MUX key-gate on 

a PSI, simulates some input vectors on the primary inputs of the partition (including the 

two inputs of the inserted MUX), and finally store the sum of all the transitions (SSA) 

happened in the partition during the simulation. Then it undoes the inserted MUX and 

inserts it on another PSI. This process is repeated until all of the PSI are checked. Then, 

the function selects the one that has the greatest SSA.  

After a MUX insertion, the algorithm updates the generated input vectors and 

partitions’ information, respectively in line 10 and 11. When a MUX key-gate is inserted, 

a two-bit-vector corresponding to the MUX key-inputs must be contacted to all the 

generated input vectors. The value of this vector is randomly selected between “00” or 

“11” for each input vector of the sets that the MUX output enters their suited sub-circuits. 

Contrariwise, the value of this vector is fixed to “00” for all the input vectors of the set 

that one of its primary output feeds the select input of the MUX. The update of the 

partition information includes increasing one unit to the PI field of the partition and reload 

the new value of SSA obtained during the simulation.  

When inserting MUX key-gate on a PSI is done for all the partitions, the algorithm 

descendingly sorts them based on their SSA. Partitions that have higher SSA probably 

propagates more switching activity while targeting to increase switching activity. Hence, 

inserting a MUX key-gates on PSOs of such partitions is useful. Among all PSOs, the 

algorithm selects the one with the greatest logic fan-out cone. Because in such nets, there 

is more chance for propagating switching activity. 

After inserting a MUX kay-gate, the algorithm updates the generated input vectors 
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and partitions’ information, respectively in lines 19 and 20. When for each partition one 

MUX key-gate is inserted on their PSO, the second ‘for’ structure is finished. Then, if the 

number of inserted key-gates is less than KEYLENGHT, the while loop starts from the 

beginning again and continues until all key-gates are inserted. This case may happen 

because KEYLENGHT is always greater than or equal to the number of madden partition 

(note Eq. 5.1) 

 

5.4 Experiments and Results  

5.4.1 Experiments Flow 

The flow of our experiments is as follows: 

1. We implemented the proposed masking algorithm and circuit-partitioning aware 

IVG method in the coding environment of LOG-STAT, our developed CAD tool 

presented in Chapter 3.  

2. We masked the ISCAS-85 benchmark circuits by the implemented algorithm. The 

number of used key-gate for each circuit less than %5 of the number of cells in 

the circuits. For each masked circuit, sets of input test vectors are generated.  

3. We made two copies from the netlist of each masking circuit. Into the first and 

second copy, we inserted hardware Trojan T1 and T4, respectively. These 

hardware Trojans are combinational comparators, as seen in Fig. 5.6. We use the 

lowest active signals of the circuit to feed the inputs (trigger) of the hardware 

Trojans. 

4. In the logic simulator of LOG-STAT, we applied the generated test vectors to each 

Trojan-infected copy of the masked circuits and calculated TCA for each one. 
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5. We synthesized the Trojan-free and Trojan-infected masked circuits obtained in 

Step 2 and 4. Design Compiler [78] and NANGATE 45 nm [74] were used in this 

step.  

6. We imported the synthesized circuits and test vector sets to Power-Compiler [81] 

in order to calculate the circuits’ power consumption.  

 

 

 

 

  

Fig. 5.6 Trojan benchmarks proposed in [14]  

 

5.4.2 Results  

In this section, we present the results for the circuits c432 and c882 with lots of details. 

Hereafter, we use a standard to name the presenting circuits:  

“X-Y-Z-circuit name” 

where X shows the circuit is original (O) or masked (M); Y shows the circuit is Trojan-

free (TF) or T1-infected (T1) or T4-infected (T4); Z shows the circuit is synthesized (S) 

or not (NS); and finally, the circuit name, e.g. c432. 
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5.4.2.1 Circuit c432 

Table 5.6 shows the number of transitions in circuit O-TF-NS-c432 using: (1) the random 

and (2) the proposed circuit-partitioning aware IVG method. The last row in this table 

shows the percent of transition decrease by the latter method using a different number of 

the partitions. As observed, the transitions happened in this circuit is decreased by 96 % 

using the proposed IVG method.  

 

Table 5.6 The number of transitions in circuit O-TF-NS-c432 using the random and partitioning aware IVG methods  

 Random IVG Partition based IVG 

4 Partitions 8 Partitions 16 Partitions 

No. of  transitions  104096 39543 39543 39543 

% of transition decrease 

by partitioning aware IVG 

 
62 94 96 

 

Table 5.7 shows the power consumption in circuit O-TF-S-c432 using the random and 

partitioning aware IVG methods. The last row in this table shows the percent of power 

decrease by the latter method using a different number of the partitions. As observed, the 

power consumed in this circuit is decreased by 83 % using the proposed IVG method.  

 

Table 5.7 The power consumption in circuit O-TF-S-c432 using the random and partitioning aware IVG methods  

 Random IVG Partition based IVG 

4 Partitions 8 Partitions 16 Partitions 

Power consumption (uW)  9.59 5.54 2.32 1.63 

% of power decrease by 

partitioning based IVG 

 
42 75 83 
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Figure 5.7 shows TCA for four circuits O-T1-NS-c432, M-T1-NS-c432, O-T4-NS-

c432, and M-T4-NS-c432. The TCA results in this figure are obtained using the proposed 

partitioning aware IVG method. Four, eight, and sixteen partitions are provided and their 

results are shown in the second, third, and fourth column, respectively. As observed in 

this figure, the use of the proposed logic masking algorithm improves the TCA results for 

all the case. Another point in this figure is that in the T4-infected circuits the TCA 

obtained by making eight partitions is better than that of sixteen partitions; the reason is 

that the partitions in the latter case are very small. During the experiments, we have seen 

that there is a threshold for partitioning and making more than that cause losing the 

benefit. This point has been observed for all the circuits during the experiments. 

As the best case of SAL for circuit c432 happens when eight partitions are used, the 

power consumption of three synthesized circuits M-TF-S-c432, M-T1-S-c432, and M-

T4-S-c432 is measured eight times such that in each of these measurements one partition 

is targeted using the partitioning aware IVG method. The results are shown in Fig. 5.7.  

 

 

Fig. 5.7 Obtained TCA in four circuits O-T1-NS-c432, M-T1-NS-c432, O-T4-NS-c432, and O-T4-NS-

c432 using the partition-based IVG methods  

4 partition 8 partition 16 partition

O-T1-NS-c432 0.021 0.06 0.14

M-T1-NS-c432 0.03 0.35 0.45

O-T4-NS-c432 0.09 0.28 0.2

M-T4-NS-c432 0.14 0.54 0.43
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Two points are highlighted in Fig 5.8. In these points, TCP is maximum, equal to 69 

% and 59 %, respectively for M-T1-S-c432 and M-T4-S-c432. The maximum TCP 

captured during our experiments for O-T1-S-c432 and O-T4-S-c432 using the random 

IVG method have been 4% and 6 %, respectively. As observed, the use of partitioning 

aware IVG method in masked circuits shows up the presence (and even the location) of 

small hardware Trojans.  

 

 
Fig. 5.8 PCA in circuits M-TF-S-c432, M-T1-S-c432, and M-T4-S-c432 using the partitioning aware 

IVG methods and individually targeting eight made partitions  

 

5.4.2.2 Circuit c880 

Table 5.8 shows the number of transitions in circuit O-TF-NS-c880 using: (1) the random 

and (2) the proposed partitioning aware IVG method. The last row in this table shows the 

percent of transition decrease by the latter method using a different number of the 

partition. As observed, the transitions happened in this circuit is decreased by 94 % using 

the partitioning aware IVG method.  

1 2 3 4 5 6 7 8

Trojan-free 2.72 4.21 4.62 3.24 5.86 3.8 2.32 9.75

T1 3 4.23 6.65 3.23 6.23 4.35 3.18 9.65

T4 2.78 4.31 4.6 3.24 5.9 4.5 3.94 9.7
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Table 5.8 The number of transitions in circuit O-TF-NS-c880 using the random and partitioning based 

IVG methods  

 Random IVG Partition based IVG 

No. of made partitions 

4  8  16  32  

No. of  transitions  150236 56327 29367 17843 7641 

% of transition decrease 

by partitioning based IVG 

 
62 80 88 94 

 

Table 5.9 compares the power consumption in the circuits O-X-S-c880 (note: X shows 

the circuit is Trojan-free or T1-infected or T4-infected) using the random IVG method, 

and M-X-S-c880 using the partitioning aware IVG method. The latter three circuits are 

masked using the proposed logic masking algorithm in which the circuits are partitioned 

to sixteen ones. As observed, the power consumption in the masked circuit while using 

the partition aware IVG method is decreased by 80-90 %. 

 

Table 5.9 The power consumption of the circuits synthesized from c880 “original or masked” \ “Trojan-

free or Trojan-infected”  

Original or masked 

Trojan-free or infected 

O-X-S-c880 M-X-S-c880 (Masked 

using 16 partitions) 

Trojan-free (TF) 80.8 uW 12 

T1-infected (T1) 81.2 uW 8.7 

T4-infected (T4) 83 uW 15.9 

  

During the experiments, it was seen that the best case of TCP for circuit c880 happens 

when sixteen partitions are used. Therefore, we provide the power consumption of three 

synthesized circuits M-TF-S-c880, M-T1-S-c880, and M-T4-S-c880 in Fig. 5.9. One 

point is highlighted in this figure. In this point, TCP is maximum, equal to 17% and 32 
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%, respectively for M-T1-S-c880 and M-T4-S-c880. The maximum TCP captured during 

our experiments for O-T1-S-c880 and O-T4-S-c880 using the random IVG method have 

been 0.5 % and 2 %, respectively. They are calculable by the information of Table 5.9.  

As observed, the use of the proposed masking algorithm and partitioning aware IVG 

method increases TCP from 0.05% and  2% to 17% and 32%, respectively for T1-infected 

and T4-infected circuits. 

 

 

 

Fig. 5.9 PCA in circuits M-TF-S-c880, M-T1-S-c880, and M-T4-S-c880 using the partitioning-based 

IVG methods and individually targeting sixteen made partitions 

 

5.4.2.3 Other Circuits 

Figure 5.10 shows the proportion of the power consumption in T1-infected and T4-

infected circuits to the original ISCAS-85 benchmark circuits (except circuit c17). These 

circuits were synthesized and their power consumptions were measured by applying input 

vectors obtained by the circuit-partitioning aware IVG method. The number of used 
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partitions is mentioned besides the name of each circuit in this figure. As observed, for 

the smaller hardware Trojan (T1) minimum 20 % TCP is obtained (for circuit c2670).  

For the bigger hardware Trojan, the results are better. In this case, a minimum 30% TCP 

is obtained (for circuit c5315).   

 

 
Fig. 5.10 power difference between golden and HT infected designs 

 

5.5 Conclusions 

In this chapter, in order to deal with the scalability problem of PCA-based Trojan 

detection methods, we introduced a new DfTr approach that leverages logic masking to 

facilitate such methods. We proposed a new logic masking method that instead of 

traditional XOR/XNOR key-gates uses MUX cells with a special insertion method and 

configuration. This method provides all the benefits of XOR/XNOR key-gates, including 

the increase of switching activity (controllability) and obscuring design functionality; 

moreover, one can configure MUXs inserted by this method to lock their outputs to ‘0’ or 
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‘1’. This option is useful to localize switching activity.  

We proposed an algorithm that employs the proposed logic masking method. We 

implemented it in the coding environment of LOG-STAT. Then, we ran it on the ISCAS-

85 benchmark circuits. The results showed that the proposed algorithm could significantly 

localize switching activity. In addition, we inserted two hardware Trojans in the 

benchmark circuits and their counterparts masked by the proposed algorithm. Then, we 

measured the proportion of Trojan to circuit activity. Moreover, we synthesized these 

circuits and measured their power consumption. For this power measurement, we needed 

input vectors. We generated them by two methods: (1) random IVG and (2) circuit-

partitioning aware IVG. The results of these vectors showed that Trojan to circuit power 

in normal circuits using random vectors is negligible; however, the use of the proposed 

logic making algorithm and the partitioning aware vector generation improves TCP 

minimum 20% and maximum 70%.  
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Chapter 6 

Conclusion, Ongoing, and Future Work     

                                                                                       

 

 

 

6.1 Conclusion 

During the last two decades, most of the semiconductor companies have been 

established based on the fabless business model, which includes independent third 

parties such as design houses, IP developers, and fabrication foundries (fabs), etc. in 

different countries. This model gains economic advantages, though it entails serious 

security challenges caused by untrustworthy third parties. For instance, untrustworthy 

fabs can pirate IPs by separating them from the layout and illegally reselling in the 

black market. Another security threat that untrustworthy fabs are suspected of doing is 

to insert hardware Trojans into the layout. Hardware Trojans are malicious circuitry 

alterations performed on a circuit for sabotage purposes.  

In this work, we focused on detection and prevention methods against hardware 

Trojan and IP piracy threat that may happen in untrustworthy fabs. We detailed these 

two threats and some detection/prevention methods against them in Chapter 2. 

Moreover, in Chapter 2, we briefly introduced the different periods of SoC life cycle 
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and security threats in each period.  

Concerning the focused security threats, the main idea in this work was to leverage 

logic masking as an IP-piracy prevention method to hinder Trojan insertion or facilitate 

Trojan detection. Accordingly, we proposed three approaches and algorithms in 

Chapters 3, 4, and 5.  

First, in Chapter 3, we proposed the AMELIORATION approach that is the leverage 

of logic masking to facilitate logic testing-based Trojan detection. Regarding this 

approach, we proposed a security metric and employed it in a logic masking algorithm. 

The metric simultaneously concerns "highly balanced Hamming distance achievement" 

and "rare signal elimination". The results in Chapter 3 showed that the proposed 

algorithm employing the security metric effectively hinders Trojan insertion by 

removing rare signals. It can also significantly approach the ideal output balanced 

Hamming distance (50%), more or less similar to the FAB algorithm, proposed in [12].  

Second, in Chapter 4, we proposed the ESCALATION approach that is the leverage 

of logic masking to facilitate PCA-based Trojan detection in Chapter 4. Regarding this 

approach, we proposed a logic masking algorithm that employs XOR/XNOR gates and 

multiplexer cells (MUX) as key-gate. The objective of the proposed algorithm is to 

generate fake short paths for vulnerable nets, the ones that only belong to long paths 

because shorter paths have smaller delay variations [13]. The layout level experiments 

in this chapter showed that the proposed algorithm can improve 35% the probability of 

detecting a hardware Trojan including only one cell in the worst case of process 

variations. 

Third, in Chapter 5, we proposed the RESTORATION approach that is the leverage 

of logic masking in order to facilitate PCA-based Trojan detection methods. Regarding 
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this approach, we proposed a logic masking method and algorithm. The proposed logic 

masking method instead of traditional XOR/XNOR key-gates utilizes MUX with a 

special insertion technique. In this methods, MUXs can function like XOR/XNOR key-

gates or block their outputs to ‘0’ or ‘1’ according to their configuration. The proposed 

algorithm employing this method aims to increase switching activity localization in 

masked circuits. The results in this chapter showed that the use of the proposed logic 

making algorithm and input vector generation method can improve Trojan to circuit 

power ratio minimum 20% and maximum 70%. 

In addition, in this work, we analyzed logic masking effects on the number of states 

and transitions in the FSM of sequential circuits. The results showed that even a few 

key-gates inserted in the combinational part of sequential circuits easily double the 

numbers of states and transitions. 

Moreover, we developed and presented a CAD tool in this work. We used it during 

different experiments. It includes a logic simulator and functions to calculate the area, 

performance, and power of both combinational and sequential circuits at the gate level. 

It also has a function to calculate Hamming distance in masked circuits.  

The main conclusion perceived from the experimental results of this work is that 

logic masking can be employed as an efficient DfTr, i.e. it has great potential to hinder 

Trojan insertion or facilitate Trojan detection methods, apart from the primary benefit of 

logic masking, which is to obscure design functionality.  
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6.2 Ongoing and Future Work 

Some of logic masking capabilities for employing as a DfTr method were observed in 

this work; however, the assumptions, experiments, and evaluations were simple, and 

sometimes not based on precise models. In order to achieve more accurate results and 

deeper insights concerning the application of logic masking as a DfTr method, some 

ideas and experiments are under implementation or can be done in future; and we 

briefly explain some of them in the following. 

 

6.2.1 A New AMELIORATION-Based Algorithm  

As mentioned in Chapter 3, the proposed algorithm based on the AMELIORATION 

approach is a greedy algorithm. The time complexity of this algorithm is in order N3, 

where N is the number of nets in the circuit under masking. This time complexity is a 

disadvantage for the proposed algorithm in the case the circuit under masking includes a 

few hundred thousand gates. To deal with this problem, we need heuristic algorithms. 

For instance, one can partition a big circuit to sub-circuits and then for each sub-circuit 

run the proposed algorithm.   

 

6.2.2 Two New ESCALATION-Based Algorithms  

In Chapter 4, we proposed an algorithm based on the ESCALATION approach. It finds 

vulnerable nets and then inserts key-gates on their fan-in or fan-out cone to make short 

fake paths for them. In other words, the algorithm does not consider the Hamming 

distance effect of inserting key-gates. Consequently, as observed in the result section of 
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Chapter 4, the algorithm cannot compete on Hamming distance achievement with the 

AMELIORATION-based or FAB algorithm [12]; although its results were better than 

that of random masking. This shortcoming of the first ESCALATION-based algorithm 

is the motivation for one of our future work. Accordingly, we propose the second 

ESCALATION-based algorithm that concerns two objectives while inserting a key-gate: 

(1) "highly balanced Hamming distance achievement" and (2) “fake short paths 

creation” for vulnerable nets. The algorithm finds vulnerable nets, identical to the first 

ESCALATION-based algorithm. Next, it consecutively targets one of the found 

vulnerable nets. For each targeted net the algorithm makes a list including the nets 

logically situated a few level-of-gates ahead/behind in the fan-in/fan-out cone of the 

targeted net. Then, the algorithm inserts a key-gate on a net of the list and analyzes (1) 

the Hamming distance effect of the inserted key-gate and (2) the new fake short paths 

created by the key-gate. Afterward, the algorithm undoes the inserted key-gate and 

selects another net from the list. When all the nets of the list are analyzed, the algorithm 

selects the best one according to its objectives.  

Another weakness of the first ESCALATION-based algorithm is that it uses the unit 

delay model to calculate the delay of paths in the circuit under masking. However, the 

layout level experiments including circuits masked by this algorithm showed that the 

algorithm improves Trojan detection probability in PCA-based Trojan detection 

methods; as matter of fact, the unit delay model is not precise. It is due to that a 

placement1 algorithm may place the cells of a path far from each other and, 

consequently, long nets are routed in between these cells. Long nets have more delay. 

As a result, a path including few cells is not considered a long path in the proposed 

algorithm, although after placement and routing it can be long enough to hide delay 

                                                 
1 One of the physical design steps in the ASIC design flow.  
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effects of a hardware Trojan. This is the motivation for another of our future work. We 

proposed the third ESCALATION-based algorithm that employs a more accurate delay 

model. This algorithm takes a placed (or placed and rout) netlist. In the first step, it 

calculates the paths’ delay, and regarding that decides which nets are vulnerable and 

need a key-gate. Then, in the second step, the algorithm consecutively targets one of the 

found vulnerable nets. For each targeted net the algorithm physically places a key-gate 

near to a cell connected to the targeted net. It also logically inserts the place key-gate on 

the fan-in or fan-out cone of the targeted net. It is noteworthy that we can develop the 

third algorithm such that it aims both the objectives of the second algorithm.  

The mentioned algorithms above seems very promising and probably results better 

than the first ESCALATION-based algorithm. These algorithms are under 

implementation.  

 

6.2.3 A New RESTORATION-Based Algorithm  

Concerning the first RESTORATION-based algorithm proposed in Chapter 5, one of 

our future work is to implement another logic masking algorithm that aims to localize 

switching activity in a placed circuit. It uses information about the placement and 

switching activity of the circuit cells.  

In short, the algorithm that we proposed in Chapter 5 and our new proposed 

algorithm operate like each other in all respects except one point. Both the algorithms 

use 2-to-1 multiplexers (MUX) as key-gate, the MUX insertion technique, and net-

selection criteria for inserting MUXs. The only difference between these two algorithms 

is that the former one considers the circuit under masking as a collection of sub-circuits 
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that a partitioning algorithm depicts their boundaries and interconnections; the latter 

proposed algorithm considers the circuit under masking as a collection of sub-circuits 

that have (almost) equal dimensions and are allocated to different physical regions of 

the circuit. 

It is noteworthy that regards the proposed new algorithm masks placed circuits, it 

includes one more step than the algorithm in Chapter 5. Indeed, once a MUX key-gate 

is logically inserted on a PSI2 (PSO) of a sub-circuit, then the algorithm should 

physically place this MUX in one empty space in the region of the sub-circuit. Among 

different options in this step, we can easily choose an empty space randomly; or with 

more attention, we can choose an empty space that can be a suitable option for Trojan 

attackers.  

The last idea that we discuss in this work is to concern the effect of MUX key-gates 

on the Hamming distance of the circuits masked by the RESTORATION-based 

algorithm in Chapter 5. For this purpose, we need to define a new security metric and 

employ it in the algorithm, like what we did in Chapter 3. This security metric must 

deduce that inserting MUX key-gates on which nets will simultaneously satisfy both the 

objectives: (1) highly balanced Hamming distance achievement and (2) high percent of 

switching activity localization. A solution for formulating this security metric is to insert 

a MUX key-gate on a PSI (PSO) of a sub-circuit and calculate two parameters for the 

PSI (PSO): (1) the Hamming distance and (2) switching activity ratio in the modified 

circuit; then we must undo the inserted MUX and select another PSI (PSO); and repeat 

this insertion/calculation until all the PSI (PSO) of the sub-circuits are investigated. 

Afterward, the best PSI (PSO) according to the importance of the adjectives can be 

                                                 
2 A pseudo input (PSI) of a sub-circuit is a net that comes from other sub-circuits and enters to the sub-circuit. 

Similarly, a pseudo output (PSO) of a sub-circuit is a net that exits from the sub-circuit and enters to other sub-

circuits. 



132  6. Conclusion, Ongoing, and Future Work 

 

selected, similar to the Eq. 3.1. 

At the end of this dissertation, we must remark that some of the proposed algorithms 

and ideas that we proposed in this section are not complete and well-matured; and they 

need more discussions and thinking but, nonetheless, they simultaneously employ the 

physical and logical information of placed (and routed) circuits. Therefore, probably 

they result better than the situation in where no physical information exists. 
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