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Knowledge Graphs facilitate the pooling and sharing of information from

different domains. They rely on a flexible encoding format, the Resource De-

scription Framework (RDF), which enables describing and connecting het-

erogeneous data sources despite their differences. RDF data consist of sim-

ple statements, named triples, that can be chained to form higher-level state-

ments across datasets, following information needs. Producing interactive vi-

sual interfaces to explore Knowledge Graphs is a complex problem, mostly

unresolved, for two main reasons: 1) meaningful information to describe a

collection can be several triples away from the entities; and 2) entities in a

collection are not necessarily described with similar properties. In this thesis,

I introduce the concept of semantic paths to encode aggregate information

relative to a chain of triples; they consider missing information as part of the

description, thus providing a common space to characterise heterogeneous

resources of various depths. I first use this concept to automate the produc-

tion of meaningful overviews for any set of entities. I design and implement S-

Paths, an open-source browser to let users navigate through RDF collections,

starting with an overview of a whole collection, and offering new overviews

of the subsets as they progress through the collection, refining their selection.

I report a qualitative evaluation showing that they can make sense of such

overviews and remember the important dimensions of a dataset in the main

lines. Then, I reuse the concept—renamed path outlines to better convey

the idea of a summary—to produce path-based summaries of RDF datasets.

I interview 11 data producers to confirm their interest. I design and imple-

ment Path Outlines, an open-source tool based on coordinated views with

two novel visualisations, the broken (out)lines and the path browser, to sup-

port RDF data producers in browsing the statements that can be produced

from their dataset. I compare Path Outlines with a SPARQL query editor, the

current baseline technique to access path-based information, in a controlled

experiment with 36 participants. I show that Path Outlines is 3 times faster,

leads to better task completion, fewer errors, that participants prefer it, and

find tasks easier and more comfortable with it. Finally, I apply this concept
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to support data producers in analysing incompleteness in their data. I design

and implement The Missing Path, an open-source visualisation tool to help

users analyse incompleteness for groups of entities. It computes clusters with

similar incomplete profiles on a map and lets users inspect and contextualize

their statistical summaries. I conduct an iterative design process and evalua-

tion with Wikidata contributors. Participants gain insights and find strategies

to identify coherent subsets to be fixed, using the coordinated views in various

exploratory ways, starting from the map or the summaries. With those 3 ap-

plications, I show that path outlines, overcome some of the complexity at the

heart of RDF, and not only support interactive visual interfaces for Knowledge

Graphs but also help better their quality. I can foresee other applications of

the concept, such as tools to design ontologies or exploratory analysis tools.
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S Y N T H È S E

Mots-clés: Graphes de connaissance, Visualisation, RDF, Exploration inter-

active, Web sémantique, Données liées.

Les Graphes de Connaissances représentent, connectent, et rendent in-

terprétables par des algorithmes des connaissances issues de différents do-

maines. Ils reposent sur un format d’encodage flexible, RDF (Resource De-

scription Framework), qui supporte la description et l’interconnexion de sources

de données hétérogènes malgré leurs différences. RDF est basé sur des

énoncés simples, nommés triplés, que l’on peut chaı̂ner pour former des

énoncés de plus haut niveau, en passant d’un jeu de données à un autre,

en fonction des besoins d’information. Produire des interfaces visuelles inter-

actives génériques pour explorer des collections dans des Graphes de Con-

naissances est un problème complexe, en grande partie non résolu, pour

deux raisons principales: 1) l’information pertinente pour décrire une collec-

tion peut se trouver au bout d’une chaı̂ne de plusieurs triplés; et 1) les en-

tités d’une collection ne sont pas toujours décrites avec des propriétés iden-

tiques. Dans cette thèse, je propose le concept de chemins sémantiques pour

décrire les énoncés de haut niveau: il encode des informations agrégées rel-

atives à une chaı̂ne de triplés, et considère l’information manquante comme

partie intégrante de la description, produisant ainsi un espace commun pour

caractériser des ressources hétérogènes de profondeur variée. Dans un pre-

mier temps, j’utilise ce concept pour générer des vues d’ensemble de façon

automatique pour tout ensemble d’entités. Je designe et implémente S-Paths,

un navigateur open source qui permet d’explorer des collections en partant

d’une vue de toute la collection, présentant de nouvelles vues synthétiques

à mesure que les utilisateurs affinent leur sélection. Je relate une évaluation

qualitative montrant que les participants arrivent à interpréter ces vues d’ensemble

et mémorisent les dimensions importantes du jeu de données dans les grandes

lignes. Dans un deuxième temps, j’utilise ce concept—renommé profils de

chemins afin de mieux traduire l’idée de résumé—pour produire des résumés

basés sur les chemins. J’interviewe 11 producteurs de données pour con-

firmer leur intérêt. Je designe et implémente Path Outlines, un outil open

source basé sur des vues coordonnées avec 2 nouvelles visualisations, les

lignes brisées et le navigateur de chemins, pour permettre aux producteurs
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de données RDF de parcourir les énoncés qui peuvent être produits par

leurs jeux de données. Je le compare à un éditeur de requêtes SPARQL,

la technique de référence pour accéder à des informations basées sur les

chemins, dans une expérience contrôlée avec 36 participants. Je montre qu’il

est 3 fois plus rapide, mène à un meilleur accomplissement des tâches et

moins d’erreurs, que les participants le préfèrent et trouvent les tâches plus

faciles et plus comfortables quand ils l’utilisent. Dans un troisième temps,

j’applique ce concept à l’analyse de l’incomplétude d’un jeu de données.

Je designe et implémente The Missing Path, un outil de visualisation open

source basé sur des vues coordonnées pour permettre aux producteurs de

données d’analyser l’incomplétude de sous-ensembles. L’outil calcule des

groupes avec des profils similaires et les dispose sur une carte. Les util-

isateurs peuvent sélectionner un sous-ensemble, inspecter sa distribution,

et le situer dans le contexte du jeu de données complet. Je rapporte un

processus de design itératif et une évaluation qualitative avec 9 contribu-

teurs Wikidata. Les participants acquièrent des connaissances et trouvent

des stratégies pour identifier des sous-ensembles cohérents à réparer, en util-

isant les vues coordonnées de diverses manières exploratoires, à partir de la

carte ou des résumés. À travers ces 3 applications je montre que les profils

de chemins, en abstrayant une partie de la complexité de RDF, permettent

non seulement de supporter des interfaces visuelles interactives, mais aussi

d’améliorer la qualité des Graphes de Connaissances. J’envisage d’autres

applications pour le concept, telles que des outils pour le design d’ontologies

ou l’analyse exploratoire.
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We cannot solve our problems

with the same level of thinking

that created them.

attributed to Albert Einstein





1
I N T R O D U C T I O N

Knowledge Graphs (KG) [53] are everywhere. The technology is underly-

ing in our everyday life, powering search engines [125], recommender sys-

tems [129] and connected objects [67]. The power of KG comes from their

simple and flexible encoding format, the Resource Description Framework

(RDF), that allows to describe and connect heterogeneous data sources. Merg-

ing data from different domains increases their value, which is “directly pro-

portional to the interlinkedness of the data” [88]. Companies use them to

carry out global corporate knowledge management strategies, with applica-

tions ranging from risk management to process and factory monitoring [57].

Institutions [111] and communities [36] rely on them to publish and share their

data in an interoperable format. Digital Humanities researchers use them to

support exploration and analysis of large corpus connecting various sources

and are starting to investigate machine learning assisted applications such as

knowledge discovery and computational creativity [60]. In the context of smart

cities, they support the management of various indicators acquired from a

multitude of sources including instruments, sensors, humans, and computer

models [105]. When published on the web, RDF data can be queried jointly

through federated queries, forming a network of interlinked sources, known

as the Web of Data or the Semantic Web.

Although the technology is developing rapidly, it faces a difficulty that threat-

ens the quality of data: the lack of generic interfaces to browse a dataset. If

RDF data are designed to be processed by algorithms, humans still need to

interact with them at some point, at least to control their production, and to

design and develop the algorithms to consume them. Developing a specific

application for each dataset has a cost, and takes time. As a result, most of

the time, accessing RDF data implies reading raw data files with hundreds

of thousands of lines or querying them with SPARQL, the query language for

RDF data. This requires technical skills, time and concentration, and hinders

the detection of errors and irregularities.

As I worked for Philharmonie de Paris1 on a research project aiming to

transform into RDF and interlink the musical catalogues of 3 institutions [3],

1 philharmoniedeparis.fr

3

https://philharmoniedeparis.fr/en


4 I N T R O D U C T I O N

from 2015 to 2016, I was struck that the data producers could not see their

data. From the moment the Modeling Working Group delivered the mapping

rules for the transformation of original data sources, it took more than a year

to develop a specific interface to visualise them. In the meantime, they had

to rely on their knowledge of original data, of mapping rules and of target

ontologies to imagine what the result would be. Though they were librarians,

with an impressive ability to think abstractly, and a precise knowledge of the

original data, this was constantly raising difficulties and misunderstandings.

They spent a significant amount of time trying to represent samples of data in

hand made node-link diagrams and spreadsheets to be able to work together.

At this time, I also met other RDF data managers and developers in meetups

and professional conferences, and I realised that many of them were facing

similar problems. I tried to develop a browser for SKOS thesauri. In a naı̈ve

approach, I used a tree-like node-link diagram layout, matching the structure

of data, and had to acknowledge that it did not scale, neither graphically nor

from a performance point of view. With 10 years of experience developing web

applications, I could not find a satisfying solution. And I was only addressing

the specific case of SKOS thesauri, for which the structure is more or less

known in advance. This experience provided the motivation for this thesis.

Starting this research, I discovered that there is actually an impressive num-

ber of tools, but that they have limitations preventing their effective use. RDF

data are graph data, based on simple statements, named triples, that can be

chained to form higher-level statements. For instance, ‘Marie Curie is affiliated

to Sorbonne University’ and ‘Sorbonne University is located in Paris’ are two

triples, that can be chained to produce the statement ‘Marie Curie is affiliated

to Sorbonne University in Paris’. Producing interactive visual interfaces to ex-

plore Knowledge Graphs is a complex problem, mostly unresolved, for two

main reasons: 1) meaningful information to describe a collection (e.g. Nobel

laureates) can be several triples away from the entities (the laureates); and

2) entities in a collection are not necessarily described with similar properties

(e.g. affiliated to or located in).

On the one hand, RDF browsers are focused on single entities, display-

ing one page per entity, and letting users hop in the graph one step at a

time. Gaining information about a collection requires to mentally do a syn-

thesis of little pieces of data, gathered one after one another, which entails

a substancial cognitive load. On the other hand, visualisation systems pro-

duce overviews, but involving only a few direct properties, and with little sup-

port for navigation. RDF data seem to defeat the Information Seeking Mantra,
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‘Overview first, zoom and filter, then details-on-demand’ [113], that has shaped

generations of interfaces to browse collections of data. In the related flourish-

ing research on graph visualisation, state of the art interfaces for graphs do

not scale to even very small RDF dataset, producing cluttered interfaces, both

unreadable and unusable [109]. Parallel coordinates and matrixes accept with

a limited number of attributes and values. Techniques to make node-link dia-

grams scale, such as edge bundling, work only with very simple datasets en-

coding a single type of relation. The representation of a RDF graph, with many

items and unpredictable attributes of various types and at various depths, is

still a puzzle.

Therefore, my main research question is: how to design generic inter-

active interfaces to visualise collections of resources in RDF datasets,

and browse them from overview to detail?

1.1 T H E S I S S TAT E M E N T

I argue that a level of granularity that matches human understanding is needed

to explore collections in Knowledge Graphs: a concept to describe higher-

level statements in a systematic way, that will relieve the human brain from

the combinatory work needed to reconstitute chains of triples. I present the

concept of semantic path—also named path outline, to encode aggregate

information relative to chains of triples. By considering missing information

as part of the description, it provides a common space to describe hetero-

geneous resources of various depths. I demonstrate 3 applications of this

concept: a browser producing overviews of collections and their subsets to

support navigation through a dataset, a tool to browse the possible state-

ments in a dataset, and a tool to analyse incompleteness in a dataset.

1.2 T H E S I S OV E RV I E W

In Chapter 2 B AC K G R O U N D A N D R E L AT E D W O R K, I first introduce RDF

data, their structure and the difficulties to visualise them. Then I present 3

types of users who need to interact with raw RDF datasets. I review existing

tools to browse and visualise RDF data.

In Chapter 3 S - PAT H S, I first address the specific question how to pro-

duce meaningful overviews of a collection in an RDF dataset, as well as

of its subsets at different scales? I introduce the concept of semantic paths,

to provide a summary of all properties or chain of properties describing a set

of entities, and use it to power S-Paths, a semi-automatic browser providing

synthetic views of a collection. I present its design and architecture. I report
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a real use case with the data of the french national library, and a qualitative

user study with 6 users.

Motivated by the reaction of the product manager of data.bnf.fr2 to S-Paths,

Chapter 4 PAT H O U T L I N E S addresses another specific question: how to vi-

sualise the statements produced by an RDF dataset, and browse them

by meaningful chunks? I present Path Outlines, an open-source tool to sup-

port RDF data producers in browsing the statements that can be produced

from their dataset. It displays semantic paths—that I rename path outlines,

to better convey the idea of a summary—through coordinate views with two

novel visualisations, the broken (out)lines and the path browser. I report a

controlled study comparing Path Outlines with the current baseline technique

(Virtuoso SPARQL query editor) in an experiment with 36 participants.

Finally, addressing a limitation of Path Outlines, Chapter 5 T H E M I S S I N G

PAT H investigates the specific question: how to support visual analysis of

the incompleteness of a collection in an RDF dataset, and of its subsets

at different scales? I present The Missing Path, an open-source visualisa-

tion tool to support users in analysis incompleteness for groups of entities. It

uses path outlines to compute clusters with similar incomplete profiles and lay

them down on a map, letting users select any subset, inspect its distribution,

and compare it to the full dataset. I conduct an iterative design process and

evaluation with 9 Wikidata contributors.

Finally, in Chapter 6 C O N C L U S I O N A N D D I S C U S S I O N, I summarise my

contributions and discuss other applications of the concept that I can foresee.

1.3 C O N T R I B U T I O N S

1.3.1 Theoretical contributions

I introduce the concept of semantic path / path outline: for a given col-

lection, it encodes aggregate information relative to a chain of triples, con-

sidering missing information as part of the description, thus providing a com-

mon space to characterize heterogeneous resources of various depths. First

designed as an abstraction to program S-Paths browser, its graphical repre-

sentation proved useful to support tasks which necessitate to understand the

structure of the content, with Path Outlines and The Missing Path.

1.3.2 Technological contributions

I design and implement:

2 the Linked Data service of the French National Library

http://data.bnf.fr
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• S-Paths, a browser providing synthetic views of a collection and

any of its subset: s-paths.lri.fr. A matching algorithm compares the

path outlines of the collection with the requirements of a set of views

optimised to provide synthetic visualisations at various scales, and pro-

vides a default view to users. The code is open-source:

gitlab.inria.fr/mdestand/s-paths;

• an API to analyse path outlines. It is open-source. It is included in

S-Paths package but can be run separately3;

• Path Outlines, a tool to support RDF data producers in browsing

the statements that can be produced from their dataset: spf.lri.fr. It

is based on coordinate views with two new visualisations: the broken

(out)lines and the path browser, to display the path outlines. The code

is open-source: gitlab.inria.fr/mdestand/spf;

• The Missing Path, an open-source visualisation tool to support

users in analysis incompleteness for groups of entities: missing-

path.lri.fr. It computes clusters with similar missing path outlines and

lays them down on a map, letting users select any subset, see the level

of completeness of all its path outlines, relate it to the distribution of

their values, and situate it in the context of the full dataset. The code is

open-source: gitlab.inria.fr/mdestand/the-missing-path.

• an API to extract the content of a collection in a matrix driven by

path outlines, to support responsive processing of the content. It is

included in The Missing Path package.

1.3.3 Empirical contributions

I observe that:

• users make sense of path-based overviews, remember the impor-

tant dimensions of a dataset in the main lines, and are able to imag-

ine new applications for the dataset and the tool after 20 minutes of

navigation with S-Paths;

• data producers access path-based information with Path Outlines

3 times faster than with the baseline; it leads to better task com-

pletion, fewer errors, they prefer it, and find tasks easier and more

comfortable with it. The controlled experiment was conducted against

SPARQL Virtuoso Query editor as a baseline, with 36 participants. Sup-

3 another version of the API, supporting path outlines running across datasets, was developed
by Olivier Corby as an extension of Corese, and is used for Path Outlines.

http://s-paths.lri.fr/
https://gitlab.inria.fr/mdestand/s-paths
https://spf.lri.fr/
https://gitlab.inria.fr/mdestand/spf
https://missingpath.lri.fr/
https://missingpath.lri.fr/
https://gitlab.inria.fr/mdestand/the-missing-path
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plemental material is made available: ieee-dataport.org/documents/path-

outlines.

• in an iterative design process and evaluation with 9 Wikidata contrib-

utors, participants gain new insights on incompleteness in their

data with The Missing Path, using various exploratory strategies

supported by the coordination between the map with clusters of entities,

and the statistical summaries of their path.

https://ieee-dataport.org/documents/path-outlines
https://ieee-dataport.org/documents/path-outlines


2
BAC K G R O U N D A N D R E L AT E D W O R K

In this section, I first introduce RDF data. Then I discuss the need for in-

terfaces to browse RDF data for three types of users: data producers, data

reusers and lay users. I review existing approaches and tools to visualise and

browse RDF data regarding their ability to browse from overview to detail. I

discuss several approaches used in network visualisation, and the limitations

to apply them to RDF.

2.1 I N T R O D U C T I O N TO R D F

The interoperability of Knowledge Graphs lies in the representation of informa-

tion according to a common framework, the Resource Description Framework

(RDF) [22]. RDF data are collections of statements named triples. Triples are

composed of a subject, a predicate and an object, as shown in Fig. 1. Sub-

jects can be Uniform Resource Identifiers (URIs) or blank nodes. Predicates

are always URIs. Objects can be URIs (`. 4–10), literals (e.g., strings, num-

bers, dates, `. 1–3) or blank nodes. The same URI can be the subject and

object of several triples (`. 6, 7, and 8 or `. 7, 9 and 10). The triples form a net-

work. Predicates and classes of resources are defined in data models called

ontologies. For instance, the predicates of the 3 first triples and the object

of the 4th belong to the FOAF [18] (friend of a friend) ontology, dedicated to

the description of people and their relationships. In principle, URIs should be

dereferenceable: querying them on the web should return their RDF descrip-

tion. Literals can have a datatype, and string literals can be associated with a

language (Fig. 1-a, grey colour). URIs can be prefixed for better readability, as

in Fig. 1-c: the beginning, common to several URIs, is given a prefix (a short

name), e.g. foaf: instead of http://xmlns.com/foaf/0.1/. Formally, a RDF

graph is a set of triples t = (s,p,o), with s ∈ U∪ B, p ∈ U and o ∈ U∪ L∪ B.

U is the set of URIs, L the set of literals, and B the set of blank nodes in the

graph.

RDF data are interlinked: a dataset can reference an entity produced in an-

other one (red colour). When this happens, a chain of statements can jump

from one dataset to another: the triples in Nobel Dataset la Sorbonne is in

Paris, Paris entity in Nobel is equivalent to Paris entity in DBpedia can be

9
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subject            predicate            object            link between datasets            features of object literals

NOBEL DATASET

1  <http://data.nobelprize.org/resource/laureate/6> <http://xmlns.com/foaf/0.1/name> 'Marie Curie'^^xsd:string.
2  <http://data.nobelprize.org/resource/laureate/6> <http://xmlns.com/foaf/0.1/birthday> '1867-11-07'^^xsd:date.
3  <http://data.nobelprize.org/resource/laureate/6> <http://xmlns.com/foaf/0.1/gender> 'female'@en^^xsd:string.
4  <http://data.nobelprize.org/resource/laureate/6> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> 
    <http://xmlns.com/foaf/0.1/Person>.
5  <http://data.nobelprize.org/resource/laureate/6> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> 
    <http://data.nobelprize.org/terms/Laureate>.
6  <http://data.nobelprize.org/resource/laureate/6> <http://dbpedia.org/ontology/affiliation> 
    <http://data.nobelprize.org/resource/university/Sorbonne_University>.
7  <http://data.nobelprize.org/resource/university/Sorbonne_University> <http://dbpedia.org/ontology/city> 
    <http://data.nobelprize.org/resource/city/Paris>.
8  <http://data.nobelprize.org/resource/university/Sorbonne_University> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> 
     <http://dbpedia.org/ontology/University> .
9  <http://data.nobelprize.org/resource/city/Paris> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> 
    <http://dbpedia.org/ontology/City> .
10  <http://data.nobelprize.org/resource/city/Paris> <http://www.w3.org/2002/07/owl#sameAs> 
    <http://dbpedia.org/resource/Paris> .

DBPEDIA DATASET

11 <http://dbpedia.org/resource/Paris> <http://www.w3.org/2003/01/geo/wgs84_pos#lat> '48.856701'^^xsd:float.
12 <http://dbpedia.org/resource/Paris> <http://www.w3.org/2003/01/geo/wgs84_pos#long> '2.350800'^^xsd:float.

NOBEL DATASET

1  (the entity representing) Marie Curie is named Marie Curie.
2                                      Marie Curie was born on 1867-11-07.
3                                      Marie Curie’s gender is female.
4                                      Marie Curie is a Person.
5                                      Marie Curie is a Nobel Laureate.
6                                      Marie Curie’s affiliation is Sorbonne University.
7                                      Sorbonne University’s city is Paris.
8                                      Sorbonne University is a University.
9                                      Paris is a City.
10                                    Paris (in Nobel Dataset) is the same as Paris (in DBpedia Dataset).

DBPEDIA DATASET

11 (the entity representing Paris’ latitude is 48.856701.
12                                    Paris’ longitude is 2.350800.

NOBEL DATASET

DBPEDIA DATASET

nobel:laureate/6
 

'Marie Curie'foaf:name

 

rdf:type

rd
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e
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dbpedia-owl:city
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rdf:type

 

rdf:type

 

owl:sameAs

 geo:long

geo:lat '48.856701' 

'2.350800' 

aserialisation with turtle syntax

node-link representation

human interpretation b

c

PREFIX foaf: <http://xmlns.com/foaf/0.1/>
PREFIX dbpedia: <http://dbpedia.org/resource/>
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
PREFIX owl: <http://www.w3.org/2002/07/owl#>
PREFIX geo: <http://www.w3.org/2003/01/geo/wgs84_pos#>

1

2

3

4

nobel:Laureate

5
6

7

8
9

10

11

12

Figure 1: Samples extracted from Nobel (10 triples) and DBpedia datasets (2 triples)
comparing 3 representations: a) a serialisation with Turtle syntax, which is meant for
machines, but verbose and difficult to decipher for humans; b) an interpretation of
each triple as a sentence understandable by humans to help understand the chain-
ing mechanism; c) a visualisation as a node-link diagram showing how triples are
connected and can be chained; it is easy to follow the paths but difficult to read
their labels and make sense of them. The samples are interconnected; it is possible
to combine them. Full datasets contain respectively 87,422 and 185,404,534 triples
(on 2019-09-07).
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completed by those in DBpedia: Paris’ latitude is 48.856701, Paris’ longi-

tude is 2.350800. They can be queried jointly, through federated queries. The

information is separated into atomic pieces that can be retrieved and com-

bined following the information needs. For instance, a question like “When

was Marie Curie born?”, could be answered with triple 2. “What was her af-

filiation?” could be answered by chaining triples 6, 7 and 10. Placing Marie

Curie on a map displaying laureates by affiliation could be achieved by chain-

ing triples 6, 7 and 10 and 11 to get the latitude, and 6, 7 and 10 and 12

to get the longitude. A chain of statements is commonly called a path in the

graph. Fig. 1-c shows a sample of 10 statements, 6 at the first level, 2 at the

second and 2 at the third. In the real dataset, considering all the triples de-

scribing Marie Curie by chaining up to 3 triples, there are 672 triples, 23 at the

first level, 99 at the second and 550 at the third. Even trying to represent this

information mentally is difficult. The cognitive effort needed to split a piece

of meaningful information (e.g., a laureate and her biographical information)

into triples, and to imagine all possible combinations, is tremendous. Doing

so on sets of entities (e.g., all laureates or all prizes) is even more difficult.

Node-link diagrams (Fig. 1-c) are often used to explain RDF data, as they

accurately render their structure.

The special predicate rdf:type (`. 4, 7 and 8) indicates that an entity be-

longs to a class of resources. An entity can belong to several classes; for in-

stance, the entity representing Marie Curie belongs to the class foaf:Person

and to the class nobel:Laureate. A common designation for entities belong-

ing to the same class is a set of entities. In this thesis, as I aim at making RDF

accessible to humans, I use the word collection, which conveys more seman-

tics and implies that the set has a meaning for users. This facilitates reading

and avoids abstract sentences. There are other ways to define collections,

such as a pattern in a query, or specific ontologies like PROV-O. RDF Seman-

tics recommendation uses the term collection for ’list structures’, that is a set

of untyped entities. The word collection, when used in this thesis, refers to

a set of entities belonging to the same class of resources. Supporting other

types of collection might necessitate an adaptation of the query templates.

2.2 R D F F O R H U M A N S

Though RDF data are originally meant to be processed automatically, there

are many situations where humans need to interact with them, be it only to

design and control the algorithms to produce and consume them. In the first
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place, I am particularly interested in who, as of today, are constrained to inter-

act with raw datasets to find out what is inside.

In the early design phase of S-Paths, we conducted two workshops in order

to inform our design choices—the reports are available in Appendix B. The

first workshop involved 9 Linked Data experts, and the second 7 lay users who

were interested in exploring RDF data. We asked them to sketch scenarios of

what they would like to be able to do when exploring RDF data, illustrating how

an ideal tool would support them. From these workshops, combined with in-

formal observations during the French National Library’s hackathon and other

community events in Paris, I derived three persona representing my target

users: a data publisher, a data reuser, and a lay user.

Figure 2: RDF data producer: Bob is trying to figure out what his own dataset con-
tains.

2.2.1 Data producers

Before algorithms can consume RDF data, the data have to be produced.

RDF data producers can be data manager in an IT department, with a strong

technical background, allowing them to query and transform the data them-

selves. However, as the technology spreads, it becomes more usual to meet

an RDF data curator or product manager with an editorial profile and exper-

tise about the domain, but less developed technical skills. Librarians, who are
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very active in the Semantic Web, organising professional conferences that are

very popular and well attended, are a good example of the latter. Researchers

in Digital Humanities, such as historians and musicologists, have also started

to convert their data to RDF to beneficiate from the possibilities of analysis

offered by the format. The level of their technical skills is very uneven.

Figure 3: RDF data reuser: Tim is trying to understand how the information he wants
to access is expressed.

Since there are few tools to manage RDF content natively, RDF data are

most of the time created from the transformation of data sources originally

stored in another format, and often aggregate information from various sources.

Data producers need to control the result of the transformation and merge,

gaining an overview and inspecting the details. In particular, they need to see

the possible statements produced by the graph, to check that the data are

efficiently described and make sense, and to manage the heterogeneity.

To promote their Knowledge Graphs and be able to describe the content,

they also need an overview of the trends and interesting fact in their data.

Persona. Bob is in charge of the Linked Data published by the French Na-

tional Library. He is a librarian, graduated from Ecole des Chartes, where he

received basic education and training about Linked Data. After an internship

in a city library, he was recruited by the BnF 5 years ago. He then perfected
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her skills at the library. He regularly exchanges skills with his colleagues, en-

gineers and librarians. They all participate in events organized by and for

librarians around the Bibliographic Transition, which happens in close relation

to semantic web technology, and also to general international and national

librarian events. Being in charge of service providers for Linked Data, he can

rely on them for specific questions. The transfer of knowledge has happened

though regular communication, as well as specific training actions. As a librar-

ian, he has a weekly slot when he seats in the library and helps users find

information, which means he is in direct contact with reusers.

Figure 4: RDF lay user: Alice is trying to find out if the dataset published by the
government contains information of interest.

2.2.2 Data reusers

Before algorithms can consume RDF data, the algorithms must be designed

and programmed. Of course, the idea behind RDF is that, as the data em-

bed their model and semantics, algorithms can process them with no prior

knowledge of their structure. This might be valid for generic browsing and

visualisation tools such as those we will review in Sect. 2.3. But there is no

such thing as a generic algorithm that could power specific application as

diverse as corporate knowledge management systems, social networks, IOT

programs or recommender systems.
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To design such an application, its features, interface and interaction flow,

applications designers need an overview of the information which is available

in the data, and how it is expressed.

To develop such an application, application developers need to profile the

data: see how to access a piece of information, and the outlines of its possible

values.

Persona. Tim is R&D manager for a small company publishing software for

libraries. They use Linked Data to provide more services in their software. It is

a growing concern for libraries, and as such a crucial feature for the company.

Today, it is still a competitive argument; tomorrow, it might be decisive for the

survival of the company. Since it’s still an immature technology, his technolog-

ical watch requires particularly active involvement. Besides reading scientific

papers, following twitter feeds, and attending professional events around the

Bibliographic Transition, he also regularly participates in hackathons and simi-

lar social events. This enables him to develop his skills, as well as his network

of reliable resources and potential customers. He is familiar with the SPARQL

query language, which he can use to explore a Linked Dataset rapidly.

2.2.3 Lay users

Once RDF data have been produced, they are—not always, but often—shared

as Open Data. Non-expert users, interested in knowing about the content of

a dataset, would also need a generic application to browse from overview to

detail. This includes any citizen who would like to consult a dataset published

by a government or an institution.

Persona. Alice is a student in political sciences. She has just completed her

first year for a Master Degree at Sciences Po Paris and is starting the second

year. She would like to write a thesis about the Management of an interna-

tional Fablab Community. She is curious about cultural heritage, aware of the

stakes of open data, and always prompt to explore new data published by

institutions. She uses such data for her studies.

There are actually many more user types to consider in the use of RDF data.

Each specific application comes with its own end users, with specific needs

and usage. There are also ontologists, who create and manage the data mod-

els that will shape RDF datasets. Further applications of paths outlines might

apply to those users, and I will mention them in Chapter 6. However, in this

thesis, I focus on users who need generic tools to browse raw RDF data.
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2.3 V I S UA L I S I N G R D F DATA : OV E RV I E W O R D E TA I L

I will discuss how the different types of tools handle overviews and details,

with a focus on generic tools, able to handle any RDF dataset without specific

development. A comprehensive list of browsers and visualisation systems can

be found in this recent book [97].

2.3.1 RDF browsers

The structure of RDF fosters navigation systems exploring one resource at

a time[65, 99, 117, 124]. They display one page per entity, fetching its di-

rect properties and allowing users to hop in the graph one step at a time.

Those tools have the advantage to be fully generic, model agnostic, and to

enable navigation across datasets. However, follow-your-nose navigation puts

much cognitive burden on users: reaching the property of interest requires

several clicks, hopping from page to page and losing the context of the origi-

nal resource. Keeping the chain of previous pages in mind requires significant

memorisation and integration effort. The associated mental effort increases

as users browse back and forth. Haystacks has a template to display collec-

tions[99], and Noadster builds custom navigation tree for search results for

users to select single resources [103]. Both give an overview of a collection

but do not allow to filter it.

Faceted browsers use the properties describing a collection and their dis-

tribution to let users filter it [41, 58, 108, 137], the set of filters serving as an

overview of the collection [37]. However, except with very small datasets, they

present a major usability issue. RDF data are heterogeneous, the number of

properties in a collection grows with the number of items, while some proper-

ties might concern very few items only. This results in cluttered and inefficient

interfaces [71]. The facets might take so much space that they are no more

side-navigation but represent the main part of the interface, and the collec-

tion of items becomes a component among others [7, 19, 48]. Considering

that relevant properties can be several triples away from entities in the collec-

tion, some facets include paths of properties [24, 86]. While this gives access

to relevant information, it also increases the number of options. This overload

problem can be alleviated by enabling users to select facets on the fly [52],

and help them determine their relevance through by statistical or reasoned

algorithms [86]. More details about faceted browsers can be found in this sur-

vey [122]. In all cases, there is a trade-off between giving a full overview and

having readable and usable navigation.
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Most of the time, even after using facets to filter, the number of items to

display is still too high to present them all; they are presented as paginated

lists [41], or very long scrolling pages on which only the first few items are

visible [9, 40, 64, 98], indicating the count of total pages and / or entities in

the collection. Discovery Hub uses a sampling technique to present a rep-

resentative panel of answers as an overview [72]. Facete uses a map as a

continuum to display all entities, and takes advantage of paths of properties

to find geographical information related to any set of entities [116].

2.3.2 RDF visualisation systems

Visualisation systems present charts or aggregated view as the main view, en-

abling to display all items along with one or a few selected properties. Those

systems manage to remain generic by giving configuration work to users.

SemLens lets users select any two properties to explore correlations in a

unique scatterplot visualisation [50]. Tabulator requires users to write a query

in SPARQL, and then automatically selects map-based or timeline-based vi-

sualisations [15]. Payola presents a graphical query builder for users to re-

trieve data, before presenting them a list compatible visualisations. VisWiz-

ard [104] needs users to select a visualisation first, and then properties to

display in it. LinkDaVis asks users to select properties or paths of proper-

ties first, and them suggests a ranked list of visualisation configurations [119].

LinkDaVis considers not only direct properties but also chains of properties to

populate the views, offering more possibilities for advanced and meaningful

visualisations, but it also increases the number of choices presented to the

user. In all cases, the configuration load for the user is heavy, and requires

to make decisions of information before having visualised them. With the ex-

ception of Ferasat [63], those systems do not support filtering collections and

progressing through datasets. Ferasat features only direct properties.

In an original approach, RelFinder explores and visualises in a node-link

diagram all possible paths between two entities [49], giving at the same time

overview and detail at this very specific scope.

Tools using a node-link diagram as the main interface attempt to present

the full graph to let users browse it [95]. However, node-link diagrams can

handle only very small datasets (Fig. 1 shows that a node-link with 11 triples

already requires efforts to read). This results in ‘big fat graph’s that are not

usable [109]. Another approach is to draw the graph incrementally: this works

well to explore a specific portion of the graph in details, but broadening the

focus requires many clicks, and the visualisation quickly becomes unread-



18 B AC K G R O U N D A N D R E L AT E D W O R K

able [21]. Relieving the visualisation from the need to read labels, by rep-

resenting only one type of entities and relations, is a possibility to make it

scale [77]; this functions only if the structure of the dataset is extremely sim-

ple.

2.3.3 Summary visualisations and profilers

A strategy to address the overload is summarisation. When meant for hu-

mans, the summaries reconstitute a representative graph, and are limited

to the most frequent elements; they are laid out as node-link diagrams, and

therefore present only very partial overviews [120, 121, 132]. As for profiler,

most of them compute their measures for atomic elements [35], ProLOD [1,

20], LOUPE [76] or AETHER [80], and not for collections; this provide a full

and accurate overview, but it is difficult to make sense of it.

In summary, most approaches to browse RDF data from the overview of a

collection to the detail of an entity do not scale, due to the very large number

of entities in RDF data, each being described by a large number of proper-

ties, or paths of properties. Overviews are either barely understandable and

usable, or they require much configuration, with little support for navigation.

2.4 OV E RV I E W S I N M U LT I VA R I AT E G R A P H V I S UA L I S AT I O N

RDF graphs can be regarded as multivariate graphs. We refer to this survey

for an introduction to multivariate graph visualisation [81].

A first approach to consider the question of overviews for multivariate graphs

is to ask wether the main visualisation is readable. The main visualizations

to represent multiple attributes in multivariate graphs are node-link diagrams

and matrices [66, 84, 94]. Node-link diagrams support the display of relatively

small and sparse graph. They become difficult to read over a few hundred

nodes, especially when the graphs are dense [84, 94]. To a certain extent,

optimisation techniques such as edge bundling of force-directed layout al-

gorithms can help gain an overview of the density, even when the details

of the diagram are not readable. But with very heterogeneous and dense

datasets as in RDF, the result is often a ’big fat graph’ [109]. Meanwhile,

matrices with advanced zooming and aggregation techniques allow the dis-

play of very dense graphs but do not display their structure, especially the

paths in the graph [43]. Works combining paths and matrices do it only with

very small graphs [12, 112]. Still at a limited scale, a wide range of works

show group structures over node-link diagrams and matrices, offering efficient

overviews [66, 126].
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Another approach is to provide an overview visualisation as a navigation

to control the main interface. This overview can be a tree if the data are hier-

archical [2], or can be transformed into a hierarchy [8, 51, 94]. Summarised

node-link diagrams can also be generated through a more complex analysis

of the topology, but are then less automatable [34]. Treemaps can also be

used to give an overview of the hierarchy [66]. In general, the problem to

automate an overview is that no visualisation seem to fit all graphs [94].

A third approach is to display only one type of attributes, regarded as rep-

resentative and shared by all nodes in the collection, as we mentioned in the

previous section [77]. This allows to apply optimisation techniques such as

edge bundling and to meaningfully represent large datasets [93]. To use this

approach with several attributes, one could consider the graph as a multilayer

network [73]. But this would work only with a few attributes, and again it is not

obvious how to automatically select them.

In summary, automating meaningful overviews that can support interactive

exploration of large multivariate graphs is still an open issue [94].
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S - PAT H S

This chapter is a revised version of the paper co-authored with Emmanuel

Pietriga and Caroline Appert [29]. My contribution included the initial idea,

the design of the system, its implementation, its evaluation, and the writing

of a significant part of the paper. E. Pietriga and C. Appert supervised the

design and contributed writing the paper.

S-Paths is a mixed-initiative application [119, 135] designed to support

users in the exploration of collections in a dataset, providing them with overviews

to help gain insights about those resources. Starting with a view of the whole

collection, it offers new overviews as users progress, selecting subsets or

asking for different configurations. The tool is available as open-source at

gitlab.inria.fr/mdestand/s-paths and can be run online at s-paths.lri.fr.

I first introduce the inspiration for the idea behind S-Paths. Then I present

the concept of semantic paths, to support this idea. After that, I describe the

system, explaining how it analyses paths, declares views, and matches them.

I explain the user interface in detail, and present a use case on the Nobel

Prize dataset. I report on the evaluation we conducted with 9 users. Finally, I

discuss limitations and future work.

3.1 I N S P I R AT I O N

Starting from the observation that state of the art applications did either pro-

duce understandable overviews that were not navigable or navigable overviews

that were not understandable, I decided to address the problem by automat-

ing the generation of meaningful overviews at any scale.

In La Graphique, Bertin presents a methodology to process raw information

to prepare them for efficient visualisations, based on the idea that “Useful in-

formation comes with clusters” [16]. He builds a matrix with raw data and

reorders rows and lines until correlations appear graphically, helping the de-

signer decide which attributes to represent. In his method, a first step consists

in simplifying the data: binning, ordering, grouping. This step is automatable.

A second step consists in interpreting the data to find higher-level groups, “tak-

ing into account [...] the relations with the rest of things”. This step requires
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Figure 5: Following the paths to describe a collection of entities allows to‘reorganise’
its description in higher-level categories.

human intervention. I thought that the relations contained in RDF data could

support automating the second step: following the paths in the graph could

lead to higher-level groups. For example, from the 910 Nobel laureates in the

Nobel RDF dataset, the direct property award would lead to 911 awards, but

those awards would then lead to 6 categories, as schematised in Fig. 5. The

opposite could also happen, but it should not be too costly to discriminate the

paths on the number of unique values at their end. And this could also work

if the values were binnable literals, with no need to count them. For instance,

starting from thousands of documents in a library, the author property would

lead to about as many authors, but their birthdate property would allow to

group them by decade or century (depending on the total time span).

The third step, the choice of attributes to lay out, relies on identifying cor-

relations visually. To automate this step, computing all correlations did not

appear as a reasonable option, given the number of possible combinations. I

thought that if each property selected for a visualisation did provide high-level

groups, their combination would also provide high-level information. It might

not always support the answer to an overall question (Fig. 6) but it would

at least support the answer to an average question, which might even be

more efficient to engage users in navigation, letting them identify subsets to

inspect.
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Figure 6: According to Bertin, the efficiency of a visualisation grows with the level of
question that it allows to answer.

Therefore, I thought that a system based on a set of templates with high-

level visualisations at different scales, and using the datatype and/or number

of unique values to discriminate the attributes, should be able to produce

overviews at any scale. Early sketches can be found in Appendix A. To sup-

port the design of a such a system, we developed the concept of semantic

paths.

3.2 S E M A N T I C PAT H S

We introduce the concept of semantic paths. We denote U the set URIs and

L the set of literals, as is usually done in the literature to define RDF terms.

Given an RDF graph G, and a collection E sharing a similarity criterion such

that: ∀e ∈ E ⊂ U, ∃ C ∈ U, (e rdf:type C) a semantic path is a set of objects

O related to the collection E by a sequence of properties p1,p2, . . . ,pn, with

n > 1, such that ∃ e ∈ E,∃ o ∈ O ⊂ {U|L}, (e p1/p2/ . . . /pn o).

For a given a collection, S-Paths considers all semantic paths to identify

those that can be matched with its visualisation templates, presented in Ta-

ble 1. Each template declares the category of paths it is able to display, and

the optimal and limit conditions for readability. S-Paths uses a set of heuristics

to rank the views and displays the best-ranked one by default. Considering
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View Type Weight Nb. of
resources dim. 1 dim. 2 dim. 3

density
plot aggregate 0.5 datetime,

text or uri text or uri

treemap aggregate 0.3 text or uri

stacked
chart

multiple
distinct 0.9

min/max:
[2, 1000],
optimal: [4,
200]

datetime,
text or uri text or uri

timeline multiple
distinct 0.85

min/max:
[2, 50],
optimal:
[10, 20]

all
datetime
paths

text or uri

URI
wheel

multiple
distinct 0.4 min: 2 uri

map multiple
distinct 0.85 min/max:

[2,1000] geo geo text

breakdown
by values

multiple
distinct 0.7

max: 50,
optimal: [1,
30]

any
category

images multiple
distinct 0.8 min/max:

[2, 1000] image text

info card single
entity 1 min/max:

[1,1] all paths

node link
diagram

single
entity 0.5 min/max:

[1,1] all paths

Table 1: Default configuration of view templates as configured for the Nobel dataset.

paths representing chains of triples, and not only direct properties, gives more

opportunities to find properties that are in a displayable range.

We define categories corresponding to different behaviours in terms of

aggregation and display, and conceptually roughly equivalent to datatypes.

Datetimes can be aggregated by years, decades, centuries...; geographical

coordinates can be aggregated at different scales, as on multi-scale maps;

images can be resized, displayed at different scales, and juxtaposed in grids

or mosaics; numbers can be binned; text strings can only be aggregated

by similar values, and can be displayed according to different layout strate-

gies depending on their length; URIs can only be aggregated by similar val-

ues. These categories are very similar to the ones used by Atemezing and

Troncy [10].

The main characteristics considered are summarized in Table 2. Depth cap-

tures the degree of indirectness of the property at the end of a path (i. e.,

the semantic path length, or the number of hops to reach it from the origi-

nal resource). Completeness indicates the percentage of entities actually de-

scribed by the path. This notion of completeness is especially important in
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Characteristic Description
collection rdf:type shared by the resources

category
one of: datetime, geographical coordinate, image,
number, text or URI

depth
number of statements from the set of entities to the set
of values

completeness
percentage of entities in the set for which this path
actually exists

count total number of values (or URIs) at the end of the path

unique count
number of unique values (or URIs) at the end of the
path

Table 2: Characteristics of semantic paths.

the context of semi-structured data, where no schema is enforced, and some

properties exist for only a subset of all considered resources.

1 SELECT DISTINCT 
2  ?p1 ?p2 ?pn
3  (COUNT(DISTINCT ?values) as ?uniqueValues) 
4  (COUNT(DISTINCT ?entities) as ?nbCompleteEntities) 
5  (COUNT(?values) as ?totalValues)
6  ?datatype ?isiri ?isliteral ?language
7     (AVG(?charlength) as ?avgcharlength)
8  WHERE {
9  ?entities rdf:type <TYPE_URI> .
10  ?entities ?p1 ?o1 . ?o1 ?p2 ?o2 . ?o2 ?pn ?values .
11 FILTER (?entities != ?o1 && 
12       ?entities != ?o2 && 
13       ?entities != ?values &&
14       ?o1!= ?values &&
15       ?o2!= ?values &&
16       ?o1!= ?o2
17     ) .   
18 BIND(datatype(?values) as ?datatype)
19 BIND(ISIRI(?values) AS ?isiri) .
20     BIND(ISLITERAL(?values) AS ?isliteral) .
21     BIND(LANG(?values) AS ?language) .
22     BIND(STRLEN(xsd:string(?values)) AS ?charlength) .
23 }
24 GROUP BY ?p1 ?p2 ?p3 ?datatype ?isiri ?isliteral ?language

path of depth n

category

completeness and count

prevent from looping

Figure 7: Conceptual query template to retrieve paths characteristics for all paths
of depth n. S-Paths splits this query into multiple queries, following a divide-and-
conquer strategy, as described in Fig. 8.

Path analysis is performed when S-Paths gets set up with a new set of

graphs, and the characteristics are stored in a Mongo database, which will be

retrieved by the system when users navigate. The query to characterize the

paths can be formalized as in Fig. 7. However, running such a query is very

likely to time out, except with very small datasets. S-Paths splits it into multiple

queries, following a divide-and-conquer strategy. The analysis function takes

as input a set of paths and the similarity criterion for the entities. For each path

of maximum length in the set of paths, it queries all extensions by appending

one property at the end. Then for each new path found, it queries separately



26 S - PAT H S

completeness and count

QUERY TEMPLATE TO RETRIEVE PATHS EXTENDING A PATH

1 SELECT DISTINCT ?property WHERE {
2 ?entities rdf:type <TYPE_URI> .
3  ?entities ?p1 ?o1 . ?o1 ?p2 ?o2 . ?o2 ?pn ?on . 
4 ?on ?property ?values .
5 FILTER (?entities != ?o1 && 
6        ?entities != ?o2 && 
7        ?entities != ?on &&
8        ?o1!= ?on &&
9        ?o2!= ?on &&
10       ?o1!= ?o2
11     ) .   
12 }

QUERY TEMPLATE TO RETRIEVE COMPLETENESS AND COUNT FOR A PATH

13 SELECT  
14 (COUNT(DISTINCT ?values) AS ?unique)  
15 (COUNT(?values) AS ?total)
16 (COUNT(DISTINCT ?entities) AS ?nbCompleteEntities)
17 WHERE {
18 ?entities rdf:type <TYPE_URI> .
19  ?entities ?p1 ?o1 . ?o1 ?p2 ?o2 . ?o2 ?pn ?values . 
20 FILTER (?entities != ?o1 && 
21       ?entities != ?o2 && 
22       ?entities != ?values &&
23       ?o1!= ?values &&
24       ?o2!= ?values &&
25       ?o1!= ?o2
26     ) .   
27 }

QUERY TEMPLATE TO RETRIEVE CATEGORY FOR A PATH

28 SELECT DISTINCT 
29 ?datatype ?isiri ?isliteral ?language 
30    (AVG(?charlength) as ?avgcharlength)
31 WHERE {
32 ?entities rdf:type <TYPE_URI> .
33  ?entities ?p1 ?o1 . ?o1 ?p2 ?o2 . ?o2 ?pn ?values . 
34 FILTER (?entities != ?o1 && 
35       ?entities != ?o2 && 
36       ?entities != ?values &&
37       ?o1!= ?values &&
38       ?o2!= ?values &&
39       ?o1!= ?o2
40     ) .   
41 BIND(datatype(?values) as ?datatype)
42     BIND(ISIRI(?values) AS ?isiri) .
43     BIND(ISLITERAL(?values) AS ?isliteral) .
44     BIND(LANG(?values) AS ?language) .
45     BIND(STRLEN(xsd:string(?values)) AS ?charlength) . 
46 }
47 GROUP BY ?datatype ?isiri ?isliteral ?language

given path
extensions n + 1

given path

given path

category

prevent from looping

prevent from looping

prevent from looping

Figure 8: Query templates dividing the query in Fig. 7 into multiple queries. The first
query is called iteratively for each path of depth n, to find all the paths of depth n+ 1
extending this path. The second and third queries are called for each path.

for completeness and counts, and datatype information, as shown in Fig. 8.

Then the analysis function saves its results and calls itself recursively until

the maximum length of paths set in the configuration is reached. This allows
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to progress in the exploration step by step, and to resume where it stopped if

the network or SPARQL endpoint breaks.

3.3 S Y S T E M

3.3.1 View specification

S-Paths provides a set of views: map, image gallery, timeline, statistical charts,

simple node-link diagrams, presented in Table 1. Each view specifies how

many dimensions it can handle, and defines the requirements that semantic

paths must meet to be considered for a given dimension, as well as the condi-

tions under which they will be considered optimal. For example, Fig. 9 shows

the definition of a binned scatterplot view. It handles two dimensions: x- and

y-axis. Paths associated with the x-axis (dimension 1) must be of category

datetime, text or URI. If the category is datetime, the number of distinct

values (unique count) is not limited as they can be aggregated meaningfully

(line 8). On the contrary, if the category is text, the unique count must not

exceed 150 (line 9).

 1| let views = [
 2|    {
 3|        id: '2DDensityPlot',
 4|        name: '2ddensityplot',
 5|        thumb : '/images/2ddensityplot.svg',
 6|        constraints: [
 7|            [
 8|                { category: 'datetime', unique: { min: 2 } },
 9|                { category: 'text', avg: { max: 70, optimal: [10, 40] }, unique: { min: 2, max: 150 } },
10|                { category: 'uri', unique: { min: 2, max: 150 } }
11|            ],

12|            [
13|                { category: 'text', unique: { min: 2, max: 70, optimal: [10, 40] } },
14|                { category: 'uri', unique: { min: 2, max: 70, optimal: [10, 40] } }
15|            ]
16|        ]
17|    }
18| ]
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Figure 9: Binned scatterplot view definition. The view defines 2 dimensions, the first
dimension is mapped to the x axis and the second to the y axis.
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AGGREGATE VIEWS

1 SELECT DISTINCT 
2 COUNT(DISTINCT ?values_dimension_1)
3 ?values_dimension_1 
4 COUNT(DISTINCT ?values_dimension_2)
5 ?values_dimension_2
6 COUNT(DISTINCT ?values_dimension_n)
7 ?values_dimension_n 
8 WHERE {
9 ?entities rdf:type <TYPE_URI> .
10  
11 ?entities prevp1/prevp2/prevpn ?setconstraints . 
12 FILTER EXP where exp is an expression of SPARQL filter language*.
13
14 ?entities p1/p2/pn ?values_dimension_1 .
15 ?entities p3/p4/pn ?bind_values_dimension_2 .
16 BIND(FLOOR(?bind_values_dimension_1/?coef)*?coef as ?values_dimension_2)}
17 ?entities p5/p6/pn ?values_dimension_n .
18 }
19 GROUP BY 
20     ?values_dimension_1 
21     ?values_dimension_2 
22     ?values_dimension_n 

VIEWS DISPLAYING SEVERAL ENTITIES WITHOUT AGGREGATION

23 SELECT DISTINCT 
24 ?entities 
25 ?values_dimension_1 
26 ?values_dimension_2 
27 ?values_dimension_n 
28 WHERE {
29 ?entities rdf:type <TYPE_URI> .
30
31 ?entities prevp1/prevp2/prevpn ?setconstraints . 
32 FILTER EXP where exp is an expression of SPARQL filter language*.
33
34 ?entities p1/p2/pn ?values_dimension_1 .
35  ?entities p3/p4/pn ?values_dimension_2 .
36 ?entities p5/p6/pn ?values_dimension_n .
37 }

SINGLE ENTITY VIEWS

38 SELECT 
39 ?p1
40 ?p2
41 ?pn
42 ?values 
43 WHERE {
44 { <SINGLE_ENTITY_URI> p1 ?values . }
45     UNION
46 { <SINGLE_ENTITY_URI> p1/p2 ?values . }
47 UNION
48 { <SINGLE_ENTITY_URI> p1/p2/pn ?values . }
49 }

*https://www.w3.org/TR/sparql11-query/#rConstraint

combined aggregates of the values 
at the end of paths 
for the n dimensions in the view

for each entity
values at the end of paths
for the n dimensions in the view

all the paths and values at their end 
for a single entity

subset 
defined by
user 
selections 
in previous 
views

subset 
defined by
user 
selections 
in previous 
views

collection

collection

Figure 10: Query templates used to populate views. The 3 types of queries corre-
spond to the view type listed in Table 1.

Each view also receives a weight. Generic views—that are able to handle

any data—can be lower-rated, while very specific views able to give a more

meaningful representation but only for specific types of data can be given

higher priority. Petrelli et al. [92] refer to space, time and topology as exam-
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ples of graspable dimensions that provide effective support to the exploration

and sense-making of semantic data. Indeed, the aggregation mechanism is

embedded in the map background and in our mind, which explains why they

scale so well: when we look at a world map, we automatically think in terms

of continents, while when we look at a zoomed map, we think in terms of

countries or region. Our mind seems to be continuously looking for the most

graspable dimension.

This also makes it possible to have various levels of overview, depending

on the number of items in the selection when dealing with very large sets.

The system should support, and default to, aggregate views on the data, en-

abling users to easily select subsets of higher interest to focus on, eventually

displaying them in detail [114] when the size of the subset becomes tractable.

3.3.2 Matching algorithm

Once semantic paths for a given collection have been retrieved, the system

evaluates the suitability of the different views to generate a default represen-

tation of this collection. Fig. 11 gives an overview of the process. S-Paths

iterates through the entire collection of views, discards the ones that are not

viable for the collection considered, configures the remaining ones with the

top-ranked semantic paths as dimensions, and gives a score to each candi-

date view, eventually selecting the top-ranked one.

Some views define the maximum number of resources they can handle.

When the number of resources to visualise exceeds that maximum number,

this view is discarded. Otherwise, S-Paths computes the list of candidate

paths for each of the view’s dimensions. If there is no path matching the con-

straints for one of the dimensions, the view is discarded.

S-Paths assigns a score to each path, using a normalised weighted aver-

age of the following criteria:

• path completeness: S-Paths favours paths that have a high level of sup-

port (cover a large number of resources);

• adequation between the path and the view dimension: a path closer

to the optimal settings for a dimension is scored higher. A dimension can

specify optimal settings in terms of unique count (Fig. 9, lines 8-10 and

13-14), and in terms of average char length (avgcharlength) for paths lead-

ing to textual values. Also, the closer to the ranges defined as optimal for

the dimension, the better the score. When a dimension supports several

categories, it lists those categories in order of preference. This preference
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influences the score. For example, in Fig. 9, datetime is preferred over

text for the x-axis, which is itself preferred over uri.

• path depth: S-Paths favors more direct properties (lower depth) over more

indirect ones (higher depth);

• custom path preferences: optionally, S-Paths can be told to favor some

paths, by declaring them explicitly in a configuration file.

After having iterated over the collection of views, S-Paths builds a list of

optimally-configured views, retaining only the best-scoring paths for each

view (Fig. 11, 1st row 3rd column). It then assigns a score to each view using

another normalised weighted average of:

• configuration quality : the average of associated path scores;

• preference: each type of view has a score which indicates preferences for

some types over others based on, e. g., their familiarity or concreteness. As

this is subjective and application domain-dependent, these scores can be

edited in a configuration file;

• number of dimensions: support for more dimensions to be displayed si-

multaneously implies more opportunities for visualising different properties.

S-Paths then selects the top-scoring view according to this weighted aver-

age, and configures it with the top-ranked semantic paths (Fig. 11, 2nd row).

Lower-ranked paths that still match this view can be selected using the dimen-

sions menus. The view menu lets users switch to any other view available for

the collection.

When users select a subset, the system retrieves paths for the entire col-

lection, and computes an approximation for the subset.

3.3.3 SPARQL query mechanism

S-Paths’ query mechanism is independent of any view specifics. It switches

between three possible query templates according to the type of view – ag-

gregate view, multiple distinct entities, or single entity – as detailed in Fig. 10.

In the case of aggregate views, binning operations are performed in the query

for paths belonging to datetime, geo or number category, so as to ensure the

number of results will not exceed the endpoint quota (lines 15-16). Queries

which handle transitions between views are identical, combining dimensions

from the previous and the new view.
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candidate paths

candidate views

view configuration
selection and scoring of matching paths

view ranking
scoring of each view’s best match

P1
P2
P3
P4
P5
P6

no path matching 
view constraints,
or number of 
entities in the set
outside of the range 
accepted by the view

Constraint 1 : 7 matching paths
P2, 
P4, 
P24, 
P27, 
P 35
Constraint 3 : 6 matching paths
P2, 
P4, 
P24, 
P27, 
P 35

Constraint 1 : 12 matching paths
P2, 
P4, 
P24, 
P27, 
P 35

Constraint 1 : 12 matching paths
P2, 
P4, 
P24, 
P27, 
P 35

Constraint 1 : 1 matching paths
P2, 
Constraint 2 : 1 matching paths
P2, 
Constraint 3 :  2 matching paths
P2, 
P4
Constraint 4 : 2 matching paths
P2, 
P4, 

Best match : P34 + P35
Global score : 0.84

Best match : P8
Global score : 0.71

Best match : P12 + P3
Global score : 0.70

Best match : P54 + P55 + P1 
+ P3
Global score : 0.65

Best match : P8
Global score : 0.62

Constraint 1 
7 matching paths
P34 score : 0.95 
P4 score : 0.84
P28 score : 0.75
P27 score : 0.5
P12 score : 0.43
P38 score : 0.43
P5 score : 0.31

Constraint 3 : 
6 matching paths
P35 score : 0.7
P1 score : 0.65
P13 score : 0.5
P27 score : 0.44
P4 score : 0.29
P11 score : 0.21

x-axis  / dimension 1: P34

y-axis / dimension 2: P35

View menu: available views

Dimension menu: properties compatible with dimension 1
P34, P4, P28, P27, P12, P38, P5

Dimension menu: properties compatible with dimension 2
P35, P1, P13, P27, P4, P11

Figure 11: Process for generating a default view. The matching algorithm compares
the semantic paths with the view requirements to present the most readable overview
to users.
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When a subset is selected in an aggregate view, constraints to define the

subset (lines 11-12 or 31-32) are added to the ones already gathered in pre-

vious views. When the selection happens in a multiple distinct entities view,

previous constraints are replaced by the list of selected URIs. When users

pivot to explore another collection, constraints defined in previous views are

rewritten: ?entities is renamed ?oldentities, and the relation between

?entities and ?oldentities is added.

3.3.4 Configuration

S-Paths requires minimal configuration: the URIs of the SPARQL endpoint

and of the named graphs to explore behind it. At the start, the system looks for

rdf:type statements in those graphs, and displays a list of classes which can

be analyzed. A configuration file enables to adjust other optional parameters,

in order to adapt the system to a specific dataset: the maximum length of the

paths, the weight of the different criteria used in the matching algorithm, and

the prefixes (namespace bindings) for URIs.

3.3.5 Implementation

S-Paths is developed using NodeJS/Express. RDF data is stored in a Virtu-

oso instance, and queried using SPARQL. Semantic paths are encoded using

the Fresnel FSL syntax [96]. The code analyzing them runs server-side, stor-

ing their characteristics in MongoDB.

When populating a view, S-Paths only fetches the data actually displayed in

the view, so as to improve scalability and support browsing large collections.

It queries the SPARQL endpoint using query patterns that retrieve only the

distinct values at the end of the property paths.

The front-end is implemented as a Single Page Application developed with

React and Redux, a React component being associated with each view. Views

are implemented in a modular way, so as to ease the process of extending S-

Paths with new types of views. New views have to implement a minimal inter-

face to fit in the general framework: publish their constraints on allowed dimen-

sions; broadcast subset selections made by users in the view; and broadcast

graphical properties of the entities they display to enable interpolated graph-

ics transitions, as well as brushing & linking between views. Beyond this, each

view is free to handle the data in its own way: clustering and other aggregation

methods, libraries used for graphics rendering (many views are implemented

with Vega [106], others are plain HTML+CSS), etc.
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S-Paths is distributed as an open-source project1. The demo instance2

runs on a Linux virtual machine with 4 vCPUs, 16GB RAM, 32 GB disk space.

This demo currently runs on a single Virtuoso instance, using the default con-

figuration.

3.4 U S E R I N T E R AC T I O N

The system then provides them with different options as entry points into

the data, which correspond to the different collections detected (classes of

resources). By default, it selects the class of resources that has the richest

description and generates a default view that acts as a gateway to that collec-

tion.

Fig. 22 shows the interface when starting to browse the earlier-mentioned

Nobel prize dataset. It is composed of a set of widgets in the upper part,

and a central panel showing a visualisation of the collection. S-Paths has

selected the Award class of resources as the entry point. The collection con-

taining more than 1,500 awards, the system defaults to an aggregate visual-

isation (the colour of individual cells encodes their element count), selecting

the award’s year and its category as the two dimensions to display.

S-Paths displays summary information about the collection and the visu-

alised semantic paths just above the view itself, providing users with some

context (see, e. g., Fig. 22). Detailed information about the selected semantic

paths and the RDF graphs they traverse is also available. Such provenance-

related information is especially useful when dealing with heterogeneous datasets

distributed over multiple linked graphs, but as it is rather expert-oriented, it

gets displayed on-demand only, by clicking an icon [ ] next to the summary.

From a presentation perspective, S-Paths seeks to display user-friendly la-

bels [33] for the resources and properties encountered along semantic paths.

The corresponding URIs are systematically dereferenced, looking for labels

and descriptions (rdfs:label, etc.). However, its visualisations still allow mak-

ing sense of URIs when no label is available. For instance, Fig. 12

These are used in the interface: next to the resource selection menu, in the

view configuration menu, in the axes’ legends, and whenever a semantic path

is displayed in a view template. When no label can be found, the system falls

back to the prefixed URI using the prefix.cc Web service.

1 https://gitlab.inria.fr/mdestand/s-paths

2 http://s-paths.lri.fr

http://prefix.cc
https://gitlab.inria.fr/mdestand/s-paths
http://s-paths.lri.fr
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Figure 12: Example views for the French National Library data, show-
ing foaf:Document resources along two semantic paths: foaf:Document/

dcterms:subject/*/foaf:focus/*/bnf:languageOfThePerson/* and
foaf:Document/dcterms:subject/*/bnf:dateCreated/*. Although no path
with a label was found for the y axis, we have a simple, synthetic view of documents
organized according to their author’s date of birth, and language. A use case for it
could be librarians needing to identify interesting authors and documents to prepare
a cultural diplomacy event honoring a particular culture.

3.4.1 Selection of a collection

Users can select another collection in the top row of the UI. They can switch

to any other class available in the menu. Available collections

correspond to the sets of entities that share a particular class of resources

(rdf:type statements. Fig. 13 shows the default view when the nobel:Laureate

collection is selected. Users can select a subset by specifying a in the

form of keywords to be matched in values anywhere along the associated se-

mantic paths. They can use such a filter to restrict the initial Laureate set

(910 resources) to laureates related to keyword medicine (217 resources).

3.4.2 View configuration

The drop-down menus in the second row of the UI (dimensions menus) let

users change which semantic paths get visualised in the view. They sup-

port auto-completion for quick selection in the list. The number of dimensions

menus depends on how many dimensions the view expects. For instance,

the default view generated by S-Paths for the Award class is a histogram

(Fig. 13) showing the distribution by award year (horizontal axis) and by gen-

der (colour). The user can change the semantic paths set in the two dimen-

sions menu. In Fig. 14, the histogram has been reconfigured to show the
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Figure 13: Default view on the nobel:Laureate collection, showing their date
of birth (semantic path of depth 1 nobel:Laureate/dbpedia:dateOfBirth/*

mapped to x-axis) and their gender (semantic path of depth 1 nobel:Laureate/

foaf:gender/* mapped to colour scale).

Figure 14: Another view on the nobel:Laureate collection, switching dimensions
to award year (semantic path of depth 2 nobel:Laureate/nobel:nobelPrize/*/

nobel:year/* aggregated by decade) and discipline (semantic path of depth
3 nobel:Laureate/nobel:laureateAward/*/nobel:category/*/rdfs:label/*

mapped to colour scale).

distribution by birth date and by category. Each menu only features paths

whose values are of a type compatible with the associated dimension in the

chart. For instance, on a map view, the first two menus, which correspond

to the latitude and longitude of items to be plotted, will only feature semantic

paths that point to geo-location properties such as, e. g., wgs84 pos:lat and
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Figure 15: Another view on nobel:Laureate collection, switching to a map view of-
fers as first choice the laureates’ birthplace latitude and longitude as the dimensions
used to plot Nobel laureates on the map (semantic path of depth 3 nobel:Laureate/

dbpedia:birthPlace/*/owl:sameAs/*/wgs84 pos:lat/* and wgs84 pos:long/*).
It is possible to switch to the dbpedia:deathPlace.

wgs84 pos:long. Similarly, the timeline view will only allow semantic paths

ending with time-related properties for its first dimension.

Users can also choose another type of visualisation using the view menu

, which lists all visualisations compatible with the current collection set

or subset (chart, timeline, map, image gallery, etc.). Selecting a different vi-

sualisation in this menu will generate a new view based on the top-ranked

semantic paths for that view. For example, in Fig. 15, the user has selected

the map view. S-Paths automatically populates this view with longer semantic

paths of depth 3: dbpedia:birthPlace/owl:sameAs/wgs84 pos:lat,

dbpedia:birthPlace/owl:sameAs/wgs84 pos:long.

3.4.3 Subset selection

The above view reconfiguration capabilities let users change what dimensions

of resources in the current set are visualised, and how they are visualised.

Users can also restrict what resources to visualise by making direct selec-

tions in the currently displayed view: clicking on individual items and aggre-

gates, performing rubber-band selections of contiguous elements, selecting

ranges by, e. g., clicking a particular bin on the horizontal axis of a histogram

to select all items in that bar. They can also combine multiple, non-contiguous

selections by holding a modifier key (Shift), as in popular graphics-oriented ap-

plications such as presentation programs and graphics editors. Once such a
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sub-selection has been made, users can turn it into the new collection to ex-

plore. The process can be repeated iteratively. Combined with the automatic

aggregation of resources along the chosen dimensions, which only occurs

when the collection is too large, this selection mechanism provides users

with means to effectively zoom-in on part of the data and get details on de-

mand [114]. For example, starting from the map in Fig. 15, it is possible to

select laureates in South America and Africa only, and focus on them.

The two percentage bars in the top right corner of the interface give an

indication of what proportion of the dataset is currently visualised. The upper

bar indicates how many resources of the selected type match the .

The lower bar indicates how many resources in the collection are actually

represented in the main view. This latter collection depends on the successive

user selections, and on the selected semantic paths, that might not exist for

all resources in the current collection.

3.4.4 Navigation and transitions between views

S-Paths smoothly animates transitions between views when the two views

have entities in common [47]. This provides some basic level of perceptual

continuity that contributes to minimizing the cognitive cost of relating one view

to the next, as illustrated in Fig. 16, Fig. 17, Fig. 18, Fig. 19 and Fig. 20.

Figure 16: Animated transition from a sub-selection made in a binned scatterplot
showing counts for nobel:AwardFile aggregated by decade, to a histogram showing
the distribution of prizes per discipline for each individual year. Start state.

Visual marks that represent aggregations of resources are partitioned ac-

cording to a space-filling strategy. This preserves aggregations that still exist

in the target view and might actually be part of a larger aggregate.
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Figure 17: Animated transition, sample intermediate frame. Elements no longer
present in the target view are faded out, and visual marks corresponding to aggre-
gates get decomposed into groups that will transition towards the same target.

Figure 18: Animated transition, sample intermediate frame. Groups get smoothly
interpolated along relevant encoding channels: position, colour, shape.

Figure 19: Animated transition, sample intermediate frame. Elements that did not
exist in the source view fade in.
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Figure 20: Animated transition, end state.

The system also supports the juxtaposition of two consecutive views, as

well as brushing and linking between those views: selecting elements in one

view immediately highlights the corresponding elements in the other view

(see Fig. 21), further helping users relate views. The same space-filling strat-

egy as above is used to handle brushing & linking between aggregates.

S-Paths also keeps track of all past views and represents them as dots

forming a basic navigation history displayed in the bottom left corner of the

interface. Clicking on one of these dots reverts to the corresponding view,

enabling users to easily backtrack.

Transitioning from one view to another requires an explicit user action in S-

Paths. Users have to click button to focus on a subset selection,

or one of the buttons to apply other configuration changes. While an ex-

plicit user action is necessary to offer the multiple-selection model described

above, configuration actions would preferably not require users to explicitly

apply changes, in order to promote responsiveness and immediate feedback.

But, as changes to the collection and to the view settings can take several

seconds (depending on the complexity of the underlying SPARQL queries,

on the size of the collection considered, and on the overall responsiveness of

the queried endpoints), this is impossible in practice. Triple store query per-

formance needs to improve by at least an order of magnitude before this can

be seriously considered.

3.4.5 Pivot

Switching to another collection related to the current set is an essential op-

eration in set-based navigation. The classic example of such a pivot opera-
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Figure 21: Brushing & Linking between two views: items selected on the map are
highlighted in the histogram.

tion can be found in Parallax [59] where focus switches from all presidents

of the USA to the children of presidents affiliated with the Republican party.

In S-Paths, clicking lists all possibilities for pivoting from the

current view. These include root pivots, and path pivots. Root pivots are

other classes that entities in the current collection itself may belong to (mul-

tiple rdf:type values). For instance, in Fig. 22, nobel:LaureateAward and

nobel:NobelPrize are listed as options for pivoting, as some entities in the

current collection (dbpedia-owl:Award) also belong to one or both of those

classes. Choosing e. g., the nobel:NobelPrize pivot will select the collec-

tion from the current view that belong to the nobel:NobelPrize class. Path

pivots are collections found on the semantic paths used as dimensions in

the view. For example, path nobel:category/rdfs:label is used as the sec-

ond dimension in the view (Fig. 22); nobel:Category thus gets listed as the

third option for pivoting. In all cases, pivoting takes into account subselections

made by users in the view. For instance, selecting the column corresponding

to the 1940’s in Fig. 22 and pivoting to Category would lead to a view show-

ing only 5 out of all 6 categories, as the prize in Economic Sciences was

established in 1968.

3.5 I L L U S T R AT I V E S C E N A R I O

This section illustrates how S-Paths works using a simple scenario. We follow

Alice, a lay user interested in the data made available by the Nobel Prize or-

ganization. We will see how S-Paths enables her to find interesting facts. The
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first screen displayed by S-Paths is a binned scatterplot showing information

about Awards: their category and year (Fig. 22).

Alice notices that five of the six categories start at the beginning of the 20th

century, while the sixth, Economic Sciences, was only created in the 1960’s.

From the colours in the cells, she sees that disciplines such as Physics and

Medicine have more awards than, e. g., Literature. She wonders if she can

find an explanation, which prompts her to try other dimensions than year for

the horizontal axis.

Using the first dimension menu, Alice considers different options. Hovering

the different property paths, she can read their description. She finds the

share property (Fig. 22), which corresponds to the number of shares a prize

is divided into. She selects it. This displays the view in Fig. 23, which reveals

that awards in the Literature category (3rd row from top) tend to have a

lower share value (often 1, sometimes 2) compared to those in the other

categories (more evenly distributed between 1 and 4). She now understands

why the number of Awards is higher in scientific disciplines: prizes are mostly

given to two-to-four people in the latter case, while they are often given to a

single person in Literature.

Alice would like to know more about Laureates in Literature. She selects

that line in the view and asks S-Paths to focus on it. Looking at the resulting

stacked chart, she is struck by the unbalanced distribution between men and

women (Fig. 24). She reconfigures the view to get a map, displaying the geo-

graphical origin of Laureates (Fig. 25). She notices that many of them were

born in Europe.

Alice wonders if gender repartition is similar in all categories. Using the top

menu, she consider the entire Laureates collection (Fig. 26). Her attention is

caught by the fact that there is only one Laureate born in the 1990’s and that

she is a woman. Alice selects this single entity and focuses on it. The generic

info card (Fig. 27) detailing this Laureate resource reveals that this is Malala

Yousafzai, a young Pakistani who was awarded the peace prize in 2014.

Coming back to her original question about gender repartition, Alice goes

back to the previous screen (Fig. 26), which she reconfigures to display gen-

der and category (Fig. 28). She observes that gender unbalance is partic-

ularly pronounced in Chemistry, Economic Sciences, and Physics. She se-

lects female laureates and focuses on them. This yields a timeline view (Fig. 29)

in which she can read their name, as well as their birth, death and award

dates.



42 S - PAT H S

Figure 22: Nobel prize use case (a) binned scatterplot showing the count of
Awards per year ( dbpedia:Award/nobel:year/*, binned by decade) and category (
dbpedia:Award/nobel:category/*).

Figure 23: Nobel prize use case (b): binned scatterplot showing the count of Awards

per award share ( dbpedia:Award/nobel:share/*) and category ( dbpedia:Award/
nobel:category/*).
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Figure 24: Nobel prize use case: (c) histogram showing the repartition of Awards

over the years ( dbpedia:Award/nobel:year/*) by gender ( dbpedia:Award/

nobel:laureate/*/gender/*).

Figure 25: Nobel prize use case: (d) map showing Awards along latitude
( dbpedia:Award/dbpedia:birthPlace/*/owl:sameAs/*/wgs84 pos:lat/*)
and longitude ( dbpedia:Award/dbpedia:birthPlace/*/owl:sameAs/*/

wgs84 pos:long/*).
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Figure 26: Nobel prize use case: (e) histogram showing Laureates by gen-
der ( nobel:Laureate/foaf:gender/*) and date of birth ( nobel:Laureate/

dbpedia:dateOfBirth/*).

Figure 27: Nobel prize use case: (f) info card detailing all semantic paths for one
laureate in the collection.
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Figure 28: Nobel prize use case: (g) histogram showing Laureates by gen-
der ( nobel:Laureate/foaf:gender/*) balanced by category ( nobel:Laureate/

nobel:category/*).

Figure 29: Nobel prize use case: (h) timeline of all events for a subset of
nobel:Laureate.
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3.6 E VA L UAT I O N

At the end of S-Paths’ design process, we conducted a qualitative study to ob-

serve how S-Paths supports users in their exploration of a dataset. The study

consisted of a series of nine individual sessions: 2 data producers, 2 data

reusers and 5 lay users. Each session started with the operator demonstrat-

ing S-Paths for ten minutes. Participants then explored a dataset for twenty

minutes and were encouraged to think aloud. Sessions ended with a ques-

tionnaire to gather feedback about their experience. Each session lasted an

hour.

The exploratory tasks to be performed depended on the persona. Lay users

were provided with a list of tasks in order not to get them inhibited by the open-

ended nature of the task, but the operator made it clear that tasks were indica-

tive, and that participants were free to explore the dataset as they wanted.

Reusers were asked to discover a dataset as if they were in a hackathon:

explore a dataset and find a potential application to develop based on these

data. Sessions with both lay users and reusers were conducted with the No-

bel prize dataset. Data producers were asked to take a fresh look at their own

data.

Our hypothesis was that aggregating data along readable dimensions as

S-Paths does would help users gather high-level knowledge about a dataset.

In particular, S-Paths helps spot outliers (e. g., there is only one laureate born

in the 1990’s, and she is a woman), but also shows categories or trends (e. g.,

awards in literature are usually not shared). In the rest of this section, we

report on our observations along four axes that White & Roth [133] identify

as key aspects for the evaluation of an exploratory search system: learning

and cognition, information novelty, engagement and enjoyment. We do not

analyse task success and task time, the number of participants being too low

to yield significant results.

3.6.1 Learning and cognition

In order to assess how much users learnt during their use of S-Paths, reusers

and lay users had to answer a series of five questions about Nobel prizes in

the final questionnaire.3 They also had to tell whether they would have been

able to answer those questions before the experiment. All seven participants

successfully answered the series of five questions, and would not have been

able to do so before the experiment in most cases (1 reuser knew the answer

for 3 questions, 1 lay user for 1 question, all 5 other participants knew none

3 Questions for lay users and reusers are in Appendix C.
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Figure 30: Participants to our evaluation, corresponding to our 3 persona: data pro-
ducers, data reusers and lay users.
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of the answers). The questionnaire additionally asked participants to report

other facts they had learnt. They all reported learning some facts, ranging

from specific ones (e. g., “Marie Curie is the first woman to get an award in

1903” or “Vernon Smith was awarded the only prize in economic psychology”)

to general ones (e. g., “Many Nobel prizes were born in the UK” or “Organiza-

tions can be awarded a prize”).

As participants were thinking aloud, the operator noticed that it was not

always clear to lay users which entity was represented in a view. However, it

did not seem to have much impact on their understanding. For example, they

might not have known that the view in Fig. 22 was showing the number of

Laureate Awards and what the definition of a Laureate Award was. However,

it did not prevent them from learning that there were six categories for Nobel

prize, and that those awards have existed for over a century.

3.6.2 Information novelty

S-Paths makes it easy for users to get views that combine several paths,

providing insights that would otherwise have required some analysis. Data

reusers and data producers were the most enthusiastic about getting such

combined views that reveal distributions, trends or outliers in the data. One

reuser mentioned that S-Paths automatically does what he typically does by

means of multiple SPARQL queries or Python scripts to analyze dumps at

the start of a hackathon: “When you engage in a hackathon, what you are

looking for is the irregularity in the data, and this tool finds them and points

them out.”.

The two data producers spontaneously identified specific cases where S-

Paths may be very useful. The first data publisher is in charge of the ontology

of Legilux,4 a dataset containing all of Luxembourg’s legal texts. He often gets

requests for data from the Luxembourg publications office, whose experts

need to answer questions coming from the government; or to react to state-

ments made by journalists. Providing those data requires writing SPARQL

queries, and importing their result sets into a spreadsheet to generate charts.

S-Paths would remove the need to write queries and resort to other tools for

data presentation, and would thus greatly improve such a workflow.

The second data publisher is the Bibliothèque nationale de France (BnF).

Their data come from multiple catalogues, and are enriched with external

data, making it particularly difficult to get an overview of their dataset. They

liked the fact that S-Paths provides views that combine metadata with meta-

4 http://legilux.public.lu/
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metadata (e. g., a view of works that combines the work’s topic with the year

when the work was added to the catalogue). This helps understand the cat-

aloguing policy and trends and spot anomalies in the data. In particular, S-

Paths could drive campaigns for cleaning and fixing data.

3.6.3 Engagement and enjoyment

All participants were fully focused on their tasks. Twenty minutes seemed

short to them. Lay users were able to use the tool without knowing about

graph databases or what a path in a graph is. However, some of them ex-

pressed concerns about the interface’s responsiveness. For example, they

would have expected previews on rollover for any selection before actually

validating it. On the opposite, experts understood the underlying computation

cost and were tolerant regarding the non-instantaneous generation of views.

3.7 L I M I TAT I O N S

3.7.1 User interaction

Our observational study revealed two aspects of the interface that might neg-

atively impact the user experience. The first issue is related to the number

of entities that are actually shown in a view. The automatic aggregation and

selection of paths might give the impression that the view displays all enti-

ties in the collection. Although S-Paths’ scoring strategy favours paths with

high completeness, the semi-structured nature of data makes it very frequent

to have irregularities in the data, and thus partial completeness only. While

actual completeness is shown in the top-right corner of the interface, a partic-

ipant mentioned that it should be made more salient. The second issue was

raised by one of our lay users. While she liked the fact that S-Paths automati-

cally selected views, she found it frustrating that the system did not remember

the dimensions she had explicitly set when she was revisiting a given collec-

tion. One way of addressing this issue would be to take into account the

navigation history in S-Paths’ scoring strategy.

3.7.2 Data processing

We did set up S-Paths with seven datasets of varying size and with differ-

ent characteristics: Nobel,5 Data BnF,6 ELI,7 RISM,8 John Peel Sessions,9

5 http://www.nobelprize.org/about/linked-data-examples/
6 http://api.bnf.fr/ (we ran our test on a 10 percent sample.)
7 http://data.public.lu/fr/datasets/legilux-journal-officiel-du-grand-duche-de-luxembourg/
8 https://old.datahub.io/dataset/rism
9 http://raimond.me.uk/resources/peel.tar.gz

http://www.nobelprize.org/about/linked-data-examples/
http://api.bnf.fr/
http://data.public.lu/fr/datasets/legilux-journal-officiel-du-grand-duche-de-luxembourg/
https://old.datahub.io/dataset/rism
http://raimond.me.uk/resources/peel.tar.gz
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Amsterdam Museum,10 and Linked Movie DB,11 revealing a few issues that

S-Paths’ approach can run into.

First, both ELI and RISM datasets lack rdf:type statements. As S-Paths

relies on those statements to list candidate collections to start exploring from,

we relied on the model to generate and store them in a small adjacent graph.

Second, S-Paths encounters performance issues with the BnF dataset.

The high level of abstraction of the model, which makes the relevant paths

potentially very long, combined with the very large number of entities, sig-

nificantly increased the cost of each SPARQL query. This problem could be

addressed by implementing mechanisms for query optimization. Furthermore,

the granularity of the model resulted in a very large number of paths, some

of them with very low completeness. To keep the matching algorithm reactive,

we implemented an ad hoc solution that consisted of restricting the consid-

ered paths to the first fifty featuring the highest completeness at the start. A

better solution would dynamically update the list of candidate paths when-

ever users focus on a new subset, as a given path’s completeness can vary

significantly from one subset to another. This would require implementing ad-

vanced graph exploration techniques to identify relevant paths without having

to check them all after each new subselection.

3.7.3 Available views

Finally, in the John Peel Sessions dataset, S-Paths is unable to match paths

with any view for several classes of resources. This is because values at the

end of the paths consist of mostly-unique URIs or text values. In the current

implementation, S-Paths does not provide aggregation mechanisms in such

cases. Generic aggregation methods would make it possible to handle such

situations. For example, text values could be grouped based on their first

letters, while URIs could be grouped based on a common pattern. Such views

would be rated low but would act as fallbacks when no other view is available.

3.8 D I S C U S S I O N A N D F U T U R E W O R K

Follow-your-nose style navigation on the Web of Data can be roughly com-

pared to how users browse pages on the classic Web: they follow hyperlinks.

This works well in open worlds of linked documents or linked data, because

following a link is basically a question of dereferencing what is on the other

side of that link. The process just gets repeated again and again, exploring

10 https://bitbucket.org/biktorrr/amlod/downloads/
11 https://old.datahub.io/dataset/linkedmdb

https://bitbucket.org/biktorrr/amlod/downloads/
https://old.datahub.io/dataset/linkedmdb
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one path at a time. Things are not that simple when considering set-based

navigation and semantic paths, as we do in S-Paths. We want to browse many

resources simultaneously and look beyond the direct properties of those re-

sources, following longer paths that lead to relevant information about them.

This raises multiple practical questions. Which collections do we expose to

bootstrap the exploration process? How deep down the paths do we go? Do

we consider all possible paths? How many interlinked graphs do we traverse?

Contrary to follow-your-nose navigation, considering (even theoretically) the

open world in its entirety is not an option. Answering the previous questions

necessarily entails delimiting perimeters in the data, that both the system and

its users will be able to cope with.

S-Paths takes named graphs as the unit to delimit such perimeters. At first,

this might seem contradictory with the very notion of a Web of Data, the whole

point being to break out of data silos by having direct links between resources

in different graphs from different datasets, and enabling the easy traversal of

those links. Our purpose, however, is not to re-introduce artificial silos. It is

rather to have some means to group collections meaningfully, and to iden-

tify coherent ensembles of semantic paths describing those resources. Small

combinations of named graphs seem to be reasonable candidates to act as

perimeters for such a purpose.

For now, S-Paths supports this approach by having the system connect to

a single, local SPARQL endpoint that hosts one or more RDF graphs. For in-

stance, the simple Nobel prize example used throughout the paper makes use

of two linked graphs: the Nobel prize dataset itself, and an extract from DBpe-

dia with the names and geo-coordinates of places, as well as pictures of peo-

ple. While these two graphs are hosted behind the same SPARQL endpoint,

we could imagine exploring graphs in distant endpoints using the SPARQL

SERVICE clause.

However, this would come with significant performance issues, and would

not be sufficient to enable users to navigate seamlessly across numerous

linked graphs. Right now, graphs to include in the perimeter have to be de-

clared manually. As we do not want to have all graphs merged into one huge

perimeter (which would defeat the whole point of defining a perimeter and

would be practically impossible anyway), we need S-Paths to be capable

of dynamically redefining its perimeter in a way that is transparent to users:

seamlessly adding new datasets to it based on the semantic paths followed,

discarding datasets that are no longer relevant.



52 S - PAT H S

This also requires determining the best way to dynamically update the se-

mantic path characterizations that S-Paths relies upon to rank and config-

ure views. These characterisations need to be updated whenever the data

change. But S-Paths cannot easily know when data hosted at remote end-

points change. Theoretically, the system is able to perform this analysis on

the fly, since users can start browsing as soon as S-Paths has retrieved the

first few paths, which only takes a few seconds. But having S-Paths perma-

nently scan graphs is neither reasonable nor scalable. The characterisations

also need to be updated when the perimeter changes, i. e., when graphs are

added or removed. Knowing that a full analysis requires from several minutes

to several hours depending on the number, size and structure of the graphs

considered, an interesting hybrid approach would be to have data providers

publish characterisations alongside their graphs (these are relatively small

and simple JSON files). S-Paths would then only need to analyse connections

between graphs when the perimeter changes. Achieving this would turn S-

Paths into a full-fledged linked data browser combining set-based and follow-

your-nose style navigation into a single tool.

Further evaluation will be needed. A key finding is that S-Paths lets users

memorise the outlines of a dataset. It would be interesting to compare it with

other RDF browsers in this respect. Another axis could be to try to understand

which aspect of S-Paths supports memorising. This is an intricate question

since it is a complex system, and we had to combine a number of strategies

to make browsing collections even possible. Another promising result is that

S-Paths can support users in finding ideas to reuse data. This is a crucial

point for the adoption of RDF data, and as for memorising, it would be worth

investigating which aspects of the tool makes it possible.
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This chapter is a revised version of the paper co-authored with Olivier Corby,

Jean-Daniel Fekete and Alain Giboin, published as a preprint at the time of

writing [28]. My contribution included the initial idea, the design of the system,

its implementation (except for LDPath API), its evaluation, and writing most

of the paper. Olivier Corby implemented LDPath API. Alain Giboin and Jean-

Daniel Fekete supervised the writing of the paper.

Path Outlines is a tool to support data producers in browsing path-based

summaries of RDF datasets. Its interface is based on the broken (out)lines

layout algorithm and the path browser visualisation. The tool is available as

open source at gitlab.inria.fr/mdestand/spf and can be run online at spf.lri.fr.

Figure 31: Path Outlines displays the analysis of paths of depth 3 for the Laureates

collection in the Nobel dataset. The user has used the filter panel to see only the
paths describing more than 80% of the entities: from the initial 80 paths of depth 3,
only the 43 paths are left, other are filtered out. The user is currently hovering a prop-
erty in the second column, which highlights in other columns all properties involved
in sequences going through it. Clicking on this property would filter out properties
that are not highlighted.
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https://gitlab.inria.fr/mdestand/spf/
https://spf.lri.fr/
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4.1 M OT I VAT I O N

As she was navigating with S-Paths, the project manager of data.bnf.fr said

that she would be curious to see the list of all paths. I realised that the sum-

mary provided by the paths could become the object of interest and that

browsing the summary could support data producers in assessing the state-

ments produced by their graph.

4.2 I N T R O D U C T I O N

RDF information is atomised in small units named triples. The triples can

be combined to form complex statements depending on information needs.

For instance, a triple in the Nobel Prizes dataset stating that “Marie Curie is

affiliated to Sorbonne University”, and another that “Sorbonne University is

located in Paris” can be combined into “Marie Curie is affiliated to Sorbonne

University in Paris”. The chaining can be extended to other linked datasets.

Such a structure is very expressive and powerful. A drawback of this expres-

sivity, however, is that it makes it difficult for data producers to have an accu-

rate overview of their data [121], and eventually improve it. Our goal is to let

data producers visualise the possible statements produced by a dataset, and

browse them by meaningful chunks.

In RDF, meaningful information about an entity is often 2 or 3 triples away

from it, and current summary approaches fail to address chains of properties,

also named paths. Most existing tools consider only triples, leaving aside all

the statements that can be produced by chaining them. Other tools show sum-

mary graphs, presented as node-link diagrams, but their labels are difficult to

read, and often laid out in various directions, barely allowing to follow paths.

Given the large number of properties even in small databases, the node-link

diagrams are either cluttered and unreadable or reduced to the most frequent

classes and properties, offering a very partial overview of the paths available.

They also provide metrics, but only at the triple level, displayed when users se-

lect an element in the diagram. In all cases, it is somehow possible to mentally

recombine the paths, but this implies a high cognitive load [30]. Furthermore,

combining statistics about triples does not provide statistics about paths. With

a summary of the Nobel dataset stating that the database contains 911 lau-

reates, 75% being affiliated to a university, and 525 Universities, 85% being

located in a city, one could deduce that a laureate can have an affiliation that

is located in a city, but there would be no way to know the percentage of

laureates that actually do.

http://data.bnf.fr
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As Marchionini and Shneiderman stated in an early paper about hyper-

text systems, “key design issues include finding the correct information unit

granularity for particular task domains and users” [70]. We posit that current

RDF summary approaches are limited by their granularity, and that the path

provides a meaningful granularity and expressivity to summarise Knowledge

Graphs for data producers. We introduce path outlines, conceptual objects

characterising sequences of triples with descriptive statistics. To provide an

overview, and allow producers to determine which are of interest to them,

we design and implement an interface supporting the Information Seeking

Mantra: “Overview first, zoom and filter, then details-on-demand” [113]. Based

on coordinated views with 2 novel visualisations, it allows to represent a very

large number of path outlines, browse through them and inspect their metrics.

First, we introduce the difficulties to represent RDF data and visualise

paths, and we discuss related work. Then we define the concept of path

outlines to support path-based summaries, and we describe our API to anal-

yse them. Next, we report on the interview of 11 data producers to evaluate

their understanding and interest. After that, we present Path Outlines, our

tool based on coordinated views representing the features of path outlines,

to browse such summaries. Eventually, we conduct a use-case based evalu-

ation of Path Outlines with 36 participants, in which we compare it with the

Virtuoso SPARQL query editor as a baseline.

4.3 R E L AT E D W O R K

We discuss the difficulties to represent RDF data and paths, the types of sum-

maries which are currently available, and the difficulty of writing and running

queries for path-based summary information.

4.3.1 Visualisation of paths in RDF data

Node-link diagrams (Fig. 1-c) are often used to represent RDF datasets [97].

They accurately render their structure and are theoretically appropriate to eas-

ily recombine paths [84]. However, the readability of paths as sequences is

very limited. Huang and Eades remark that people try to read paths from left

to right and top to bottom, even when the layout and task require another di-

rection [55]. Van Amelsvoort et al. demonstrate that the direction of elements

influence reading behaviours [6]. Ware et al. show that good continuity, edge

crossing and path length influence the effectiveness of visually following a

path [130]. A specific type of node-link diagrams, node-link trees, seem to

be more efficient for tasks related to following paths, traversing graphs [84,
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85], and reading paths [68], probably because they constrain the flow in

one direction. In their survey on the readability of hypertext, DeStefano and

Lefevre mention several studies showing that the multiplication of possibili-

ties impacts readability negatively [30], supporting the same idea. In contrast,

PathFinder [89] lays flat all possible paths for the graph, allowing to read them

easily, but this results in a very long list needing to be paginated even when

the graph is small. For a data producer, gaining an overview of the paths in

her own dataset is an unresolved problem. There is a need for a layout pre-

serving their readability as sequences of statements to let users make sense

of them, and enabling them to browse from the overview to the detail; this is

what our tool does.

4.3.2 RDF summaries for data curation

An RDF summary is a concise description of the content of a dataset, some-

times characterised by descriptive statistics. We consider summaries that are

meant for data producers, with the purpose of giving an overview of a dataset.

Data profiling systems are tools presenting statistics about the data, such as

LODStats [35], ProLOD [1, 20], LOUPE [76] or AETHER [80]. They typically

present measures of atomic elements. While such summaries are complete

and accurate, they give little information about the content. For a data pro-

ducer, knowing that, for instance, 37% of all entities have a rdfs:label does

not indicate what those labels are about, and is not very helpful to find miss-

ing information. Information becomes more meaningful with more context, like

considering properties relatively to subjects with a specific rdf:type [61] (the

number of foaf:Document having a rdfs:label), or to objects with a spe-

cific rdf:type [31, 32] (the number of Persons having a birthplace that is a

City). This leads to more interpretable summaries, but is still limited to triples,

not considering chains of statements.

Another approach consists in reconstituting a representative graph as the

summary. Smallest representative graphs are used for machine consump-

tion but are too big to be presented to users. User-oriented summaries limit

summary graphs to the most represented classes, and the most represented

direct properties between them [120, 121, 132], which make them graspable,

yet very incomplete. Those summary graphs preserve access to chains of

statements, but the statistics are produced and accessible at the triple level

only, when users select an edge on the diagram. Furthermore, as we ex-

plained in the previous subsection, the readability of node-link diagrams is

limited. Our approach considers an intermediate level as a unit for summaries:
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the path. This allows us to summarise statements at a granularity that better

matches data producers’ needs, including the possible extensions of a path

in interlinked datasets, and to provide metrics at this level of granularity.

4.3.3 Querying summary information

SPARQL, the main query language for RDF data, provides a syntax to query

triples and paths in a graph. For instance, to query all property combinations

composing the paths of depth 2 for entities of type foaf:Document, the query

would look like SELECT DISTINCT ?p1 ?p2 WHERE { ?s rdf:type

foaf:Document. ?s ?p1 ?o. ?o ?p2 ?values }. SPARQL also provides ag-

gregation operators that can be applied to the elements we mentioned: enti-

ties, properties, triple patterns, possibly specifying the type of the subject

and/or of the object, and deeper path patterns. However, queries combining

aggregation and paths patterns are complex, and complex queries raise both

technical and conceptual issues, as reported by Warren et al [131]. From

a technical point of view, the cost of a query increases with the number of

entities and the length of paths to evaluate. It is also impacted by the fact

that a query is federated (targets several datasets), often resulting in net-

work and server timeouts and errors that are difficult to manage in existing

systems. From a conceptual point of view, summarising paths patterns for

a large number of entities is not a simple mental operation. The task can

be alleviated by tools to assist writing queries. YASGUI [102] offers auto-

completion, syntax colouring and prefix handling. SPARKLIS [38] offers the

possibility of discovering the model iteratively, enabling at each step to browse

the available possibilities for extending the current path. However, such tools

support only part of the task. They can be combined, which requires switch-

ing from one to another, and planning and thinking with them remains com-

plicated and error-prone. As its name implies, almost everything in Linked

Data is a link: entities, properties, classes and datatypes are URIs, which

by definition are links [136]. However, technically, the connection between

two datasets is made possible by joins: there is no explicit link between two

datasets, but the fact that the same URI exists in both of them enables to

query them jointly. Nonetheless, one tends to think of links, as illustrated

by LOD Cloud1 visualisation—frequently chosen to illustrate the Semantic

Web—using a node-link diagram to represent datasets as nodes, and the

presence of joins between two datasets as edges. This somehow ambiguous

terminology adds difficulty when writing federated queries. Altogether, there

1 https://lod-cloud.net/
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is a need for a tool to facilitate data curation by summarising and visualising

paths in RDF data, including extensions to other datasets.

4.4 T H E C O N C E P T O F PAT H O U T L I N E S

To provide metrics at the granularity needed by data producers to make sense

of their datasets, we use paths and formalise the concept of path outlines,

making them first-class citizens that can be described, searched, browsed,

and inspected.

4.4.1 Definition

A path outline is a conceptual object providing descriptive statistics about a

sequence of statements relative to a collection. It consists in: 1) a collection

of entities sharing a similarity criterium (e.g., all the entities of class Person),

for which at least one entity is the subject of a given sequence of properties,

2) the sequence of properties, 3) the set of objects at the end of this se-

quence, and 4) the set of measures relative to the collection and the objects,

as schematised in Fig. 32.

Figure 32: A path outline: for a collection S (red nodes) sharing a similarity criterium
C (green node), a given sequence of properties p1/p2/ . . . /pn (light blue edges)
leads to a set of objects O. S and O are characterised with a set of measures M. One
can see that the starting entity for which the path is missing is taken into account in
the summary.

A path of depth n is a sequence of n triples such that (s,p1,o1), (o1,p2,o2)

/ . . . /(o(n−1),pn,o). Using the SPARQL property path syntax, this could be

shortened as (s,p1/p2/ . . . /pn,o). To analyse a path outline, we start from

a given collection S sharing a similarity criterion c ∈ U, and we consider a

given sequence of properties, such that ∀s ∈ S, (s rdf:type c) ∃s ∈ S, ∃o ∈
O, (s,p1/p2/ . . . /pn,o). O is the set of objects o at the end of the path outline.

We compute a set of measures M relative to S and O, as described in Table 3.

Each measure can be a literal value (e.g., a count), a distribution of values
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Measure Description

depth
number of statements between the set of entities S and the
set of objects O

completeness
percentage of entities in the collection E for which this path
exists

count total number of objects in O

unique count number of unique values or URIs for the objects in O

data types only for literals:
data type(s) of objects O at the end of the path

languages only for string literals, if specified:
list of languages of the objects O

min / max for numerical values: minimum and maximum value
for strings: first and last value, in alphabetical order

Table 3: Measures describing a path outline

(e.g., the number of unique values for URIs), or a range for numerical values.

To write a path, we defined a syntax inspired from XPath [23] (Fig. 33). The

template string is similar to an XPath query selector: it is a pointer to desig-

nate the chains of triples corresponding to the query and summarised by a

path outline. The syntax is easy to parse at a glance: the elements are sepa-

rated by a slash (reminiscent of the syntax of file paths in operating systems).

The first chunk is the similarity criterium, the number of stars indicates the

depth of the path, and they create a visual articulation to separate the other

chunks, corresponding to the properties forming the path. It already forms a

graphical object revealing the articulations that will show in our visualisations.

For instance, considering the full Nobel dataset, from which a sample is

presented in Fig. 1, a path outline of depth 1 relative to the set of laureates,

and describing those whose birth date is known in the dataset, can be ex-

pressed as nobel:Laureate/foaf:birthday/*/. Its completeness is 96% 2

and could be expected to be 100% after data curation since the information

is likely to be available in external sources. Fig. 33 shows the path outline

of depth 3 describing the laureates having an affiliation, which has the city,

which has a similarity link to another resource. In this case, the completeness

rate is unlikely to reach 100%, as some laureates might not have an affiliation.

The number of unique values is higher than the number of laureates having

an affiliation, some of them having multiple affiliations.

2 http://data.nobelprize.org/sparql accessed on 01/03/2020
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nobel:Laureate/dbpedia-owl:affiliation/*/dbpedia-owl:city/*/owl:sameAs/*

Set of resources 
at the beginning of the path,
defined by a similarity criterion

Intermediate sets of resources

Properties

the path template string
describes a chain of 3 triples

                  

Set of resources at the end
datatype: none (URI)

coverage: 73%
unique values: 192
total values: 1034

average charlength: 54,4

Figure 33: Template string for a path outline, summarising the Nobel laureates hav-
ing an affiliation, located in a city, having a similarity link to another resource. In-
termediate sets of resources are designated by stars, indicating that they can be of
any type. Those resources are both the objects of the preceding predicate, and the
subjects of the next.

4.4.2 LDPath API

To analyse the paths, we developed a specific extension to a semantic frame-

work for Knowledge Graph querying3. Given an input query, it discovers and

navigates paths in a SPARQL endpoint by completing the input query with

predicates that exist in the endpoint. LDPath first computes the list of possi-

ble predicates and then, for each predicate, counts the number of paths. This

is done recursively for each predicate until a maximum path length is reached.

The values at the end of each path are analysed to retrieve the features listed

in Table 3. LDPath can also, for each path, count the number of joins of this

path in another endpoint, and compute the list of possible predicates to extend

the path by one statement. The values at the end of the extension are also

analysed. The software package recursively rewrites and executes SPARQL

queries with appropriate service clauses. The API of this extension is made

available for other purposes and can be queried independently of Path Out-

lines4.

4.5 U S E R S T U DY 1: VA L I DAT I N G T H E A P P R OAC H

One of the authors has several years of experience in the Knowledge Graphs

community. Taking inspiration from her experience and situations she had ob-

3 reference to a paper, anonymised for submission
4 link to the API, anonymised for submission
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served in professional semantic web meetups and conferences, we designed

6 real-world task scenario involving finding or browsing path-based metrics.

For instance, the second scenario was: “Find the datatypes of the set of val-

ues at the end of a path. For example, identify if at the end of certain proper-

ties there are alternatively dates or URIs, or check if the date formats typed as

such and valid”. We interviewed 11 data producers to validate our approach.

4.5.1 Participants

We conducted a fifteen to thirty-minute interview with 11 RDF data produc-

ers recruited via email calls on Semantic Web mailing lists and Twitter. Par-

ticipants belonged to industry (4), academia (4) and public institutions (3).

The datasets they usually manipulated contained data from various domains,

ranging from biological pathways to cultural heritage through household ap-

pliances. All participation was voluntary and without compensation.

4.5.2 Set up and procedure

The interview was supervised online through a videoconference system. We

presented each task scenario. We asked participants if they did already per-

form similar tasks; and if so, how often and by which means; if not, for what

reason. We asked them if they would be interested in a tool supporting such

tasks. Eventually, we asked them if they could think of other similar or related

tasks that would be useful for them.

4.5.3 Results

We collected answers in a spreadsheet and analysed them with R.

4.5.3.1 Current usage of path-based metrics

A few participants already performed tasks that were similar to the ones in our

scenarios, as reported in Fig. 34. They used SPARQL query editors (16)5 or

content negotiation in the browser (3): they pasted a URI in the browser to see

the triples describing it, and copy-pasted other URIs to continue the chaining,

entity by entity. The main reason given for not performing a task or performing

it too rarely was no tool (14). Those tasks are actually possible with SPARQL,

but participants either did not know how to write the queries or regarded it as

so complicated that they would not even consider it as an option. The second

5 the counts in this paragraph correspond to the number of scenarios, not to the number of
participants
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Figure 34: Usage and interest of data producers regarding the scenarios: a) they
hardly ever perform similar tasks, b) but would be very interested in a tool supporting
them.

main reason was time concerns (13): the task was regarded as doable, but it

would have taken too long to write such queries.

4.5.3.2 Interest for path-based summaries

Two participants had difficulties in relating to the scenarios. Their use of RDF

data was focused on querying single entities rather than sets. They did not

feel the need for an overview (although one changed his mind, as explained

in Sect. 4.7.6.4). Most other participants declared a strong interest (Fig. 34):

3 had already well identified their needs, and the others sounded really enthu-

siastic that we were able to formulate them. Six participants spontaneously

mentioned clearly seeing the interest of a tool supporting similar tasks for data

reusers, in a discovery context. Only one participant suggested a related task:

identify outliers in values of paths typed as numerical values, involving more

advanced metrics on paths than the one we had mentioned.

This interview confirmed the interest of data producers for path-based sum-

maries, and the fact that for those who were already gathering very similar

information, a SPARQL query editor was the baseline.

4.6 PAT H O U T L I N E S , T H E TO O L

To let users browse path outlines, we designed an interface based on coor-

dinated views with two new visualisations (Fig. 31). We present the design

requirements and the design rationales for the interface, followed by 2 sce-

narios of use.
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4.6.1 Design requirements: from overview to detail

The process of browsing through an information space can be well described

by the Information Seeking Mantra: “Overview first, zoom and filter, then

details-on-demand” [113]: The tasks involved in this navigation paradigm are:

‘find the number of items’, ‘see items having certain attributes’, and ‘see an

item with all its attributes’. The overview is meant to provide context to users,

to ‘gain an overview of the entire collection’. There are several levels of con-

texts for paths: the dataset, and the starting set of entities. It shall also give

them an idea of the main features of the items in the collection, which will

allow them to determine what is of interest and what is not, and to progress

through the collection, ‘zoom in on items of interest and filter out uninteresting

items’, and finally ‘select an item or group and get details when needed’. The

particular difficulty with path outlines is that their features are both metrics re-

lated to them and the sequences of properties composing them. To address

this specificity, our interface combines several coordinated views.

4.6.2 Interface: coordinated views to display complex objects

The interface relies on two new visualisations: the broken (out)lines algorithm

– extending a circle packing layout, and the path browser. They are coordi-

nated with several filter panels.

4.6.2.1 Context overview: circle packing and broken (out)lines

As users open Path Outlines, they see several datasets laid out with a circle

packing algorithm [25]. Their size is mapped to the number of triples they

contain (Fig. 37-1). Using the filter panel (Fig. 37-2), they can select a specific

size range or search by name. When they open it in the foreground (Fig. 38-

3), datasets that are linked to it also come to the foreground, as small bullets

laid out on the side (Fig. 37-8). The different collections sharing the same

rdf:type in the main dataset are laid out inside in another circle packing,

their size corresponding to the number of entities (Fig. 38-4). The filter panel

allows to filter by size and name (Fig. 38-6). As they click on one to open

it, other collections become smaller and are aligned on the side to be easily

available (Fig. 39-8). The available path outlines depths (Fig. 39-7) are laid out

with the broken (out)lines algorithm. It relies on simple geometrical principles.

The algorithm is described in Fig. 35. It is inspired by systems that present an

overview of a graph with different possible cuts in it, that can be inspected in

a coordinated view [2, 8]. The shape of broken (out)lines is reminiscent of a
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Figure 35: Broken (out)lines algorithm: broken (out)lines are drawn and positioned
according to the maximum depth of path outline, using geometrical principles to fit in
the circle.



4.6 PAT H O U T L I N E S , T H E TO O L 65

Algorithmus 1 : Pseudo-code to draw the broken lines
// Initialise the constants

A.x // pos x of the main circle

A.y // pos y of the main circle

A.r // radius of the main circle

BAC // angle in degrees, to position

// the (small red) entities circle

maxdepth // number of broken outlines

DCP1 // angle to reduce the scope

// Compute radius and position of entities circle

C.r = A.r/3;
C.x = A.x+A.r+ (A.r×Math.cos(BAC));
C.y = A.y+A.r+ (A.r×Math.sin(BAC));
for n = 1 to maxdepth do

// Position Pn points on the entities circle

// 1. Compute angle

P1CP2 = (180− (DCP1 × 2))/(n− 1);
// 2. Compute position of Pnpoints

Pn.x =
C.x+ (C.r×Math.cos((BAC+ 90+DCP1) + P1CP2 × (n− 1)));

Pn.y = o2.y+ (o2.r×Math.sin((BAC+ 90+DCP1) + P1CP2 ×
(n− 1)));

Qn.x = o2.x+ (o2.r×Math.cos((BAC+ 90+DCP1) + P1CP2 ×
(n− 2) + 1/2P1CP2));

Qn.y = o2.y+ (o2.r×Math.sin((BAC+ 90+DCP1) + P1CP2 ×
(n− 2) + 1/2P1CP2));

// Compute radius and position

// of grey circles En

En.r = C.r+n× ((A.r−C.r)/(n+ 1));
En.x = A.x+ ((A.r− En.r)×Math.sin(BAC));
En.y = A.y+ ((A.r− En.r)×Math.sin(BAC));
// call function to find intersections

// between CP and CQ lines and E circles

for m = 1 to maxdepth do
PnSm = findIntersection(lineCPn, circle Em);
QnSm = findIntersection(lineCQn, circle Em);

end
end
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node-link diagram so that users can relate it to a representation they already

know, and understand what is displayed below in the path browser (Fig. 39-

9). Associated with the circle, they form a glyph [39], a simple symbol meant

to be readable, and yet encoding important attributes of the data. By default,

path outlines of depth 1 are selected.

4.6.2.2 Zoom and filter: the path browser and filter panel

Path outlines being composed of sequences of properties, it would be possi-

ble to represent them with a Sankey diagram [101, 107], as shown in Fig. 36-

a. However, the number of path outlines that could be displayed would be

limited, and it would be difficult to follow the edge that the labels relate to

and to identify sequences. The path browser keeps the links, but merges the

nodes so that the links do not need to be curved any more: they become

rectangles (Fig. 36-b). Merged nodes are turned into vertical rectangles rep-

resenting entities, allowing to display their rdf:type when it is known. The

vertical rectangles are aggregated by property, and the height of a rectangle

is proportional to the frequency of the property in all paths. This allows pri-

oritising the readability of the best-represented properties. Even in extreme

cases, where the number of properties is very high, the coordination with the

filter panel (Fig. 39-10) allows to reach a readable state very quickly: users

are typically interested either in inspecting paths that are shared by most of

the entities, to know which data can be queried or in finding entities that are

not well shared, in order to fix them. Users can also use the panel to filter on

other features and gain an overview of the available range for each feature.

The information about sequences is made available through interactivity:

hovering a property highlights all possible sequences going through it (Fig. 31);

clicking on it selects this property, and filters out properties which are not high-

lighted. Selected properties form a pattern, and all path outlines that do not

match this pattern are filtered out. Users can also form the pattern using the

search fields with autocompletion above each column. Furthermore, patterns

and statistical filters can be combined.

4.6.2.3 Details-on-demand: the detail panel

When users hover or select a single path outline, its statistical description

appears in the statistical panel (Fig. 39-11). This panel also offers a list of

linked datasets to which the selected path outline can be extended. When a

linked dataset is selected, a column is added on the right (Fig. 40-12), to let

them browse possible extensions to the path outline. The filter panel (Fig. 40-
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a

b

dc:Event

dct:contributor

rda:placeOfProduction

loc:aut

owl:sameAs

rdfs:label

skos:prefLabel

rda:dateOfEstablishment 

rda:dateOfTermination

rda:dateOfBirth

rda:dateOfDeath

skos:closeMatch 

foaf:focus

Figure 36: The same 18 path outlines displayed in a Sankey Diagram (a) and the
path browser (b). Hovering the property loc:aut highlights all matching sequences.

13) and statistical panel (Fig. 40-14) now apply to the extended path outlines.

A line shows the target dataset, inviting users to click it and explore its path

outlines.

4.6.3 Scenario of use

4.6.3.1 Scenario 1

A member of the DBpedia community would like to check the quality of the

data describing music albums in the DBpedia dataset. She opens Path Out-

lines, searches DBpedia in the filter panel (Fig. 37-2). A dozen of datasets

remain, all other are filtered out (Fig. 37-1). Hovering them, she can see each

one corresponds to a different language. She clicks on the French version,

which opens in the foreground (Fig. 37-3). To find music albums among the
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1 2

Figure 37: From overview to detail. At launch, the tool presents all available datasets
(1), users can filter them by size and name (2).

3

4

5 6

Figure 38: When a dataset is selected, interlinked datasets are placed aside (5), and
collections (4) are presented inside the open dataset (3). Users can filter collections
by size and name (6).



4.6 PAT H O U T L I N E S , T H E TO O L 69

7 10
8

9 11

Figure 39: When a set is selected, path outlines of depth 1 are displayed in the
Path Browser (9), and users can select other depths (7). Users can filter paths by
statistical feature or name (10). When a single path is hovered or selected, details
are available in the detail panel (11).

13

12 14

15

Figure 40: When an external dataset is selected, extensions of the current path in
this other dataset are presented (12).
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many collections, she types music in the filter panel (Fig. 37-6). Five collec-

tions correspond to this keyword (Fig. 37-5), she hovers them and identifies

schema:MusicAlbum, which she selects. This isolates the set, displays its bro-

ken (out)lines (Fig. 37-7), and opens the path browser (Fig. 37-8). By de-

fault, paths of depth 1 (such as http://dbpedia.org/ontology/composer

or http://dbpedia.org/ontology/format) are displayed. The interface an-

nounces that there are more than 41 000 albums, with 87 paths of depth 1.

She wants to check properties with bad completeness, to see if there is a rea-

son for this. She uses the cursor in the filter panel (Fig. 37-10) to select paths

with completeness rate lower than 10%. She hovers available paths and in-

spects their completeness. She notices that the property http://fr.dbpedia.org/property/

writer is used only once. A property which sounds very similar, http://

dbpedia.org/property/writer, is used more than 800 times. To identify the

entity she needs to modify, she clicks on the button “See query” that opens

the SPARQL endpoint in a new window, prefilled with a query to access the

set of DISTINCT values at the end of the path. She will now do similar checks

with other paths of depth 1 and paths of depth 2.

4.6.3.2 Scenario 2

A person in charge of the Nobel dataset would like to know what kind of

geographical information is available for the nobel:Laureates. Could she

draw maps of their birthplaces or affiliations? She knows there are no geo-

coordinates in the dataset, but some should be available through similarity

links. She opens Path Outlines, searches nobel in the filter panel, and opens

her dataset. She then selects the nobel:Laureates start set. She starts to

look for laureates having an affiliation aligned with another dataset. She se-

lects paths of depth 3. In the first column, she types affiliation. This re-

moves other properties than nobel:affiliation from this column, and prop-

erties which are not used in a path starting with nobel:affiliation from

other columns. Among properties remaining in the second column, she can

easily identify dbpedia:city, which she selects. In the third column, she se-

lects owl:sameAs property. A single path is now selected, summary informa-

tion appears in the inspector: 72% of the laureates have an affiliation aligned

with an external dataset. She selects the link to display extensions in DBpe-

dia. A list of 78 available properties to extend the path in DBpedia appear.

She types geo in the search field. A list of 4 properties containing geo:lat and

geo:long remains. She inspects the summary information of the extended

paths: only 32% of the laureates have geo-coordinates in DBpedia. She re-
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peats the same operations for birthplaces: 96% have a similarity link to an

external dataset, among which 61% have geo-coordinates in DBpedia. She

can now assess the completeness of the dataset regarding the laureates and

their locations, and plan to fix the missing information.

4.6.4 Implementation

The front-end interface is developed with NodeJS, it uses Vue.js and d3.js

frameworks.

4.7 U S E R S T U DY 2: E VA L UAT I N G PAT H O U T L I N E S

We designed an experiment to compare Path Outlines with the virtuoso SPARQL

query editor (hereafter SPARQL-V). Although comparing a non-graphical tool

with a graphical tool can be controversial, it is the relevant baseline in this

case: a SPARQL editor is the only way to fully perform the tasks we are evalu-

ating as of today, and this specific editor is the most used by our target users,

as confirmed by participants in study 1. The experiment was a 2× 2× 3 within-

subject controlled experiment, with a mixed design (counterbalanced for the

two first variables, and ordered for the last one), to compare Path Outlines

with SPARQL-V. The first independent variable was the tool, with two modali-

ties: Path Outlines vs SPARQL-V. The second independent variable was the

dataset, with two modalities: Nobel dataset vs Persée dataset. The third inde-

pendent variable was the task, with 3 modalities: 3 tasks ordered by difficulty

(with small adaptations to the dataset). The dependent variables we collected

were the perceived comfort and easiness, the execution time, the rate of suc-

cess and number of errors, and the accuracy of memorising the main features

of a dataset. Our hypotheses were:

H 1 : Path Outlines is easier and more comfortable to use than SPARQL-V

H 2 : Path Outlines leads to shorter execution time than SPARQL-V

H 3 : Path Outlines leads to better task completion and fewer errors than

SPARQL-V

H 4 : Path Outlines facilitates recalling the main features of a dataset com-

pared to SPARQL-V

4.7.1 Participants

We recruited 36 participants (30 men and 6 women) via calls on semantic

web mailing lists and Twitter, with the requirement that they should be able
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to write SPARQL queries. 5 participants in the interview also registered for

the experiment. Job categories included 12 researchers, 10 PhD students, 9

engineers and 3 librarians. 29 produced RDF data and 31 reused them. Their

experience with SPARQL ranged from 6 months to 15 years, the average be-

ing 5.07 years and the median 4 years 6. 12 rated their level of comfort with

SPARQL as very comfortable, 11 as rather comfortable, 10 as fine, and 3

as rather uncomfortable. 18 used it several times a week, 13 several times a

month, 2 several times a year and 3 once a year or less. 23 of them listed

Virtuoso among the tools they were regularly using. All participation was vol-

untary and without compensation.

Figure 41: Participants to our evaluation, corresponding to expert persona: data
producers and data reusers.

4.7.2 Setup

The experiment was mostly supervised online through a videoconferencing

system. It was run face-to-face for 3 participants. We used an online form to

guide participants through the tasks and collect the results. The form provided

links to our tool, to a web interface developed in JavaScript, and to a SPARQL

endpoint we had set up for the experiment. In 5 cases, due to restrictions in

the network, we replaced the endpoint by the Nobel public endpoint. We used

two datasets, Nobel and Persée, which had been analysed with our tool and

are hosted in our endpoint. 2 participants stopped after 2 tasks because of

personal planning reasons, so we asked the last two participants to complete

only 2 tasks to keep the 4 configurations balanced for all tasks.

6 SPARQL has existed since 2004, the standard was released in 2008
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4.7.3 Tasks

We designed 3 real-world tasks, ordered by difficulty. They involved the 3 nu-

clear tasks that our interface supports, combined in different ways. On Nobel

Dataset, Task 1 (T1) was: Consider all the awards in the dataset. For what

percentage of them can you find the label of the birthplace of the laureate of

an award? Task 2 (T2) was: Consider all the laureates in the dataset. Find all

the paths of depth 1 or 2 starting from them and leading to a piece of temporal

information. Indicate the data type of the values at the end of the path. Task 3

(T3) was: Imagine you want to plot a map of the universities. The most precise

geographical information about the universities in the dataset seems to be

the cities, which are aligned to DBpedia through similarity links owl:sameAs.

Find one or several properties in DBpedia (http://dbpedia.org/sparql)

that could help you place the cities on a map. The tasks on Persée Dataset

were equivalent, with small adaptations to the context.

4.7.4 Procedure

We sent an email to the participants with a link to the video conference. As

they connected, we gave them a link to the form. They were invited to read the

consent form. We started with a set of questions about their experience with

SPARQL. Then we introduced the experiment and explained how it would

unfold. The first task T1 was displayed, associated with a technique and a

dataset. We read it aloud and rephrased the statement until it made sense

to the participants. Participants were asked to describe their plan before they

performed the task. We rated the precision: 0 for no or very imprecise plan-

ning, 1 for imprecise planning, 2 for very precise planning. The time to per-

form the task was limited to eight minutes. If they were not able to complete

in time, they were asked to estimate how much time they think they would

have needed. Then they rated the difficulty of the task and the comfort of

the technique. The next task was the equivalent task T1 associated with the

other technique on the other dataset. We counterbalanced the order of the

technique and dataset factors, resulting in 4 configurations. After the set of

two equivalent tasks, participants were asked which environment they would

choose if they had both at their disposal for such a task. The same was re-

peated for tasks T2, and then T3. In the end, participants answered a multiple-

choice query form about the general structure of a dataset: number of triples,

classes, paths of depth 1 and 2. To finish with, they were invited to comment

on the tool and make suggestions.

http://dbpedia.org/sparql
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4.7.5 Data collection and analysis

We collected the answers to the form, and analysed with R.

4.7.5.1 Perceived comfort and easiness

In general, participants found Path Outlines more comfortable than SPARQL-

V (Fig. 43a). Several participants said that they would need more time to

become fully comfortable with Path Outlines. Five minutes of practice was

indeed a very short time, but the level of comfort reported with Path Outlines

is already quite satisfactory. The level of comfort reported when performing

tasks with SPARQL-V was lower than the level initially expressed. We inter-

pret this as being due partly to the fact that it is uncomfortable to code when

an experimenter is watching, and partly to the difficulty of the tasks. Being

very familiar with SPARQL does not mean being familiar with queries involv-

ing both sets of entities and deep paths. This supports the idea that a specific

tool for such tasks can be useful even for experts. Three users mentioned be-

ing less comfortable with Virtuoso than with their usual environment. However,

Virtuoso was the tool most frequently listed as usual by participants (23). Par-

ticipants perceived the same tasks as being easier when performed with Path

Outlines than with SPARQL-V, as shown in Fig. 43b. We think this is because

Path Outlines enables them to manipulate the paths directly, saving them the

mental process of reconstructing the paths by chaining statements and as-

sociating summary information to them. A participant wrote us an email after

the experiment to thank us for the work, saying that “such tools are needed

due to the conceptual difficulties in understanding large complex datasets”.

Those results are in agreement with H1.

4.7.5.2 Task execution time

We counted 8 minutes for each timeout or dropout. Participants were quicker

with Path Outlines on the three tasks, as shown in Fig. 43e, in agreement

with H2. We applied paired sample t-tests to compare execution time, with a

log transformation to normalize the distribution, with each technique for each

task. There was a significant difference in the three tasks: T1: t = 14.368,p =

3.026−16, T2: t = 6.3173,p = 2.956−7, T3: t = 17.467,p < 2.2−16, which

shows that participants were significantly faster on each task with Path Out-

lines than with SPARQL-V. The effect size is very large: the median is 480s

with SPARQL-V vs. 119s with Path Outlines on T1, 472.5s with SPARQL-V vs.

215s with Path Outlines on T2, and 480s with SPARQL-V vs. 146.5s with Path
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Outlines on T3. We asked those who did not complete the tasks to give an

estimation of the additional time they would have needed. We did not use self-

estimations to make a time comparison since not all participants were able

to answer, and such estimations are likely to be unreliable since time percep-

tion and self-perception are influenced by many factors. However, we report

them as an indicator: for participants with a very precise plan, it ranged from

30 seconds to one hour; with an imprecise plan, it ranged from 15 seconds to

45 minutes; and with no plan, it ranged from 4 minutes to several hours. Task

2 required them to look at paths of two different depths. Although participants

were longer on this task, Path Outlines still outperformed Virtuoso SPARQL

query editor, but several participants expressed the wish to see both depths

at the same time.

4.7.6 Results

4.7.6.1 Task completion and errors

Using our tool, only one participant timed out on task 2; all others managed

to complete each of the tasks within 8 minutes. With SPARQL-V, there were

37 dropouts (9 on T1, 10 on T2 and 18 on T3) and 15 timeouts (9 on T1,

5 on T2 and 1 on T3). Among the tasks completed in time, 28 did had erro-

neous or incomplete results with SPARQL-V (11 on T1, 13 on T2 and 5 on T3)

versus 13 with our tool (on T2), as summed up in Fig. 43c. The main errors

on T1 were that some participants counted the number of paths matching

the pattern instead of the number of documents having such paths (either by

counting values at the end of the paths or by counting entities without the DIS-

TINCT keyword). It occurred 9 times in SPARQL-V, and never with our tool.

Four participants were close to making the same mistake but corrected them-

selves with SPARQL-V, and one did so with our tool. Another error occurred

only once with SPARQL-V: the participant started from the wrong class of re-

source. T2 presented the particular difficulty that temporal information in RDF

datasets can be typed with various data types, including xsd:string and

xsd:integer. The most common error was to give only part of the results,

either because of relying on only one data type, or because it was difficult

to sort out the right ones when displaying all of them. It occurred 12 times

with both techniques. The mean percentage of correct results was 75% with

our tool, versus 50% with SPARQL-V. With SPARQL-V, one participant hap-

pened to give all paths as an answer, including non-temporal ones, which we

regarded as a partial success. For T3, one participant gave an answer that

did not meet the requirement with SPARQL-V, stating that it would be too
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Figure 42: Comparison of Path Outlines (PO) and SPARQL-V (SPARQL) on 3 tasks.
a) and b) are on a Likert-Scale. a) Participants find Path Outlines more comfortable,
b) they perceive similar tasks as easier when performed with it, c) they are abler to
complete the tasks successfully with it.
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Figure 43: Comparison of Path Outlines (PO) and SPARQL-V (SPARQL) on 3 tasks.
d) Participants are quicker with it and e) prefer it to SPARQL-V.
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complicated. Another error which happened 5 times was that the query timed

out, although it was correct. There are tricks and workarounds, but in most

cases, the time needed to write the query and realise it would time out was

already too long to start figuring out a workaround. This is a common problem

with federated queries on sets, also reported by Warren and Mulholland [131].

Overall, our results are in agreement with H3.

4.7.6.2 Memorising the main features of a dataset

At the end of the experiment, participants answered MCQ questions about

the structure of both datasets. Answers were very sparse, most participants

did not remember the information at all, and there was no significant differ-

ence between the techniques. We cannot make any conclusion from the data

we collected. We think this is related to the fact that participants were entirely

focused on finishing the tasks in time, and did not have time to look at con-

textual elements of the interface. Therefore, the results are not in agreement

with H4.

4.7.6.3 Preference

Most participants preferred Path Outlines (34 on T1, 31 on T2 and 29 on T3)

versus Virtuoso SPARQL query editor (2 on T1, 5 on T2 and 3 on T3), as

shown in Fig. 43b. In the comments collected at the end of the experiment,

several participants spontaneously expressed their preference again: “Would

definitely prefer to use the tool to explore the model”, “So, I would definitely

prefer to use the tool over SPARQL”.

4.7.6.4 Other user comments

Several participants expressed the need for such a tool as Path Outlines in

their work and asked if they could try it on their own data. Most of them liked

the tool and made positive comments. One participant wrote an email after

the experiment to thank us for the work, saying that “such tools are needed

due to the conceptual difficulties in understanding large complex datasets”.

It is interesting to note that the participant happened to be one of the two

participants who had difficulties to relate to the tasks during the interview.

Our tasks are challenging to perform with SPARQL because they need to

be decomposed in many steps, combining several types of difficulties, and

they require to think in two dimensions: broad to consider sets of entities and

objects, and deep to traverse the graph. This is not intuitive, and the cognitive
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load to remember the sequences of a path is heavy. Our tool only required to

browse and select, as it used the granularity required by the task.

4.8 D I S C U S S I O N A N D C O N C L U S I O N

RDF data producers face a challenge: the particular structure of their data

questions the efficiency of traditional summarisation and visualisation tech-

niques. To address this issue, we presented the concept of path outlines, to

produce path-based summaries of RDF data, with an API to analyse them.

We interviewed 11 data producers and confirmed their interest. We designed

and implemented Path Outlines, a tool to support data producers in browsing

path-based summaries of their datasets. We compared Path Outlines with

SPARQL-V. Path Outlines was rated as more comfortable and easier. It per-

formed three times faster and lowered the number of dropouts, despite the

fact that participants had, on average, 5 years of experience with SPARQL

versus 5 minutes with our tool.

We used coordinated views combining new visualisations with filter and

detail panels to support the representation and manipulation of those complex

objects. A limitation of our combination is that it relies on splitting the paths

by depth. While this enabled us to display very high numbers of paths, there

are cases where users would prefer to see several depths at the same time,

as for Task 2. With the current interface, this means repeating the same task

with different depths. In future work, we would like to investigate solutions to

go from one depth to another more easily, and/or to inspect several depths at

the same time.

The concept of path outlines can be developed to support a wider range

of metrics, such as the detection of outliers suggested by a participant in the

first study. To go further in this direction, integrating statistics with the con-

tent [90] could make the path overview the entry point for an iterative analysis

of the content, as advanced profiling tools in other databases communities

start to do [62]. This would allow to profile subsets of entities and address

more elaborate tasks, such as finding the reasons for a problem pointed out

by the summary. Supported by other visualisations, to be designed and im-

plemented, the concept can have many applications. For instance, it can sup-

port ontologists in bettering the quality of RDF data models, showing how

a modification of a property in the model would impact the potential paths

traversing it, addressing their needs to “make changes to the inferred hierar-

chy explicit” [127].
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We believe that the development of Knowledge Graphs will benefit from

path-based summaries and tools such as Path Outlines, presenting informa-

tion to users at a granularity and form matching their need to make sense of

information. We think that such tools will help overcome some of the complex-

ity due to atomising data as RDF triples, and leverage high-quality Knowledge

Graphs.
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This chapter is a revised version of two papers co-authored with Jean-Daniel

Fekete: a full paper accepted for publication in Sage Information Visualization

journal [26], and a workshop paper [27]. My contribution included the initial

idea, the design of the system, its implementation, its evaluation, and writing

most of the paper. Jean-Daniel Fekete contributed to shaping the idea and

supervised the design, the evaluation, the implementation and the writing of

the paper.

The Missing Path is a tool to identify and analyse incompleteness related to

groups of entities in Knowledge Graphs. It relies on a map of entities based on

their completeness, combined with detailed statistical summaries of their path

outlines. The tool is available as open source at gitlab.inria.fr/mdestand/the-

missing-path and can be run online at missingpath.lri.fr.

Figure 44: The map on the left shows the 4567 entities of type wdt:Q1004 Comics

in Wikidata. The clusters appearing represent groups of entities that share the same
missing paths. The user has selected a small cluster of 20 entities on the left of the
map; it is coloured in dark pink. On the left column, the histogram of paths com-
pleteness for the full collection can be compared with the histogram for the selected
subset on the right. Each row represents a path as a grey bar; its length is mapped to
its percentage of completeness. The left part of a row is coloured in yellow if the path
is missing in the selected subset and in dark pink if there is a significant difference
between the full collection and the subset summaries.
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5.1 I N T R O D U C T I O N

Knowledge Graphs (KG) allow to merge and connect heterogeneous data

despite their differences, and this flexibility is key to their success. As they

are incomplete by design, the drawback is that entities in a collection can

have heterogeneous descriptions, potentially producing unreliable query re-

sults. Data producers, people, and organization producing KG data, still need

to ensure, as far as possible, the best level of completeness. Completeness

is regarded as an essential criterion in most quality methodologies for RDF

data, the most used framework to describe KGs [46, 75].

The difficulty is that they have no means to distinguish cases where incom-

plete entities can and should be fixed. Let us consider the example of a pub-

lishing company building a KG with the books they publish and related books,

such as those which inspired their books or are quoted in them. The graph

merges data coming from several databases in the company, regularly en-

riched with information gathered from external sources such as Wikidata [78]

or Geonames [42]. Connecting their data in a KG enables them to power rec-

ommendation algorithms, to running analysis of the sales, and so on. Shar-

ing this KG also allows researchers in humanities to analyse the books, and

libraries and resellers to reuse the metadata. However, if the data are incom-

plete, such applications may lead to erroneous results, such as wrong deci-

sions based on the incomplete analysis. While allowing incomplete informa-

tion makes it possible to merge the various sources, some of the missing data

might be fixed, but the various strata of data that were added and modified at

different points in time make it difficult to identify them.

Available tools and methods assess a completeness rate to each property

in a collection and produce flat lists of all entities missing each property. Once

assessed that, for instance, the publication date is missing for 11% of the

books (1346 books), the data manager has to inspect one by one a list of 1346

entities. After uncountable hours and thousands of clicks, she will maybe find

out that certain issues were recurrent, and that she could have fixed them

in bulk. She might realise that more than a hundred books came from the

same original database describing the related books and that the date was

actually not missing in the original data, but happened to be an uncertain date,

expressed by a year, followed by a question mark (e.g. ‘1943?’). She might

also notice that several of them had been published during war periods, while

another significant part of them had been published clandestinely. Finding

what those subsets had in common at the start would have given her a very

useful hint: it was very unlikely that she would find more precise information by
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looking for the date in external data sources; she could have spared hours of

unsuccessful research. Other subsets of interest could include books planned

for publication, which can only be fixed later, when the date is known; or all

books from a specific source, pointing to a bug in the transformation process,

in which case she would rather fix the bug and run the transform script again

rather than fixing entities one after another; and so on. She might also never

notice those facts, as it is very difficult to find the coherence of scattered

items when inspecting them in random order, especially if there are many

meaningful subsets.

Our tool, The Missing Path, aims at addressing this issue. The map, group-

ing entities according to their incomplete profile, lets users identify consistent

subsets. Comparing a specific subset with the full collection reveals its distinc-

tive features, giving useful hints to understand the cause of incompleteness,

and fix entities in bulk, saving significant time. The Missing Path considers the

completeness not only of direct properties (e.g. the publisher of a book) but

also of indirect properties (e.g. the location of the publisher of a book), also

called paths of properties. The novelty of our approach is 1) to use a map to

identify structural similarity of entities in a KG, and 2) to support comparative

analysis of the distributions of values at the end of paths of properties in a

KG.

We first introduce the basics of RDF and discuss related work regarding

the evaluation and the visualisation of completeness. Then, we present the

tool; we describe how path-based summaries are extracted and computed,

we explain the design rationale and the main parts of the interface, and we il-

lustrate it with a use case featuring a fictional Wikidata contributor. Eventually,

we relate the iterative design process we used to improve and validate our

approach while working with nine Wikidata contributors, following a method-

ology inspired by the “Multi-dimensional In-Depth Long-term Case Studies”

(MILCS) of Shneiderman & Plaisant [115].

5.2 BAC K G R O U N D A N D R E L AT E D W O R K

We introduce RDF and we discuss related work regarding the assessment

and visualisation of their completeness.

5.2.1 Introduction to RDF data

RDF data are graph data; their power relies on their structure: they are made

of low-level statements, named triples, that can be chained to answer complex

queries, possibly over several data sources. example:AuthorA schema:author
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example:BookB is a triple, stating that Author A is the author of Book B.

Triples are composed of a subject, a predicate and an object. Subjects are

always entities, represented by URIs. For readability, URIs can be prefixed:

example:AuthorA stands for <http://www.example/AuthorA>. Predicates —

also named properties—also URIs; they follow rules defined in domain-specific

models named ontologies. Schema.org is an ontology specialised in the de-

scription of web pages, and Schema:author is one of the properties defined in

it. Objects can be entities or literals. When an object is an entity, it is possible

to chain statements, for instance: Author A is the author of Book B, Book B’s

publisher is Editor C, Editor C’s location is City D, City D’s name is ’Paris’. The

chaining stops when the object is a literal, like ’Paris’, since a literal cannot

be the subject of another triple. A chain of predicates is named a path in the

graph.

The RDF framework is very flexible and allows each entity to be described

with different properties. However, to make their data meaningful and usable,

data producers need to ensure a minimum of homogeneity.

Figure 45: Screenshot of LD-VOWL, taken on 2020-12-12 at
vowl.visualdataweb.org/ldvowl. The user has selected the property ‘affiliation’
(in red) and can see in the top right panel that it is used 747 times. To know the rate
of completeness of this property relative to the class Person, she needs to select
the node Person, read in the panel that there are 910 instances, and compute that
747/910*100 = 82% of the persons have an affiliation.

http://vowl.visualdataweb.org/ldvowl/
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Figure 46: Screenshot of Path Outlines, taken on 2020-12-05 at spf.lri.fr. The user
can browse the paths for a collection, filtering them on their completeness rate
(among other metrics), and inspect the completeness rate of each path.

5.2.2 Completeness in RDF

Though the definition of quality in RDF can have many acceptations, most

work on the topic mention completeness as important criteria [14, 17, 75, 100,

138]. The rate of completeness of a property is the percentage of entities in

a given set described by this property. The set of entities can be the dataset

or a subset. Technically speaking, approaches considering the dataset [11]

give the most accurate overview. However, from an editorial point of view,

and except for some very generic properties, like rdfs:label, that might ap-

ply to any entity in a dataset; it is more reasonable to expect homogeneous

descriptions for groups of entities that are similar, also named collections of

entities. Issa et al. [61] use the class of resources as similarity criteria, for

instance schema:Person, schema:Organization, or schema:Place, and dis-

play the result as a UML class diagram. They do not support the evaluation of

the completeness of paths of properties. A typical use case would be to eval-

uate the percentage of authors whose place of birth has geocoordinates, to

know if plotting a map would give a representative overview of authors. Using

a node-link diagram to lay out a summary graph of the dataset allows to read

paths of properties [120, 132], as displayed in Fig. 45, with the limitation that

the counts are given as absolute counts for each selected element. The user

has to compute the rate himself for single properties, and cannot access it for

paths of properties. To address this limitation, Path Outlines lets users browse

http://spf.lri.fr/
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paths following their completeness rate and other metrics [28], as displayed

in Fig. 46.

Figure 47: Screenshot of Integraality for Wikidata, taken on 2020-12-12 at wiki-
data.org/wiki/Wikidata:WikiProject sum of all paintings/Property statistics/Sandbox.
The color scale helps users compare the completeness rate in the different groups.
However, as the table scrolls over more than 5 screen heights, it is actually difficult
to read and use.

However, considering the rate of completeness of a property or a path of

properties relative to the full collection might not always be enough to help

data producers fix their datasets. In RDF, meaningful aggregation can also

be achieved through the values of a property. For instance, entities in the

collection schema:Person could be considered regarding their profession, en-

coded in the value of schema:hasOccupation. This allows identifying smaller

subsets with similar profiles and needs. Integraality [118] lets users select a

property to define subsets in the collection, and then evaluate the complete-

ness of other properties relative to those subsets, as displayed in Fig. 47. The

limit is that the table can be huge and thus difficult to read and use and that

one single property might not produce useful groups to analyse the complete-

ness of all properties. PRO-WD [134] supports crossing several properties,

but produces a grid of charts that is very difficult to interpret.

Our approach, instead of starting from the values at the end of properties to

define consistent groups, identifies clusters of entities with a similar structure,

in order to automatically reveal meaningful contexts concerning the properties

over which completeness is evaluated.

https://www.wikidata.org/wiki/Wikidata:WikiProject_sum_of_all_paintings/Property_statistics/Sandbox
https://www.wikidata.org/wiki/Wikidata:WikiProject_sum_of_all_paintings/Property_statistics/Sandbox
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5.3 DATA R E P R E S E N TAT I O N A N D P R O C E S S I N G

The originality of our approach relies on the data representation. We build on

the concept of semantic paths to summarise the description of a collection,

and we use the semantic paths as indexes for vector embeddings to compute

a map of completeness as well as detailed summaries.

5.3.1 Paths summaries

We build on the concept of semantic paths to describe a given collection; they

encode aggregate information relative to chains of triples. In the article intro-

ducing them [29], their description is limited to the counts of unique and total

values at the end of the chain. We use vector embeddings to extend them

and offer a detailed summary of their distribution. Our API takes as param-

eters the URI of a SPARQL endpoint, a similarity criterion for the collection,

a maximum depth for the chains of properties to analyse. We extract RDF

data to process them into a matrix. We first retrieve all the path patterns—the

combinations of chains of properties that will be analysed—up to the max

depth, and their completeness rate, as described in [28]. The list is ordered

by completeness, starting with the most complete path, and stored in a file.

We assign an auto-incremented index as an identifier to each path.

5.3.2 Retrieval of the entities

Then we fetch the URIs of all entities in the collection. A specific issue with

SPARQL endpoints is that an endpoint cannot return more than a given num-

ber of lines as a result. This quota is usually set to 10,000 by default. Unlike

SQL databases, there is no guarantee to retrieve all the results repeating the

same query using the LIMIT, START, and ORDER BY commands. We use

the semantic paths to find a path to formulate several queries so that each

query will retrieve less than quota entities. We initially set a maxUniqueValues

variable to 30 in order to keep the number of queries reasonable. We start by

checking the best-represented path with less than maxUniqueValues values

at the end, and we retrieve the unique values at the end of this path, and

the count of entities associated with each. If the highest count is lower than

quota, and the number of entities not represented by this path is also lower

than quota, we use this path to retrieve the entities: for each value, a query

fetches all the entities having this value at the end of the path; then the last

query fetches all entities not described with this path. We merge and dedu-

plicate all the entities retrieved. We assign an auto-incremented index as an
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identifier to each entity. The list is stored in a file. Otherwise, if the path does

not match the requirement, we consider the next path. If none of the paths

meets the requirements, we increase maxUniqueValues and check the list of

paths again.

5.3.3 Values as vector embeddings

Each entity is described as a vector, where each column is a path. The

value is either ’null’ or a list of descriptors, structured as follows: [values,

datatypes, languages]. Each element is itself a list, to account for multiple

values, since cardinality is not constrained in RDF. For instance, a cell describ-

ing the label of an entity with 2 labels could contain: [[’À la recherche du

temps perdu’, ’In Search of Lost Time’], null, [’fr’, ’en’]]. The

datatype descriptors are filled only if they are expressed in the data. A cell de-

scribing the publication date of an entity could contain: [[1998], [’xsd:dateTime’],

null]. The vector is stored in a dictionary, associated with the URI of the en-

tity.

5.3.4 The completeness matrix

The matrix of completeness is created from those vectors, each row is an

entity. The values are transformed as follows: ’null’ becomes 1, meaning that

a path is missing, and a list becomes 0. Then, we project the vectors in 2

dimensions, to be later used as coordinates on a map.

Dimensional reduction techniques [82] allow computing clusters and lay

them out on a map. They usually group entities according to the values of their

core attributes (for instance, the topics of a set of books and their publication

date), to have items with similar descriptions grouped together [4, 139]. We

fill the vector with the structure of the description; we consider entities as

similar if they are described by the same paths of properties, even if the values

at their ends are not the same, to identify groups of entities missing such

information. Among the large number of dimensionality reduction techniques

available [82], we opted for UMAP [74]; this flexible method accepts both

simple or sparse vectors—as we knew that the number of paths to consider,

that is, the number of dimensions in a vector, could vary significantly across

datasets—, and is fast and efficient for clustering. We use UMAP with the

dissimilarity function Russel-Rao from the Scipy library [110]. This function

computes a dissimilarity that takes into account the indices of the Boolean

values in the vector—as opposed to a Jaccard function, for instance. As a

result, items that form clusters on the map are those missing the exact same
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set of paths—while Jaccard would have grouped entities missing the same

number of paths. To our knowledge, using maps to identify similarities in KGs

is a novel approach.

5.3.5 Advanced summaries

To produce the summaries, we construct a matrix with all the vectors, and we

transform it into a table (a Pandas DataFrame) to compute the summaries

with Python.

The summaries are based on unique values. All values with a number of

occurrences lower than 5% of the total number of values are merged in an

‘other’ bucket to keep the overview readable. The graphical elements can be

used to select entities by clicking on them, as displayed in Fig. 52. The ‘other’

bucket can also be used as a selector, and its values will be detailed as the

selection narrows down.

To detect statistically significant differences, the system uses the distribu-

tions of the values at the end of a path for the subset, and for the full set,

as displayed in the summaries, including the ‘other’ aggregate. It normalises

them and compares them against each other, performing a Kolmogorov-Smirnov

test, using the scipy.stats.ks\_2samp Scipy function. It then repeats this op-

eration with the summaries of the datatypes and languages. If there appears

to be a significant difference (p-value < 0.1) in either values, datatypes, or

languages, the path is colored in pink.

5.4 U S E R I N T E R F AC E

This new data representation allows us to design an interface to analyse the

incompleteness of subsets in RDF data (Fig. 44). We will present the design

rationale and detail the main parts of the interface: the map, the histograms

with embedded stacked charts, and the selection bar.

5.4.1 Design rationale

To support the identification and analysis of subsets of entities relative to the

completeness of their paths, The Missing Path coordinates an entity-centric

visualisation, the map, with a path-centric visualisation, the histogram. The

map represents all the entities in the collection and allows to situate a se-

lected subset through explicit color encoding (in pink) of selected items. The

path summaries describe the full collection and the selection and are laid out

in mirror. The combination of superposition (on the map) and juxtaposition (in

mirror) allows the effective support of comparison [44]. The tight integration of
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statistics and visualisation is known to support explorative data analysis [90],

helping users to make sense of the data.

There are two ways to select a subset of items sharing a similar structure:

selecting a cluster on the map or using a combination of graphical elements

in the summarised distributions to express logical constraints, e.g. all items

missing pathA and pathB, but not missing pathC. The map is intended to

guide users in their discovery, while the summarised distributions help them

to refine a selection, or to fully express their own constraints to pursue their

ideas when new ideas come to them [91].

5.4.2 2D map of entities

On the left part of the screen, the map (Fig. 44) displays clusters of items with

similar incomplete profiles, offering an overview of the entities in the collection

and allowing to select the clusters. It supports the following tasks:

• see the homogeneity of the collection, regarding the completeness of

the paths selected to compute the projection;

• select subsets, through precomputed groups or using the interactive

lasso; and

• identify entities that are selected.

Figure 48: Collections C1, C2, C3, C4 and C6 (see Table 4). The number of clusters,
their size and distribution provide a visual footprint of the shape of a collection, rela-
tive to the set of paths selected to produce the map (highlighted in pink on the right
side of each thumbnail).
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5.4.2.1 Overview of the completeness

Fig. 48 shows that different collections have different footprints. If a collection

were 100% complete, there would be only one large cluster. The number of

clusters, their size, and distribution, form a visual footprint giving the shape

of a collection relative to the set of properties selected to produce the map.

Users can modify the list of paths taken into account to build the vector with

the projection button and recompute the map. Our Python API, based on

UMAP-learn [123], takes a few to 30 seconds to recompute the map for the

collections in Table 4.

For instance, selecting only 2 properties, P1 and P2, to compute a map,

could result in 4 clusters: entities missing both P1 and P2 properties, entities

missing none of them, entities missing only P1 property, and entities missing

only P2 property. The interest does not lie in the systematic enumeration of all

combinations (in which case a table would be as efficient as a map). In reality,

when more properties are taken into account, not all combinations happen,

some are very frequent, and other concern only a few entities, and the map

reveals unexpected clusters serving as entry points to explore a collection.

Inspecting the profile of a cluster often reveals other similarities, that may

relate to the provenance, the history, or the contributor.

5.4.2.2 Colors

While the position of the entities is based on missing information, their color is

linked to the content of present information. Paths for which the summary of

values has more than one value are candidates for color-coding. By default,

the most covered candidate path is used. For instance, the default for col-

lection C1 is wdt:P31 instance of, its summary is composed of two values:

wd:Q1004 Comics and the aggregate Other. Entities are colored in blue for

the former, in green for the latter, or with a gradient if they hold several values.

Users can select another path to color the entities with the color button

in the top bar. When a subset of entities is selected, they are colored in pink

and others in black.

5.4.3 Paths histograms

Next to the map giving a visual overview of the entities, the histograms (Fig. 44,

right) offer an overview of the aggregated completeness of each path, for the

full set and the selected subset. Stacked charts embedded in the histograms

give access to the distribution of each path. They are laid out in mirror to let
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users compare the profiles of the subset and the full set, in terms of complete-

ness and distribution. They support the following tasks:

• see and compare the homogeneity of the full set with the selected sub-

set, regarding all properties

• see and compare the completeness and distributions of the full set with

the selected subset

• select entities based on the presence or absence of a property

• select entities based on summarised distributions of the values, lan-

guages, and datatypes at the end of the paths.

Figure 49: Collections C1, C2, C3, C4 and C6 (see Table 4). Histogram on the
frontpage: the steepness of the curve gives a visual footprint of the completeness
of the most complete paths in the collection. Scrolling down allows to see all paths.
C1 is our demo collection, it was not curated as a wikiproject, so very few paths are
fully complete, and there is a sharp decrease with a long tail of paths with a low
rate of completeness. C2 is maintained by an active team of 10 contributors, a large
number of paths is complete. C3 is more balanced, it is a catalog of films curated
before it was imported. C4 has been created and curated over a short time mostly
by one contributor. C6 is a starting project mixing sets of data which were curated
separately.

5.4.3.1 Overview of the completeness

The grey bars represent all paths describing the collection, ordered by com-

pleteness, to give another visual signature of the completeness, showing at

first glimpse the number of paths fully complete. Fig. 49 shows paths sum-

maries for the collections displayed in Fig. 48. The map and the histogram

are linked and coordinated.

Each row represents a path; the length of the grey bar is mapped to its

percentage of completeness. Clicking on a path opens it, showing a summary

as detailed in the next paragraph. Paths labels are displayed on the left of

each row. By default, they appear when users hover a path, when they hover
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a predefined zone on the map, as in Fig. 51, or when a path is open. Users

can toggle them on permanently as in Fig. 44with the labels button .

5.4.3.2 Summarised distributions characterizing a path

When open, a path displays a summary of the distribution of the values at

its end, as well as of their datatypes and languages. This work builds on

the concept of semantic paths. Originally, their description was limited to the

counts of unique and total values at the end of the chain [29]. We extend

them by adding a more detailed summary of their distribution. Our API takes

as parameters the URI of a SPARQL endpoint—a service accepting SPARQL

query over an RDF dataset, a similarity criteria for the collection, a maximum

depth for the chains of properties to analyse. We first retrieve all the path

patterns—the combinations of chains of properties that will be analysed—up

to the max depth, and their completeness rate. Then, to be able to compute

summaries on any subset in a time that is acceptable for interaction, we re-

trieve the values at the end for all entities and store them in a matrix that can

be processed rapidly with Python. We precompute a summary of the collec-

tion. The summaries of subsets will be computed on-demand.

Figure 50: Summary of values for a path: the whole collection is presented on the left,
in comparison to the selection on the right. The summary details values representing
more than 5% of the total, and aggregates others: for the whole collection, only 3 of
the 54 unique values are well represented enough to be detailed; the 51 that remain
are merged in the ‘other’ rectangle, represented with a dotted texture. Hovering a
rectangle displays the label and count of the value it represents. Each value, including
the aggregate, can be clicked to be added as a condition for a selection.

5.4.3.3 Comparison of the full set with the selected subset

To make sense of a subset of entities, users need to identify its distinctive

features, what defines it in comparison to the whole collection. The histogram

is laid out as a mirror of the histogram for the full collection, to facilitate this

comparison. For instance in Fig. 44, comparing the two histograms shows

that the subset is very homogeneous; although it misses important informa-

tion (no grey bar in the right column), the 16 paths that are described are

complete (full grey bar in the right column), while only 8 of them are fully com-

plete for the full set. Paths missing in the subset are highlighted in yellow, to

help users focus on the problem they are trying to solve.
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Figure 51: Hovering a predefined zone on the map highlights it in yellow, and gives
access to the + button, to use it as a condition for a selection. It also displays and
highlights in yellow the names of the paths missing for the entities in this zone.

Figure 52: The user can click on an element of the summary to add it to the selection
(top). Once added, it becomes dark pink, and clicking again will remove it (bottom).

Figure 53: The selection bar contains controls to inspect and refine the conditions
for a selection and its result. The number of checkboxes in ( a) shows how many
conditions are pending (here, there is one). Clicking on (a) displays the query in
pseudo code (see Fig. 54). Clicking on (b) retrieves the list of entities matching the
conditions and their summary. When a selection has been retrieved, (c) indicates the
number of the list of entities in the selection, clicking on it displays the list in Fig. 55.
(d) enables to export the selection, and (e) to clear it.
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Figure 54: Conditions for a selection are expressed in pseudo code, to let users
understand how the tool retrieves entities. They can refine them by toggling the ele-
ments that are underlined : ‘having’ can be switched to ‘not having’, resulting in the
inverse condition, and ‘the whole collection” to ‘the current selection’.

Figure 55: List of entities in the current selection. The label is in the preferred lan-
guage when available. Clicking on the URI opens it in a new window.
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To support users in the comparison task, the tool also draws their attention

to which paths to inspect in order to understand the specificity of a selection

(how it differs from the full set); it colors them in pink.

The yellow color indicates paths that are missing in the subset. It stands

out, more intense and luminous than the other colors in the interface, to draw

the attention of users to what is not there, and help them make sense of the

absence.

5.4.4 Selection bar

The selection bar supports users in inspecting and refining the conditions for

a query. Conditions are selection criteria in the database sense, combined

by a conjunction (an “and” operator). Hovering over the map highlights prede-

fined zones (Fig. 51). The + button in the centre of the zone allows adding

the zone as a condition. Clicking on the map switches from region to lasso

mode, to let users select zones that are not predefined. Graphical elements

in the histograms and the summaries can be added to and removed from the

selection. The selection control bar in Fig. 53 supports users in understand-

ing what happens when they add a condition, validating the selection, seeing

the list of entities selected, and clearing the selection.

a) Toggle list of conditions. Each condition is represented by a checked

box. When at least one condition has been added, (a) and (b) become

pink, to indicate that the selection can be queried. Clicking (a) toggles

the list of conditions, as shown in Fig. 54. The query is written in pseudo-

code; users can remove conditions from the list, toggle them to their in-

verse condition, or toggle the scope of the query from ‘whole collection’

to ‘current subset’.

b) Inspect selection. The combination of conditions defines the selection.

When users clicked the inspect button, the query is sent to our Python

API. The new list of entities in the selection is retrieved, and Fig. 53-

c is updated first. Then the summary for the entities is computed and

displayed under the selection control bar Fig. 53-f.

c) Toggle list of selected entities. Clicking this button toggles the list in

Fig. 55. Users can remove entities from the list. Clicking the ‘Update

selection’ button at the bottom updates the paths summary for the se-

lection.

d) Export selection. This button triggers the download of 3 csv files that

can be used to keep track of the query: condition.csv contains the list

of conditions used to get the selection, selection.csv contains the list
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of entities in the selection (URI + label), and summary.csv contains the

summaries for the subset and full set.

e) Clear selection. Clears the current selection and its summary.

5.5 S C E N A R I O O F U S E

We designed our tool to help users see what is missing in their dataset and

make sense of it. Let us describe the interface from the point of view of a

contributor who wants to curate the Wikidata collection Q1004 Comics, de-

scribing comic books. She opens the tool, sees the map of entities in Fig. 44.

As she moves the mouse, yellow zones delimiting clusters of entities appear,

and paths that are missing for the zone are highlighted in yellow. Her atten-

tion gets caught by a small cluster, which misses many pieces of information

that are important to describe comics, such as P407 language of work or

name, P495 country of origin, P123 publisher, P577 publication date

and P136 genre. She decides to inspect this group in more details: she adds

this zone to the conditions for selection using the + symbol and validates

the selection with the magnifier button. The selection bar announces a to-

tal of 20 entities, and the summary appears under it. Some of the paths are

coloured in pink, indicating that their summary for the selection might be signif-

icantly different from the full set. The contributor hovers the paths highlighted

in pink to see their labels and starts by opening rdfs:label. She notices

that there are 20 distinct labels, all of them in French. Then, she inspects

schema:description. Its summary reveals that a single value is repeated 20

times: “stripverhaal van Robbedoes en Kwabernoot” (“comic strip Spirou &

Fantasio” in Dutch, a popular comic strip originally written in French). The

20 descriptions are in Dutch. She inspects schema:dateModified and sees

that 20 entities were last modified on the same day. The P179 part of the

series property indicates that 20 are part of the same series. She finds that

those entities appear to have very similar needs. According to her quality

standards, labels and descriptions should be available in similar languages

(as opposed to labels being in French only and descriptions in Dutch only).

From what she knows, Spirou and Fantasio comics are known enough that it

should be easy to find the author, language, publisher, and publication date.

The information can likely be found from the same sources for at least some

of the albums. If She is lucky, one of the sources might even be the URI of the

series that all entities belong to. It looks like she will be able to save time by fix-

ing those entities at once. Now that she has identified that this cluster needs

a certain type of action, she would like to make sure that she will check all the
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entities belonging to the series, even if they miss slightly different information

and are not in the initial cluster. To do so, she clicks on the value shared by

20 entities to add it to conditions for selection. She then opens the conditions

and reads the query: “SELECT entities HAVING the value wd:Q1130014 at

the end of the path wdt:P179 among the current selection”. She toggles the

scope definition from “current selection” to “full set” and validates the selec-

tion with the magnifier button. The selection bar now announces a total of

35 entities, all part of the “Spirou and Fantasio” series. She clicks the export

button and downloads the files describing this group for fixing it later.

She then hovers the next zone. The paths highlighted in yellow indicate

that entities in this zone also miss similar important information, the main dif-

ference being that they have a skos:altLabel, but no attribute wikibase:

timeStamp. Note that even if the properties discriminating two neighbour zones

do not appear to be meaningful properties, this structural approach helps de-

tect coherent subsets. In order to inspect the new cluster, she adds the zone

to conditions for selection using the + symbol and validates the selection with

the magnifier button. The new selection replaces the previous one. The se-

lection bar announces 127 entities. 100% of them have a P179 part of the

series, so she opens the summary for this path that is now coloured in pink,

hoping that she can detect interesting groups. The summary announces 25

unique values, and 3 values stand out because they are well represented.

Those values are URIs, and she hovers them to dereference them in the URI

bar above the map; she sees the corresponding labels: “Sammy” (25), “Bobo”

(21), and “Natacha” (14). The rest of the values are merged in an ‘other’ group

(67). She clicks on the first value to add it to conditions for selection and vali-

dates the selection with the magnifier button. She exports this selection. She

repeats the same actions with the two other subgroups. Now she can refer to

the csv files she has exported to fix each of those 3 groups.

This exploratory approach enables her to quickly detect small groups that

are coherent and thus easy to fix. Let’s now see how she can use the tool

starting from the summary of paths. She clears the current selection and

clicks on the eye pictogram to display all path labels. She figures out at first

glance, from the length of the grey bars in the histogram, that less than half

of the entities have an author. She decides to make this a priority to fix. She

opens the author summary, which confirms a completeness rate of 42%, and

she clicks on the bar to add it to conditions for selection. She opens condi-

tions to read the query: “SELECT entities HAVING the path wdt:P50 among

the whole set”. She toggles the condition from ’HAVING’ to ’NOT HAVING’
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and validates the magnifier button. The selection bar displays 1929 entities

for the selection. The summaries for paths are mainly composed of ‘other’ val-

ues. Wondering how to deal with this huge list, she considers refining the se-

lection by combining conditions. She sees the property P3589 Grand Comics

Database Series ID in the list. She decides to inspect entities having no au-

thor but such an identifier, which might mean that the information about the

author will be accessible. The subset counts 49 entities, which is indeed more

manageable. She exports the selection; the workflow should be easy since

the source is the same for all entities; it might even be automatable. There

are still 1880 entities without authors. She tries another strategy, looking for

entities which have a publisher but no author. The result counts 129 entities.

With The Missing Path, incompleteness can be explored starting from the

map or from the summary and then switching between them to refine or ex-

pand the exploration.

5.6 U S E R S T U DY: I T E R AT I V E D E S I G N A N D E VA L UAT I O N

Using a methodology inspired by MILCS [115] we worked with Wikidata con-

tributors to validate our approach and iteratively improve the design of the

tool. This methodology is optimised to evaluate creativity support tool, and

analysing incompleteness is a task that demands creativity, with no estab-

lished method or measure to assess its effectiveness. It relies on an acute

knowledge of the data and the workflow underlying their creation and edition.

5.6.1 Participants

We recruited 9 Wikidata contributors (2 female, 7 male) via calls on Wikidata

mailing lists and Twitter. 3 were based in France, 1 in Sweden, 1 in Germany,

1 in the Netherlands, 1 in Australia, and 1 in the USA. 4 of them used Wikidata

in the context of their work, and 5 as volunteers. They were 30 to 59 years old

(avg: 39.89 yo, median: 34 yo). Their experience contributing ranged from 6

months to 7 years (avg: 3.46 years, median: 4 years). They spent between 1

and 165 hours a month contributing (avg: 52.89 hours, median: 24 hours). All

participation was voluntary and without compensation.

5.6.2 Set-up

The interviews were lead online through a videoconferencing system. We

used an online survey form to guide participants through the first interview

and to collect demographic information. Our tool was run on a web server

hosted by the laboratory and logs were filed in a database on our server.
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Figure 56: Participants to our evaluation, corresponding to expert persona: data
producers and data reusers.

5.6.3 Procedure

5.6.3.1 First interview

After going through the informed consent form and collecting demographic

information, the interview was guided by the following question: 1. Which

Wikidata projects do you contribute to? 2. How do you decide which data you

will update in priority? 3. Did it ever happen that you wanted to contribute and

didn’t know where to start? 4. Can you tell me about the last item you edited?

5. Do you propose items for others to update? How do you select them? Then

we gave a quick overview of the tool and asked participants if they would be

interested in visualising a collection with it.

5.6.3.2 Second interview

We first shared our screen with participants to present the tool and its doc-

umentation. We demonstrated basic tasks on the Comics collection in a 5

minutes demo. Then participants took control, sharing their screen so that

we were able to observe them. They registered their unique identifier in the
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tool for logs and performed the same tasks on their own collections. We ex-

plained to them how to give feedback using Gitlab issues. These Issues can

be of three types: feature, problem, and insight. We encouraged participants

to use any other communication channel if they felt more comfortable with it,

explaining that we would transform it into issues ourselves. At the end of the

interview, we created issues to file the reactions we have observed during the

interview.

5.6.3.3 Follow-up

We communicated with participants by email (and a mix of Twitter direct mes-

sages and email for one of them). We conducted an additional video interview

with four of them, during which we assisted them with the use of the tool when

needed.

We name our participants P1 to P9, according to their unique identifier.

We logged a total of 298 actions attributed to our participants, distributed

as follows: add a condition (46), remove from condition (20), retrieve subset

(74), compute projection (21), clear selection (21), load collection (61), and

selectColor (55). P1 had no logs at all — his web browser privacy settings

interfered with our log collection mechanism, although he reported using the

tool. Over 4 months we conducted a total of 22 interviews, with an average

of 2.44 interviews per participant (median 3), and we received a total of 111

emails or Twitter direct messages, with an average of 12.33 messages per

participant (median 11). We extracted a total of 78 issues. Only three were

filed directly by a participant; we transcribed all others from the interviews

(54) and emails (19). One participant dropped out after the first interview, and

one after the second, without giving a reason.

We used a total of 12 collections during the study, as listed in Table 4.

Comics was our demo collection. Each participant had an initial collection,

and three asked for the analysis of an additional collection during the process.

The one who dropped out after the first interview had no collection.

5.6.4 Data collection and analysis

We recorded the first interview. For the second and third interviews, we relied

on our notes to transcribe issues right after the interview. We also transcribed

issues from emails and messages we received. At the end of the study, we

exported the answers to the form and the issues into csv files, and we tagged

the type (one of collection, feature, general comment, insight, problem) and

the status (one of solved, not relevant, future work) of issues.
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ID Description
number of

entities
number of

paths

C1 Comics 4567 401
C2 French deputies 14513 1350
C3 BFI movies 6666 985
C4 Ice Skating 1 2204 94
C5 Ice Skating 2 1377 70
C6 Illuminati* 7938 183
C7 Maps 142 109
C8 Monuments in France 48845 775
C9 Monuments in Brittany 4210 367
C10 Research institutes 235 353
C11 Swedish female sculptors 292 395
C12 Swedish photographers 760 739

Table 4: Data collections visualised in the tool for the evaluation, available in the
demo instance. * The Illuminati collection comes from an instance of Wikibase, Fact-
grid

5.6.5 Results

We analyse the results with regards to usability issues and validation of the

approach.

5.6.5.1 Usability issues

The iterative design process helped us solve usability issues. The most critical

issue was the understanding of the map. In an earlier version of the tool, the

interface emphasised information missing in a subset after its summary was

retrieved. P3 stated that he found it difficult to understand which paths were

missing. We decided to precompute default zones on the map and to display

missing path names on hover to make the interface self-explanatory. We also

added the yellow color to highlight what was missing. After this, users reacted

much more positively to the map: “I understand now” (P2), “Now I understand

it better” (P3).

A second issue was the difficulty to identify a distinctive feature in the selec-

tion. P7 suggested highlighting the paths for which the summary appears to

be significantly different in the subset than in the full set. In an earlier version,

inspecting a cluster to understand its specificity necessitated looking at each

path one by one, which was long and uneasy. Participants did not know where

to start, and it could happen that they repeatedly opened paths for which the

summary consisted in ‘other’ aggregates, which was not much help to identify

the specificity of a group. We added the automatic detection of significant dif-

ferences, as described in section Comparison of the full set with the selected
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Figure 57: Evolution of the layout for dates summaries during the iterative process.
This is the summary for the path schema:dateModified on the collection C1 Comics.
In the first version (top) the dates were grouped by unique values, which very often
resulted in an ‘other’ aggregate, laid out with a dotted texture. After participants’
feedback we implemented binning for dates (bottom), which results in 4 groups, from
right to left: “2018” (4150), “2019” (4423), “2020” (460) and ‘other’ (100) — hovering
the rectangles reveal the value and counts. Each value can be used as a condition
for selection.

subset, and highlighted them in pink. This feature saves substantial time and

provides guidance.

The way we presented summaries also evolved during the process. We had

first designed summaries for integers as boxplots, thinking it could be inter-

esting for users to select only outliers or median. We realised that our users

could not read boxplots and ignored those summaries, so we switched to a

stacked chart of unique values, similar to the one used for text values. On the

other hand, dates and times were initially designed as a stacked chart, and

most of the time resulted in a single ‘Other’ aggregate. P1 asked if we could

group dates, so we implemented binning into hours, days, months, or years.

This feature improved the usability of some path summaries like, for instance,

for instance, the modification date, as we can see in Fig. 57. When he first

used the tool, P1 also tried to select the ‘other’ aggregate as a condition for

selection, which was at the time not possible. We also added this feature.

All in all, participants suggested 32 new features and reported 15 problems.

We implemented 20 of the new features, marked 3 as irrelevant in the context

of our work, and kept 9 for future work. We solved 13 problems, marked one

as an exception, and one for future work.

5.6.5.2 Validation of the approach

We were particularly interested in knowing if users would rely on it to start the

exploration of subsets. P1, P9, and P2 did. P1 explained: “I see it as a way
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to start the exploration, see the outlines”. He had already spent a lot of time

curating this set of data and knew them well. However, there are more than

14,000 entities in the set, and he worked more specifically on those related

to the French Fifth Republic, so the map was useful to spot problems he was

not aware of. For instance, the first cluster he inspected during the second

interview was a set of 47 deputies having no place of birth. He commented:

“There should not be entities with no place of birth. This group can easily

be fixed, the information is available through the Sycomore French deputies

database, and they all have a Sycomore ID” (wdt:P Sycomore ID). During the

third interview, another cluster showed entities (deputies) with no given name.

He explained: “All deputies should have a given name. This can be fixed easily

from the labels.” He thought that even if the focus might switch from the map

to the histogram as you get to know your data better and they become more

homogeneous, there can always be new stages when you incorporate new

sets of entities and want to bring them to the same level of quality as the rest

of the data when the map could prove to be useful again.

P9 did also start from the map. He was planning to import and manage his

own catalogue of movies in Wikidata. Since he was still at a planning step,

we had selected the BFI movie database, which was about similar in size

and type of information to what his own data would later be. He figured out

there was a cluster of 16 entities without titles. He inspected the summary

and found out those entities all had a label, which meant the titles would be

very easy to fix. A double-check through the histogram showed that there

were 125 entities with no title but a label. Another cluster had no directors.

This leads him to use the histogram to look for all entities having no directors,

which amounted to 1380 entities. Looking at the map, he could see they were

spread into about 20 different clusters, depending on what else was missing.

Hovering the clusters then gave him an overview of the possible combina-

tion of missing attributes. He inspected two of them in more detail. Trying to

imagine how he could use the tool later with his own data, he said he would

probably want to configure the projection with paths he wished to achieve full

completeness for, and then work on the data until there’s only one big cluster.

P2 needed to customize the map, using only the paths that were of prior

importance for him to compute the projection. This reduced the map to a

few clusters that he found meaningful. “Now I am satisfied. This is the image I

wanted when all the irrelevant criteria that complexified the map have been re-

moved.” Then he started his exploration from the histogram. He used the com-

bination of conditions to find the list of all monuments qualified as churches
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Figure 58: Entities highlighted on the map of the collection C6 when all entities hav-
ing a factgrid:prop/P17 Dataset complaint are selected. The contributor who
made those statements explained he worked on small groups of consistent enti-
ties, and we can see they appear as such on our map, although P17 is not used
to compute the map. This shows that those consistent groups miss the same well
represented attributes.

— having wd:Q16970 church building as a value for wdt:P31 instance

of — but with no identifier wdt:P3963 Clochers de France ID, specific to

churches. He expressed the wish to see the entities highlighted on the map,

a feature described in section Colors, that we added following his demand.

While explaining that wdt:P18 images was not a relevant path for the projec-

tion in his opinion, because it was normal that some entities had no images,

he exclaimed “I know what I am going to do this afternoon!” He had figured

out he could select all the entities having no wdt:P18 image but a wdt:P373

Commons category, because if they had a Commons identifier, then he knew

he could find an image. He added “I could have done the same with SPARQL,

but I would never have had the idea. The tool gave me the idea.”

P5 preferred to start from the summaries and ignored the map. She sug-

gested a feature to support better exploration from the summaries: the pos-

sibility to combine conditions to refine the selection. Interestingly, this made

our tool much more flexible, able to support more diverse tasks.

In total, participants made 16 general comments on the approach and re-

ported 12 insights on their data.

In summary, our study helped us make the tool more flexible and adapt it

to different workflows. We had first thought the map would be the main entry

point, and statistical summaries would help refine and analyse the clusters.

We realised that looking at the histogram overview did also trigger ideas of

specific completeness profiles (e.g. entities missing a specific path but not
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missing another one, or entities with a specific feature and missing a path),

which is another way to detect coherent clusters. The full list laid flat triggered

associations that could be quickly verified.

5.7 C O N C L U S I O N A N D F U T U R E W O R K

We have presented The Missing Path, a visualisation tool to support data pro-

ducers in analysing incompleteness in their data to identify subsets of items

that can be fixed, based on two novel representations of RDF data. The map

provides a structural snapshot of a collection, reflecting its history and allow-

ing users to untangle its various strata. The histograms and stacked charts

laid out in mirror allow comparing a subset with the full collection, revealing

its distinctive features. The coordination of those new visualisations supports

users in the interactive exploration and analysis of incomplete subsets. Our

user study confirmed that Wikidata contributors could gain new insights and

identify groups of entities that can be fixed. Participants guided us to make

the tool more understandable and usable. Doing so, they also lead us to make

it more flexible, supporting various workflows, and this pushed our tool in the

direction of an exploratory analysis tool.

To our knowledge, there is no such tool for RDF data. In the future, we

would like to investigate other analysis scenarios, besides incompleteness.

We will also address the need to keep track of the various levels of under-

standing provided by the tool—not only by exporting the data, to let users

monitor the evolution of their dataset.

Having heard of our tool, Wikidata product managers became intrigued,

interested, and asked for a demonstration. As one of them told us when we

demonstrated the tool, “One of the big problems our contributors face in keep-

ing the data quality and completeness high is the fact that it is very hard to

see the big picture due to Wikidata’s modelling being centred around individ-

ual entities. Your tool is addressing this issue”. We will continue to interact

with the Wikidata community and other RDF data producers to improve our

tool and support better quality Knowledge Graphs.
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6.1 S U M M A RY

In this thesis, I investigated path-based methods to enable interactive explo-

ration of Knowledge Graphs, from overview to detail.

In Chapter 2 B AC K G R O U N D A N D R E L AT E D W O R K, I first introduced RDF

data, explaining that their high granularity, while being very powerful and flex-

ible, makes it difficult to reconstitute meaningful pieces of information. Then

I presented 3 types of users who need to browse RDF data: data produc-

ers and data reusers, and lay users. I reviewed generic tools to browse and

visualise RDF data, regarding their ability to browse from overview to detail.

In Chapter 3 S - PAT H S, I presented a semi-automatic exploration system

aiming at providing meaningful overviews for any subset in a collection. Draw-

ing on the fact that relevant information about an entity might be several triples

away from it, I relied on a statistical analysis of the datatype and complete-

ness of chains of properties of various lengths to describe a collection. A

matching algorithm then compared those statistical objects with the require-

ments of a set of views to present the most readable overview to users.

Users could select subsets to progress through the dataset or switch focus

to other sets of entities. I reported a qualitative study showing that users can

make sense of such overviews and remember the important dimensions of a

dataset in the main lines. As a product manager of was navigating her data,

she said that she would be curious to see a list of all the paths, and I re-

alised that a summary of the paths this could be a valuable overview for data

producers.

In Chapter 4 PAT H O U T L I N E S, I presented a tool to support RDF data pro-

ducers in browsing path-based summaries of their datasets. I made the hy-

pothesis that current RDF summary approaches were limited by their granu-

larity and that the path could be a meaningful granularity to summarise Knowl-

edge Graphs for data producers. I refined the concept of semantic path and

renamed it path outline to better convey the idea of summary. I designed an

interface based on coordinated views with 2 novel visualisations, which allow

to represent a very large number of path outlines, browse through them by

meaningful chunks and inspect their metrics. Thanks to the collaboration with

107
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Wimmics team, the tool can also summarise chains of triples continuing to

another dataset. I conducted a controlled study comparing Path Outlines with

the current baseline technique (Virtuoso SPARQL query editor) in an experi-

ment with 36 participants. Participants preferred Path Outlines, found it easier

and more comfortable to use, were faster and had better task completion and

fewer errors with it.

A limitation of Path Outlines, however, was that the statistics are computed

once for the whole dataset, for each path separately. This makes it possible

to generate a list of entities missing a specific path, but those entities then

have to be inspected one after another, and this for each path. Therefore, in

Chapter 5 T H E M I S S I N G PAT H, I investigated the use of multidimensional

vectors to identify subsets of items missing the same paths. My hypothesis

was that identifying groups of entities sharing the same structure could help

detect causes, and allow to fix the entities as groups, saving significant time.

I designed an interface combining a map with clusters of entities missing the

same paths, together with statistical summaries of paths for the collection,

that can be compared with statistical summaries of paths for any subset. The

summaries show the profile of paths both in terms of completeness and dis-

tribution of values. I related the iterative design process and the evaluation of

the tool with Wikidata contributors, who deal with particularly heterogeneous

data. Participants gained new insights on incompleteness in their data, us-

ing various exploratory strategies supported by the coordination between the

map and the summaries.

Those 3 applications of the concept demonstrate the potential of using

the path as the granularity to produce automatic and meaningful browsable

overviews of Knowledge Graphs.

6.2 H I G H - L E V E L I N S I G H T S

6.2.1 Information space

Those tools go from overview to detail in different ways, letting users access

different “aspects of the information space” [54].

S-Paths is a generic application to browse the content of the data. Its strat-

egy to avoid information overload is to select cuts at different scales, based

on statistics, combined with heuristics defining a readable and efficient visu-

alisation. The selection of paths based on their readability and completeness

produces interpretable associations, possibly unexpected. The overviews are

selective; they show only a few of the many facets of a collection. Users gain

insights as they progress through the successive snapshots with advanced
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transitions to provide continuity. The browsing is exploratory and opportunis-

tic. It is meant to raise questions, to catch users’ attention and call for further

exploration, so that they feel like engaging with unknown data before they

know if and how they could be interested in interacting with them.

Path Outlines is also generic and oriented towards discovery, but this time

by browsing the structure of the data. Considering the structure as the content

to browse shifts the problem; the dimensions to filter by are now related to the

structure; the combinatory mechanism can be untangled and laid flat in rela-

tively even columns with a manageable number of elements. The overviews

of the collections are meant to be exhaustive, as data producers need to con-

trol every statement. I think the tool was successful in providing users with a

simple and usable conceptual model of high-level information in a Knowledge

Graph [83]. Most participants, with various levels of expertise and various

backgrounds, were able to use it easily.

Focused on the completeness, The Missing Path lets users browse sum-

maries of the content that become more precise as the scope narrows. The

summary of the collection acts as an anchor, a referent and immutable con-

text, against which users can compare the summaries of the subset. This new

kind of browsing—that we could call comparative browsing, is meant to sup-

port analytic tasks. The evaluation helped us solve major usability problems

and clarify the different mechanisms involved in this browsing process. How-

ever, the mechanisms are still new, and I think that it will take time to refine

the principles and make the exploration feel easy. The goal for the next step is

to make users feel comfortable with the various levels of aggregation involved

in a Knowledge Graph.

6.2.2 Data processing

The possibility of interactive exploration is very dependant on response time.

The activity of bowsing implies that it is possible to look at items one after

another, and this can only happen if detailed information is available relatively

rapidly. When an application takes too long to respond, users do not try to

explore items unless they are sure they correspond to a very precise need.

Conceptually, the design of S-Paths should scale, but technically, its imple-

mentation, directly plugged to the SPARQL endpoint, does only to a certain

extent . The crux of the problem is that queries returning no results can take a

very long time to execute, and the response time increases with the size of a

dataset. Therefore, checking if a combination of properties is valid can have a

high cost. I had underestimated this issue, thinking that statistically, thanks to
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the pre-analysis of paths and the flexibility of view requirements, the system

would not have to check many combinations before finding a satisfying one.

But it turned out that even those few queries could take very long, and put the

server under heavy load. Even more annoying is the fact that it tends to hap-

pen on small subsets, which is difficult to understand for users, who expect

the waiting time to be correlated with the amount of data to process.

Furthermore, I encountered another problem, which I think is interesting to

mention, although I don’t have precise measures to describe it. I noticed that

after intensive use over weeks, S-Paths would slow down. I identified that

some of the queries would return no results when they should have. Rein-

stalling the virtuoso database would resolve the issue. It looked like the types

of queries sent by S-Paths (set-based queries over long paths) might create

confusion in indexes.

The implementation of The Missing Path, extracting a matrix of values, with

a column per paths and a row per entity, proved much more efficient. It was

then quick and easy to reduce the matrix, for any subset of entities and any

subset of paths, before processing it. The response time was much more

reliable and predictable, correlated to the size of the subset queried. I was

reluctant to use this approach at first because it implies to extract the data,

and therefore to manage updates. But I now think this is a necessary step

to provide advanced interaction on RDF data at various scales. The good

news is that it prepares the data in a shape that enables machine learning

processing, and thus opens perspectives for advanced exploratory analysis.

6.3 O P E N P E R S P E C T I V E S

6.3.1 Path outlines as interoperable metadata

Path outlines provide useful metadata about a dataset. We saw how they

could support 3 different applications, and I think they could be reused by

many others. The creation of an ontology for their description—or an exten-

sion to an existing ontology like, for instance, the VOID vocabulary [5]—would

enable data producers to publish them in an interoperable format along with

their dataset. Those metadata could be beneficial indicators for the interpre-

tation and reuse of a dataset; they would serve as a pointer to the collections

of interest, and the depth until which it is relevant to explore them.

Data reusers could then browse any dataset with tools such as Path Out-

lines, with no further analysis. For exploratory tools like The Missing Path,

which require additional processing on the fly to analyse subsets in a collec-
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tion, they would still be helpful to bootstrap the system, indicating the paths

of interest and providing the initial visualisation.

6.3.2 Visualising the structure of Knowledge Graphs

As mentioned, a limitation of our tool Path Outlines is to group paths by depth,

keeping users from seeing at the same time paths of various depths. In addi-

tion to slowing down tasks involving paths of various depths, this prevents the

representation of full ‘sentence graphs’ [140]. Sentence graphs are higher-

level statements similar to paths, with the difference that they can involve sev-

eral branches in the graph. Back to Fig. 1, a sentence graph could be: ’Marie

Curie is a female Person born in 1867 and affiliated to la Sorbonne University

in Paris’. Such structures are already used to summarise the most frequent

patterns in a graph [13], but they are meant to be processed by machines. Pre-

senting a series of node-link diagrams to humans seems complicated, given

the difficulties we have to read a single one.

Figure 59: Sketch of a new version of the path browser, supporting simultaneously
paths of various depths.

The current version of Path Outlines already allows to read sentence graphs;

however its limit to a specific depth at a time means that users can either read

’Marie Curie is a female Person born in 1867’ (depth 1) or ’Marie Curie is affil-

iated to la Sorbonne University in Paris’ (depth 2), and not the full sentence. If

the path browser could support different depths (Fig. 59), it could be used to
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display such summaries of sentence graphs to humans. One of the applica-

tions of their analysis being to optimise indexes in a database, this visualisa-

tion could be useful to monitor such indexes. It could also help programmers

optimise their queries.

In another context, this new path browser could also support ontologists in

evaluating the impact of an edit in the model. Indeed, a problem they have

when they design an ontology is that they cannot see the influence of a

change made to a specific element on other elements [128]. Seeing the im-

pact on the statements produced could help them refine their design while

ensuring backward compatibility.

Technically speaking, I think that path outlines would still be the most effi-

cient abstraction to write algorithms displaying such summary graphs, com-

puting the metrics for associations on top. At least, I can precisely imagine

how to program such an application, while it is not clear to me how to handle

sentence graphs as a basic unit.

Figure 60: Sketch of an extended version of the broken outlines visualisation, show-
ing links between the different datasets and their named graphs.

The broken outlines visualisation could also be developed to better show

the flows of interlinks between datasets, as in Fig. 60. If paths outlines were

published as metadata, this could provide a valuable visualisation for the LOD

cloud (lod-cloud.net). Just as in Path Outlines, datasets which expose meta-

data could be opened and inspected, while others would be able to receive

links declared by others and display basic information such as their size and

name on hover.

https://lod-cloud.net/
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I also have the intuition that path outlines could be used in interlinking ap-

plications, although I don’t have any precise visualisation in mind yet. As of

today, data producers, when they interlink their data with another dataset,

have two massive lists of entities, each on one side of the screen, and must

indicate equivalence links between entities. This activity is very difficult when

not seeing the links in context. They often need to open entities in new tabs

to see their full description, which is very impractical and time-consuming. A

visualisation based on path outlines descriptions could probably support the

display and comparison of entities in context, to let users better evaluate the

nature and degree of similarity.

6.3.3 Exploring the content of Knowledge Graphs

Other types of applications might also beneficiate from the fact that path out-

lines provide a unidimensional space for descriptions of various depths. We

used it to support visual exploratory analysis of completeness with The Miss-

ing Path, and we are already working on applying it to the analysis of other

quality dimensions. With S-Paths as with The Missing Path, path outlines

offer a visual space that is relatively ‘cheap’ to compute, for users to spot

correlations visually, saving the cost of analysing an uncountable number of

combinations. I think that this information space, combined with simple heuris-

tics as those used in S-Paths (most complete paths, datatypes, number of

unique value) can offer a bridge to multivariate data visualisation [69] and

graph visualisation. For instance, I could imagine automatically selecting the

most represented properties offering a continuum or having a low number of

unique values, and using their path outlines summaries to configure a paral-

lel coordinates visualisation. Updates could be computed on the fly through

progressive rendering based on WebSockets.

Besides visualisation, path outlines could also support applications to ex-

plore the content of Knowledge Graphs programmatically, especially when

federated queries are involved. Indeed, the cost of executing queries over col-

lections along paths, and across federated endpoints is quite high, especially

when it returns no results. It would be very useful to know in advance which

queries are likely to return significant results.

Finally, Knowledge Graph embedding techniques similar to the one we de-

veloped in The Missing Path are used to support machine learning over RDF,

with applications as diverse analysing the contents of datasets [139], per-

forming learning [56], estimating the similarity of items [4] or supporting rec-



114 C O N C L U S I O N A N D D I S C U S S I O N

ommendation [45, 79, 87]. path outlines descriptors could provide a standard

way to generate and manage the embeddings.

6.3.4 Evaluating understanding

The tools I develop have in common to be designed to support understanding.

Therefore, their efficiency is difficult to evaluate, and I struggled to design

evaluations which I am not fully satisfied with. After taking a step back, I think

a possible evaluation for S-Paths would be to compare it with other types of

tools, such as a paginated list faceted browser and a visualisation system (as

described in Sect. 2.3.2), giving participants 20 minutes to write a summary

of the content. We could measure the number of errors, the number of correct

statements and their level (using Bertin’s levels mentioned in Sect. 3.1). Such

an evaluation would be valuable to gain insights about the different types of

understanding provided by different types of overviews and navigation. I find

it important to invest efforts in designing evaluations oriented towards open

cognition tasks because Knowledge Graphs are about knowledge.

6.4 T H E E N D . . . I S A N E W B E G I N N I N G

Besides visualising RDF datasets, my interest in pursuing this research was

to learn how to use HCI and visualisation techniques to address problems

users have when they need to access complex information. I wanted to learn

how to situate, refine and evaluate an idea. I have the feeling I am just be-

ginning to master elements of method, and I would like to start this thesis all

over again. I guess I just have to accept that it could have been better. Luckily,

there is still (half!) a life waiting for me to experiment those new skills.
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[37] Sébastien Ferré. “Conceptual Navigation in RDF Graphs with SPARQL-

Like Queries”. In: Formal Concept Analysis. Ed. by Léonard Kwuida
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A
P R E L I M I N A RY S K E T C H E S F O R S - PAT H S

The very first sketches were specific to entities representing documents. They

explored the idea of enriched timelines, maps or charts displaying additional

attributes aggregate in sidebars (Fig. 61). In a second series of sketches,

I generalised the principles to any kind of entities, adding more visualisa-

tions(Fig. 62,Fig. 63 and Fig. 64).

Figure 61: First series of sketches: left) entities typed as Documents on an enriched
timeline, coordinated with a map; right) .

Figure 62: Early sketch, interface. Heatmap showing groups of entities organised by
date on the x-axis, and a category on the y-axis, enriched by two other categories
that will be highlighted when a selection is made (top and right bars)

The current state of the system differs from the sketches in several aspects.

The templates are simpler, and do not make a systematic use of the sidebars.

Although our framework theoretically supports the original templates, allowing

to display an unlimited number of attributes, I implemented simple templates

due to the weight of the queries. Our prototype does not allow zooming within

a view to see more details about a group of entities, as we had first imag-
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Figure 63: Timeline showing entities organised by date on the x-axis, enriched by
two other categories that will be highlighted when a selection is made (left and top-
right bars) Chord diagram showing entities and relations between them, enriched by
two other categories that will be highlighted when a selection is made (left and right
bars)

Figure 64: Hierarchical treemap showing groups and subgroups of entities, enriched
by two other categories that will be highlighted when a selection is made (left and
right bars). The top and bottom bars are not used because the system found no
attributes to fill them. ”Story components”, complementary to the main component.

ined Fig. 61. A first version of the prototype did, but we realised that offering

two different kinds of zoom — see details within the view, or inspect a subset

in detail in another view — made the navigation too difficult to understand.



B
R E P O R T S O F T H E W O R K S H O P S C O N D U C T E D W I T H R D F

E X P E R T S A N D L AY U S E R S ( I N F R E N C H )

Those 2 workshops were organised by ILDA team for the French national

Library. There were held in french, and the reports are in french.

• Workshop 1 . 26/02/2018 @inria Paris . 9 experts

• Workshop 2 . 27/032018 @BnF Paris . 7 lay users
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C
E VA L UAT I O N O F S - PAT H S — F I N A L Q U E S T I O N N A I R E

1. How would you rate your overall knowledge about Nobel prizes after

this experiment?

� Very poor

� Poor

� Good

� Excellent

2. Please answer the following questions:

a) How many Nobel categories?

� 2

� 4

� 6

b) How many Nobel laureates?

� 45

� 911

� 1378

� 2458

c) How many of them are organizations?

� 3

� 11

� 23

� 37

d) What is the proportion of female laureates?

� 1

� 4

� 12

� 25

e) Over which time range have Nobel prizes existed?

3. Which questions would you have been able to answer before the exper-

iment?

4. Have you learnt any other fact?
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D
E VA L UAT I O N O F PAT H O U T L I N E S — TA S K S

D.1 N O B E L DATA S E T

1. Consider all the awards in the dataset. For what percentage of them

can you find the label of the birth place of the laureate of an award?

2. Consider all the laureates in the dataset. Imagine you want to plot a

timeline: find all the paths of depth 1 or 2 starting from them and leading

to a temporal information. Indicate the datatype of the values at the end

of the path.

3. Imagine you want to plot a map of the universities. The most precise

geographical information about the universities in the dataset seems

to be the cities, which are aligned to Dbpedia through similarity links

owl:sameAs. Find one or several properties in Dbpedia (http://dbpedia.org/sparql)

that could help you place the cities on a map. Please tell us the reason

that made you select these specific ones.

D.2 P E R S E E DATA S E T

1. Consider all the documents in the dataset. For what percentage of them

can you find the webpage of the photographer of an illustration of a

document?

2. Consider all the articles in the dataset. Imagine you want to plot a time-

line: find all the paths of depth 1 or 2 starting from them and leading to

a temporal information. Indicate the datatype of the values at the end of

the path.

3. Consider all the laureates in the dataset. Imagine you want to plot a

timeline: find all the paths of depth 1 or 2 starting from them and leading

to a temporal information. Indicate the datatype of the values at the end

of the path.
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Titre: Exploration visuelle interactive de Graphes de Connaissance basée sur les chemins

Mots clés: Graphes de connaissance, Visualisation, RDF, Exploration Interactive, Web Sé-
mantique, Linked Data

Résumé: Les Graphes de Connaissances
représentent, connectent, et rendent interpréta-
bles par des algorithmes des connaissances is-
sues de différents domaines. Ils reposent sur
des énoncés simples que l’on peut chaîner pour
former des énoncés de plus haut niveau. Pro-
duire des interfaces visuelles interactives pour
explorer des collections dans ces données est un
problème complexe, en grande partie non résolu.
Dans cette thèse, je propose le concept de pro-
fils de chemins pour décrire les énoncés de haut

niveau. Je l’utilise pour développer 3 outils open
source: S-Paths permet de naviguer dans des
collections a travers des vues synthétiques; Path
Outlines permet aux producteurs de données de
parcourir les énoncés qui peuvent produits par
leurs graphes; et The Missing Path leur permet
d’analyser l’incomplétude de leurs données. Je
montre que le concept, en plus de supporter des
interfaces visuelles interactives pour les graphes
de connaissances, aide aussi a en améliorer la
qualité.

Title: Path-Based Interactive Visual Exploration of Knowledge Graphs

Keywords: Knowledge Graphs, Visualisation, RDF, Interactive Exploration, Semantic Web,
Linked Data

Abstract: Knowledge Graphs facilitate the
pooling and sharing of information from differ-
ent domains. They rely on small units of in-
formation named triples that can be combined
to form higher-level statements. Producing in-
teractive visual interfaces to explore collections
in Knowledge Graphs is a complex problem,
mostly unresolved. In this thesis, I introduce
the concept of path outlines to encode aggre-
gate information relative to a chain of triples. I

demonstrate 3 applications of the concept with
the design and implementation of 3 open source
tools. S-Paths lets users browse meaningful
overviews of collections; Path Outlines supports
data producers in browsing the statements that
can be produced from their data; and The Miss-
ing Path supports data producers in analysing
incompleteness in their data. I show that the
concept not only supports interactive visual in-
terfaces for Knowledge Graphs but also helps
better their quality.

Université Paris-Saclay
Espace Technologique / Immeuble Discovery
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