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Titre : Utilisation de la réalité augmentée lors des interventions chirurgicales de l'oreille moyenne et 

interne  

Mots clés : chirurgie d'implant cochléaire, chirurgie mini-invasive, otologie, procédures 

transtympaniques, réalité augmentée, segmentation d’image de l'oreille. 

Résumé: Les procédures otologiques impliquent 

la manipulation de petites structures délicates et 

complexes de l'anatomie de l'os temporal qui se 

trouvent à proximité de nerfs et de vaisseaux 

sanguins critiques. La réalité augmentée (RA) 

peut grandement être benéfique au domaine 

otologique en fournissant des informations 

supplémentaires anatomiques et de navigation 

fusionnée sur un seul écran. Cependant, bien que 

la navigation conventionnelle ait prouvé son 

utilité en otologie, le développement de la RA 

dans ce domaine reste limitée. Ce projet vise à 

développer des solutions RA pour les 

interventions chirurgicales de l'oreille moyenne et 

interne. 

Nous proposons deux applications de la RA à cet 

égard. Dans la première application, des 

informations sur les structures de l'oreille 

moyenne sont obtenues à partir d'un examen 

tomodensitométrique préopératoire et sont 

superposées à la vidéo chirurgicale de la 

membrane tympanique. Cela permet au chirurgien 

d'avoir des informations en temps réel sur les 

structures anatomiques cibles et l'instrument 

chirurgical localisés derrière la membrane 

tympanique sans élévation du volet 

tympanoméatal. En prolongement de ce système, 

nous proposons également de visualiser le 

modiolus cochléaire sur la vidéo chirurgicale de 

l'oreille moyenne et interne permettant 

l'implantation transmodiolaire de l'implant 

cochléaire à travers le conduit auditif externe. 

Les deux systèmes de RA proposés sont conçus 

de manière mini-invasive et sont uniquement 

basés sur des algorithmes de vision, éliminant la 

nécessité de systèmes traditionnels de suivi 

magnétique et/ou optique que permettant une 

installation dans l'environnement du bloc 

opératoire. Ce travail ouvre des perspectives 

importantes sur les procédures otologiques mini-

invasives grâce à des solutions basées sur la RA.

Title : Augmented reality based middle and inner ear surgical procedures 

Keywords : augmented reality, cochlear implant surgery, medical image segmentation , 

minimally invasive surgery, otology, transtympanic procedures.

Abstract: Otologic procedures involve 

manipulation of small, delicate and complex 

structures in the temporal bone anatomy which 

are in close proxmity of critical nerves and blood 

vessels. Augmented reality (AR) can highly 

benefit the otological domain by providing 

supplementary anatomical and navigational 

information unified on a single display. However, 

despite being composed of mainly rigid bony 

structures, the awareness and acceptance of 

possibilities of AR systems in otology is fairly 

low. This project aims at developing video-based 

AR solutions for middle and inner ear surgical 

procedures. 

We propose two applications of AR in this 

regard. In the first application, information about 

middle ear cleft structures is obtained from a 

preoperative CT-scan exam and overlayed onto 

the surgical video of the tympanic membrane. 

This system provides the surgeon with real-time 

information about the anatomical target structures 

and the surgical instrument behind the tympanic 

membrane without tympanomeatal flap elevation. 

As an extension of this system, we also propose 

to visualize the cochlear modiolus in the real-time 

surgical video of the middle and inner ear cleft 

enabling transmodiolar implantation of the 

cochlear implant through the external auditory 

canal. 

Both proposed AR systems are designed in a 

minimally invasive manner and are solely based 

on vision algorithms eliminating the need for 

traditional magnetic and optical tracking systems. 

The first trials showed an easy installation in the 

operating room environment. This work opens 

important perspectives into minimally invasive 

otologic procedures through AR-based solutions.

 

 



To my 13 years old self who was against opting for medicine as he did not want to
directly ”play” with people’s lives. Ironically, a decade later he ended up specializing
in surgineering. . .
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Chapter 1

Introduction

Augmented reality (AR) is a promising technology that enriches the sensory perception of the

user by augmenting virtual contents directly on the environment. In contrast to conventional

virtual reality, AR enhances reality rather than completely replacing it with a virtual environ-

ment. These auxiliary cues can be in different forms: visual, audio, haptics, taste and smell.

In medical imaging, these virtual cues are most-often in the form of reconstructions from pre-

operative imaging data. AR is being used for patient and doctor education, disease simulation

and surgical visualization with the aim of enhancing patient treatments and outcomes.

During the last two decades, AR has gained immense popularity but its use in the operating

room is still under development and investigation. During surgery, AR can be delivered through

goggles, screens, loud-speakers, gloves, joysticks or co-manipulated robots, etc. AR allows

surgeons to incorporate additional pre or intraoperative data into the physical surgical field

thus improving localization, approach, treatment, efficiency and safety [1].

Surgeons have endorsed image guided interventions as a means to avert perceptual dis-

tortions that downplay the impact of traditional imaging schemes such as endoscopy and mi-

croscopy. Image guided interventions have proven to outperform conventional procedures both

in terms of better outcomes and reduced complications [2]. The main contribution of AR in

surgery is the ability to see through structures and access hidden information without inter-

fering with the surgical process. AR has been employed in surgical planning, intraoperative

imaging, surgical navigation and target structure localization [2–4]. It can particularly be useful

in highlighting critical structures, disease location, pathologies and risk regions in an intuitive

manner. AR also has the potential to facilitate minimally invasive procedures by allowing sur-

geons to visualize structures without exposing them [5–7]. The main advantage that AR based

procedures offer over traditional image guided procedures is the significant improvement in er-

gonomics of the system. With AR, everything can be available on a single view thus eliminating
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the need for the surgeon to go back and forth between different sensorial systems.

AR has been successfully applied in different surgical domains [1, 8, 9]. However, very few

applications have been designed for otological procedures. Despite offering many advantages

such as rigid bony structures and limited inter-structural movements, limitations in workspace

and manoeuvrability coupled with high precision requirements have been the main hindrance

in developing AR solutions for otological procedures. Thus, the aim of this work is to identify

potential applications for the use of AR in this surgical domain.

In otological procedures, most of the concerned structures are prominently visible in com-

puted tomography (CT) images and minimal deformation is observed between pre and intra-

operative imaging. Thus, AR can be achieved by combining information from preoperative

CT-scan images with the real-time video from the surgical microscope or endoscope. In this

regard, the following objectives and applications were identified and addressed in our work:

• Identification and extraction of natural anatomical landmarks in middle ear that may be

used for a point-based registration between CT-scan and surgical video.

• Providing accurate information about anatomical structures and surgical instruments

behind the tympanic membrane during transtympanic middle ear procedures.

• Evaluating the possibility of implantation of an electrode array inside the cochlear modi-

olus through a transmodiolar approach.

• Automatic segmentation of inner ear structures for combining information from µCT-

scan images of cadaver bones with clinical CT-scan images for detailed description of the

anatomical structures.

The multi-disciplinary research undertaken in this thesis required interaction and coordi-

nation between researchers from different professional fields. Therefore, this work was accom-

plished by the combined efforts of computer vision researchers from ImViA laboratory (Dijon,

France), medical expertise of surgeons from the ENT department at University Hospital of

Dijon (Dijon, France) and our industrial partner Oticon Medical (Vallauris, France).

This dissertation is organized as follows: Firstly, the clinical background about the otological

anatomy and different surgical procedures is presented in chapter 2. Ear is part of the cranial-

base domain thus chapter 3 provides a literature review on the use of AR in cranial-base surgeries

with emphasis on technical characteristics and applications. In chapter 4, we present a vision-

based AR system for transtympanic middle ear procedures. This chapter entails different steps

undertaken during development and validation of the system. This is followed by an extension

of our AR system to realize transmodiolar cochlear implant surgery in chapter 5. In chapter 6,

an auto-context inspired segmentation technique is proposed for automatic inner ear structure
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segmentation. Finally, in chapter 7 a summary of the outcomes and limitations of the developed

systems is provided along with some propositions for future directions.



Chapter 2

Clinical Background

This chapter presents the clinical context related to our work. The first part of this section

is dedicated to the anatomical information about the ear whereas the latter part focuses on

different surgical approaches to otological structures that will be addressed in our work. These

concepts are crucial to apprehend the principle of minimally invasive AR-based surgical solu-

tions.

2.1 Ear Anatomy

Ear is situated bilaterally on the human skull in a symmetric arrangement as part of the tem-

poral bone cavity. The main functions of the ear include hearing and maintaining a physical

balance. Therefore, some common diseases related to the ear include deafness, motion sickness,

vertigo, otitis, auricular hematoma, impacted cerumen, tinnitus, etc. The ear can be anatom-

ically divided into three sections (outer ear, middle ear, and inner ear), each serving its own

specific function [10] (Fig. 2.1):

2.1.1 Outer Ear

The outer ear consists of the auricle (or pinna) and the external acoustic meatus (or external

auditory canal). Its purpose is to direct the sound waves onto the tympanic membrane (or ear

drum). The main structures in the outer ear are:

• Auricle: It is the only part of the ear that is present outside the skull. It is a mostly car-

tilaginous structure covered by skin. The lateral aspect is concave and presents numerous

grooves and ridges. Different parts of the auricle are depicted in Fig. 2.2. Its function

5
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Figure 2.1: Anatomical description of the auditory structures.

is to capture sound waves from the environment and direct them towards the external

acoustic meatus.

• External acoustic meatus: It is approximately an 8 mm diameter and 25 mm long

oval shaped irregular hollow cylindrical structure, extending from the concha towards the

tympanic membrane. The walls of the external acoustic meatus is composed of cartilage

(1/3) and temporal bone (2/3). Its purpose is to direct sound waves collected at the

auricle towards the tympanic membrane. It follows a sigmoid-shaped curvilinear path.

• Tympanic membrane: It is a connective tissue covered by skin (outside) and mucus

(inside), connected to the surrounding temporal bone through a fibrocartilaginous ring

which helps in maintaining the overall strength and integrity of the membrane. It is a

very thin oval shaped translucent structure (with a diameter of 8-10 mm) connected at

the distal end of the external acoustic meatus. Different parts of the tympanic membrane

are depicted in Fig. 2.3.
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Figure 2.2: Anatomy of the auricle.

2.1.2 Middle Ear

The middle ear is located inside the temporal bone and is composed of the tympanic cavity

containing the ossicles and the mastoid (Fig. 2.4). The ossicles are suspended in the cavity

with the help of ligaments and tendons. The sound waves apply pressure on the tympanic

membrane, enabling a vibratory motion in the middle ear chain/ossicles. The motion is then

transferred to the fluids in the inner ear. The mechanical properties of the ossicles and the

tympanic membrane/oval window surface ratio amplify the acoustic energy delivered to the

inner ear. The main structures in the middle ear are:

• Tympanic cavity: It is a bony-membranous cavity in the middle ear, shaped like a

biconcave lens. It contains the auditory ossicles (malleus, incus and stapes) which are

connected in a chain-like manner and transmit sound vibrations from the tympanic mem-

brane to the oval window through oscillatory motion. The six sides of the tympanic cavity

are called: tegmental wall, jugular wall, carotid wall, membranous wall, labyrinthine wall,

and mastoid wall.

• Malleus: The malleus is the largest and most lateral bone in the ear and is attached to

the tympanic membrane via the handle of malleus. The head of the malleus lies in the

epitympanic recess, where it articulates with the next auditory ossicle: the incus.



Chapter 2: Clinical Background 8

Figure 2.3: Anatomy of the tympanic membrane.

• Incus: The incus consists of a body and two limbs. The body articulates with the

malleus, the short limb attaches to the posterior wall of the tympanic cavity, and the long

limb joins the last of the ossicles: the stapes.

• Stapes: It is a stirrup-shaped structure (having a head, two limbs, and a base) which

articulates with the incus. It joins the incus with the oval window and is the smallest

bone in the human body.

• Oval window: It connects the middle ear to the vestibule in the inner ear and is covered

by a membrane.

• Round window: It also connects with the inner ear and is covered by a membrane

whose vibrations allow the fluid within the cochlea to move.

• Promontory: It is the projection of the first coils of the cochlea and the tympanic nerve

passes through its groove.

• Epitympanic recess: It is located superior to the tympanic cavity. Malleus and incus

partially extend into this recess.

• Mastoid air cells: They are a collection of air-pockets located in the mastoid antrum,

posterior to the epitympanic recess. They act as a buffer system by releasing air into the

tympanic cavity when the pressure becomes low.

• Muscles: The muscles, connected to the stapes and the malleus, contract in response

to loud noise, reducing vibrations of the ossicles, and reducing the transmission of sound
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Figure 2.4: Anatomy of the middle ear (Adapted from https://smart.servier.com).

towards the inner ear.

• Auditory tube: It is a cartilaginous and bony tube connecting middle ear with the

nasopharynx and is responsible for equalising the pressure between the middle ear and

the external auditory meatus. It is also known as the eustachian tube. The tube is

shorter and more straight in children, leading to a higher rate of occurrence of middle ear

infections as compared to adults (since upper respiratory infection can spread through

this tube to the middle ear).

2.1.3 Inner Ear

The inner ear is located in the petrous part of the temporal bone and comprises of the vestibulo-

cochlear organs such as bony labyrinthe, semi-circular canals, utricle, saccule and cochlea (Fig.

2.5 and 2.6). The inner ear has two openings into the middle ear via oval window (between

middle ear and vestibule) and round window (between middle ear and scala tympani). It trans-

forms sound signals into electrical signals that are conveyed to the brain with the help of the

auditory nerve. Cochlea helps in hearing while utricle, saccule and the semi-circular canals aid

in balancing. Semi-circular canals also aid in eye-tracking. The main structures in the inner

ear are:

• Bony labyrinth: It is the series of the following bony cavities: vestibule, cochlea and

three semi-circular canals.

https://smart.servier.com
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Figure 2.5: Anatomy of the inner ear (Adapted from https://smart.servier.com).

• Vestibule: It is the central part of the bony labyrinth separated from the middle ear by

the oval window. It contains the saccule and utricle parts of the vestibular labyrinth. It

also communicates with the posterior cranial fossa via the vestibular aqueduct.

• Cochlea: It is a spiral shaped structure in the inner ear responsible for hearing. It houses

the triangular shaped cochlear duct (part of the membranous labyrinth) separating the

scala tympani (located inferiorly and terminates at the round window) and the scala

vestibuli (located superiorly and is continuous with the vestibule.) chambers. The basilar

membrane of the cochlear duct houses the epithelial cells responsible for hearing. The

cochlea is considered as the main part of the ear responsible for hearing. The basal portion

of the cochlea is more sensitive to high pitch sounds whereas the apical portion is more

sensitive to low pitch sounds. The auditory or cochlear nerve is attached at the cochlear

modiolus.

• Membranous labyrinth: It is a continuous system of ducts present within the bony

labyrinth. It comprises the saccule, the utricle, the cochlear and the semi-circular ducts.

• Semi-circular canals and ducts: The three orthogonal semi-circular canals contain the

semi-circular ducts which are responsible for balance. Sensory receptors in the ampullae

of the semi-circular canals detect movement and send respective signals to the brain.

• Saccule and utricle: They are membranous sacs located in the vestibule and are re-

sponsible for keeping balance by detecting movement of the head in vertical (saccule) and

https://smart.servier.com


11 2.2 Computed Tomography/Tomodensitometry

Figure 2.6: Intra-structural anatomy of the inner ear.

horizontal (utricle) directions.

• Nerves: Cochlear nerve is present at the base of the modiolus of the cochlea and transfers

the electrical impulses transmitted from the the cochlea to the auditory receptors in the

brain. Vestibular (responsible for balance) and facial nerves are also present in the inner

ear.

2.2 Computed Tomography/Tomodensitometry

A CT-scan is of particular interest in otological domain as high contrast can be achieved between

high density bony structures (such as the auditory canal and ossicles) and the low density

areas/tissues (such as tympanic membrane and air). Pre-operative CT-scan images have been

frequently used in image guided otological procedures as they can provide precise anatomical

information during surgery.

CT is a non-invasive medical imaging procedure that uses special X-ray equipment to capture

detailed images of the areas inside the body. Similar to regular X-ray imaging, the presence

and the visibility of bodily structures in the output image depends on their individual ability

to block X-ray beams. A CT-scan agglomerates a series of X-ray signals captured at different

angles through a mobile X-ray tube and a stationary detector ring (Fig. 2.7). The detectors

measure the intensity profile of the residual X-ray beam (after passing through the body of the
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patient and/or the target structure) at different angles of projection. Back-projection algorithm

is then performed on the intensity profiles to construct a 3D matrix of the volume under study

(typically stored in DICOM format). On this 3D matrix, the following reconstruction algorithms

are commonly applied for appropriate visualizations:

Figure 2.7: CT acquisition. The moving X-ray tube projects X-ray beams towards the patient
(or more specifically the temporal bone in our case). The residual beams reach the detector
creating a pseudo X-ray image. The acquisitions from multiple tube locations can provide a 3D
image.

• Multi-Planar Reformatting (MPR): MPR is commonly used on thin-slice data from

volumetric CT imaging. It involves the process of converting data from a 3D volume into

a given plane such as axial, coronal and sagittal. An MPR view of a typical otological CT-

scan is shown in Fig. 2.8. Different manipulations can be performed on the reconstructed

data for specific purposes. Curvillinear MPR is an example of this which involves tracing

a curved structure in the matrix with the aim of generating a planar image that transects

the structure along one of its axis. A part of this work employed this functionality to help

in optimizing the cochlear implant choice by computing patient-specific cochlear lumen

characteristics [11] (Appendix A).

• Maximum Intensity Projection (MIP): MIP is useful for visualizing all the dense

structures in a given volume. It refers to the process of projecting voxels with highest

attenuation value onto the visualization planes throughout the CT volume. This implies
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that the MIP images from opposite viewpoints would be symmetrical. MIP reconstruc-

tions are fast however, they do not provide a good sense of depth. Alternatively, local

MIP may be employed which provides a sense of occlusion as well.

• Volume Rendering Technique (VRT): VRT is a technique to display a projection

of a discretely-sampled 3D volume data according to Hounsfield units of the different

structures onto a camera plane. VRT reconstructions may be realized by either extracting

isosurfaces from the volume and rendering them as polygonals or by rendering the entire

volume as a single block. VRT can yield better object contours and semi-transparent

displays but is computationally expensive.

• Shaded Surface Display (SSD): SSD is a surface rendered display obtained after

segmenting the concerned structures in the CT volume from the background according

to a unique threshold (in Hounsfield units). SSD provides a realistic 3D representation

of the data. Virtual endoscopy is a useful application of SSD where a 3D reconstruction

of the CT volumetric data is considered and a virtual endoscope camera can be traversed

inside and around the reconstructed volume. An example of a SSD reconstruction of a

temporal bone cadaver for virtual endoscopy is shown in Fig. 2.9.

Figure 2.8: MPR reconstruction of a human temporal bone cadaver (axial, coronal, and sagittal
views).

Clinical high resolution CTs (typically 0.2 mm) provide good resolution for inter-structural

details of the ear anatomy. Cone beam CTs (CBCTs) are also increasingly being used in

the operating room (OR). In contrast to clinical CT scanners which employ fan X-ray beam

tube, CBCT scanners use a cone X-ray beam tube covering a relatively larger volume during
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Figure 2.9: 3D reconstruction of a temporal bone cadaver used for virtual endoscopy.

one single rotation around the patient. CBCT offers many advantages over clinical CTs such

as faster acquisition time and lower radiation exposure, however, they produce low-resolution

images that are not as anatomically correct as clinical CTs.

Clinical CTs and CBCTs are acquired at relatively lower resolutions for accurate intra-

structural modelling of sub-millimetric structures in the ear. Micro-CTs (µCTs) can be used

alternatively which provides a higher resolution substitute (typically 5-50 µm). However, in-

vivo imaging is often not possible due to the small acquisition workspace of µCTs (100 mm

diameter sphere). Thus, this technology is only applied on cropped cadaveric specimens. The

detailed structural models derived from µCTs can be registered with clinical CTs to obtain

detailed information about the ear [12]. Recently, a µCT dataset was published for inner ear

structures [13]. Manual annotation of µCT images takes a significant amount of time since

there are a lot of slices. A part of this thesis focused on developing convolutional neural

netwtork (CNN) based automatic segmentation algorithms for inner ear segmentation. Manual

annotation of data is mandatory to train a CNN.

In otology, although CT is the preferred imaging technology, magnetic resonance imaging

(MRI) may sometimes also be used as a complementary imaging modality. It can help in

identifying fluids within the membranous labyrinth, chorda tympani and facial nerves [14–16].



15 2.3 Operating Room Environment

2.3 Operating Room Environment

An OR is a sterile, well-ventilated and organized environment. ORs are designed for the surgical

team to perform surgical procedures which require focus, patience, time and safety. Attention

should be paid in designing the OR setup such that the different components enable a well-

coordinated operation. The surgical team needs to adhere to different protocols before entering

the OR in order to minimize the spread of micro-organisms and maintain a sterile environment.

A traditional otological OR is depicted in Fig. 2.10. Different components of a typical OR

environment are:

Figure 2.10: Operating room environment.

• Operating Table: An OR table is essential in any OR and different components of the

OR are positioned around the table. The purpose of the table is to keep the patient in

the correct position and, if required, help in moving the patient. During an otological

procedure, the patient normally lies on his back with his head turned such that the ear

being operated is on the top. The OR table can be stationary or mobile and has three

components: a table column, the table top and the transporter.

• Anesthesia Machine and Cart: Anesthesia refers to the administration of drugs to

inhibit the patient’s mind and prevent the patient from feeling pain during the procedure.

The anesthesia machine contains ventilator and oxygen support system and is a means

for administering anesthetic gases for sedation or total anesthesia. The anesthesia cart

holds additional medications for anesthesia and the respiratory support system hardware.

These carts should be well-organized to allow anethesiologists to have easy access to all

anesthesia tools for administration and monitoring.
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• Instrument Table: This is a sterile table where the sterile surgical instruments are

placed. This table should be positioned appropriately to allow the assistant nurse to pass

the instruments quickly to the surgeon.

• Sterile Personnels: These include the surgeon, surgical assistants and the scrub nurse.

The sterile OR area is normally created just before starting the procedure and should

be continuously monitored. The sterile personnels should remain within the sterile area,

carefully manoeuvring in the area.

• Non-Sterile Personnels: These include the anesthesiologist, circulating nurses, tech-

nicians, potentially students and other observers. It is recommended for the non-sterile

personnels to keep a distance of at least 1 foot from the sterile area and be careful while

traversing around the area.

• Microscope/Endoscope: Otological procedures involve manipulation of very small

structures raising a need for surgical microscopes or oto-endoscopes in order to effec-

tively observe the surgical targets. The choice of which imaging modality to use depends

on the site of the body to be observed and the type of surgery being performed. Some

procedures require visualization of the surgical scene by other surgical team members,

thus these imaging systems often come with high definition display monitors as well. The

microscope should be sterile and covered by a plastic film.

• Surgical Lighthead: High-quality lighting is essential for performing intricate surgical

procedures. LED and halogen lights with low heat dissipation are generally used in the

OR. Surgical lightheads are positioned on top of the surgical scene and are designed to

provide bright white light to illuminate the surgical scene and eliminate any shadows.

• Nurse Station: These are used by OR nurses to document the relevant medical informa-

tion which is important in keeping the patient’s medical record up-to-date. These stations

normally house electronic equipments and a desk for reporting purposes.

Integration of any surgical or navigational system should be seamless into this environment

and not obstruct the surgical workflow. Some AR systems employ external tracking systems

that need to placed near the patient and may require rearranging the OR setup. This work

focuses on vision-based AR systems that only require a computer as an additional equipment

which can be placed next to the microscope or instrument table requiring no rearrangement of

the setup.
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2.4 Minimally Invasive Surgery

Open surgery is considered as the most conventional option to examine and repair lesions in the

human body. Despite providing the largest access to the target structures, this strategy causes

more tissue damage around the approach, and may entail increased bleeding, infection, pain

complications and longer postoperative stays at the hospital [17]. Additionally, the incisions

have to be made carefully in order to avoid damaging vital structures present in the region.

The concept of keyhole or minimally invasive surgeries (MIS) was introduced in the 1980s

as an effective and safe alternative to traditional open surgeries. MIS pertains to the process

in which surgical instruments and an endoscope are passed through a small puncture in the

skin (and sometimes in other structures such as the skull) to access target structures. Although

it counters most of the drawbacks pertaining to traditional approaches, it also usually intro-

duces additional instruments into the framework thus increasing complexity. The limited view

provided by the endoscope, the lack of haptics and intricate movements introduce new com-

plications into the surgical setup: the lack of 3D view may alter the estimation of the target

position in relation with vital structures, whereas the lack of haptic feedback may interfere

with the assessment of tissue resistance and modify the way the surgeons manipulate them [1].

Moreover, key-hole access may also include injuries along the trajectory since the lateral view

in the approach tunnel is nearly absent [18]. These limitations are especially significant in oto-

logical surgery as it deals with critical vascular and neural edifices within a confined workspace.

These factors may influence surgical time and surgeons comfort and stamina ultimately leading

to a negative effect on the surgical outcome and efficiency [17, 19]. Consequently, tools that

improve visualization, location and orientation are highly beneficial particularly when natural

anatomy is eclipsed.

MIS has been applied in different domains like colonoscopy, bronchoscopy, rhinoscopy, etc.

However, few works have been presented in the literature related to image guided minimally

invasive otologic surgery [1]. Surgeons dealing with otological diseases use surgical microscope

for magnification and focused lighting. The advantage of this tool is the absence of encumbrance

in the surgical field, the binocular 3D vision, and the possibility of using both hands for surgery.

Although the endoscopes provide a 2D view of a limited field and encumber the route, they can

improve other aspects of vision by providing an angled view and/or a wide-angle exposure [20].

Image guided navigation can be coupled to both microscope and endoscope. The focal point

of the microscope or the tip of the endoscope and a pointer instrument can be tracked on

preoperative images in real-time thanks to infrared or magnetic tracking of these tools [21,22].

These developments have enabled MIS procedures to be more precise and safe.

Different robotic systems are also being designed for otological surgeries that will enable

MIS approaches [23–25]. The potential of robotic assistance in this field for enhanced perfor-
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mance is immense as micro-surgical gestures are needed with sub-millimetric precision. How-

ever, dedicated manipulators are required owing to the geometrical complexity of the otological

anatomy [23]. AR also has the potential to improve MIS procedures by providing additional

navigational guidance and visualizations of obstructed anatomy as well as extended visualiza-

tions of surrounding structures [1, 26,27].

2.5 Transtympanic Procedures

Transtympanic surgery is a form of minimally invasive technique used in otology [28]. Different

transtympanic procedures have been designed for diagnosis and therapeutic purposes. These

procedures involve penetration of micro-instruments through a very small and deep cavity inside

the ear by creating an opening in the tympanic membrane with the aim of accessing the middle

ear cleft structures such as labyrinthine windows and ossicles [29–32]. These techniques have

been used in different applications such as ossicular chain repair, drug administration, labyrinthe

fistula diagnosis, extensive cholesteatoma removal, vertigo prevention, electrocochleography,

etc. [33, 34].

Figure 2.11 depicts the view of the tympanic membrane from an oto-endoscope during

a tanstympanic procedure. This approach offers many advantages compared to traditional

surgery: faster procedure, preservation of tympanic membrane, reduced bleeding, simpler and

less painful post-operative process, etc. However, such procedures introduce complications into

the surgical process by minimising the available operative space and field of view, and limiting

the instrument movement. Also, the instruments (surgical tools and endoscope) have to be very

carefully manoeuvred as such not to rupture the delicate tympanic membrane.

AR is seen as a possible solution to address the aforementioned issues as it can provide

an enhanced view of the middle ear cleft with enhanced ergonomy and high precision. A

typical surgical AR system comprises an endoscope or microscope that captures the real image

of the surgical target, a processing module that tracks the relation between the target and

the camera positions and processes virtual objects, and a displaying unit that displays the

enhanced environment by merging the information from the video camera and the virtual objects

[3,5,35,36]. Virtual objects in transtympanic surgery may refer to preoperative reconstructions

of the ossicles and labyrinthine windows. A part of this thesis focuses on developing and

evaluating an AR system for transtympanic procedures.

2.6 Cochlear Implant Surgery

A cochlear implant is a surgically implanted electronic device that replaces the function of the

ear. For patients with severe or profound hearing loss, cochlear implants have been considered
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Figure 2.11: Tympanic membrane visualization using an endoscope or a microscope.

standard clinical treatment for several decades. The cochlear implant supplants the cochlea and

transforms sound signals to electrical stimulation and delivers it to the auditory nerve. The

implanted patient has to go undergo auditory training and speech therapy to adapt to the new

auditory stimuli.

The implant is composed of two main parts (Fig. 2.12). The outer part, worn behind

the ear, receives, processes, and encodes the acoustic signal from the environment. The main

processing steps include automatic gain control and noise reduction. It then transmits the

information and the energy to the inner part by magnetic induction through closed skin. The

inner part delivers the encoded data to the auditory nerve endings by an electrode carrier placed

inside the cochlea. The electrode carrier is typically an array of 20 electrodes which produces

significant electrical stimulation around the damaged hair cells in the scala tympani leading to

direct stimulation of the residual auditory neurons. The electrode needs to be inserted carefully

as it may incur lesions of the modiolus, osseous spiral lamina or basilar membrane which may

result in ganglion cell degeneration [37].

Conventional cochlear implants are inserted into the tympanic ramp (scala tympani) of the

cochlea through the round window or a cochleostomy. This entry point is reached after drilling

a bony cavity behind the auditory canal (mastoidectomy). The insertion is performed manually

with limited visual and sensitive feedback. This approach, designed several decades ago, was

best suited to limited technical possibilities and the absence of navigation in 60s and 70s [38].

It is still used in routine practice. However, with this technique, the electrode array is several
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Figure 2.12: Different components of a cochlear implant. (Retrieved from https://www.nidcd.

nih.gov/).

millimetres away from the nerve endings, making electrical stimulation less specific and less

efficient [39] (Fig. 2.13).

Different variants of cochlear implants have been proposed in order to increase the per-

formance. The number of electrodes, rigidity, curvature, electrode length, width and spacing

may be altered according to the patient-specific cochlea model to better align the electrode

array in the scala tympani. Different implantation techniques have also been proposed such as

the total drill-out technique, the intact canal wall drill-out procedure, the short inferior tunnel

insertion, the double electrode array, etc. [40–43]. However, the nerve-electrode contact is still

poor yielding sub-optimal results [44].

These drawbacks led to the idea of the auditory nerve implantation (Fig. 2.13). Placing

the array in contact with the nerve would theoretically increase specificity and reduce energy

consumption [45,46]. However, a precise localization of the nerve required complete drilling of

the cochlea and this technique was abandoned [47]. More recently, the feasibility of cochlear

nerve implantation without cochlear destruction via a transmodiolar approach was investigated

with the help of neuronavigation [48]. This approach provides a direct access to the auditory

nerve in the modiolus at the center of the cochlea without middle ear or cochlear destruction. In

this technique, the cochlear apex (entry point) is reached through the external auditory canal

since it is projected at the anterior part of the middle ear cavity. One of the surgical challenges

https://www.nidcd.nih.gov/
https://www.nidcd.nih.gov/
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Figure 2.13: Comparison between a conventional (A) and transmodiolar (B) cochlear implant.

is that there is no visible anatomical landmark to indicate the cochlear apex and the axis of the

modiolus. A part of this thesis focuses on proposing an AR-based solution for realizing a safe

and reproducible transmodiolar implantation by augmenting precise location of the modiolar

axis on the surgical view.



Chapter 3

Augmented Reality in

Cranial-base Surgery

Ear anatomy is a part of the cranial base domain. Cranial base surgery is one of the surgical

domains that has benefited a lot from the progress in imaging technology [49]. This region

separates the brain and the posterior fossa (cerebellum and brainstem) from the mid facial

region and the neck. It gives passage to a multitude of cranial nerves and vessels with vital

functions. Operations in the cranial base region often require re-establishing aesthetics and

functional anatomy by implants or by grafting, contouring or displacing skeletal elements [50].

AR is a promising technology that has been applied in various surgical domains. AR provides

surgeons with additional cues by incorporating virtual information from pre and intraoperative

imaging techniques to the real-time surgical environment. These additional cues can greatly

enhance the surgical workflow in the form of improving localization and approach, treatment,

efficiency and safety [1]. The potential for AR applications is immense in cranial base domain

as the anatomy mainly consists of rigid bony structures yielding small deformations and al-

lowing easy pre to intraoperative registration. However, only few works have been reported in

this regard due to complicated workspace and high precision requirements. In this chapter, we

present an overview of different works that have been reported pertaining to AR-based proce-

dures in this domain. In this systematic review, we will first describe the contribution of AR

to current neuro-navigation systems and its application to the minimally invasive cranial base

surgery. Then, we will discuss various technical aspects underlying AR. Finally, we will discuss

and confront different approaches to AR and future AR developments before it can be widely

accepted in cranial base surgery.

Our analysis of the relevant literature has been published in the following article [1]:

”R. Hussain, A. Lalande, C. Guigou, A. Bozorg-Grayeli. Contribution of Augmented Reality

22



23

to Minimally Invasive Computer-Assisted Cranial Base Surgery. IEEE J Biomed Health Inform,

24(7):2093-2106, 2020.”
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Discussion

In this article, we provided an overview of various AR-based surgical systems that have been

proposed for different cranial base procedures. Researchers have employed AR in diagnosis, sur-

gical planning, intraoperative visualization and guidance, navigation and post-operative analy-

sis. The combination of AR with medical imaging can achieve precise anatomical localization

and unification of pre and intraoperative data in an ergonomic and efficient manner. AR has

been shown to not only facilitate surgical accuracy and help in decision making but also reduce

operation time.

The use of AR has been mainly based on two premises: improving the outcomes of current

surgical procedures and opening horizons for procedures that were not previously determined

as feasible. In our work, we employed AR to help surgeons improve transtympanic procedures

and study the possibility of transmodiolar cochlear implantation through additional visual

cues. Based on this literature review and after consultation with different experts involved in

the project, the following criteria were defined and considered during development of the AR

systems:

• The system should exhibit millimetric precision which is essential for otological proce-

dures.

• The system should be real-time with low latency.

• The system should provide visual cues in an ergonomic manner without interrupting the

flow of the surgery.

• The system should not employ any specialised and dedicated hardware so that it would

be easy to integrate into an OR.

• The calibration process of the setup should be minimal and easy to implement.

• The system should not use any bulky and expensive tracking systems allowing easy access

for all ORs.

• The system should be able to manage most surgical manoeuvres without constraining the

surgical workspace.

• The system should be robust to different acquisition systems available in different ORs

all over the world.

• The system should encompass a precautionary feedback system for warning the surgeon

if a system bug has been encountered or if undesired manipulations are being performed.
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• The system should be able to cope with unexpected situations during the procedure such

as change of approach, vibrations, etc.

Conventional AR systems employed optical and electromagnetic devices to establish corre-

spondence between virtual and real information. Although, these systems provide high accu-

racy, they are bulky and expensive and require special markers and frames for tracking and

an extensive calibration process before use. Alternatively, the premise of the work conducted

in this dissertation is to develop AR solutions that employ vision-only based algorithms. This

would help to improve the acceptability and ergonomics of AR systems since no specialised

equipment is required, allowing simple installation into the OR setup.
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Augmented Reality for

Transtympanic Middle Ear

Surgery

This chapter presents an AR-based system for transtympanic middle ear surgical procedures

based only on vision algorithms. A transtympanic surgical procedure aims at accessing middle

ear cleft structures through a minimal opening in the tympanic membrane. The procedure is

performed in a small and deep cavity involving fragile structures of the human body and re-

quires high precision micro-surgical gestures. The outcomes of such surgeries can be potentially

improved using computer vision and robotic-assistance systems.

Our goal is to implement a real-time AR-based system for robotic-assisted transtympanic

surgery by combining information from a preoperative CT-scan image and real-time surgical

video with the aim of visualizing the auditory ossciles and labyrinthine windows which are

concealed by the opaque tympanic membrane (Fig. 4.1). Different possible applications of the

proposed system include in-situ drug delivery and ossicular chain reconstruction. The system

has been tested using endoscopes, laboratory microscopes and surgical microscopes on temporal

bone resin phantoms, cadaver bones and during different middle ear procedures in the operating

room. The subsequent sub-chapters provide details about the different processes undertaken

during the development of this system.

26
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Figure 4.1: Endoscopic visualization through the auditory canal with and without the tympanic
membrane.

4.1 Pilot Study: Comparison of Tracking Strategies

In this sub-chapter, we introduce the concept of AR-based transtympanic procedures and test

our hypothesis in an elementary setting. This involved a manual registration between CT-

scan image and pre-recorded endoscopic image followed by an analysis of different image-based

tracking schemes for movement tracking. This sub-chapter has been published in the following

article [5]:

”R. Marroquin, A. Lalande, R. Hussain, C. Guigou, A. Bozorg-Grayeli. Augmented Reality

of the Middle Ear Combining Otoendoscopy and Temporal Bone Computed Tomography. Otol

Neurotol, 39(8):931-939, 2018.”
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Discussion

In this work, we presented a proof of concept of an AR-based transtympanic surgical system.

The study conducted on pre-recorded endoscopic videos of human cadaver bones yielded sub-

millimetric accuracy providing motivation for further development of the system. The study

yielded similar results between intact and elevated tympanic membrane. The experiments

conducted without the tympanic membrane revealing an exact synchronization between the

video and the CT endoscopic image of the visible ossicles further ascertained the practicality

and usefulness of the system. Among the different tracking strategies employed, SURF based

scheme was seen as the optimal candidate in terms of accuracy, robustness and latency. In the

next step, we will extend this system by incorporating fiducial markers for automatizing the

registration and an instrument identification and tracking scheme.

4.2 Vision-based AR System

In this sub-chapter, we present our proposed framework for AR-based transtympanic proce-

dures. The framework was devised on the basis of the previous study. We analysed the pos-

sibility of a fiducial marker-based semi-automatic registration strategy to ease and speed up

the registration process. A 5 degree of freedom (DoF) surgical instrument pose identification

and tracking scheme was also considered in this study. This sub-chapter extends our previous

study by validating the system’s tracking scheme in near-realistic and challenging scenarios,

and by imitating an actual procedure (drug administration). Contrary to the previous study,

this study was performed in real-time. These developments brought the system several steps

closer to its application in the operating room. This sub-chapter has been published in the

following article [36]:

”R. Hussain, A. Lalande, R. Marroquin, C. Guigou, A. Bozorg-Grayeli. Video-based aug-

mented reality combining CT-scan and instrument position data to microscope view in middle

ear surgery. Sci Rep, 10:6767, 2020.”
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Discussion

In this work, we proposed an AR system for minimally invasive middle ear procedures via a

transtympanic approach. The system employed fiducial markers attached at the periphery of

the intact tympanic membrane for a point-based semi-automatic registration. An image feature-

based tracking scheme was used for movement tracking and a three collinear point framework

was used for surgical instrument identification and tracking behind the tympanic membrane.

The study conducted on real-time microscopic videos of temporal bone resin phantom models

also yielded sub-millimetric precision which is important in otological applications. Different

target structures were successfully approached behind the tympanic membrane during an in-

situ drug administration simulation. The tracking was unaffected by moderate instrument and

patient movements and fluid leakages. Another study conducted for evaluation of the proposed

system is presented in Appendix B with additional experimental results. In the next part, we

will evaluate some features of the system in a clinical environment.

4.3 Clinical Evaluation

The next step of our work is the evaluation of the registration and movement tracking processes

of the AR system in a clinical environment. The system was seamlessly deployed during different

surgical procedures in the OR such as tympanoplasty and otosclerosis by simply connecting the

output of the microscope video into the computer. For a better embedding, some additional

features were also introduced to improve the ergonomics and safety of the system. These

included a pre-registration step to help in selecting the registration points, automatic tracking

recovery step to counter the effects of blurry and occluded video frames and an automatic re-

registration step for efficient registration in case if the system fails due to extreme movements.

This study provided important perspectives about transformation of a system from ”bench-to-

bedside”. This work is under submission for IEEE J Biomed Health Inform.
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Discussion

In this work, we evaluated the AR system in the OR on real-time surgical microscope videos of

patients undergoing different middle and inner ear procedures. The system was employed with

realistic time and ergonomic constraints in the OR and yielded sub-millimetric registration and

tracking errors. The system was tolerant towards moderate hand and instrument movements,

and blood and cerebrospinal fluid leakages. The main obstacles in smooth operation of the

system were observed to be inconsistent reflections in the surgical scene and a rapid occlusion

of a significant part of video frame by the surgeon’s hands. The relative increase in surgical

errors from laboratory to clinical experiments was synonymous with the performance of other

AR systems [1]. This study provided a proof of concept of the use of the AR system in the OR

and more cases should be included to provide a comprehensive analysis. The study also revealed

insights into possible application of the AR system in other middle and inner ear procedures as

well.

4.4 Benefits of Augmented Reality for Transtympanic Mid-

dle Ear Surgery

In this chapter, we presented a vision-based AR surgical system for transtympanic procedures.

The system combines information from a preoperative CT-scan image with the real-time sur-

gical video of the external auditory canal with the aim of visualizing middle ear cleft struc-

tures concealed behind the tympanic membrane. The system starts with a point-based ini-

tial microscope-CT registration followed by image feature-based patient-microscope movement

tracking. The instrument behind the tympanic membrane was also identified and tracked using

a three collinear marker framework.

Both anatomical and fiducial marker-based registrations were possible and both options are

provided in the system. Similar registration errors were observed between the two types of

registrations however, the time for corresponding points’ selection was significantly lesser when

markers were used. On the contrary, the use of markers is not simple since the markers need

to be attached on the periphery of the tympanic membrane before the preoperative CT-scan

acquisition which takes place some days before the surgical procedure in routine practice. It

would be difficult for the markers to be immobile during this period. A patient-specific circular

frame housing these markers could be a possible solution for this problem.

The system was tested using an oto-endoscope, a laboratory microscope and three surgical

microscopes and yielded similar results on all platforms making it robust to image acquisition

systems. The experiments conducted on temporal bone resin phantoms, human cadaver bones

and patients also yielded near-similar results. Image feature-based tracking was observed to be
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sufficient for moderate movement tracking. Less image features could be extracted from the

phantom models since their surface was smooth and uniformly coloured as compared to human

samples. However, the extracted features were sufficient for robust movement tracking. A re-

registration was required when extreme movements such as jerks were applied or the surgeon’s

hands were introduced rapidly into the video frame.

The relevant target structures were successfully approached behind the tympanic membrane

using a tracked surgical instrument. The markers attached near the tip of the instrument have

to be carefully positioned such that they are visible in the video frame when the instrument

tip is behind the membrane. This information can be obtained using the distance between

the membrane and the concerned target structure in preoprative CT-scan image. For good

performance, it is important for the virtual endoscopic image to be taken at nearly the same

viewpoint as the microscope orientation during the procedure.

The main advantage of the system is that no additional equipment (such as external trackers

and calibration setup) is required enabling a smooth installation of the system in the OR. The

system only requires an input from the microscope camera which is readily available in most

surgical microscopes. This is crucial in acceptance of new technological systems into the OR.

The system also did not interfere with the ergonomics of the surgery and the procedures could

be carried out without any hindrance. However, when shifting from laboratory environment

to an OR, a small decrease in performance was observed which is analogous to other similar

studies [1].

In the next chapter, we will study the possibility of extending the vision-based AR system

to transcanal inner ear procedures.
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Augmented Reality for

Transmodiolar Implant Surgery

In the previous chapter, we presented an AR system for middle ear procedures. In this chapter,

we will extend the AR system to inner ear procedures, particularly for cochlear implantation

surgery.

Conventional cochlear implants are inserted into the scala tympani part of the cochlea

through the round window or a cochleostomy. The point of entry is reached after drilling a

bony cavity behind the auditory canal (mastoidectomy). This approach is highly invasive and

the inserted electrode array is several millimetres away from the nerve endings leading to sub-

optimal stimulation. An alternative approach is the transmodiolar auditory nerve insertion

approach in which the electrode is implanted directly onto the auditory nerve through the

external auditory canal. However, obtaining precise information about the auditory nerve is

very difficult using traditional approaches as the cochlea is concealed behind the promontory

temporal bone.

The aim of this work is to realize a safe and reproducible transmodiolar insertion using an

AR framework by combining information from preoperative CT-scan images with the video

feed from the surgical microscope. AR can be used to visualize the modiolar axis and provide

navigational cues during insertion in an ergonomic manner. Contrary to the previous chapter

where anatomical structures and surgical instruments were tracked and augmented on to surgi-

cal scene, only the cochlear modiolus and respective navigational information will be augmented

in this study. In this regard, we proposed two different AR approaches: the first one was based

on a stereoscopic-like camera system whereas the second one was similar to our transtympanic

AR system using mono-vision. Both the systems were tested on temporal bone resin phantoms.

This chapter presents our two approaches to transmodiolar implantation.
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5.1 Stereo-like Framework

In this sub-chapter, we present an AR system for visualization of the cochlear modiolus from

the external auditory canal using two microscope cameras placed on each eyepiece of a stereo-

microscope. Firstly, we identify anatomical landmarks that can be used for registration between

a preoperative CT-scan and surgical videos. A deep reinforcement learning inspired network was

used to automatically extract information about different landmarks. Secondly, these landmarks

were then used for registration between the CT-scan and stereo-microscopic camera images to

visualize the modiolar axis on the surgical viewpoint in an AR setup. An image feature-based

framework similar to the previous AR system was also employed to maintain correspondence

between the two modalities. This sub-chapter has been published in the following article [51]:

R. Hussain, A. Lalande, K.B. Girum, C. Guigou, A. Bozorg-Grayeli. Augmented reality

for inner ear procedures: visualization of the cochlear central axis in microscopic videos. Int J

Comput Assist Radiol Surg, 15:1703-1711, 2020.
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Discussion

In this work, we presented a two camera vision based AR system for modiolus visualization on

surgical video. The approach employed an uncalibrated stereo-camera pair attached on each

eyepiece of a surgical microscope. Seven anatomical landmarks (round window niche, incus tip,

umbo, short process of malleus, tip of pyramid, cochlear apex, and cochlear base point) were

automatically identified from a preoperative CT-scan image using deep Q network. Six of these

landmarks were used to register the information from the CT-scan with the surgical videos

using a point-based registration approach. The location of the modiolar axis was then obtained

and overlaid onto the surgical scene using these registration projection matrices. An image

feature-based tracking was also incorporated to manage patient-microscope movements. The

system yielded millimetric difference compared to manual identification of anatomical points.

The study provided an important first evaluation of the possibility of AR based transmodiolar

cochlear implant surgery.

The stereo-like vision system, presented in this sub-chapter, is very sensitive to accurate

registration point selection and it is difficult to obtain a good angle of approach such that

all registration landmarks are simultaneously visible in both camera frames. To counter these

drawbacks, we will present a mono-vision AR system for transmodiolar implantation in the

next sub-chapter.

5.2 Mono-vision Framework

In this sub-chapter, we present an AR system for transmodiolar nerve implantation using a

single camera video. This approach is an extension of the AR system for transtympanic proce-

dures. Firstly, the modiolus is identified on the preoperative CT-scan image. A reconstructed

CT-scan image of the middle and inner ear cleft structures was obtained and registered onto the

surgical video using a point-based scheme. Patient-microscope movements were tracked using

an image feature-based tracking scheme. Orthogonal visual cues were also projected onto the

surgical scene for navigational guidance during insertion. The modiolus was drilled using the

visual cues and the implant was inserted into the drilled cavity. Post-implantation CT-scans

were used to analyze the performance of the system. This work is under submission for IEEE

J Biomed Health Inform.
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Discussion

In this work, we presented a mono-vision based AR system for auditory nerve implantation via

a transmodiolar approach. A sham implant was inserted into the cochlear modiolus on temporal

bone resin phantoms based on visualization and navigational cues about the modiolar axis on

the real-time microscope video. Information from a preoperative CT-scan was relayed onto

the surgical scene using a point-based registration and image feature tracking scheme. The

orthogonal navigational cues were pertinent for transmodiolar implantation with millimetric

accuracy. Post-implantation CT-scan imaging revealed that the implants had been inserted

at the correct locations with small angular errors which were within the anatomical tolerance.

The study yielded encouraging results for implantation using an AR approach. This is the first

study on auditory nerve implantation on human samples without cochlear destruction.

5.3 Benefits of Augmented Reality for Transmodiolar Au-

ditory Nerve Implantation

In this chapter, we presented two vision-based AR surgical systems for auditory nerve implan-

tation using a transmodiolar approach. The systems combined information from a preoperative

CT-scan image with the real-time surgical video of the external auditory canal with the aim

of visualizing the cochlear modiolus concealed behind the promontory bone. The systems start

with a point-based initial microscope-CT registration followed by image feature-based patient-

microscope movement tracking during insertion.

The automatic landmark detection process based on deep Q learning strategy yielded an

error around 2 mm which is large for millimetric otological manipulations. However, this

error is inherent to CT acquisition parameters and non-conical nature of otological structures.

Moreover, it is equivalent to only 3–4 voxels in clinical CT-scan images. The main motivation for

using a reinforcement learning strategy was that it appeared to adapt to different experimental

data such phantoms, cadavers and patients. An alternative semi-automatic CNN approach is

presented in Appendix C which yielded better accuracy. However, it requires a manual region

of interest extraction stage to obtain a cropped volume of middle and inner ear structures only.

Higher resolution CT-scan acquisitions and networks trained on larger datasets might improve

the landmark extraction accuracy.

The first system employed an uncalibrated stereo camera pair attached on each eyepiece of

a stereo microscope. Although this system does not involve any calibration step, most surgical

microscopes do not come with stereo cameras so some installation steps needed to be undertaken

such as custom-designed frames to house the cameras on the eyepieces. On the contrary, the

second system used a single camera only which is readily available on most surgical microscopes
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requiring no calibration or installation steps. Systems that do not require any calibration steps

offer a huge advantage not only in terms of ergonomy but also because calibration errors are

not applicable. An example of a setup requiring calibration steps is presented in Appendix D.

Since, the two systems are calibration-free, another advantage that the mono-vision approach

offered over the stereo-like approach is in the selection of the registration points. In stereo-like

setup, the 3D anatomical points have to be very carefully and precisely selected since it is more

sensitive to selection errors. A small deviation might incur a large error in depicting the location

of the modiolus. On the other hand, the mono-vision setup registers two images inhibiting a

larger tolerance for registration point selection errors. However, the CT-scan reconstruction

image needs to be captured at a similar viewpoint with the microscope video. Irrespective of

the system, an automatic registration scheme would be highly beneficial. However, care would

need to be taken in designing an automatic scheme since the structures in the ear are not conical

and offer very less distinctive features making such a process highly prone to error.

In the stereo-like setup, it might be very difficult to obtain a good angle of approach such

that all registration landmark points are visible in both camera frames at the same time.

The external auditory canal will have to be enlarged in such cases which is a routine procedure

practised during different surgical procedures. Nevertheless, during the implantation performed

in the second study, it was observed that the anterior part of the auditory canal would also

need to be enlarged for properly drilling the modiolus because of the inherent angle of insertion

and bony characteristics of ear structures. Innovations in surgical tool design, such as compact

angled drills, would be helpful in avoiding auditory canal enlargement.

This chapter provided important insights towards advancement in realizing a transmodiolar

auditory nerve implantation. With current vision-based technology, millimetric precision is

possible which might be improved by employing more advanced surgical systems and image

acquisition tools. Since, the cochlea is concealed behind the promontory, there is no intra and

post implantation visual feedback through the surgical scene. Considering CBCT-scans during

implantation could also be a good possible future direction to provide a visual feedback and

confirm if the implant is being inserted correctly.

In some cases, information about the modiolus may not be sufficient and visualization of

the entire inner ear anatomy might be needed for improved localization. Therefore, in the next

chapter, we will propose a technique for automatic segmentation of inner ear structures from

CT-scan images that may be used in an AR setup.



Chapter 6

Inner Ear Segmentation

During conventional cochlear implantation, the information about the anatomical variations

of the cochlea (e.g. malformations, lumen obstruction or narrowing) or its size influences the

choice of the array [52]. Clinical CT-scans are acquired at relatively low resolutions which is

sufficient for inter-structural details but does not provide intra-structural details. µCT images

offer a significant improvement in terms of resolution over clinical CT-scan images providing

sub-structural information about the cochlea, semi-circular canals and vestibule to the surgeons.

However, obtaining this information through manual segmentation requires a significant amount

of time and effort due to the presence of a large number of image slices.

This chapter presents a CNN based technique for automatic inner ear segmentation from

µCT images. We propose an auto-context inspired cascaded CNN framework for fast and

automatic inner ear segmentation. This chapter is under review in the Sci Rep journal.
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Discussion

In this work, we proposed a fully automatic CNN framework for segmenting inner ear struc-

tures from µCT images. The proposed approach employed an auto-context based cascaded 2D

U-net architecture with 3D connected component refinement to segment the cochlear scalae,

semicircular canals and the vestibule. The system yielded precise 3D segmentations with an

average Dice coefficient of 0.90 and Hausdorff distance of 0.74 mm, despite the limited size of

the dataset. Different variants of the proposed AutoCasNet framework outperformed their cor-

responding state of the art algorithms (whose best performance in respect to slice orientation

was listed in the results section). The framework’s segmentation time was fairly low which

is motivating to apply it on larger dataset and use it in clinical practice. It is important to

mention that this study provided a proof of concept for such a system and it is important for

the framework to be trained and tested on a larger dataset before being employed in routine

practice.

In future, the framework can be used to build a detailed robust inner ear model using

statistical shape modelling from high number of µCT segmentations. Statistical shape mod-

elling algorithms are often used to represent anatomical variations of concerned structures in a

compact parametric model by first registering segmentations obtained from different patients

and generating a mesh structure through deformation field generation. This detailed statisti-

cal model can then be registered with the segmentation from patient’s clinical CT-scan using

automatically extracted anatomical points or intensity-based algorithms [12,51]. The resulting

high-quality co-registered data set of the human bony labyrinth can be used to study micro-

scopic inner ear morphology in detail, for developing efficient design of neuroprostheses and

for surgical planning during minimally invasive treatment [12, 13, 53]. In addition to providing

crucial details about the ear structures, the model can also be used for virtual augmentation in

AR surgical systems.
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Conclusion & Perspectives

This project aimed at developing video-based AR solutions for middle and inner ear surgi-

cal procedures. The systems were designed such that they do not require any calibration or

installation steps and can be integrated into any OR.

The first application that was addressed in this dissertation was transtympanic procedures

that aim at accessing middle ear cleft structures through a minimal opening in the tympanic

membrane [36]. The procedure is performed in a small and deep cavity involving fragile struc-

tures of the human body and requires high precision micro-surgical gestures. We developed an

AR system combining preoperative CT-scan based virtual endoscopy image and the real-time

microscopic video with the aim of visualizing middle ear structures behind the tympanic mem-

brane. A tracked surgical instrument may be passed through a small puncture in the tympanic

membrane for drug administration, labyrinthine fistula diagnosis and ossicular chain repair.

The system was evaluated on temporal bone resin phantoms, human cadaver bones and dur-

ing middle ear surgeries in operating room environment. The system yielded sub-millimetric

accuracy which is compatible with otological surgery.

As an extension of this system, we also proposed an AR system for an inner ear procedure

[51]. Conventional cochlear implants are inserted into the tympanic ramp (scala tympani) of

the cochlea through the round window or a cochleostomy. With this approach, the electrode

array is several millimetres away from the nerve endings making the electrical stimulation less

specific and less efficient. Transmodiolar approach provides a good alternative for cochlear

implantation by providing a direct access to the auditory nerve in the modiolus at the center

of the cochlea. We developed an AR system that combined information from a preoperative

CT-scan image with the real-time video from the surgical microscope with the aim of providing

navigational cues during implantation. The system tested on temporal bone phantoms showed

promising results with millimetric accuracy and improved ergonomy compared to conventional
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neuronavigation systems.

In some cases, information about the modiolus may not be sufficient. Therefore, we pro-

posed a technique for automatic segmentation of inner ear structures from CT-scan images.

Clinical CT-scans are acquired at relatively low resolutions, and improved performance can be

achieved by registering patient specific CT-scan to a high-resolution inner ear model built from

accurate 3D segmentations based on µCT of human temporal bone specimens. In this regard,

we proposed a framework based on CNN for human inner ear segmentation from µCT images

which can be used to build such a model from an extensive database. The proposed approach

employed an auto-context based cascaded 2D U-net architecture with 3D connected component

refinement to segment the cochlear scalae, semicircular canals and the vestibule. This system

was formulated on a public data set composed of 17 µCT-scans. The system yielded precise

and fast automatic inner-ear segmentations with a processing time of 11 seconds per 3D µCT

image, an average Dice coefficient of 0.90, and Hausdorff distance of 0.74 mm.

The developed concepts in this work open important perspectives into minimally invasive

otological procedures through AR-based solutions. The following future works are envisioned

for the continuation of the work conducted under this dissertation:

• One of the main limitations of the proposed AR systems that was observed during exper-

iments in the OR, was the registration process. Currently, manual and semi-automatic

point-based approaches have been integrated into the system. More work should be un-

dertaken to further automatize this step. A patient-specific custom ring designed to house

the fiducial markers would be very useful so that the markers can be removed after the

CT-scan acquisition and put back in the same place before the surgical procedure. It

might also be useful to conduct topological feature analysis or employ structure from

motion techniques, persistent homology, or deep learning strategies to realize fully au-

tomatic microscope-CT registrations. For deep learning strategies, an extensive dataset

would need to be built. Automatic registration process would be beneficial in terms of

both ergonomics and registration time.

• For the development of AR systems, image feature tracking schemes were proposed in a

cumulative framework. Although these techniques were observed to exhibit good perfor-

mance during the experiments, they suffer from minimal system drift errors. These drifts

are tolerable for the currently envisioned applications such as drug administration and

electrode insertion since they can be performed relatively quickly. For these systems to be

applied on longer procedures, bundle adjustment techniques might need to be integrated

into the tracking schemes to avoid system drifts.

• Currently, only visual feedback is available to the surgeon for inferring whether the system

has failed. While this is sufficient for significant system drifts, millimetric errors can not
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be reliably judged solely on visual feedback. A precautionary feedback system should

be designed to alarm the user if the synchronization/tracking error exceeds a specific

threshold.

• The AR system has been validated on resin phantoms, cadaver bones and small num-

ber of patients undergoing ear surgeries. An extensive study should be conducted on a

large number of patients and procedures. This would increase the confidence and reveal

limitations of the system for use in the OR environment. It would also be interesting

to quantify the errors as a function of different visual challenges such as fluid leakages,

patient-microscope movements, system jerks, hand obstruction, reflectance etc. This

would also define the next developments that need to be undertaken for the system to be

usable in any given scenario.

• In this work, we proposed a framework for inner ear segmentation to build anatomi-

cal models for AR applications. The framework should be extended to segment other

structures in the ear as well which would be helpful during a higher range of surgical

applications.

• Integration of a robotic manipulator would improve the surgical manoeuvres during

transtympanic procedures, since the pivot of motion can be adjusted to be exactly at

the point of entry in tympanic membrane. This would avoid tympanic rupture during in-

sertion of the surgical instrument and during movements when it is behind the tympanic

membrane. RobOtol (Collin SAS, Paris, France) might be a possible candidate for the

AR system [23].

• A virtual reality based patient-specific simulator could be designed to simulate the surgical

process for training and pre-planning purposes.

• Finally, it would be interesting to compare the proposed vision-based AR guidance systems

with conventional neuronavigation systems and other AR solutions employing traditional

external tracking devices to study the drawbacks and benefits of each type of system

in terms of ergonomy, accuracy, mental workload, repeatability etc. Different types of

approaches are being studied for auditory nerve implantation at our laboratory and a

comparative study would be highly insightful.



Appendix A

Useful Length and Diameter of

Cochlear Lumen for Cochlear

Implantation

During conventional cochlear implantation, the insertion of the electrode array into the scala

tympani can be traumatic for the spiral ligament, the basilar membrane, among others. Vari-

ability in cochlear size (length and diameter) is an important factor that needs to be considered

before the insertion. These specifications can be obtained by unfolding the cochlear lumen using

curvillinear MPR reconstructions. In this chapter, we studied the inter-individual variability

in cochlear shape to determine the useful length of the scala tympani and the diameter of the

cochlear lumen using routine preoperative CT-scan imaging before cochlear implantation.

This chapter has been accepted in the form of the following article:

”C. Guigou, A. Schein, P. Trouilloud, A. Lalande, R. Hussain, A. Bozorg-Grayeli. Curvilin-

ear Multiplanar Reconstruction to Predict Useful Length and Diameter of Cochlear Lumen for

Cochlear Implantation. Otol Neurotol, 41(10):e1207-e1213, 2020.”
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Additional Results for

Transtympanic Middle Ear

Surgery

This chapter presents some additional experiments that were performed to further validate the

AR-based system for transtympanic surgery to visualize the auditory ossicles behind the in-

tact tympanic membrane. The system under evaluation consisted of a fiducial marker-based

microscope-CT registration followed by simultaneous image feature-based patient-microscope

movement tracking and surgical instrument pose estimation. The real-time experiments con-

ducted in this study included an analysis on initial registration, and microscope movement and

instrument tracking using temporal bone resin phantoms and a laboratory microscope.

These additional results were presented at the MICCAI conference [3]:

”R. Hussain, A. Lalande, R. Marroquin, K.B. Girum, C. Guigou, A. Bozorg-Grayeli. Real-

Time Augmented Reality for Ear Surgery. International Conference on Medical Image Com-

puting and Computer-Assisted Intervention (MICCAI), pp. 324-31, Granada, Spain, 2018.”
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Appendix C

Semi-automatic Landmark

Detection for Otological

Procedures

In most AR systems, particularly in the cranial base domain, point based pre to intraoperative

image registration is still one of the most popular approaches [1]. However, the ear does not

contain sufficient number of distinct anatomical structures usable for automatic registration of

a preoperative CT-scan with a surgical video. This enforces manual annotation of anatomical

landmarks to be prone to error and not trivial. In this chapter, we propose a semi-automatic

CNN-based 3D landmark detection framework that can be applied on preoperative head CT-

scans to extract information about round window niche, pyramid, incus tip, umbo, short process

of malleus and cochlear modiolus. These landmarks are visible in endoscopic or microscopic

surgical videos obtained via the external auditory canal and can be used for registration between

a preoperative CT-scan image and a corresponding surgical video.

This work was presented as a long abstract in Surgetica conference [54]:

”R. Hussain, C. Guigou, K.B. Girum, A. Lalande, A. Bozorg-Grayeli. 3D landmark detec-

tion for augmented reality based otologic procedures. Surgetica Conference, Rennes, France,

2019.”
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Stereo-calibration between

Non-overlapping Heterogeneous

Camera Systems

Calibration is the first crucial process in most image guided surgical systems. Traditional

surgical systems employ bulky and expensive optical or electromagnetic tracking systems to

establish real-time correspondence between patient and surgical instruments. Alternatively,

some systems may only use vision-based tracking systems which typically employ externally

placed cameras to determine and track poses of different entities in the surgical setup. In this

chapter, we propose a technique for stereo-calibration between a surgical microscope camera

and an external tracking camera rigidly attached to the microscope. This method may be

applied on stereo systems with both partial and non-overlapping field of views.

This work was presented as a long abstract in CARS conference:

”R. Hussain, A. Lalande, I. Stefanis, K.B. Girum, C. Guigou, D. Fofi, A. Bozorg-Grayeli.

Stereo calibration of non-overlapping field of view heterogeneous cameras for calibrating surgical

microscope with external tracking camera. CARS Conference, S187-S188, Munich, Germany,

2020.”
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