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Chapter 1

Introduction

1.1 Environmental context

The fight against global warming and the reduction of the atmospheric pollution are mean-

ingful environmental concerns in our industrial societies. Greenhouse gas emissions from

the transportation sector increased by 8% between 1990 and 2015, representing 23% of

overall greenhouse gas emissions [27]. Following civil society and environmental organi-

zation pressures, CO2 emission targets for vehicle fleets set by the European commission

are more and more stringent. These restrictions force the automobile industry to develop

less polluting vehicles.
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Fig. 1.1 Evolution of CO2 emissions for passenger cars by fuel types (source: European Environ-
ment Agency).

As shown in Figure 1.1, CO2 emissions for Petrol (Gasoline), Diesel, and Alternative

Fuel Vehicles (AFV) have been continuously decreasing since 2000 and the target for 2020

is very challenging, with a target CO2 emission of 95 g per km [27].

In this context, electric vehicles appear as a promising alternative to thermal engine

vehicles. However, despite its growing trend, the market share of electric vehicles only

amounted to 2.6% of global car sales in 2019. Therefore, Internal Combustion Engines

(ICE) will still be leading the market shares in the next years [98]. This is particularly true

for hybrid electric vehicles that combine ICE with an electric propulsion system, and

freight transport, for which ICE remains the more suitable propulsion solution.

1.2 Spark-Ignition (SI) engines

A growing number of vehciles worldwide are equipped with SI engines. These engines

operate according to the four-stroke Otto cycle as illustrated in Figure 1.2:
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Intake Compression Expansion Exhaust

Fig. 1.2 The four-stroke cycle [36].

1. The intake stroke: during this phase, the piston moves down and the intake valves

open. Air is then drawn into the cylinder through the intake valves and the fuel is

sprayed through a fuel injector.

2. The compression stroke: the piston moves towards TDC and all the valves close,

resulting in the compression of the air-fuel mixture in the cylinder.

3. The expansion stroke: a spark discharge ignites the air-fuel mixture. The chemical

energy of the fuel is released and converted into heat. The burnt gasses expand,

pushing down the piston during the expansion stroke.

4. The exhaust stroke: the exhaust valves open, and as the piston moves toward TDC,

the exhaust gas moves out from the cylinder as the piston moves up.

Car manufacturers dedicated important efforts to reduce CO2 emissions by increasing

engine efficiency in different ways, such as:

• The reduction of the heat losses at the outer walls of the combustion chamber [64].

• The reduction of the combustion duration by acting on the in-cylinder aerodynam-

ics.

• An optimized spark timing in order to release energy at the proper time in the cycle.

This also depends on the in-cylinder flow, as the latter plays a major role to prepare

the air-fuel mixture.

Modern SI engines include technologies that implement such strategies. In this context,

special attention is dedicated to the in-cylinder flow as it was shown that it can promote
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rapid and stable combustion in SI engines [51]. Indeed, most modern SI engines are

designed in such a way that the air sucked into the combustion chamber forms a large-

scale rotational motion around the axis perpendicular to the cylinder axis. This motion

is called the tumble motion. As a consequence of its compression, it breaks down into

small turbulent scales shortly before the combustion. The increased turbulence allows to

obtain a better air-fuel mixture and higher combustion speed which enhances the engine

efficiency.

Nonetheless, modern SI engines suffer from a limiting issue called Cycle-to-Cycle

Variability (CCV), which manifests by substantial variations in in-cylinder conditions of

the engine at a fixed operating point. The difficulty is that several engine parameters

(e.g. spark timing and injected fuel mass) are set based on averaged data. Using these

parameters in an engine with high CCV levels can lead to combustion efficiencies and

pollutant levels that are far from the nominal values if in-cylinder conditions were perfectly

repeatable.

1.3 Roles of CFD in the SI engine development process

Industrials dedicate continuous effort to understand the occurrence of CCV, and to imple-

ment solutions to avoid them. Computational Fluid Dynamics (CFD) tools have become

fundamental tools used today in the ICE development process. They can support the

design of engine parts as well as provide a better understanding of the occurrence of

CCV. Turbulent flows encountered in ICE are wall-bounded, characterized by Reynolds

numbers between 10,000 and 30,000 [115], and comprise multi-physics processes such as

combustion, multiphase flow, spray formation, and heat transfer.

Simulating all the scales of motion using Direct Numerical Simulation (DNS) remains

far beyond computers’ capabilities, both at present and in the near future. Therefore,

turbulence modeling approaches are used to reduce the computational simulation cost.

Reynolds-Averaged Navier Stokes (RANS) is the most widely used approach in the

industry, mainly because of its low computational cost. Nonetheless, this approach

uses statistical averaging, which only provides phase averages of the flow quantities

making CCV assessment difficult [115, 117]. Furthermore, several studies highlighted

its limited accuracy in complex flows involving shear flows and flow separation that are

encountered in ICE flows [24]. Alternatively, Large-Eddy Simulation (LES), is another
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well-known approach, has an improved ability to predict unsteady phenomena such as

CCV occurrences [114, 115]. LES uses spatial filtering to identify large turbulent scales and

resolve them, while the unresolved small scales are modeled. LES requires that the grid

size be sufficiently fine to solve a large enough part of the turbulent energy, inducing a

high computational cost, especially near the wall where turbulent structures are small [7].

Wall modeling strategies reduce the computational cost of LES at the walls by modeling

the boundary layers using wall-functions. Apart from the gain in computational cost,

applications of wall-modeled LES (WMLES) in ICE flows have shown limited accuracy for

the wall friction assessment [79, 96, 115].

An alternative to WMLES consists in combining RANS and LES models in the same

computational domain in a so-called hybrid RANS/LES approach. Such approaches aim at

reducing the computational cost of the simulations by using RANS at the walls and where

a statistical description of the flow is sufficient. Furthermore, it was shown that some

of these models could further decrease the simulation cost by using relatively coarser

meshes than for LES [24, 26, 115, 124].

1.4 Objectives of the present thesis

Despite the development of different hybrid methods, few of them were applied to ICE

flows. In this context, the present work aims to develop a hybrid RANS/LES model for ICE

flows based on a theoretical framework capable of meeting the following requirements:

• The developed model must be compatible with ICE cyclic flows with moving wall

boundaries and time-varying boundary conditions.

• It should be able to switch automatically between RANS and LES in order to be easily

used in non-stationary flows.

• It should be able to operate in RANS at the walls and where the mesh is too coarse

for LES.

• The model should be able to reduce the computational cost compared to LES by

resolving turbulent scales in relatively coarse meshes.

Among the existing hybrid models, the Hybrid Temporal RANS/LES (HTLES) [80,

81, 129] approach was selected as the starting model for its theoretical framework and
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its compliance with some of the requirements mentioned above. The model uses the

multiscale approach [28, 29, 34, 118, 119] in the time domain to define the modeled scales,

which offers a well-defined framework for the RANS-LES transition in stationary flows [19,

38]. Nevertheless, this model is recent, it is only compatible with stationary flows, and it

has not been extensively used in complex configurations.

The present work aims at extending HTLES to ICE engine flows. First, HTLES was

implemented in the Converge CFD code [112], and validated in stationary configurations.

Particular attention was paid to the ability of HTLES to switch to RANS at the walls. It was

found that the model has a grid-dependent behavior near the wall and did not ensure

RANS at the walls. A shielding function that ensures RANS at the walls was developed for

this purpose. HTLES was then extended to cyclic ICE flows by adapting the method for

evaluating the mean quantities used in the model. The developed model was validated

in stationary configurations. The results of the simulations were compared with the

reference data and with RANS and LES. Finally, it was applied to two optical engines: the

compressed tumble engine and the Darmstadt engine. The predictions of mean and rms

velocities, as well as the ability of the model to resolve CCV were assessed and the results

were compared with experimental findings, and with RANS and LES.

1.5 Outline of the manuscript

Part I introduces the governing flow equations and the main approaches of turbulence

modeling

• Chapter 2 provides the Navier Stokes equations and the main characteristics of

turbulent flows.

• Chapter 3 introduces the different modeling approaches of turbulence. It also

comprises a literature review on the studies that applied RANS, LES and hybrid

RANS/LES to ICE flows.

Part II is dedicated to the theoretical developments of the Hybrid Temporal RANS/LES

(HTLES) model for cyclic ICE flows and its validation in stationary configurations:

• Chapter 4 presents the theoretical framework of the original HTLES model, and

details its implementation in the Converge CFD code. An elliptic shielding was

developed to ensure that HTLES operates in RANS at the walls. Then a validation in
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a channel flow is provided. The main findings of this Chapter were published (see

Appendix 8.2):

Development and validation of a hybrid temporal LES model in the perspective of

applications to internal combustion engines.

Afailal A. H., Galpin J., Velghe A. and Manceau R.

Oil Gas Sci. Technol. – Rev. IFP Energies nouvelles, 74 (2019) 56 .

• Chapter 5 is dedicated to the extension of HTLES to cyclic ICE flows. It first discusses

different approaches that have been explored in this work , before detailing the

approach that was retained and developed. Finally, the developed model is validated

in two stationary configurations: a channel flow at Reτ = 1,000 [77] and a steady flow

rig [127], which represents an engine-like configuration. For each configuration,

the simulation results are analyzed and compared with the reference data and with

RANS and LES.

Part III provides the results of the developed model in two non-reacting engine flows. For

each engine, the simulation results were examined on different meshes, and compared

with PIV findings, and with RANS and LES.

• Chapter 6 presents the results of HTLES in the compressed tumble engine. This

configuration consists of a simplified square engine that reproduces the generation

and the tumble motion breakdown.

• Chapter 7 exposes the results of HTLES in the Darmstadt engine. This configuration

is similar to a SI engine.





Part I

Modeling of ICE aerodynamics





Chapter 2

Theoretical aspects of turbulent flows

This Chapter gives the governing equations and the main characteristics of compressible

turbulent gas flows, which constitute the context of this work. It starts by providing the

Navier-Stokes equations, before giving the main characteristics of turbulent flows.

2.1 Governing equations

The mathematical formulation of any Newtonian compressible flow expresses using

Navier-Stokes equations − the continuity, momentum and energy equations :
∂
∂t ρ+ ∂

∂x j
(ρU j ) = 0

∂
∂t (ρUi )+ ∂

∂x j
(ρUiU j ) = − ∂

∂xi
p + ∂

∂x j
σi j

∂
∂t (ρE)+ ∂

∂x j
(ρU j E) = − ∂

∂x j
(Ui (pδi j −σi j )+q j )

(2.1)

where ρ denotes the density, and Ui is the i th component of the velocity. p is the static

pressure. σi j = 2µ(Si j − 1
3 Skkδi j ) is the stress tensor, with Si j = 1

2 (∂Ui
∂x j

+ ∂U j

∂xi
) is the strain

rate tensor. E is the total energy, and q is the heat flux.

The Redlich-Kwong equation of state [109] is used for gases to couple the density,

pressure and temperature:

p = RT

Vm −b
− ap

T Vm(Vm +b)
(2.2)
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where R = 8.314 J .mol−1.K −1 is the gas constant. T is the temperature. Vm is the molar

volume. a = 0.42748× R2T 5/2
c

Pc
and b = 0.08664× RTc

Pc
, with Tc and Pc are the temperature

and the pressure at the critical point.

One of the non-dimensional numbers used to characterize the flows is the Reynolds

number [110]:

Re = U L

ν
(2.3)

The Reynolds number expresses the ratio of the inertial forces to the viscous forces. U

and L denote the characteristic velocity and length scale of the flow, respectively. A high

Reynolds number means that the inertial forces overweight the viscous forces, possibly

giving rise to chaotic flow motions, i.e, turbulence.

2.2 Main characteristics of turbulence

In order to understand turbulence processes, Richardson [113] introduced the energy

cascade concept. According to this theory, turbulence is a composition of eddies of

different sizes. The kinetic energy enters the turbulence at the largest eddies. This energy

is then transferred from the large eddies to the small ones by inviscid processes. It goes

on until reaching the smallest scales, where the turbulent energy is dissipated into heat

by viscous forces. Kolmogorov completed this theory by quantifying the length, time and

velocity scales to describe the smallest eddies:

• Kolmogorov length scale η= (ν
3

ε )1/4

• Kolmogorov time scale τη = (ν
ε

)
1
2

• Kolmogorov velocity uη = (νε)1/4

where ν is the kinematic viscosity of the fluid and ε= ν ∂u
′
i

∂xk

∂u
′
i

∂xk
is the turbulent dissipation

rate. The Reynolds averaging operator and the fluctuating velocities u
′
i are introduced

in Section 3.2.1.

In-depth analysis of the turbulence process can be achieved through the Fourier

transformation of the turbulent energy, which expresses as:

E(κ, t ) =
∫ ∫ ∫ +∞

−∞
1

2
φi i (x, t )δ(|x|−κ)d x, (2.4)
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where δ is the Dirac distribution, κ is the wave number related to the length scale of the

eddies l as: κ= 2π/l and φi j is,

φi j (κ, t ) = 1

(2π)3

∫ ∫ ∫ +∞

−∞
e−iκr Ri j (x,r, t )dr, (2.5)

where Ri j is the two-point correlation,

Ri j (x,r, t ) = u
′
i (x, t )u

′
j (x +dr, t ) . (2.6)

Fig. 2.1 Energy cascade of homogeneous isotropic turbulence [91].

Figure 2.1 shows the energy cascade profile in the framework of Homogeneous Isotropic

Turbulence (HIT). The energy spectrum can be divided in three regions [63]:

• Energy-containing range: consists of the largest eddies where the turbulence energy

is generated by the mean flow.

• Inertial sub range: it this range the turbulent energy is transferred from large to

small eddies. The turbulence is generally assumed to be isotropic in the inertial sub

range. The energy in this range follows the Kolmogorov law:

E(κ) =Cκε
2/3κ−5/3 (2.7)

where the Kolmogorov constant Cκ is around 1.5
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• Dissipation range: the dissipation takes place within the smallest scales where

viscous effects become preponderant leading to the dissipation of the turbulent

kinetic energy into heat.

These analyses give an overview of turbulence mechanisms and have played an important

role on turbulence modeling.



Chapter 3

Modeling approaches of turbulence

Direct Numerical Simulation (DNS) is the simplest approach to simulate turbulent flows

since the Navier-Stokes equations are directly discretized and solved numerically [116].

However, such an approach is not possible for ICE flows that are turbulent and contain

a wide range of length and time scales, which requires an unaffordable computational

cost for their resolution [104, 115, 116, 122]. Instead of resolving all scales of motion, the

computational cost associated with the simulation of turbulent flows can be reduced by

resolving only some specific scales of the flow and model the unresolved scales using a

physical model.

3.1 Scale separation operator

The scale separation operator F aims to distinct the resolved and the unresolved tur-

bulent scales. By applying this operator to any variable of the problem f the following

decomposition is obtained:

f =F ( f )+ f
′

, (3.1)

where f =F ( f ) and f
′

are the resolved and unresolved turbulent scales, respectively.

The scale separation operator admits two different natures, depending of the approach

of describing the flow:

• Statistical approach (RANS) which consists of a statistical description of the flow

where only averaged flow quantities are resolved. In this approach, F relies on
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statistical averaging:

f = 1

N

N∑
i=1

fi , (3.2)

where fi is the i th realization of the flow and N is the number of the included realiza-

tions. N must be sufficiently large enough to remove all the turbulent fluctuations

from f .

• Filtering approach (LES) which consists in separating the large energy-containing

eddies from the small scales responsible for the energy dissipation. The general

form of F consists of the Kampe de Fériet and Betchov spatio-temporal low-pass

filter [30]:

F ( f )(x, t ) =
∫
D

∫ t

−∞
G(x, x

′
, t , t

′
) f (x

′
, t

′
)d x

′
d t

′
(3.3)

where G is the filter’s kernel

The set of equations obtained after applying the scale separation operator to the Navier-

Stokes expresses as [116]:
∂
∂t ρ+ ∂

∂x j
(ρU j ) = −A1, j

∂
∂t (ρUi )+ ∂

∂x j
(U j ρUi ) = − ∂

∂xi
p + ∂

∂x j
σi j − (A2,i + A3,i + A4,i )

(3.4)

Ai are the residual terms: A1, A3 and A4 are relative to the commutation errors of the

scale separation operator and the spatial and temporal partial derivatives, while A2 is

associated with the non-linearity of the convective term. It corresponds to the spatial

derivative of the unresolved stress tensor. The residual terms express as [116]:
A1,i = (ρ[F,∇.]U;ei )

A2,i = (ρ∇.[F,B](U,U);ei )

A3,i = (ρ([F,∇.]B(U,U)+ [F ,∇]p +ν[F ,∇2]U);ei )

A4,i = (ρ[F, ∂∂t ]U;ei )

(3.5)

with [ f , g ]h = f ◦ g (h)− g ◦ f (h) is the commutator operator, B is the cross product, ( f ; g )

is the scalar product, (ei )i=1,3 is the unit vector in the i th coordinate direction and U is the

velocity vector.
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3.2 Reynolds Average Navier-Stokes (RANS)

3.2.1 Reynolds decomposition

According to the Reynolds decomposition, any variable of the flow f writes as:

f = f + f
′

(3.6)

where f is the statistical average of f , and f
′

are the turbulent fluctuations. In stationary

flows, Monin and Yaglom [92] demonstrated that the statistical average can be replaced by

a time average:

f = lim
∆T→+∞

1

∆T

∫ ∆T

0
f (τ)dτ (3.7)

Contrary to stationary flows, the statistical average in cyclic flows (as ICE flows) is time

varying and corresponds to a phase average [52]:

f (t ) = 1

N

N∑
i=1

f (t + i T0) (3.8)

where t is the instant, N is the number of the included cycles to compute the phase

average and T0 is the cycle period.

The averaging operator has the following properties:

Constant conservation a = a

Linearity a f = a f

f + g = f + g

Commutativity [ ∂∂ξ , (.)] = 0, ξ= t , xi

Projectivity f g = f g

Idempotence f = f

f ′ = 0

where a is a constant, and f and g are functions depending on time and space. The

Reynolds operator is idempotent and commutes with space and time operators. Therefore

the residual terms Ai reduce to:
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{
A1,i = A3,i = A4,i = 0

A2,i = (∇.τ,ei )
(3.9)

τi j is the Reynolds stress tensor:

τi j = u
′
i u

′
j (3.10)

In compressible flows, turbulent fluctuations can result in significant fluctuations

in density, i.e., ρ
′ ̸= 0. Using the Reynolds operator in this situation leads to complex

averaged equations. In this situation, we use the Favre average [39]:

f̃ = ρ f

ρ
. (3.11)

The decomposition expresses as:

f = f̃ + f ", (3.12)

where f " is the unresolved part of f .

Despite the density average being not idempotent, f " ̸= 0, we use to derive averaged

Navier-Stokes equations as it leads to much simpler equation than the ones obtained with

the Reynolds average.

The set of equations given by the averaging operator is called Reynolds-Averaged

Navier-Stokes (RANS) equations [39]:
∂
∂t ρ+ ∂

∂x j
(ρŨ j ) = 0

∂
∂t (ρŨi )+ ∂

∂x j
(ρŨ jŨi ) = − ∂

∂xi
p + ∂

∂x j
σi j − ∂

∂x j
ρτi j

∂
∂t (ρẼ)+ ∂

∂x j
(ρŨ j Ẽ) = − ∂

∂x j
(Ũ j +U "p +ρU "

j E −Uiσi j )+ q̃ j )

(3.13)

where σi j = 2µ(S̃i j − 1
3 S̃kkδi j ) is the viscous stress strain tensor with S̃i j = 1

2 (∂Ũi
∂x j

+ ∂Ũ j

∂xi
) the

strain rate tensor, and τi j = �u"
i u"

j the turbulent stress tensor.

3.2.2 Overview of RANS models

The Reynolds stress tensor represents all the turbulent fluctuations. These fluctuations

are not resolved in RANS and need to be modeled.
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The first modeling method is called Reynolds Stress Model (RSM). It consists in solving

a transport equation for each Reynolds stress component. This approach is rarely em-

ployed in the automotive industry because of its complexity and its computational cost,

since at least the six transport equations related to the six components of τi j needs to be

solved. The second modeling method uses the turbulent-viscosity concept introduced

by Boussinesq, in which the Reynolds stress tensor writes according to the Boussinesq

relation (Boussinesq, 1877):

−τi j + 2

3
kδi j = 2νt S̃i j (3.14)

where k is turbulent kinetic energy and νt is the turbulent viscosity. This approach is

called the linear Eddy-Viscosity modeling (EVM) strategy. It reduces the resolution of

the six-components of the Reynolds stress tensor to the assessment of a single scalar

called turbulent viscosity νt . This approximation is inspired from the Newton law for the

molecular agitation stress [110] and is a retranscription of this law at a macroscopic scale.

This remains a simple approximation of the physics of turbulence and the Boussinesq

hypothesis is still the subject of many questions in terms of validation for simple-shear

flows, swirling flows or flows with strong anisotropy [104]. Despite the limits of this

approach, eddy-viscosity modeling is widely used in engineering applications. The eddy-

viscosity approximation was studied by Prandtl who was one of the first to introduce an

algebraic model of the turbulent viscosity based on the mixing length concept [105]. From

a dimensional analysis, the turbulent viscosity can be interpreted as the product of a

fluctuating velocity and a characteristic scale:

νt = u"l , (3.15)

In RANS, these quantities are based on integral scales of the turbulence. For example, in

the two-equation models, one transport equation solves the turbulent kinetic energy k

which is related to the fluctuating velocity u" ≈p
k and another equation is dedicated to an

additional turbulent quantity that allows to define the length or time scales of turbulence.

In the k −ε model, the turbulent dissipation rate ε allows to compute the turbulent length

scale l ≈ k3/2

ε
. This model was generalized by Jones & Launder [74] for wall-bounded

flows by introducing a damping function that provides an appropriate turbulent viscosity

in the near wall regions. Wilcox proposed to resolve the turbulence frequency ω in the

two-equation k −ω model [132]. The model enhances the near-wall modeling without

any modification of the equations unlike the k −ε model. These two-equation models

have been applied successfully in various applications. However both models suffer from

a lack of versatility in certain configurations. For instance, the k − ε model showed a
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lack of sensitivity to adverse pressure-gradients, which delays or prevents separation [62].

Furthermore, this model has some numerical issues in full-wall integration due to the non-

linear damping functions introduced near-wall [74], as well as stiff boundary conditions

for ε at no-slip surfaces. In contrast, the k −ω model performs better than the k −ε model

in situations with adverse-pressure gradients [89], and alleviates the numerical stability

issues encountered in the k−εmodel thanks to the simple formulation ofω in the viscous

sub layer [132]. Therefore, the main drawback of the k−ωmodel is the strong dependency

of the results on the free stream value of ω as pointed in [89]. It has been shown that

the magnitude of the eddy-viscosity can change by more than 100% by changing the free

stream values of ω. The shear-stress transport (SST) model [88] reduces this problem by

using a zonal approach that switches between k−ω and k−εwhere they perform the best.

This model is identical to the original k −ω model in the inner 50% of the boundary layer

and switches to the k −ε model in the free stream. The model uses the change of variable

ε = Cµkω to transform the ε-equation into a ω-equation so that one homogeneous set of

equations based on k and ω is obtained. The switch between the k −ω model and the

k −ε is operated using a blending function F1 that depends on the distance from walls.

The set of equations of the k −ω SST model is given in Appendix 8.2

3.2.3 Near-wall flow modeling

Wall boundaries give rise to boundary layers where the velocity varies from no-slip condi-

tion at wall to its free stream value. In these regions, the viscous effects play important

role and the wall-distance is expressed in dimensionless wall-distance y+ = uτy
ν . The

dimensionless wall-distance can be seen as the ratio of the distance from the wall y to the

viscous length scale δν.

From a computational point of view, the resolution of the turbulence in the near-wall

region requires high computational resources and is seldom affordable for industrial

purposes. Instead of resolving the boundary layers, it is possible to use a wall modeling

approach in which the effects close to the walls are taken into account through a model.

The next Sections introduce the characteristics of turbulent flows near the wall, then

propose a wall-function model. The resolution of the boundary layer in RANS requires a

fine grid such as y+ < 2 in the whole computational domain [86]. Wall modeling allows

to reduce significantly the computational cost. The mesh in the boundary layer can be

coarsen in such a way that the condition y+ < 2 is no more necessary. The effects of the

unresolved near wall physics is modeled by a wall-function. Wall-functions are derived
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from the law-of-the-wall which has been established in the framework of a channel-flow

in which strong assumptions have been considered. These assumptions are not verified

in general flows. However, in practice the resolution of the boundary layer is challenging

and the use wall functions is often preferable.

Wall-functions are in practice applied to compute the shear stress for the momentum

equations at the walls as:

τw = ρu∗2
τ

U t ,p

U
∗
p

(3.16)

where p indicates the cell adjacent to the wall, U t ,p is the tangential mean velocity and u∗
τ

is the nominal shear velocity defined as:

u∗
τ =C 3/4

µ

√
kp (3.17)

U
∗
p is given by the law-of-the wall [104]:

U
∗
p = u∗

τ (
1

κ
ln(y∗

p )+B) (3.18)

where κ= 0.41 and B = 5.2. y∗
p corresponds to:

y∗
p = yp u∗

τ

ν
(3.19)

This formulation is applied for y∗
p ≥ 11.3, which corresponds to the intersection of the log

law and the linear law U+ = y+. For y∗
p < 11.3, the nominal mean velocity is calculated

from the viscous sublayer profile:

U
∗
p = y∗

p u∗
τ (3.20)

This simple switch from Equation 3.18 to 3.20 at y∗
p = 11.3 is motivated by the lack of

theoretical results in the buffer layer.

3.3 Large-Eddy Simulation (LES)

In Section 2.2, the energy cascade theory showed that the turbulent process can be consid-

ered as a composition of eddies of different sizes. LES uses a low-pass filter that separates

the large eddies from the small ones. The large eddies are resolved by the simulation while
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the effects of the small eddies which are below the filter cutoff are taken into account by a

mathematical model.

3.3.1 Filtered Navier-Stokes equations

In LES, the scale separation operator F corresponds to a convolution filter [104]:

F ( f )(x, t ) =
∫

f (x −θ, t )G∆(θ, x)dθ , (3.21)

where F ( f ) = f are the filtered variables, which contains only the contribution of the

large eddies. The integration is performed over the entire flow domain, and G∆ is the filter

function which satisfies the normalization condition:∫
G∆(θ, x)dθ = 1 . (3.22)

In simulations, the filter is not explicitly applied to the variables, but results from the

combined influence of the subgrid viscosity and the numerical viscosity.

Spatial convolution filters are not idempotent, such that:{
f ̸= f

f ′ ̸= 0
. (3.23)

To obtain the governing equations of the filtered scales, a convolution filter is applied to

Navier-Stokes equations (see Equation (3.4)). The convolution filter commutes with time

and space operators only if the filter-width is homogeneous in the entire flow domain. In

practice, the filter-width is not strictly homogeneous in the entire computational domain.

Therefore, when moving the derivative out of the integral, the commutation error is

proportional to O(∆x2) [42]. This order of accuracy is close to that of numerical schemes

used in industrial applications. Hence, the commutativity can be assumed within this

framework, which leads to the simplification of the residual terms:{
A1,i = A3,i = A4,i = 0

A2,i = (∇.ρτsg s ,ei )
(3.24)

where τsg s is the subgrid stress (SGS) tensor.
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Thus, in the compressible regime, the filtered Navier-Stokes equations expresses as:


∂
∂t ρ+ ∂

∂x j
(ρŨ j ) = 0

∂
∂t (ρŨi )+ ∂

∂x j
(ρŨ jŨi ) = − ∂

∂xi
p + ∂

∂x j
σi j − ∂

∂x j
ρ τsg s,i j

(3.25)

where σi j = 2µ(S̃i j − 1
3 S̃kkδi j ) is the filtered viscous stress strain tensor with S̃i j = 1

2 (∂Ũi
∂x j

+
∂Ũ j

∂xi
) the filtered strain rate tensor, and:

τsg s,i j =�UiU j −ŨiŨ j (3.26)

The subgrid stress tensor represents all the interactions between the filtered and

subgrid scales [39]: 

τsg s,i j = Li j +Ci j +Ri j

Li j = �̃U iŨ j −ŨiŨ j

Ci j = �u"
i
˜ jU + �u"

j
˜iU

Ri j = �u"
i u"

j

(3.27)

• the Leonard tensor Li j contains only the filtered velocities. It represents the interac-

tion among the large scales.

• the cross tensor Ci j represents the interaction between the filtered and the subgrid

scales.

• the Reynolds stress tensor Ri j represents the interaction between the subgrid scales.

Even if only �UiU j is unknown in τsg s , the subgrid stress tensor is entirely modeled. There

are two possible ways to model τsg s :

• Structural models that assess the subgrid stress without introducing the subgrid

viscosity concept [103].

• Functional models that assess the residual stress using the Boussinesq hypothesis:

τi j ,sg s =−2νsg s S̃i j + 1

3
τkk,sg sδi j , (3.28)

where νsg s is the subgrid viscosity.
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Many subgrid models are generally developed using the Kolmogorov assumption, and

assumes that the subgrid production and the dissipation rate are equal. This requires to

be well in the inertial sub-region of the turbulence energy spectrum.

Different mesh resolution criteria have been proposed for LES. For example, Pope [104]

recommended that the filter-width should cover at least 80% of the resolved fraction of the

energy spectrum. If the filter-width is close to the energy containing area, the hypothesis

of equilibrium of the sugbrid scales is not necessarily verified and thus the dissipation rate

can be different from the subgrid turbulent production, which results in a misestimate of

the subgrid viscosity [104].

3.3.2 Temporal LES (TLES)

While LES has been mostly used with spatial filtering, some authors attempted to replace

it by a temporal filter, leading to the so-called Temporal LES (TLES). The reasons that

motivated this choice include the following [19]:

• In contrast with spatial filters, the width of the temporal filter can be taken uniform

in the domain, which ensures the commutativity with spatial derivatives [42]. How-

ever, this is of limited interest, since the purpose of LES/TLES is to adapt the filter

width to local flow conditions.

• Dakhoul and Bedford [23] showed that, unlike temporal filtering, spatial filtering is

inconsistent in flows that comprise time-dependent point sources.

• By using temporal filtering, the linkage with RANS solutions can be properly defined

in stationary flows. Indeed, the statistical average is the limit of the temporal filter

when the temporal filter width goes to infinity [38]. This property motivates the use

of temporal filters in the following chapters.

The finite time filtering for turbulence was originally proposed by Boussinesq [107].

Few works were dedicated to the time filtering of turbulence. Dakhoul and Bedford [23]

and Aldama [2] proposed spatio-temporal filtering while Meneveau et al. [85] developed a

Lagrangian time-domain filter for LES. For its part, Pruett [19] proposed the temporal LES

using temporal filtering in the Eulerian time domain[106].

In what follows, we focus on Pruett’s work on the development of the TLES concept.

The scale separation operator corresponds to a causal temporal filter in the Eulerian-time
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domain [19]:

F ( f )(x, t ) =
∫ t

−∞
f (τ, x)G(τ− t ,Tw )dτ , (3.29)

where G is the kernel that must satisfy:

G(t ,Tw ) = 1

Tw
g (

t

Tw
) , (3.30)

where Tw is the temporal filter width and g is any integrable function such that:{
g (0) = 1

limt→−∞ g (t ) = 0
(3.31)

The Temporally Filtered Navier-Stokes Equations (TFNS) are formally identical to the

spatially filtered Navier-Stokes Equations (3.25). The difference lies in the interpretation

of the filtered fields, which correspond in TLES to temporally filtered quantities rather

than spatially filtered quantities as in LES.

The residual stress, also called the subfilter stress in the temporal framework, is for-

mally identical to the one obtained in LES:

τSF S,i j =�UiU j −ŨiŨ j (3.32)

Another interesting feature of filtering in the time-domain is that when Tw tends to +∞ in

stationary flows, τSF S asymptotically approaches the RANS Reynolds stress [106].

As far as we know, only the Temporal Approximate Deconvolution Model (TADM)

exist in the literature to model the subfilter stresses [106]. Indeed, in stationary flows, the

statistical quantities are independent of time and the statistical average is equivalent to

the long-time average. Since temporal filtered quantities tend to the long-time averaged

quantities when the filter width Tw goes to infinity, the TLES equations tend to the RANS

equations.

3.3.3 Limitations of LES in industrial applications

The high computational cost of LES remains the main factor limiting its widespread

use. Indeed, in wall-bounded flows, the grid requirement of LES scales with the friction

Reynolds number as Re2
τ, which is today unfeasible for most industrial applications [104].



26 Modeling approaches of turbulence

The high computational cost of LES is essentially related to the resolution of the boundary

layers:

• the turbulent scales in the boundary layers are rather small. For example, Davidson

[24] recommends a grid resolution expressed in wall-units of: y+ = 1 for the wall-

normal direction, x+ = 100 for the streamwise direction and z+ = 30 for the spanwise

direction.

• LES requires small CFL values to reduce error due to the temporal discretization.

Thus, the grid resolution requirement near the wall induces small time-steps, which

increases the overall turnaround time of the simulation.

Similarly to RANS, Wall-Modeled LES (WMLES) uses wall-functions to reduce the com-

putational cost of the simulation. The grid requirement in WMLES increases weakly as

ln(Reτ) instead of Re2
τ for wall-resolved LES. Despite the continuous efforts that have

been dedicated to develop wall-models, developing sufficiently general model is still a

challenge [18, 20, 59, 101]. These wall-models are generally adaptations of RANS wall-

functions or 1D simplifications of RANS models which have shown limited accuracy in

the prediction of the wall friction [60, 79, 96]. This is potentially due to the inconsistency

between LES fields, which relies on the spatial filtering and wall functions that provide

statistical averaged quantities rather compatible with the RANS framework.

Next Section introduces hybrid RANS/LES models that present a promising alternative

to WMLES.

3.4 Hybrid RANS/LES turbulence models

3.4.1 Concept

Despite the numerous studies that outline the advantages of LES over RANS modeling

[25, 122, 123] and the relevance of LES to simulate ICE flows [115], Section 3.3.3 showed

that the stringent mesh requirement of LES still limits its widespread use in the industry.

The hybrid RANS/LES concept was proposed within this context. Hybrid models decrease

the computational cost of LES by using RANS where LES is too expensive or where a

statistical description of the flow is sufficient. This is made possible thanks to the RANS

and LES equations which are formally identical, even if they represent variables of different
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physical natures (statistically averaged and spatially filtered quantities, respectively). In

the framework of eddy viscosity models, the Boussinesq relation is applicable for both

approaches to model the residual stress:

τi j =−2νt S̃i j + 1

3
τkkδi j . (3.33)

where νt can be expressed from a dimensional interpretation as:

νt = u"l . (3.34)

where u" is a velocity scale and l is a length scale.

The difference between RANS and LES lies in the interpretation of νt :

• in RANS, u" and l are computed from integral scales of turbulence in such a way

that νt models the effects of all the turbulent fluctuations.

• in LES, u" and l are based on the local grid step so that νt models the effects of the

subgrid scales upon the filtered scales.

Hybrid RANS/LES methods aim to propose turbulence models that are able to switch

between the two approaches. Many efforts have been dedicated to the development of

hybrid methods during the last decades. They resulted in the development of a wide

variety of models which differ, first by the way how the transition between RANS and LES

is operated and second by the theoretical background.

3.4.2 Classification

Sagaut et al. proposed the following classification of hybrid methods [116]:

• Zonal hybrid methods rely on a discontinuous treatment at the RANS-LES interface.

The RANS and LES regions are predefined by the user, and RANS and LES models

are used in each region. The LES content has to be explicitly reconstructed at the

inlet of a LES region to take into account the lack of resolved fluctuations in the

RANS region. The difficulties of this approach concern the definition of the different

areas and treatment of the interface between RANS and LES.

• Global methods or seamless methods are based on one set of equations and con-

tinuous treatment between RANS and LES zones. In particular, these approaches
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usually treat the near-wall region with a RANS model and operate in LES where the

mesh resolution is suitable by reducing the Reynolds-stresses of the original RANS

model.

For global methods, the RANS-LES transition raises a conceptual weakness, as RANS and

LES use operators of different nature. Some hybrid models address this issue by using LES

in the time-domain (TLES), the so-called hybrid RANS/TLES models [28, 80, 81, 129], in

which the RANS-LES transition can be properly defined in statistically stationary flows

[38]. This work focuses on the seamless Hybrid Temporal-LES (HTLES) approach which

belongs to this category (see Section 4).

3.5 Literature review of CFD applied to ICE flows

This Section aims to provide a review of CFD studies that have been conducted in ICE

flows and their main findings for RANS, LES and hybrid RANS/LES. The first two Sections

provide the fundamentals of ICE flows and their main characteristics. Then, a literature

review of the turbulence modeling approaches that have been applied to ICE flows is

provided.

3.5.1 Characteristics of in-cylinder flows

The in-cylinder flow is a crucial element that enhances engine efficiency. As an example,

it was found that typical flow motions can promote rapid and stable combustion in

spark-ignited engines [11, 76].
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Tumble motion Swirl motion Swumble motion

Fig. 3.1 Typical ICE flow motions

Three typical flow-motions are encountered in ICE (see Figure 3.1):

• Tumble is the rotational motion around an axis perpendicular to the cylinder axis.

This flow motion, typical of SI engine, is generated during the intake stroke by a

dedicated shape of the intake ducts and valves leading to a specific angle of the

incoming charge motion. This induces a flow separation that overfeeds one portion

of the intake valve, forming the rotational motion. Indeed, the tumble motion

stores the kinetic energy generated during the intake. During compression, the

rotational motion − or tumble − is compressed and breaks down into small-scale

turbulent fluctuations shortly before ignition, increasing turbulence. The increased

turbulence wrinkles the flame, which increases the burning rate and reduces the

combustion duration.

• Swirl is a rotational flow around the cylinder axis, which is typical of Diesel engines.

This flow is created during the intake stroke, thanks to the intake ducts oriented

tangentially to the cylinder. The swirl is then partially dissipated by wall friction and

fuel injections.

• Swumble is a combination swirl and tumble. It offers the opportunity to be compat-

ible with variable distribution systems. It allows reaching high turbulence levels at

TDC even with very early or late closure of the intake valves.
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Fig. 3.2 Illustration of some aerodynamic characteristics of a tumble type flow [15].

Up to now, the tumble motion is the most used in SI engines. Figure 3.2 illustrates

some aerodynamic characteristics of a tumble flow. Several phenomena characterize the

generation of the tumble motion. The flow is turbulent with a Reynolds number between

10,000 and 30,000 [115] and time-varying. The flow generated downstream of the intake

valve gives rise to a turbulent jet flow with a turbulent free shear [49]. The resulting flow

deflects on the cylinder liner and thereby interacts with the boundary layers [60, 79].

3.5.2 Cycle-to-Cycle Variations (CCV)

ICE development faces a strongly limiting issue, namely Cycle-To-Cycle variations (CCV).

This phenomenon refers to the significant change in the overall flow characteristics from

one cycle to another. That means that different flow conditions may occur at the same

crank angle of consecutive cycles.
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Fig. 3.3 Cycle variability of the tumble ratio in the non-reacting Darmstadt engine obtained from a
LES performed in Section 7.3.2.3.

Figure 3.3 shows an example of these variations for the tumble ratio, which was calcu-

lated as the ratio of the flow angular speed about the perpendicular axis to the tumble at

the center of mass of the cylinder over the engine crankshaft angular speed, found in a LES

of a non-reacting optical engine. A significant variation in the tumble characteristics can

be observed from one cycle to another. Several studies showed that these CCV can cause

losses in efficiency or, at worst, critical operating states (knock) [51]. There have been on-

going experimental studies to understand the occurrence of CCV in SI engines [51, 73, 100,

121]. It is proven that these variations are the consequences of the interaction of multiple

phenomena. The in-cylinder aerodynamics, air-fuel mixture, mixture velocity differences

near the spark plug and variations of spark discharge characteristics are amongst them.

Indeed, the interaction of all these phenomena is not yet fully understood. Therefore, we

still do not know the appropriate countermeasures to avoid their occurrence altogether.

3.5.3 Overview of RANS and LES simulations of ICE

In the frame of ICE, RANS provides phase-averaged flow quantities, which is sufficient for

assessing stable and repeatable operating points. RANS has been used to evaluate specific

ICE components or even the whole engine [35]. In [108], Qi et al. used RANS simulations

to optimize the intake port design of a SI engine, increasing the tumble ratio by 20% during
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intake. Comparisons between experimental findings and numerical results exhibit good

agreement either for spark-ignited engines [8] or for compression ignited engines [22].

Nevertheless, due to its averaged nature, RANS can hardly capture phenomena such as

CCV, even if recent work suggests that RANS could be relevant for a qualitative assessment

[117].

Alternatively, LES offers significant advantages over RANS modeling approaches. By

resolving the large eddies, LES accurately predicts unsteady phenomena such as the

occurrence of knock and CCV [5, 13, 32, 49, 75, 93, 94, 114, 115]. Nonetheless, the use of

LES is still limited in industrial applications due to its high computational cost, especially

near the wall boundaries (see Section 3.3.3). LES is also constraining when it comes

to obtaining averaged flow quantities in ICE. Since LES provides instantaneous flow

fields, statistical averaging requires to simulate many cycles, which increases the overall

simulation time.

Wall-modeling (WMLES) significantly decreases the computational cost of LES by

using wall-functions to model boundary layers (see Section 3.3.3). Nevertheless, WMLES

in ICE flows has shown limited accuracy in predicting wall fluxes (of both shear and heat)

[.2017, 96]. One of the reasons for this is the inconsistency between the resolved LES fields

and the wall-functions, which were generally developed to provide statistically averaged

quantities for RANS. Besides that, Ma et al. [79] have shown that, during compression, the

boundary layer enters a state of non-equilibrium in which the standard wall-functions

fail to predict the wall shear stress. These wall functions also showed a grid-dependent

character if the first mesh node was situated used outside the viscous sublayer [60, 79].

The author also proposed a non-equilibrium wall-function, which reduced the relative

error of wall fluxes to less than 20% compared with the experimental findings.

Apart from the near-wall mesh resolution constraint, the stringent grid requirement

in LES is also related to the Kolmogorov hypothesis used in several subgrid models [31,

115]. The use of turbulence models that resolve more information about turbulence,

such as two-equation models [66] or ultimately RSM models [26], can help solving large

eddies that may embody some of the energy containing vortices (VLES). Hence, these

models can resolve turbulent scales in relatively coarse meshes, reducing the simulation

computational cost [115].

Another practical disadvantage of 0−equation LES models (algebraic models) is that

they do not provide subgrid turbulent kinetic energy, which is often used for combustion,

scalar mixing, and spray models [115].
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3.5.4 Hybrid RANS/LES models applied to ICE

Hybrid RANS/LES methods offer a favorable response to the weaknesses of RANS and LES

mentioned in Section 3.5.3. These methods use RANS where LES is too expensive or not

necessary. They often model the subgrid scales using transport equations of turbulent

quantities, making it possible to resolve large eddies with a relative coarse mesh.

3.5.4.1 Zonal approaches

In a zonal approach, the user splits the computational domain into different zones and

manually selects the turbulence model for each one. The moving wall boundaries and

time-varying flow in ICE make the use of zonal approaches difficult. Few studies used

zonal approaches in ICE flows up to now. Keskinen et al. used the HLR zonal approach

[54] to simulate a cold flow engine-like configuration with moving piston [60, 95]. The

model combines the low Reynolds k −ε [78] for RANS with the σ subgrid model [97] for

LES zones. The RANS-LES interface was defined using a non-dimensional wall-normal

distance of y+ = O(100). Results in terms of mean and rms velocity and heat transfer

showed good agreement with DNS and were found to be more accurate than with WMLES.

The same model was applied to investigate the origins of CCV and their effects on the

combustion in a lean-burn SI engine [40, 41].

3.5.4.2 Seamless approaches

Seamless approaches are easier to use in ICE flows as the model switches between RANS

and scale-resolving modes automatically. One may refer to the comparative study per-

formed by Buhl et al. of some seamless approaches, such as the Scale Adaptive Simulation

(SAS) and Detached-Eddy Simulation (DES) in a two-stroke engine, which consists of

intake and exhaust strokes [13, 14]. Some applications of the seamless approach in ICE

flows are detailed in the following.

Detached-Eddy Simulation (DES)

Up to now, DES is the most used seamless approach in ICE [13, 48–50, 70]. Two-equation

DES uses the same set of equations as RANS models, except for the dissipation term

in the k−equation, which includes a modified length scale that activates outside the
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boundary layer and makes the model able to mimic a Smagorinsky LES subgrid model

[122]. The dissipation term depends on the local grid step rather than the integral scales

of turbulence, which is the case in RANS. Travin et al. applied this approach to the k −ω
SST model. The dissipation term in the k−equation was modified to take into account the

DES lengthscale:

εSST =β∗kω= k3/2

Lt
→ εDES = k3/2

LDES
(3.35)

where β∗ = 0.09 and LDES switches between the turbulence integral length scale Lt = k
β∗ω

and grid-dependent length scale cDES∆ as,

LDES = mi n(Lt ,cDES∆) (3.36)

cDES = 0.65 is a coefficient calibrated so that DES exhibits the same turbulent dissipation

as the Smagorinsky subgrid model in a Homogeneous Isotropic Turbulence. Nonetheless,

several studies using DES outlined some issues:

• Premature boundary-layer separation, also called Grid Induced Separation (GIS)

[87]: for fine grids, the switch from RANS to LES can take place somewhere inside

the boundary layer. This phenomenon leads to the underestimation of the turbulent

viscosity in the boundary layer, which provokes a premature separation [87].

• Grey area between RANS and LES regions: high viscosity of RANS can propagate

to the LES region, resulting in a non-physical delay in the development of resolved

eddies.

• Log-layers mismatch: the application of DES in a channel flow showed that if the

RANS-to-LES transition occurs in the log layer, its results in the two mismatched log

layers — one from the RANS branch, and the other from the LES branch.

This phenomenon leads to the misprediction of the velocity in the logarithmic layer

[24].

Different efforts have been devoted to improving DES models, such as the Delayed-

DES (DDES) [45]: in order to prevent grid-induced separation, shielding functions are

introduced, which aims at protecting the boundary layer from the LES mode by delaying

the transition between RANS and LES. The shielding function adjusts the thickness of

the RANS region to a large portion of the boundary layer. However, due to the sudden

RANS-LES transition, the log-layer mismatch problem remains.
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This approach has shown satisfactory results in various applications. Krastev et al.

[70] used DES in the steady flow rig (see Section 5.6.3.2). The SST DES formulation

was applied to the tumble engine (presented in Section 6) to investigate the formation

and compression of a tumble motion [50]. Hasse et al. [48] examined the SST DES

on a fine mesh. It examined its predictions in terms of CCV, mean and rms velocity

fields in a motored single-cylinder engine, showing good agreement with experimental

findings. Further investigations of DES by the same authors [49] showed competitive

results compared to LES in realistic ICE geometries. Nevertheless, the issues related to the

RANS-LES transition uncertainties were not investigated.

Zonal-DES (ZDES)

The Zonal-DES (ZDES) [25] is despite its name is a seamless approach that has been

substantially investigated by Krastev et al. in ICE applications. The particularity of ZDES

compared to other DES approaches is that is allows the user to impose the RANS mode

in chosen regions irrespective of the mesh. The particularity of ZDES compared to other

DES approaches is that is allows the user to impose the RANS mode in chosen regions

irrespective of the mesh. ZDES based on the RNG k − ε RANS model [99] and DES of

Krastev et al. [70] was investigated in engine-like geometries in [67–69, 71, 72]. Results in

terms of mean and rms velocity were satisfactory. The RANS and DES modes have been

successfully activated thanks to their manual prescription.

Scale Adaptive Simulation (SAS)

SAS aims to enhance RANS models’ ability to resolve large-scale motions (such as sepa-

rated flow regions) by using a source term in the ω-equation that decreases the turbulent

viscosity where resolved vortices are detected, i.e., when RANS locally switches to URANS

(Unsteady RANS). The presence of resolved vortices is detected using the Von-Karman

lenghtscale [90]:

LvK = κ
√

2Si j Si j√
∂2U i

∂x2
k

∂2U i

∂x2
j

(3.37)

The von-karman lengthscale is used in a source term QS AS in the ω−equation of the k-ω

SST model [88] (see Appendix 8.2):

QS AS = max[ρξ2κS2(
Lt

LvK
)2 −C

2ρk

σΦ
max(

1

ω2

∂ω

∂x j

∂ω

∂x j
,

1

k2

∂k

∂x j

∂ω

∂x j
),0] (3.38)
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where ξ2 = 3.51, σΦ = 2/3, C = 2, S =√
2Si j Si j and Lt = k3/2

ε
is the characteristic turbulent

length scale. SAS decreases the turbulent viscosity in URANS regions, according to the

following process [24]. LV K gets small values in URANS regions, increasing QS AS . The

source term increases ω, which in turn decreases the turbulent viscosity νt , helping the

model to resolve a larger portion of large-scale motions.

In SAS, the grid size does not appear in the formulation. Hence, this model is rather

considered a scale-resolving URANS model than a hybrid RANS-LES method [116].

Results of SAS in ICE configurations [13, 14, 16, 17] showed improvements compared

to RANS models in terms of mean and rms velocity predictions. The relatively low flow

instabilities within the intake and exhaust ports almost make SAS operate in RANS entirely

within these regions [13]. In the combustion chamber, it has been shown that SAS is fully

capable of capturing CCV and large-scale motions [16]. Imberdis et al. [53] performed a

comparative study of SAS with experimental findings and DES in a 1.6 l Volkswagen Fuel

Stratified Injection.

Very Large-Eddy Simulation (VLES)

VLES is a seamless approach that transforms RANS to Hybrid RANS/LES models by adding

a damping function to the Reynolds stresses. The damping function reduces the Reynolds

stresses of RANS in regions where the mesh resolution is sufficient to resolve a part of the

instantaneous turbulent spectrum:

τV LES =ατR AN S (3.39)

where α is an empirical damping function defined as [124]:

α= [1−exp(−β ∆
Lk

)]n (3.40)

β and n are modeling parameters, ∆ is the grid spacing and Lk is the Kolmogorov length-

scale. If Lk
∆ tends to 0 then α is zeroed and the simulation operates in DNS mode. At

the other limit (l i m Lk
∆ →+∞ ), the RANS Reynolds stresses are recovered and the model

operates in RANS. Between the two limits, the model resolves a part of the turbulent scales.

Nevertheless, this model presents some issues related to the damping function, such as

[116]:
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• the model is unable to operate in RANS simulation unless the mesh in unreasonably

coarse.

• the original damping function is too diffusive in the LES region [46]. Therefore,

VLES does not ensure to provide the real LES modeling as provided by LES subgrid

models.

Alternative formulations of the damping function have been proposed to tackle these

issues, and have been applied to simulate in-cylinder flows. They showed improvements

with respect to RANS in terms of the predictive capabilities of the mean and rms velocity

fields in the compressed tumble engine [10] and in the Darmstadt engine [6] [20]. Fur-

ther improvements of VLES for engine flows were proposed in the so-called Dynamic

Length-Scale Resolution Model (DLRM) [102, 133]. DLRM was applied in the compressed

tumble. The mean and rms velocity fields were compared with PIV findings, and RANS

and LES results. The results of DLRM in a relative coarse mesh provided reasonably good

predictions of both mean and rms velocities that have be found fairly similar to LES and

better than RANS. The grid dependency of the results has also been investigated showing

enhancements in the prediction of the simulation.

Partially averaged Navier-Stokes (PANS)

The PANS approach uses an undefined partial filtering operator which separates the flow

in two parts. Each flow quantity expresses as the sum of the resolved scales and unresolved

scales f = fr es + fu .

PANS [44] is based on the definition of the two ratios fk = ku
k and fε = εu

ε , which are the

ratio of unresolved to total turbulent energy and the ratio of unresolved to total dissipation,

respectively. By definition of the PANS approach, this two ratios are constant in the flow

domain. Therefore, the equations for ku and εu are simply derived by using ∂ku
∂t = fk

∂k
∂t

and ∂εu
∂t = ∂ε

∂t , which yields:
∂
∂t ku +U j

∂
∂x j

ku = Pu −εu + ∂
∂x j

[(ν+ νt
σk,u

)∂ku
∂xi

]

∂
∂t εu +U j

∂
∂x j

εu = Cε1P̃u
εu
ku

−C∗
ε2
ε2

u
ku

+ ∂
∂x j

[(ν+ νt
σku

)∂εu
∂xi

]
(3.41)

the only parameters that differ from RANS equations are Cε2 and σku,εu , which are com-

puted dynamically:

C∗
ε2 =Cε1 + fk

fε
(Cε2 −Cε1);σku,εu = σk,ε f 2

k

fε
(3.42)
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Cε1 and Cε2 are the parameters of the k −ε model. C∗
ε2 takes into account the resolution

parameters fk = k
ku

and fε = ε
εu

is assumed equal to one according to the assumption that

the resolved dissipation is negligible [63].

In the original formulation [44], fk was considered a constant, by definition of the

approach. However, in order to make possible a switch from a RANS to a LES mode in

different regions, fk is estimated during the computation by comparing the grid step to

the integral length scale of turbulence [43], and the additional terms that should appear

in Equation (3.41) due to the spatial derivatives of fk are neglected.

Investigations of PANS predictions in ICE have been briefly addressed in a relatively

coarse mesh in [43] predicting CCVs with a relative error of 30% as compared to the

experimental findings.



Part II

Development of a hybrid RANS/LES

model for ICE flows





Chapter 4

Improvement of the HTLES model for

wall-bounded flows

4.1 Introduction

The development of hybrid turbulence models faces numerous challenges. The proposal

of a theoretical justification of the coexistence of RANS and LES which are of different

nature, as well as the development of a versatile model able to switch its modeling ap-

proach to RANS, VLES and LES automatically, are amongst them. The Hybrid Temporal

LES (HTLES) [80] was developed within this context. It converts any RANS model to a

hybrid model by modifying its set of equations using the statistical multiscale approach

in the frequency time domain, offering several advantages. First, in the time domain

LES expresses using temporal filtering, namely Temporal-LES (TLES) (see Section 3.3.2)

[106]. An interesting feature of filtering in the time domain is that the LES solution, which

consists of a temporally filtered quantity, is consistent with RANS in stationary turbulence,

since in this case the Reynolds average is equivalent to a temporal average [38]. Second,

the derivation of the equations of the modeled scales in the frequency domain allows

modeling complex turbulence processes, which makes the model able to perform RANS,

VLES, and LES.

This Chapter is organized as follows. First, the theoretical framework of hybrid

RANS/TLES models is introduced. Second, details of the HTLES model used in this

study and its implementation in the CONVERGE CFD code are presented. After that,



42 Improvement of the HTLES model for wall-bounded flows

the focus is placed on the behavior of HTLES close to the walls, introducing a shielding

function which is adjoined to HTLES so that RANS is systematically used in these regions.

Finally, a validation of HTLES in a channel flow is provided.

4.2 Hybrid RANS/Temporal-LES approach

4.2.1 Introduction

The coexistence of RANS and LES fields in hybrid RANS/LES models raises a conceptual

weakness, as they use operators of different nature, the statistical operator and a spatial

convolution filter, respectively. Concerning the latter, the linkage with RANS is only

meaningful in the case of statistically homogeneous turbulence, as the spatial filter tends

to the statistical average when the spatial filter width goes to infinity[37].

In contrast, in statistically stationary turbulence, the statistical average is equivalent

to a temporal average (ergodicity hypothesis) such that it is the limit of the temporal filter

when the temporal filter width goes to infinity [38]. Accordingly, the linkage between

RANS and LES can be rigourously justified by using the Temporal LES (TLES), which

uses temporal filtering to separate the resolved and modeled turbulent scales rather

than spatial filtering [19]. Within this context, Fadai-Ghotbi et al. [28] proposed the first

seamless hybrid RANS/TLES model, the so-called Temporal-PITM, which is an adaption of

the Partially Integrated Transport Model (PITM) [21, 118] to the temporal filtering context.

4.2.2 Turbulence spectrum in the time domain

In Section 2.2, the turbulent cascade of the Homogeneous Isotropic Turbulence (HIT)

was described in the wavenumber space. Tennekes [126] showed that the turbulence

spectrum in the wavenumber and frequency domains are equivalent, meaning the tur-

bulence cascade process can be similarly described in the frequency time domain. For

homogeneous isotropic turbulence, within the inertial subrange, the turbulent energy

spectrum expresses according to the Kolmogorov hypothesis in terms of wavenumber κ

as:

E(κ) =Cκε
2/3κ−5/3 (4.1)

where the Kolmogorov constant Cκ is around 1.5.
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The Kolmogorov spectrum can be transposed to the frequency time domain using the

developments performed by Tennekes [125] who showed that the frequencies observed at

a fixed point (Eulerian description) are related to the advection (sweeping) of small scales

by large scales. Therefore, the frequency of a turbulent fluctuation ω can be related to its

corresponding wavenumber using the dispersion relation:

ω=Usκ , (4.2)

where the sweeping velocity Us is the estimate of the convection velocity due to the

energetic eddies [125]:

Us =U +γ
p

k, (4.3)

where U is the local mean velocity magnitude, γ is a coefficient fixed at 1, k is the total

turbulent kinetic energy. The turbulence temporal spectrum is obtained by a change of

the variable κ using the dispersion relation in:

dk = E(κ)dκ= ET (ω)dω , (4.4)

yielding the equilibrium Eulerian spectrum:

ET (ω) =Cκε
2/3U 2/3

s ω−5/3 . (4.5)

In HIT, the mean flow velocity is zero, reducing Us to:

Us =
p

k . (4.6)

Hence, the turbulence Eulerian spectrum of HIT in the frequency domain expresses as:

ET (ω) =Cκε
2/3k1/3ω−5/3 . (4.7)

4.2.3 Temporal-PITM

The T-PITM [28] is a seamless hybrid RANS/TLES approach based on a splitting of the

turbulence spectrum in the frequency domain. It consists in splitting the frequencies into

three parts as illustrated in Figure 4.1:
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.

Fig. 4.1 Decomposition of the turbulence spectrum according to the T-PITM approach [28]

• [0,ωc ] comprises the frequencies of the resolved turbulent fluctuations.

• [ωc ,ωd ] and [ωd ,∞] comprise the frequencies of the unresolved turbulent fluctua-

tions. Their effect upon the resolved frequencies is modeled.

ωc is the cutoff frequency, which separates the resolved and the modeled frequencies of

turbulence. ωd is a frequency taken large enough so that the turbulence energy contained

in [ωd ,∞] is negligible.

In the T-PITM method, the resolved frequencies are treated in a similar way to TLES,

meaning that they are resolved by the simulation using a temporal filter, which filter

width is controled by ωc . The unresolved frequencies correspond to the high frequencies

(ω>ωc ) that are filtered-out by the temporal filter, namely the subfilter scales s f s (the

modeled scales).

The governing equations of the unresolved frequencies are derived using integrations

of the Eulerian temporal energy spectrum over [ωc ,ωd ] and [ωd ,∞] [28] in a similar way

to the statistical multiscale approach[57, 119], yielding equations that are similar to the

incompressible k −ε RANS model:
∂ks f s

∂t
+Ũ j

∂ks f s

∂x j
= Ps f s −ε+Ds f s

∂ε

∂t
+Ũ j

∂ε

∂x j
= Cε1

ε

ks f s
Ps f s–C∗

ε2
ε2

ks f s
+Dεs f s

, (4.8)
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where ks f s is the subfilter turbulent kinetic energy, Ũ j is j − th component of the resolved

velocity, Ps f s and Ds f s are the subfilter parts of the production and diffusion of the total

turbulent kinetic energy. ε is the turbulent dissipation rate, and Cε1 = 1.44.

The only difference with the k −ε RANS model concerns the coefficient Cε2 in the de-

struction term of the ε−equation (equal to 1.92 in RANS), which is dynamically computed

using C∗
ε2 = (Cε2−Cε1)r +Cε1, allowing to control the level of the subfilter turbulent kinetic

energy ks f s and thus the transition from a RANS to a LES behavior. The main parameter

is the enery ratio r = ks f s

k , the average of the subfilter turbulent kinetic energy to total

turbulent kinetic energy, which is equal to 1 in RANS regions and less than 1 in LES regions.

This ratio is linked to the cutoff frenquency ωc in a way that will be detailed in Section 4.3.

Among the benefits of T-PITM is the ability to resolve turbulent fluctuations without

the constraint of ωc being placed in the inertial subrange of the turbulence energy spectra

as it is required in TLES, allowing to perform Very Large-Eddy Simulation (VLES).

Nevertheless, the indirect control of the subfilter stresses through ε showed some diffi-

culties to sustain the resolved turbulent fluctuations, also called the pseudo-laminarization,

during the computation of some flows, such as the flows that are not dominated by the

Kelvin-Helmholtz instability [34].

4.2.4 The Hybrid Temporal-LES approach (HTLES)

Friess et al. [34] proposed a solution to reduce the pseudo-laminarization issue in the

TPITM method by deriving an equivalent approach in which the control of the subfilter

turbulent kinetic is directly operated via the dissipation term in the turbulent kinetic

energy in the same spirit as for the Detached-Eddy simulation (DES) method [130], the

so-called Hybrid Temporal LES (HTLES) approach:
∂ks f s

∂t
+Ũ j

∂ks f s

∂x j
= Ps f s −ψε+Ds f s

∂ε

∂t
+Ũ j

∂ε

∂x j
= Cε1

ε

ks f s
Ps f s–Cε2

ε2

ks f s
+Dε

, (4.9)
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where ψ is the coefficient which is added to the dissipation term to control the part of the

subfilter turbulent kinetic energy. ψ is defined as:

ψ= ks f s

T ε
(4.10)

As mentioned above, this modification of the form of the system of equations aims to avoid

pseudo-laminarisation problems, while maintaining the essential properties of the model,

i.e. keeping the same control of the energy partition between the resolved and unresolved

parts. One can think that if both systems are based on the same underlying RANS model

(for example, here, a k −ε model) and give the same energy partition, their solutions will

be very close to each other, especially at the statistical level. This idea was expressed by

Friess et al.. [34] in the form of the following postulate: "Two hybrid approaches based

on the same closure, but using a different method of control of the energy partition, yield

similar low-order statistics of the resolved velocity fields provided that they yield the same

level of subfilter energy.”

By definition [34], two approaches are called H−equivalent (H for hybrid) if they

provide the same level of ks f s for the same filter width, and if they tend to the same RANS

model when the filter width tends to +∞.

In order to establish an equivalence between HTLES and TPITM, the perturbation

method was used [6]. This method consists in introducing a small perturbation to the

energy control parameter in the system of equations of each of the two methods. In

TPITM, the perturbation corresponds to δC∗
ε2 while in HTLES it corresponds to δψ. It is

then possible to study for the two systems what is the infinitesimal variation δks f s of the

subfilter turbulent kinetic energy induced by these variations in the parameters. Using

this method, Friess et al. [34] demonstrated, in some simplified situations, that HTLES is

equivalent to TPITM if the time-scale T is defined as :

T = r

1+ (Cε2
Cε1

−1)(1− r
Cε1
Cε2 )

k

ε
. (4.11)
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4.3 The HTLES approach based on the k −ω SST model

4.3.1 Governing equations

In this study, HTLES is based on the k −ω SST model[88], as proposed by Tran et al. [129].

The formulation here is adapted to the compressible flows:

∂

∂t
(ρks f s)+ ∂

∂xi
(ρŨi ks f s) = P̃s f s −ρβ∗ ks f s

T
+ ∂

∂xi
[(µ+σµs f s)

∂

∂xi
ks f s)]

∂

∂t
(ρω)+ ∂

∂xi
(ρŨiω) = α

1

νt
P̃k −β∗kω2 + ∂

∂xi
[(µ+σωµt )

∂ω

∂xi
)]

+2(1−F1)ρσω2
1

ω

∂k

∂xi

∂ω

∂xi

, (4.12)

Details of the k −ω SST model are provided in Appendix 8.2. HTLES uses the same k −ω
SST model equations except the dissipation term in the k−equation which is computed

using ρβ∗ ks f s

T rather than ρβ∗kω in RANS.

The time scale T is given by Equation (4.11) in which the turbulent dissipation rate

corresponds to ε=β∗k s f sω, the total turbulent kinetic energy k is the statistical average

of the sum of the resolved kinetic energy kr es and the subfilter kinetic energy ks f s :

k = ks f s +kr es , (4.13)

where kr es is defined as:

kr es = 1

2
(Ũi −Ũi )(Ũi −Ũi ). (4.14)

The subfilter stresses are approximated using the Boussinesq relation:

τi j − 2

3
ks f sδi j = 2νs f sSi j , (4.15)

where νs f s is the subfilter viscosity of the modeled scales, Si j is the resolved strain rate

tensor.

The energy ratio r is linked to the cutoff frequency ωc using [129]:

r = min

(
1,

1

β

(
Usp

k

) 2
3
(
ωc k

ε

)− 2
3

)
, (4.16)



48 Improvement of the HTLES model for wall-bounded flows

where β is a constant fixed at 0.667, calibrated in order to exhibit the correct amount of

dissipation in the case of decaying homogeneous turbulence [129]. Equation (4.16) was

derived using the integration of the Equilibrium Eulerian (see Equation (4.5)) spectrum

over the unresolved frequencies [ωc ,∞] [129]:

r = 1

k

∫ +∞

ωc

Cκε
2/3U 2/3

s ω−5/3dω . (4.17)

The upper-bound was added to in order to avoid wrong values of r were the equilib-

rium assumption is not valid such as in the near-wall regions.

r allows the model to vary locally and seamlessly from RANS, i.e, r = 1, in this case

T → k
ε we retrieve RANS equations, to LES if r < 0.2. r > 0.2 means that less than 80% of

the total turbulent kinetic energy is resolved indicating to the model to operate in VLES

[104].

The cutoff frequency ωc is chosen as the highest frequency that can be represented by

the numerical scheme:

ωc = mi n(
π

d t
,
Usπ

∆
) (4.18)

• The first cutoff frequency π/d t corresponds to the Nyquist frequency related to the

time step d t .

• The second cutoff frequency is imposed by the spatial resolution∆= max(d x,d y,d z),

since the highest frequency that can be observed in a computation is the Eulerian

frequency of the smallest resolved eddies [125] Usπ
∆ , where the sweeping velocity

Us = Ũ +γpk.

The HTLES approach controls the resolved turbulent fluctuations directly in the k−equation

using the energy ratio r , which depends on the spatial and the temporal resolutions

throughωc . Such an approach can lead to a model where the RANS-LES transition strongly

depends on the mesh, yielding to a transition that can occur too close to the walls [29].

Section 4.4 aims to adjoin a shielding function to HTLES so that RANS is systematically

activated at the walls, and that the RANS-LES transition depends on the wall-distance

rather than r .
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4.3.2 Implementation in the CONVERGE CFD code

4.3.2.1 Presentation of the CFD code

HTLES has been implemented in the CONVERGE code [112], which is widely used for ICE

simulations. CONVERGE is a cell-centered code using the finite-volume method to solve

the equations for compressible flows.

Mesh management

CONVERGE includes a mesh module that generates the mesh internally during the

simulation. The mesh is generated using a Cartesian mesh block, the grid spacing of

which is specified by the user for each direction (d x, d y , d z). The geometry is immersed

in the Cartesian block and the cells at the geometry surfaces are trimmed using a cut-cell

technique developed by Senecal et al. [120]. As shown in Figure 4.2, the trimmed cells with

a volume of less than 30% of their adjacent Cartesian cell are paired together, resulting in

a single node.

Cut cell Cell pairing

Fig. 4.2 Illustration of the cut-cell technique (encircled by the red line) and cell paring in CON-
VERGE [112].

CONVERGE offers the possibility to refine the mesh for specified regions either perma-

nently or during finite periods of time. Nevertheless, the refinement options are limited.

Indeed, CONVERGE only applies refinements ratios by powers of 2 , i.e., d xr e f i ned = d x/2n

where n is an integer specified by the user. Furthermore, CONVERGE uses isotropic mesh
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refinement, which means that any refinement is systematically applied to all three direc-

tions: 
d xr e f i ned = d x/2n

d yr e f i ned = d y/2n

d zr e f i ned = d z/2n

, (4.19)

Isotropic mesh refinement is limiting in situations where the mesh refinement is only re-

quired in a specific direction. This is particularly true for the resolution of boundary layers

in RANS, which only requires a stringent mesh refinement in the normal direction of the

wall. In general, boundary layer resolution using isotropic mesh refinement dramatically

increases the total number of cells. Therefore, all simulations in the present thesis use

wall modeling.

For stationary geometries, CONVERGE generates the mesh once at start of the simula-

tion et repeats the process at each applied or removed refinement.

For moving geometries, CONVERGE generates the mesh at each time step by using the

method mentioned above. Details about how new cells resulting from a moving wall are

treated are not released.

Numerics

The pressure-velocity coupling is achieved using a modified Pressure Implicit with Split-

ting of Operator (PISO) method [ISSA198640]. The convection and diffusion terms are

approximated by second-order central differencing, and they are advanced in time using

the first-order implicit Euler time scheme. The Redlich-Kwong equation of state [109] is

used for gas to couple the density, pressure and temperature.

All computed variables values are stored at the cell centers (collocated grid). The

use of colocated quantities can result in a decoupling of the pressure and velocity. This

decoupling can produce fluctuations in the pressure and velocity solution that appear in

a checkerboard pattern. The Rhie-Chow [111] interpolation scheme is used to prevent

pressure and velocity decoupling and checkerboarding effects.

A step-flux limiter is applied to convective fluxes in order to prevent nonphysical

oscillations (also known as "wiggles") that can appear when the second-order differencing

scheme is used. It detects where the wiggles occur and downgrades locally the spatial
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scheme to the first-order upwind scheme which is more stable numerically:

fcen,l i mi ted = fup +ψ( fcen − fup ), (4.20)

where fcen corresponds to flux of the central differencing scheme, fup is the flux of the

upwind scheme, and fcen,l i mi ted is the limited flux. ψ is the flux limiter. For example for

the velocity Ui , if:

|(Ui −Ui−1)− (Ui+1 −Ui )| < monotone_tol er ance

ψ= 0 else ψ= 1.

where i indicates the cell, i +1 is the cell to the right, i −1 is the cell to the left, and

x is the spatial location. The parameter monotone_tol er ance defines the threshold at

which the limiter is activated.

4.3.2.2 Implementation of HTLES

HTLES was implemented by modifying the dissipation term of the k−equation of the

Shear Stress Model (SST), which is already available in CONVERGE:

Modeling approach RANS SST HTLES

Dissipation term −β∗ρkω −ρks f s

T

The time scale T used in the dissipation term is computed at each time step and each

cell using Equation (4.11), and the energy ratio r is controled by Equation (4.16).

The statistically averaged quantities in Equations (4.11) and (4.16) can be calculated

using time averaging. Nevertheless, we chose to approximate them using an exponential

temporal filter [106], as the statistical average is the limit of the temporal filter when the

filter width goes to infinity in stationary flows [37]. This filter was chosen because it could

be adapted to ICE cyclic flows by using it as a moving average. Further details of the

exponential temporal filter and its adaption for cyclic ICE flows are provided in Section

5.5.
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Each mean quantity in HTLES is calculated by resolving the differential form of the filter:

d f

d t
= 1

Tw
( f − f ) , (4.21)

where f is the quantity to be time filtered, f is the time filtered quantity. The temporal

filter width Tw is the time period over which the past solutions are weighted. It should

be long enough so that f tends to its average. In our simulations Tw was chosen equal to

the simulation runtime t . This results in a simulation that takes place in two phases: it

begins with a transitional phase during which the model adjusts its inputs by collecting

the averaged quantities, then it enters a second phase from which the model inputs are

established and the results can be exploited.

It worth noting that the exponential temporal filter is used to approximate the mean

quantities in the model and does not have any relationship with the temporal filtering

framework of HTLES.

4.4 Development and validation of a shielding to enforce

RANS at walls

4.4.1 The elliptic shielding

With HTLES in wall-bounded flows using Equation (4.16), the energy ratio r strongly

depends on the grid resolution (through ωc ). Therefore, depending on the mesh, the

RANS-LES transition can occur too close to the wall as shown by Figure 4.3.
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Fig. 4.3 Channel Flow: Profile of the energy ratio r along the wall-normal direction.

This phenomenon results in the reduction in the subfilter viscosity in the RANS region,

which degrades the RANS model. This can lead to poor flow prediction in this region, such

as premature boundary layer separation, also known as Grid Induced Separation (GIS)

[122]. The shielding functions were introduced in this context. They aim to protect the

RANS region by ensuring RANS at the walls and moving the RANS-LES transition away

from the walls.

Accordingly, in the same way as the PITM approach [29], a shielding function α based

on the elliptic blending theory [82] is added to r such that the RANS-LES transition is

controled by the wall-distance rather than the cutoff frequency ωc :

r = min

(
1,(1−α2)+α2 1

β

(
Usp

k

) 2
3
(
ωc k

ε

)− 2
3

)
, (4.22)

α is equal to zero at walls which makes HTLES operate in RANS, and it goes smoothly

to unity with the wall-distance so that the energy ratio given by Equation (4.16) is used far

from walls. α is the solution of:

α−L2
s f s∇2α= 1, (4.23)
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Ls f s is the modeled length scale:

Ls f s =CLmax

k
3
2
s f s

ε
,r

3
2 Cη

ν
3
4

ε
1
4

 . (4.24)

Ls f s controls the shielding thickness α. CL is set to 0.161 according to [29]. In order

to define a shielding thickness that is weakly dependent on the mesh, we chose to set

Ls f s through Cη. Indeed, Cη is associated with the Kolmogorov lengthscale which is

grid-independent.
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Fig. 4.4 Channel Flow: Profiles of α2 over the altitude for three different values of Cη.

Figure 4.4 shows the profiles ofα2 along the wall-distance yielded by three simulations

with different values of Cη in a channel flow (described in Section 4.4.2). For Cη = 80, the

shielding thickness in wall-units is approximately equal to 100, while for Cη = 320 and

Cη = 400, it is almost equal to 250. HTLES of the channel flow using a thick shielding

showed that the simulation degenerates everywhere in RANS. Therefore, we chose Cη = 80

in order to have a relatively thin shielding helping to prevent this phenomenon.

Further analysis of the effect of the shielding will be examined the following Section.
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4.4.2 Validation in a Channel Flow

4.4.2.1 Presentation of the configuration

The configuration consists of a flow at a constant pressure gradient between two infinite

parallel walls, as schematized in Figure 4.5.

Fig. 4.5 Channel Flow: Illustration of the configuration.

Except for the pressure, the flow is periodic in the x-direction. A streamwise source

term equal to 176 Pa/m is added to the momentum equation in the x-direction in order to

sustain the flow.

Parameter Value

Fluid Air

Temperature [K ] 320

Pressure [atm] 1

Channel half height δ [mm] 12.5

Table 4.1 Channel Flow: Main specifications.

The Reynolds number based on the friction velocity uτ is 1,000 and the reference data

are extracted from DNS (Lee and Moser [77]). Further details of the configuration are

summarized in Table 4.1.

The shear-stress at the cells adjacent to the walls is computed using the automatic wall

function for RANS and HTLES [86] and the Werner and Wengle wall function [131] for LES.

The streamwise boundaries use periodic boundary conditions. For the spanwise

boundaries, the configuration assumes that the channel’s width is very large. The use of
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periodic boundary conditions for spanwise boundaries enable to reproduce such con-

figurations in a reduced domain’s width. Nevertheless, in the used CONVERGE version

the periodicity can only be defined in one direction. As periodicity is already used for

the streamwise boundaries, we had to find an alternative to periodic conditions for the

spanwise boundaries. For this purpose, we tested slip walls in a computational domain

with a width equal to twice the channel height in order to reduce the impact of the bound-

ary conditions on the simulation results. This alternative was validated by examining

the results of HTLES in this configuration, knowing that in channel flows, the flow is

statistically homogeneous in the spanwise direction.

Fig. 4.6 Channel Flow: Contours and iso contours (white lines) of the mean axial velocity yielded
by HTLES at a streamwise plane cut of the domain.
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Fig. 4.7 Channel Flow: Profile of the mean axial velocity over the spanwise direction at centerline
yielded by HTLES.

Figure 4.6 shows the isocontours of the mean axial velocity in a streamwise plane.

The isocontours are quasi parallel showing a quasi homogeneous mean velocity in the

spanwise direction. Nevertheless, Figure 4.7 shows that some velocity fluctuations appear

close to the spanwise boundaries. They are suspected to be provoked by the anisotropic

instantaneous velocities that are blocked by the spanwise boundaries. Furthermore, the

mean axial velocity slightly varies in the core region that is also suspected to be the result

of inevitable effects of the spanwise boundaries. Another test not presented here, using a

domain width equal to three times the channel height, did not significantly reduce these

problems. As this computational cost significantly increased with no real enhancement,

we decided to keep the domain with a width that is two times larger than in DNS.

The simulations are performed on a mesh which contains Nx×Ny ×Nz = 500×50×100

hexahedra with a uniform distribution, yielding a mesh composed of 50 cells in the wall-

normal direction. It should be noted that the boundary layer could not be resolved due

to the limitations induced by the mesh management in CONVERGE (see section 4.3.2.1).

Indeed, CONVERGE can only apply refinement ratios by powers of 2 that are systematically

applied in all three directions, which dramatically increases the total number of cells if the

mesh is refined to resolve the boundary layer. Therefore, the boundary layer is modeled

using wall functions. The height of the cells adjacent to the walls has been chosen to target

y+ = 30 so that it lies in the log layer of the wall functions (see Section 3.2.3).
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The flow is initialized using a coarse DNS, performed on the same grid and using a

first-order upwind scheme to prevent HTLES from degenerating into RANS, which occured

when a statistically averaged velocity field is used for initialization. A physical time of 2 s

was simulated, which corresponds to 200 convective times (tx = Lx
Ubulk

). Mean quantities

are collected over a time period of 180 convective times and are also averaged in the

spanwise direction over a distance equal to the channel height.

4.4.2.2 Results of HTLES

In this section, the impact of the elliptic shielding (ES) on the HTLES predictions is

investigated by comparing the results of two HTLES simulations with and without the ES.
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Fig. 4.8 Channel Flow: Profiles of the energy ratio r along the wall-normal direction.

Profiles of the energy ratio r yielded by each simulation are given in Figure 4.8. Both

simulations give quasi similar profiles for wall-distance larger than y+ > 250. Differences

between the two simulations are observed near the wall. First, the simulation using the ES

exhibits large values of the energy ratio compared to the simulation without ES, shifting

the RANS-LES transition farther from the wall. Second, the energy ratio is forced to unity

at the cell adjacent to the wall which preserves the RANS mode near the wall.
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Fig. 4.9 Channel Flow: Impact of the elliptic shielding on the dimensionless velocity profiles for
the channel flow Reτ = 1,000.

Figure 4.9 shows the dimensionless axial velocity U+ = Ux
uτ

, as a function of the wall

distance in wall units y+ of the channel given by HTLES with and without the elliptic

shielding (ES). The simulation without the ES shows a significant overestimation of the

velocity magnitudes in comparison to DNS. Indeed, in the simulation without ES, the

RANS-LES transition occurs too close to the wall where the mesh is not sufficiently fine to

perform LES, resulting in a misprediction of the flow.

The simulation using the ES yields a velocity profile, which is in better agreement with

DNS in the core region. Nevertheless, the velocity profiles close to the walls show a slight

underestimation, which can be provoked by different reasons, such as the mesh which

is not sufficiently fine to simulate the abrupt RANS-LES transition as indicated by the

energy ratio r . In order to investigate examine this issue, the mesh should be refined in

the boundary layers which we could not perform due to the CONVERGE mesh refinement

limits mentioned in Section 4.4.2.1.

DNS HTLES HTLES with the ES

Flow rate [m3/s] 0.71 0.79 0.69

Relative error εD [%] - +11.0 -2.3

Table 4.2 Channel Flow: Flow rates given by the HTLES with and without the ES.



60 Improvement of the HTLES model for wall-bounded flows

The flow rates yielded by each simulation are listed in Table 4.3. HTLES without the ES

shows a relative error of +11% compared with DNS data, while HTLES with the ES reduces

the relative error to −2.3%.

HTLES without ES HTLES with ES
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Fig. 4.10 Channel Flow: Profile of the streamwise component of the Reynolds stress tensor: re-

solved u
′
x u
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(RES), modeled τxx

+ (SFS) and total T OT = RES +SF S.

The streamwise component of the Reynolds stress tensor given by HTLES with and

without the ES is depicted in Figure 4.10. The Reynolds stress is computed as the sum of:

• the resolved stress:

u
′
xu

′
x

+
= (Ũx −Ũ x)(Ũx −Ũ x)

u2
τ

. (4.25)

• the subfilter stress, which is estimated using the Boussinesq approximation:

τxx
+ = −2νs f s

∂Ũx
∂x + 2

3 ks f s

u2
τ

. (4.26)

The impact of the ES on the streamwise Reynolds stress can be seen in the near-wall

region, where the resolved and the subfilter fluctuations given by the simulation without

the ES are of the same order of magnitude. The scale-resolving mode is activated too

close to the wall due to small values of r (see Figure 4.8). In HTLES with the ES, the

subfilter contribution is increased near the wall and thus the scale-resolving region is

slightly shifted away from the wall. The peak that appears close to the walls is deteriorated

in HTLES with ES since the simulation tends to the RANS mode, which does not reproduce

this peak accurately.
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Although the targeted r plotted in Figure 4.8 goes to 1 at the wall, it is observed in

Figure 4.10 that a significant part of the energy of the streamwise fluctuations is resolved.

These fluctuations are induced by the fluctuating resolved scales coming from the core

region and penetrating in the RANS region. To study in more detail the difference between

the targeted r and what is observed in the simulation, two quantities should be examined:

• The target energy ratio r : is the energy ratio given by Equation (4.22) that enters

Equation (4.11) and thus drives the transition from RANS to LES of the HTLES

approach.

• The observed energy ratio robser vabl e : which is obtained by post-processing the

results using Equation:

robser vabl e =
ks f s

k
(4.27)
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Fig. 4.11 Channel Flow: Comparison of the targeted and the observed energy ratio r .

Figure 4.11 compares the target ratio and the observed one. At the walls, the target ratio

is equal to one and is higher than the observed ratio. It then decreases along the wall-

distance and reaches smaller values than the observed ratio in the core region. Indeed, it

is worth mentioning that there is no mechanism in the simulation that ensures that the

observed ratio is identical to the target ratio.
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4.4.2.3 Comparison with RANS and LES
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Fig. 4.12 Channel Flow: Comparison of the mean axial velocity along the wall-normal direction
between RANS, LES and HTLES.

RANS and LES, using the k −ω SST model [88] and the σ subgrid model [97] respectively,

are also performed in the channel flow using the same mesh. The velocity profiles are

compared with HTLES and DNS data in Figure 4.12. RANS shows accurate velocity profiles

in this configuration, and the flow rate is almost the same as DNS with a relative error of

−0.4%, as listed in Table 4.3. The velocity profile given by LES shows the same overestima-

tion of the flow rate as HTLES without the ES. Similar conclusions were already outlined

in [96] when using wall functions in the channel flow.

DNS RANS LES HTLES ES

Flow rate [m3/s] 0.71 0.70 0.79 0.69

Relative error εD [%] - -0.4 10.7 -2.3

Table 4.3 Channel Flow: Comparison of the flow rates given by RANS, HTLES and LES to DNS data

These results show the interest in using hybrid methods. Indeed, in LES even if the

wall-function is used, the simulation fails to accurately predict the flow if the mesh in the

vicinity of the boundary layer is relatively coarse. Hybrid methods resolve this problem by

using RANS in these regions and LES in the core region.



Chapter 5

Development of EWA-HTLES for

non-stationary flows

5.1 Introduction

Chapter 4 introduced the HTLES approach in statistically stationary turbulence. The ap-

proach transforms the k−ω SST RANS model into a hybrid turbulence model by modifying

the dissipation term in the k−equation using statistically averaged turbulence quantities.

The difficulty of using HTLES in more general flows is related to this point. Indeed, in LES

regions HTLES resolves a part of the turbulent fluctuations and, therefore does not provide

statistical turbulent quantities. Therefore, the resolved turbulent quantities must be statis-

tically averaged in order to be used as inputs of the HTLES models. As shown in Section

4.3, in stationary configurations, the averaged quantities can approximated by applying

a time filter, the so-called Exponentially Weighted Average (EWA) to the simulated flow

fields, using a sufficiently large filter width, as the temporal filter tends to the statistical

average when the temporal filter width goes to infinity [37]. However, in cyclic engine

flows, the statistical average corresponds to the phase average which is time-dependent.

As a consequence, the phase-averaged quantities cannot be calculated as in stationary

flows by applying a temporal filter to the resolved flow fields with a large filter width as

this will suppress the time-dependent character of the signal.

This Chapter proposes an extension of the HTLES approach to these flows by ap-

proximating the statistically averaged HTLES inputs using a temporal filtering with some
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adaptations introduced for cyclic engine flows. The first two Sections detail the main

characteristics of ICE flows and the difficulties of applying HTLES to such flows. Then,

Section 5.4 lists some approaches studied in this work to extend the HTLES approach to

cyclic engine flows. Section 5.5 focuses on the selected approach, namely EWA-HTLES.

Finally, Section 5.6 provides validations of EWA-HTLES in two stationary configurations:

the Channel Flow at Reτ = 1,000 [77] and the Steady Flow Rig [127]. The aim of these

applications is to validate HTLES in simple configurations before applying it to more

complex non-stationary configurations in the next Chapters.

5.2 Main features of four-stroke ICE flows

This work focuses on the application of HTLES to four-stroke ICE flows. These flows,

already detailed in Section 1.2, are chacterized by a cycle with moving valves and pistons

and time-dependent boundary conditions, resulting in a flow with statistical averages that

vary periodically over time, i.e., phase averages. Two characteristic frequencies can be

introduced to distinguish the variations in time of the statistics from the turbulent time

scales:

• A low frequency f0 = 1/T0 which characterizes the temporal evolution of the phase

average, where T0 is the period of the cycle.

• A high frequency fτ = 1/τt related to turbulent fluctuations. τt is the integral time

scale of the turbulence.

5.3 Difficulties to use HTLES in cyclic engine flows

The HTLES approach transforms the k −ω SST into a hybrid turbulence model by intro-

ducing a time scale T in the dissipation term of the k−equation (see Equation (4.12)):

T = r

1+ (Cε2
Cε1

−1)(1− r
Cε1
Cε2 )

k

ε
. (5.1)
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where: 

ε= β∗ks f sω

k = ks f s +kr es

r = min

(
1,(1−α2)+α2 1

β

(
Usp

k

) 2
3
(
ωc k

ε

)− 2
3

)
(5.2a)

(5.2b)

(5.2c)

In cyclic flows, the calculation of these quantities requires the knowledge of the phase

average of:

• the resolved velocity Ũi (i ∈ �x, y, z�) in order to compute the fluctuating velocity.

• the subfilter turbulent kinetic energy ks f s .

• the resolved turbulent kinetic energy kr es .

• the turbulence frequency ω.

Nevertheless, except in RANS regions, the HTLES approach provides turbulent flow fields

and not phase-averaged quantities. To calculate these phase averages, a straightforward

approach would be to perform a transient phase consisting of several cycles during

which phase averages are calculated and stored over short periods of time. Once the

phase averages have reached a state of convergence they can be read and used by the

model. However, this approach cannot be used because it would considerably increase

the computational cost of the simulation and hence reduce the interest of using HTLES.

Therefore, the extension of HTLES to cyclic engine flows relies on the formulation of

a method allowing to approximate the statistically averaged inputs of the model (Ũ i

(i ∈ �x, y, z�), ks f s , kr es , ω) without having to actually calculate them.

5.4 Possible solutions

Different solutions were examined to extend HTLES to cyclic engines flows. The next

Sections detail some of the approaches that were identified and explored in the present

work.
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5.4.1 Mapping a RANS solution

In this approach a pre-calculation of a complete cycle is performed using a RANS model

to obtain estimates of the statistically averaged fields of Ui , ε and k, which are stored at

short time intervals. Then, the turbulence model switches to HTLES and reads the stored

statistically averaged flow quantities obtained from RANS and uses them to calculate the

energy ratio r , and the time scale T .

This approach has not been tested in this work for the following reasons. First, the

need to perform a RANS pre-calculation and to store the statistical average of the flow

fields at short time intervals will considerably increase the complexity of the model imple-

mentation. Second, storing the 3D statistical fields requires a high memory space. The

process of reading the 3D statistical fields frequently takes considerable time to perform.

Finally, the statistical averages provided by RANS may be inaccurate in some complex

flows [56].

This approach will significantly increase the complexity of the simulation. It was

decided not to use it.

5.4.2 Test of HTLES without averaged inputs

This approach has been proposed by drawing inspiration from the work of Basara et al. [43]

on the application of the hybrid PANS method. The authors were confronted to the similar

difficulty encountered in HTLES where they had to average some turbulent quantities

used in the PANS equations. The authors avoided this difficulty by using instantaneous

resolved flow fields instead of statistically averaged quantities. In this work, we tested a

similar approach for HTLES using the instantaneous flow fields resolved by the simulation

for ks f s , kr es and ω instead of statistically averaged quantities to compute the energy ratio

r and the time scale T . The only mean quantity left in the model is the mean resolved

velocity Ũ i which is needed to compute the resolved turbulent kinetic energy :

kr es = 1

2
(Ũi −Ũ i )(Ũi −Ũ i ) . (5.3)

This approach has been tested in stationary configurations, showing almost similar

predictions compared to the original HTLES. This approach, in combination with the
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developed elliptic shielding described in Section 4.4, has been the subject of the following

publication [1]:

Development and validation of a hybrid temporal LES model in the perspective of

applications to internal combustion engines.

Afailal A. H., Galpin J., Velghe A. and Manceau R.

Oil Gas Sci. Technol. – Rev. IFP Energies nouvelles, 74 (2019) 56 .

However, in this approach, it is still necessary to evaluate the mean velocity field. Therefore,

it is not applicable to non-stationary flows.

It has also been envisaged to avoid computation of the statistical average of Ũi by

directly solving a transport equation that models the quantity kr es , as was proposed for

the PANS method [4, 43]:

∂

∂t
kr es +Ũ j

∂

∂x j
kr es = kr es

km
(P −ε)+ ∂

∂x j
[(ν+ νm

σku
)
∂km

∂x j
] . (5.4)

where P and ε are the production and dissipation terms of the modeled turbulent kinetic

energy km , νm is the modeled turbulent viscosity and σku =σk
f 2

k
fε

, σk is a coefficient equal

to 1, fk is the energy ratio and fε = εu
ε

is the turbulent dissipation rate of the modeled

scales over the total turbulent dissipation rate ε.

However, the resolved turbulent kinetic energy predicted by Equation (5.4) showed

significant discrepancies with the reference data in [43]. Section 5.4.3 presents another

alternative, which has been tested to estimate the total turbulent kinetic energy using a

recursive method.

5.4.3 Recursive method

The recursive method is the continuation of the approach of Section 5.4.2, which uses

instantaneous resolved flow fields to compute HTLES inputs. The only difference concerns

the computation of the total turbulent kinetic energy k, which is computed by a recursive

method without computing the resolved turbulent kinetic energy kr es , thereby avoiding

the need to compute the mean of the resolved velocity.
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The total turbulent kinetic energy is calculated recursively, using the definition of the

energy ratio r = ks f s

k . At any instant of the simulation t = tn , the total kinetic energy writes:

k = ks f s

r
. (5.5)

As r is not known at tn , it is assumed that the variation of r between tn−1 = tn −d t and

tn can be negliglected as long as small CFL numbers are used. Therefore, k is calculated

using r from the previous time-step tn−1 in Equation (5.5).

HTLES with the recursive approach has been tested in the Channel Flow at Reτ = 1,000

detailed in Section 4.4.2. The velocity and pressure fields were initialized from instan-

taneous fields of a coarse DNS to prevent HTLES from degenerating into RANS, which

occurs when a statistically averaged velocity field is used as an initialization. The energy

ratio r and the time scale T were initially calculated using k and ε profiles interpolated

from a k −ω SST RANS solution. The k and ω fields were initialized using fields set to zero

as no solution in the code has been found to simultaneously map two fields coming from

different simulations (fields from DNS for the pressure and velocity, and fields from RANS

for k and ω).

In a first approach, the direct use of Equation (5.5) proved to give an unstable behavior.

This unstable behavior turned out to be the result of small values of r in some areas, which,

according to Equation (5.5), gave locally high values of k. This phenomenon amplifies in

time and propagates to the whole flow field, leading in turn to a wrong prediction of r and

T and ultimately causing the simulation to diverge.
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Fig. 5.1 Channel Flow: Profiles predicted by the recursive HTLES with three different values for

the lower bound - Left: k = ks f s

r - Right: energy ratio r .



5.4 Possible solutions 69

In order to avoid this instability, we investigated the possibility of introducing a lower

bound rmi n in Equation (5.5):

k = ks f s

max(rmi n ,r )
. (5.6)

First, a value of rmi n = 0.1 was tested, which is close to the minimum value observed

in the original HTLES, described in Chapter 4 (referred to as HTLES AVG). Second, two less

stringent values of rmi n = 0.05 and rmi n = 0.001 were also tested. The three corresponding

simulations were indeed able to reach a converged state. Figure 5.1-left shows the profiles

of the kinetic energy predicted by Equation (5.6). The simulation using rmi n = 0.001 gives

a completely wrong profile compared with DNS, whereas the simulations with rmi n = 0.05

and rmi n = 0.1 are in better agreement with DNS in the center of the channel. However,

the near-wall predictions show significant deviations from DNS, with a pronounced peak

that the latter does not show. This peak is less pronounced in the simulation using the

stringent rmi n value of 0.1, which avoids having small values of r and therefore large

values of k according to Equation (5.6).

In any case, the results seem to significantly depend on the value of rmi n . Attempts

to derive a lower limit for r based on physical parameters have not been successful, as it

turned out that an apriori knowledge of the integral length scale Li nt is required. Indeed,

since the turbulent length scales computed during the simulation k3/2

ε are supposed to be

less than Li nt :
k3/2

ε
≤ Li nt , (5.7)

A bound can be formulated for r by using Li nt in Equation (5.2c) as:

rmi n = min

(
1,(1−α2)+α2 1

β
U

2
3

s (ωc Li nt )−
2
3

)
(5.8)

This approach could not provide an acceptable estimate of the total turbulent kinetic.

Furthermore for approaches that uses instantaneous variables for the model inputs (recur-

sive and the approach discussed in Section 5.4.2), there is no solid theoretical explanation

that supports the use of the model without averaging its inputs. In order to keep the model

as close as possible to its original formulation, the approach detailed in 5.5 preserves the

averaged quantities in the model inputs, and approximates them using temporal filtering

with some adaptations that makes it applicable for cyclic flows.
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5.5 EWA-HTLES

This section introduces a temporal filter that aims at approximating the statistically aver-

aged quantities Ũ i (i ∈ �x, y, z�), ks f s , kr es , used as HTLES inputs during the simulation.

The proposed temporal filter adjusts its temporal filter width locally in time and space

according to the turbulence time scales and the cycle period. The application of this filter

to the resolved quantities aims at separating the periodic component due to the cycle

from the turbulent fluctuations.

5.5.1 Exponentially Weighted Average (EWA)

5.5.1.1 Definition

The Exponentially Weighted Average (EWA) is as a low-pass temporal filter that removes

the high frequency content from each flow field quantity f by weighting its past values

according to the integral operator:

f (x, t ) =
∫ t

−∞
W (τ− t ,Tw ) f (x,τ)dτ , (5.9)

where f̂ (x, t ) denotes the time-filtered quantity of f at any position x at instant t , and Tw

is the temporal filter-width. W is the kernel function of EWA, it defines the way the past

flow fields are weighted:

W (t ,Tw ) = 1

Tw
e− t

Tw . (5.10)

Calculating f using the integral form in Equation (5.9) requires storing a long history of

the flow fields that need to be filtered. One of the main reasons why the EWA was chosen

in this study is that its differential formulation is known [106]:

d f

d t
= 1

Tw
( f − f ) . (5.11)

Therefore, EWA quantities can be calculated by solving the EWA differential equation,

eliminating any storage constraints.
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5.5.1.2 Requirements of the temporal filter width

This Section defines the requirements of EWA so that it can be used in cyclic engine flows.

The main properties of the filter can be examined using its transfer function in the Fourier

space:

H(z) = Ŷ (z)

X̂ (z)
. (5.12)

The transfer function determines the output of the filter Ŷ depending on the input X̂ for

any z ∈C. For EWA this function is [106]:

H(Ω
′
) = 1

1+ iΩ′ , (5.13)

whereΩ
′ =ωTw is the dimensionless frequency.
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Fig. 5.2 Transfer function of EWA.

Figure 5.2 shows the evolution of |H(Ω
′
)| the magnitude and Hi (Ω

′
) the imaginary

part of the transfer function as a function of Ω
′
.|H(Ω

′
)| shows the magnitude response

of the filter and Hi is linked to the phase shift induced by the EWA. |H(Ω
′
)| significantly

decreases with increasing frequencyΩ
′
, showing the low-pass character of the EWA. The

imaginary part of the transfer function Hi shows how the phase shift induced by EWA

varies significantly with the increase in frequencyΩ
′
.
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The cutoff frequency ωco is defined as the frequency at which the response gain is half

:

|H(e iωco )|2 = 1

2
. (5.14)

In EWA, it expresses as:

ωco = ar ccos(
T 2

w +2Tw −2

2(Tw −1)
) (5.15)

To be able to use EWA to provide averaged quantities to HTLES during the simulation,

the cutoff frequency should be ω0 <<ωco <<ωt so that :

• The EWA filters out the turbulent frequencies without eliminating the frequency of

the phase-averaged motion.

• The phase shift induced by EWA between the time-filtered and the instantaneous

flow fields is kept as low as possible.

5.5.2 Definition of the temporal filter width

This section proposes an expression for the temporal filter width Tw for EWA that meets

the requirements listed in Section 5.5.1.2. Tw was determined by performing analyses on

two synthetic turbulent signals. The first part determines an expression for the temporal

filter width based on the turbulent integral time scale to filter out turbulent fluctuations

from a stationary synthetic turbulent signal. The second part focuses on the phase shift

induced by EWA. It determines the upper limit for the temporal filter width in a sinusoidal

synthetic signal to keep the phase shift low. Based on this analysis, an expression for the

temporal filter width for EWA-HTLES in cyclic flows is proposed at the end of this Section.

5.5.2.1 Stationary synthetic turbulence signal

Generation of the synthetic signal

The synthetic turbulent signal as a function of time is generated using N modes from an

imposed turbulence spectrum E and random phases φn :

U (t ) =
N∑

n=1
Ancos(ωn t +φn) , (5.16)
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where N = ωN−ω0
∆ω is the number of modes, ω0 = 0.05, ωN = 1.5 Re3/4

t , Ret is the turbulent

Reynolds number, and ∆ω= 0.1. An is the amplitude of the mode n.

The energy of mode n, u2
n = 1

2 A2
n , is determined from a turbulence spectrum E . It

is equal to 2
3 E(ωn)∆ω such that the sum of the energies of all the modes is equal to the

integral of the spectrum. Accordingly:

An =
√

4

3
E(ωn)∆ω (5.17)

In order to generate the signal a model for the turbulence spectrum is required. For

this purpose, the Kraichnan spectrum [65] was selected:

E(κ) =Cε2/3κ−5/3 fη(κ) , (5.18)

where C is a coefficient, ε is the turbulent dissipation, κ is the wavenumber and fη(κ) =
exp(−βκη) with β= 2.1 [104].

The spectrum is expressed in the frequency domain using the change of the variable:

dk = E(κ)dκ= ET (ω)dω , (5.19)

and using the dispersion relation (Eulerian description, see Section 4.2.2):

ω=Usκ, (5.20)

Accordingly, the Kraichnan spectrum in the frequency domain writes:

ET (ω) =Cε2/3U 2/3
s ω−5/3 fη(ω) . (5.21)

However this relation is not valid for low frequencies. Indeed, by definition of E , E (0) must

be equal to 2kτt
π

, where τt is the integral time scale. τt can be modeled as L
Us

, such that

τt = k
ε if the mean velocity is zero, and τt = k3/2

εU
at the limit of large velocities (Taylor’s

hypothesis).

In order to make sure that the value E(0) is correct and that Relation 5.21 is recovered

for large frequencies, a function fT (ω) must be introduced in ET , such that:

ET (ω) =C 2/3
ε U 2/3

s ω−5/3 fη(ω) fT (ω) , (5.22)
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where fT (ω) can be written as:

fT (ω) = 2

π

1

(1+ (ωLU−1
s )−5/3)

(5.23)

For what follows, the turbulent quantities are expressed in their non-dimensional form

by using:

• The integral length scale L = k3/2

ε as a length unit.

• The integral time scale τt = Lp
k
= k

ε
as a time unit.

The two following quantities are used to express the Kraichnan spectrum in its dimension-

less form:

• The sweeping turbulent intensity Is =
p

k
Us

.

• The turbulent Reynolds number Ret =
p

kL
ν

The following dimensionless quantities are introduced: Ẽ = ET

L
p

k
, ω̃= ωLp

k
, ε̃= 1 and Ũs = 1

Is
.

Accordingly, the Kraichnan spectrum in its dimensionless form becomes:



Ẽ(ω̃) = C I−2/3
s ω̃−5/3 fT (ω̃) fη(ω̃)

fη(ω̃) = exp(−β ω̃Is

Re3/4
t

)

fT (ω̃) = 2

π

1

(1+ (ω̃Is)−5/3)

(5.24a)

(5.24b)

(5.24c)

From Equation 5.24, one can observe that the spectrum is defined by Ret and Is .

Ret is set to 1,000. This value is large enough to make the separation between the inte-

gral scales and the dissipative scales significant. Since the objective, in what follows, is to

examine the behavior of EWA with large filter widths (hence with small cutoff frequencies

ωco) capable of filtering the most energetic part of the spectrum, there is no real necessity

to further increase Ret as this will only add high frequencies that contain low amounts of

energy.

Is is chosen in such a way that the generated signal represents a situation similar to

a Homogeneous Isotropic Turbulence (HTI). In this case, U = 0, thereby the sweeping

velocity reduces to Us =
p

k and Is is equal to unity.
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C was set to 0.87 in such a way that k̃ = ∫ +∞
0 Ẽ (ω̃)dω̃ is equal to one for Ret = 1,000. C

is quasi independent from the variations of Is but slightly depends on Ret . It tends to 0.79

when Ret goes to infinity.
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Fig. 5.3 Synthetic signal: Kraichnan turbulence spectrum in the frequency domain.

Figure 5.3 shows its profile as a function of ω. The resulting synthetic signal is shown

in Figure 5.4, its statistical average is equal to zero.
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Fig. 5.4 Synthetic signal: Time evolution of the synthetic signal and the filtered signal for different
temporal filter-widths.

Application of EWA

The EWA is applied to the synthetic signal using three different temporal filter widths

Tw to determine the required filter width. The resulting signals as a function of time for

each Tw are shown in Figure 5.4. The results obtained with Tw = τt show that EWA hardly

filters turbulent fluctuations. Better results are obtained with Tw = 10τt which shows

a significant reduction of the remaining turbulent fluctuations in comparison with the

results obtained with Tw = τt . The results obtained with Tw = 100τt are almost similar to

the statistical average which is equal to zero.

To quantitatively evaluate the impact of the temporal filter width on the evaluation of

the turbulent kinetic energy, the turbulent kinetic energy is computed using the filtered

velocity Ũ obtained with different filter widths:

k̃ = 3

2
< (Ũ −Ũ )(Ũ −Ũ ) > , (5.25)

where < ... > is the statistical average.
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Fig. 5.5 Synthetic signal: Evolution of k̃ for different values of the temporal filter widths.

Figure 5.5 shows the evolution of the turbulent kinetic energy given by Equation (5.25)

as function of the filter width. The turbulent kinetic energy increases with the temporal

filter width and tends towards the statistical average.

This analysis shows that for a temporal filter width of the order of 10 τt , the underes-

timation of the turbulent kinetic energy is lower than 10%. An underestimation of 10%

appears admissible considering the results that will be shown in Section 5.6.2.1, which

show that as long as the underestimation is lower than 30% the impact on the model

predictions is not significant.

Therefore, in this work, we have chosen to calculate the temporal filter width as:

Tw = 10τt . (5.26)

5.5.2.2 Adjustment for sinusoidal signals

The goal in this Section is to investigate how well the EWA approximates the phase average

in the case of synthetic turbulence superimposed on a sinusoidal signal. This signal was

selected as it represents a simple model for cyclic conditions.
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To this aim, a signal was generated by superposing the synthetic turbulence signal

introduced in Section 5.5.2.1 onto a low frequency sinusoidal signal with a period T̃0 =
1,000. Table 5.1 lists the main specifications of the resulting signal and its time-evolution

is shown in Figure 5.6.

Sine frequency 1/1,000

Frequency of the integral scales 1

Sine amplitude Ũamp 10

Turbulence intensity
√

2
3 k̃/Ũamp 8%

Table 5.1 Sinusoidal synthetic signal: Main dimensionless specifications.
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Fig. 5.6 Sinusoidal synthetic signal: Time evolution of the sinusoidal synthetic signal and the
filtered signal for different temporal filter widths.

EWA is first applied to the signal to approximate its statistical average, which corre-

sponds to the sine. Figure 5.6 shows the time evolution of the filtered signal for three

temporal filter widths Tw . A phase shift and a slight underestimation of the magnitude

are observed on the filtered signal when Tw is increased.
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Fig. 5.7 Sinusoidal synthetic signal: Phase averaged k̃ over 100 sine period for different Tw values.

If a phase average is applied, the signal is decomposed into the average part (the sine)

and the fluctuations (the synthetic signal (5.16)). The turbulent kinetic energy of the signal

is equal to that of the synthetic signal, which is equal to one. Therefore, applying the EWA

to the signal and computing the turbulent energy using (5.25) allows us to evaluate the

quality of the approximation of the phase average.

Figure 5.7 shows the time evolution of the turbulent kinetic energy estimated using

the filtered velocity for three different filter widths.

For Tw
T0

= 1/1000, the turbulent kinetic energy is quasi equal to 0.6 all along the cycle.

Indeed, the filter width is too short (Tw = τt ) correctly to filter out turbulent fluctuations,

leading to the underestimation of the turbulent kinetic energy as seen in the previous

Section. For Tw
T0

= 1/100, the results show a turbulent kinetic energy that oscillates between

0.9 and 1.4. The observed oscillations are the results of the phase shift induced by EWA.

Indeed, the phase shift between the signal and the filtered velocity causes oscillations in

the calculation of Ũ −Ũ that enters Equation 5.25. Therefore, a part of the energy of the

sinusoidal signal is erroneously counted in the turbulent energy. It is worth noting that the

turbulent kinetic energy is relatively well predicted as the temporal filter width is equal to

10×τt , which has been shown in Section 5.5.2.1 to be long enough to give an acceptable

estimate of the turbulent kinetic energy. For Tw
T0

= 3/100, the phase shift induced by EWA

becomes significantly large, leading to a completely wrong estimation of Ũ −Ũ .
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The results show that the use of a filter width of Tw
T0

= 1/100 provides a good compro-

mise between an acceptable estimate of the turbulent kinetic energy and a relatively small

phase shift. Nevertheless, it must be noted that the studied case corresponds to an ideal

situation to apply EWA, as the turbulent time scale τt and the sinusoid period T0 are well

separated ( T0
τt

= 1,000). As an example, a test of EWA on a more stringent case in which

the ratio T0
τt

was only equal to 100 showed that using a filter width equal to T0
100 resulted in

a significant underestimation of the turbulent kinetic energy.

However, in all the cases, a filter width larger than T0/100 leads to unacceptable results

conclude as in Figure 5.7. From this analysis, we found that to keep the phase shift induced

by EWA acceptable, an upper bound has to be used for Tw :

max(Tw ) = T0

100
, (5.27)

which expresses in ICE using the engine’s speedΩ in r pm:

max(Tw ) = 6

10Ω
. (5.28)

Consequently, the temporal filter width that will be used for cyclic engine flows is:

Tw = mi n(10τt ,
6

10Ω
) . (5.29)

5.5.3 Expression of the temporal filter width in EWA-HTLES

The temporal filter-width found in the synthetic turbulent study was chosen for EWA-

HTLES:

Tw = mi n(10τt ,
6 pm

10Ω
) . (5.30)

The turbulent integral time scale τt can be calculated using the total turbulent kinetic

energy k and turbulent dissipation rate ε as:

τt = k

ε
. (5.31)

In HTLES, the turbulent dissipation is defined as:

ε= β∗ks f s

T
, (5.32)
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where T is the HTLES time scale defined in Equation (5.2). The total turbulent kinetic

energy expresses using the energy ratio r as:

k = ks f s

r
. (5.33)

Replacing ε and k by their expressions given by Equations (5.32) and (5.33), respectively,

in Equation (5.31), yields:

τt = T

β∗r
. (5.34)

Finally, the expression used during the simulation to determine the temporal filter width

is:

Tw = mi n(10
T

β∗r
,

6

10Ω
) . (5.35)

5.5.4 Set of equations of EWA-HTLES

Finally, the EWA-HTLES expresses as:

∂

∂t
(ρks f s)+ ∂

∂xi
(ρŨi ks f s) = P̃s f s −ρβ∗ ks f s

T
+ ∂

∂xi
[(µ+σµs f s)

∂

∂xi
ks f s)]

∂

∂t
(ρω)+ ∂

∂xi
(ρŨiω) = α

1

νt
P̃k −β∗kω2 + ∂

∂xi
[(µ+σωµt )

∂ω

∂xi
)]

+2(1−F1)ρσω2
1

ω

∂k

∂xi

∂ω

∂xi

(5.36)

The time scale T expresses as:

T = r

1+ (Cε2
Cε1

−1)(1− r
Cε1
Cε2 )

k

ε
(5.37)

where: 
ε= β∗ks f sω

k = ks f s +kr es

r = min

(
1,(1−α2)+α2 1

β

(
Usp

k

) 2
3
(
ωc k

ε

)− 2
3

) (5.38)
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with: 

kr es = 1

2
(Ũi −Ũi )(Ũi −Ũi )

ωc = mi n(
π

d t
,
Usπ

∆
)

Us = Ũ +γ
√

ks f s

∆= max(d x,d y,d z)

(5.39)

The elliptic shielding factor α is obtained by solving:

α−L2
s f s∇2α= 1 , (5.40)

where:

Ls f s =CLmax

k
3
2
s f s

ε
,r

3
2 Cη

ν
3
4

ε
1
4

 (5.41)

The set of coefficients of HTLES and the elliptic shielding are listed in Table 5.2.

γ β CL Cη

1 0.667 0.161 80

Table 5.2 Coefficients of the HTLES approach.

The time-filtered quantities are computed by solving the ordinary following differential

equations: 

dŨ i

d t
= 1

Tw
(Ũ i −Ũi )

dks f s

d t
= 1

Tw
(ks f s −ks f s)

dkr es

d t
= 1

Tw
(kr es −kr es)

dω

d t
= 1

Tw
(ω−ω)

(5.42)

The temporal filter width expresses as:

Tw = mi n(10
T

β∗r
,

6

10Ω
) . (5.43)
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The subfilter viscosity expresses as:

νs f s =
a1ks f s

max(a1ω,F2S)
(5.44)

All parameters and coefficients of the k −ω SST RANS model can be found in Appendix

8.2.

5.6 Validation of EWA-HTLES on stationary configurations

Before applying EWA-HTLES to cyclic ICE flows, it is important to validate the approach

in stationary flows and to compare the results with those of the original HTLES in order to

verify that the modifications introduced to the model do not degrade its predictions. For

this purpose, EWA-HTLES was validated in two stationary configurations: The Channel

Flow at Reτ = 1,000, and the flow in a cylinder over a fixed valve with an abrupt expansion,

the so-called steady flow rig [127]. For each configuration, the results yielded by EWA-

HTLES are compared with the original HTLES (HTLES AVG). The modeled turbulence is

examined by analyzing resolved turbulent quantities, and the predictions of the model

are validated by comparing them to the reference data.

5.6.1 Simulation set-up

All simulations in this Chapter use the same set-up described hereafter.

5.6.1.1 Numerical configuration

All simulations, RANS, HTLES and LES, use the same numerical parameters and meshes

in order to compare solely the impact of the turbulence model on the simulation results.

The set of the numerical parameters used for the simulations is summarized in Table 5.3.

Definitions of these parameters are detailed in Section 4.3.2.1.
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Temporal scheme First-order implicit Euler

Convective and acoustic CFL 0.7, 50

Fourier number 2

Convective scheme Second-order central differencing scheme

Flux limiter Step at 0.1

Table 5.3 Stationary configurations: Set of the numerical parameters used for RANS, HTLES and
LES.

5.6.1.2 Turbulence modeling

Four turbulence models are used in what follows. Table 5.4 lists the turbulence models

used for each turbulence modeling approach. For HTLES, the simulations were performed

using EWA-HTLES and HTLES AVG which is detailed in Section 4.3.

RANS k-ω SST [88]

HTLES EWA-HTLES and HTLES AVG [129]

LES σ sub-grid model [97]

Table 5.4 Stationary configurations: Turbulence models used for RANS, HTLES and LES.

5.6.1.3 Wall boundary conditions

In order to avoid the resolution of thermal and aerodynamic boundary layers, wall func-

tions are used. The shear stress is calculated using the automatic wall-functions [86] for

RANS and HTLES, and the Werner and Wengle wall-functions [131] for LES. The heat

transfer is calculated using the O’Rourke wall-functions [47].

5.6.2 Channel Flow

The present section provides the validation of EWA-HTLES in the Channel Flow at Reτ =
1,000. Details of the configuration and the initialization are provided in Section 4.4.2. First,

Section 5.6.2.1 examines the sensitivity of HTLES predictions to the model inputs. Section

5.6.2.2 provides an analysis of EWA. Then, the results of EWA-HTLES are compared to

those obtained by HTLES AVG.
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5.6.2.1 Preliminary investigation on the sensitivity of the HTLES results to the model

inputs

In previous Sections, it was shown that the use of EWA to approximate the statistical

average can lead to underestimate the turbulent energy. The present Section focuses on

the impact of underestimating k on the simulation predictions. This may be, for example,

a scenario in which EWA hardly filters the turbulent fluctuations (see Section 5.5.2.1).
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Fig. 5.8 Channel Flow: Profiles of the imposed turbulent kinetic energy over the wall-distance.

The underestimation of k is reproduced hereafter by imposing four different fields of

k in the HTLES Equations (5.37) and (5.38):
T = r

1+ (Cε2
Cε1

−1)(1− r
Cε1
Cε2 )

k

ε

r = min

(
1,(1−α2)+α2 1

β

(
Usp

k

) 2
3
(
ωc k

ε

)− 2
3

) . (5.45)

The first simulation, chosen as the reference, uses the turbulent kinetic energy profile

given by DNS. The other three simulations use respectively 70%, 50%, and 20% of the tur-

bulent kinetic energy of the DNS. The profiles over the wall-distance of k for each scenario

are shown in Figure 5.8. Four simulations using the presented profiles, respectively, for k

have been performed, and their results are analyzed in the following.
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Fig. 5.9 Channel Flow: Profiles of the energy ratio r along the wall-distance predicted by HTLES
for the four different imposed profiles of k.

Profiles of the energy ratio r over the wall-distance obtained by each simulation are

compared in Figure 5.9. In the simulation using k = 100% kDN S , the energy ratio is equal

to one at the walls and decreases considerably with the wall-distance until reaching

its minimum values in the core region. The predictions given by the simulation using

k = 70% kDN S show almost no difference compared to results obtained with k = 100%

kDN S . Slight differences starts to be observed when using k = 50% kDN S featuring a slight

overestimation of the energy ratio r . The results are significantly deteriorated when using

k = 20% kDN S , where the energy ratio is significantly overestimated almost everywhere.
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Fig. 5.10 Channel Flow: Profiles of the mean axial velocity U+ = Ũ x
uτ

along the wall-distance
predicted by HTLES for the four different imposed profiles of k.

The profiles of the mean axial velocity predicted by the four simulations are shown

in Figure 5.10. The four simulations give an almost similar velocity profile near the wall

for y+ < 500 and y+ > 1500. In the core region, the predictions of the simulations using

k = 70% kDN S and k = 100% kDN S are fairly similar, while the simulations using k = 50%

kDN S and k = 20% kDN S slightly misestimate the mean velocity magnitudes.
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Fig. 5.11 Channel Flow: Profiles of the mean viscosity ratio along the wall-distance predicted by
HTLES for the four different imposed profiles of k.

Figure 5.11 shows the profiles of the ratio of the modeled viscosity to the molecular

viscosity obtained by the four simulations. As expected, the viscosity ratio increases in the

near-wall regions and decreases at the walls according to the RANS mode. The viscosity

ratio for y+ < 100 and y+ > 1900 is predicted quite similarly by all four simulations, as the

elliptical shielding enforces RANS in this region and all simulations tend toward the k −ω
SST RANS model at the walls. The mean viscosity ratio away from the walls decreases

significantly and is quite similar between the four simulations, in spite of the significant

differences in r and k used as the model inputs.

The four simulations show that the results are very slightly dependent on the total

turbulent kinetic energy used in the inputs. The extreme case of underestimating the

total turbulent kinetic energy by 80% resulted in major overestimation of the energy ratio.

Despite this, the impact is not as significant on the mean axial velocity predictions, which

remains relatively similar to the other simulations. The velocity profiles are predicted

relatively better in the simulations using 50%, 70% of kDN S , showing almost similar pre-

dictions to the reference simulation using 100% kDN S . Finally, the impact is minimal on

the viscosity ratio predictions, which are quite similar between the four simulations.

These results show that the exact calculation of the total turbulent kinetic energy k

does not have a significant impact on the results. Therefore, even the application of EWA
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instead of the statistical average only provides an estimate of k, HTLES predictions are

not significantly affected by the use of EWA.

5.6.2.2 Analysis of the temporal filter

The EWA used in EWA-HTLES is analyzed in the following by examining its filter width

and the resulting time-filtered velocity.

As the configuration is stationary, the upper limit introduced for cyclic flows is not

used (see Equation (5.30)). However, at any simulation time t , an upper limit has been

added to Tw to avoid giving too much weight to the arbitrary initial conditions:

Tw (t ) = mi n(10
T

β∗r
, t ) . (5.46)
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Fig. 5.12 Channel Flow: Comparison of the profile of an instantaneous temporal filter-width Tw

with the turbulence integral time scales.

Figure 5.12 compares profiles of Tw and the turbulence integral time scale τt estimated

from a RANS simulation. The profile of Tw fluctuates slightly as it is computed from the

instantaneous resolved fields. The resulting values are quite similar to the values indicated

by 7×τt , which has been proven in the analysis of the synthetic signal in Section 5.5.2.1

to give acceptable estimates of statistical averages. This is verified in the following by
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comparing the time-filtered axial velocity to the statistically averaged axial velocity shown

in Figure 5.13
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Fig. 5.13 Channel Flow: Comparison of the profiles of the instantaneous, the time-filtered and the
statistical average axial velocities over the wall-distance

The results show that EWA provides a time-filtered velocity profile almost similar to

the one given by the statistical average.
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Fig. 5.14 Channel Flow: Time evolution at a monitoring point located at half height of the channel
of the instantaneous, the time-filtered and the statistically averaged axial velocities.



5.6 Validation of EWA-HTLES on stationary configurations 91

Figure 5.14 shows the time evolution at mid-channel height of each of the above

velocities. It can be observed that EWA filters out a significant part of the turbulent

fluctuations. A small part of the turbulent fluctuations remains in the time-filtered velocity

as the filter width of the temporal filter is not sufficiently large.

5.6.2.3 Comparison with the original HTLES

The predictions of EWA-HTLES are now assessed by comparing its results with DNS data

and results given by HTLES AVG.
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Fig. 5.15 Channel Flow: Comparison of the profiles of the energy ratio r over the wall-distance
yielded by EWA-HTLES and HTLES AVG.

First of all, HTLES AVG and EWA-HTLES results are compared by studying their predic-

tions of energy ratio profiles, as shown in Figure 5.15. Both simulations prescribe an energy

ratio r of one at the walls. The energy ratio decreases similarly with the wall-distance,

ensuring a similar transition from RANS to LES for the two simulations. In the central

region, the energy ratio values remain very similar for the two simulations, even if HTLES

AVG gives slightly higher values.
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Fig. 5.16 Channel Flow: Comparison of the profiles the dimensionless axial velocity U x
uτ

over the
wall-distance yielded by DNS, EWA-HTLES and HTLES AVG.

Figure 5.16 compares the mean axial velocity profile yielded by DNS, and HTLES AVG

and EWA-HTLES. As expected, both simulations yield very similar predictions which are

in good agreement with DNS.

DNS HTLES AVG EWA-HTLES

Flow rate [m3/s] 0.71 0.70 0.71

Relative error εD [%] - -1.4 0.0
Table 5.5 Channel Flow: Flow rates yielded by DNS and HTLES.

The flow rates shown by each simulation are listed in Table 5.5. They indicate that the

two simulations yield almost the same flow rate as DNS with a relative error of −1% and

−0%, respectively.

The results of EWA-HTLES and HTLES AVG are similar, showing that the use of EWA

had almost no effect on HTLES’ predictions in this case. The next Section focuses on a

similar comparative study but in a stationary configuration closer to the engine configura-

tions.
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5.6.3 Steady Flow Rig

5.6.3.1 Configuration

Fig. 5.17 Steady Flow Rig: Computational domain.

The steady flow rig represents a simplified in-cylinder flow around a valve with a fixed lift.

The gas is injected in the intake port, which consists of a cylinder and a fixed valve placed

axisymmetrically inside the jet nozzle. The flow exiting through the valve opening, a jet

flow separates giving rise to a recirculating flow. The computational domain is depicted in

Figure 5.17 and an overview of the geometry with its dimensions is illustrated in Figure

5.18.

Fig. 5.18 Steady Flow Rig: Schematic and geometrical parameters.
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Working Gas N2

Gas Temperature 300 K

Reynolds number ReD 30,000

Mass Flow rate 0.06 kg .s−1

Static pressure at the exit 1 bar

Table 5.6 Steady Flow Rig: Main specifications.

Laser Doppler Anemometry (LDA) measurements were investigated by Thobois et al.

[127], which provide the mean and RMS for axial as well as radial velocity along profiles

located 20 and 70 millimeters from the abrupt expansion (see Figure 5.18).

Fig. 5.19 Steady Flow Rig: Cut-plane of the hexahedral mesh.

The mesh is composed of 1,402,628 cells. It is generated using hexahedra far from the

walls, while the cells near the walls are cut by the outer surface of the geometry using the

cut-cell technique [120]. Figure 5.19 shows a cut-plane in the central plane of the resulting

mesh: the grid step in the core of the domain is 2 mm; a refinement of 1 mm is embedded

at the inlet pipe and the head of the valve where the jet develops; at the outlet a coarse grid

size of 8 mm is used as a sponge layer to avoid the reflection of acoustic waves inside the

chamber. At the walls, the grid resolution is refined in such a way that the wall distance is

less than 100 in wall units.
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The boundary conditions were imposed in accordance with the experimental condi-

tions listed in Table 5.6. At the inlet, a constant flat velocity profile with Ubulk = 65m.s−1

is imposed so that the experimental mass flow rate is recovered. The static pressure is

imposed at the outlet.

For RANS and LES, the flow fields were initialized with the working gas at rest at a

pressure of 1 bar and a temperature of 300 K . In RANS, k and ω were initialized with zero

fields. The final RANS solution was used to initialize the flow fields in HTLES. The energy

ratio r and the time scale T were initially computed by using RANS flow fields.

A physical time of 2 s was simulated. For each simulation, a transient phase of t = 0.3

s is performed during which the initial conditions are driven out from the computation

domain, this phase duration is equivalent to 8 flow through times; then the statistics for

RANS, HTLES and LES are collected during a period of 44 flow through times which is

equivalent to 1.7 s.

5.6.3.2 Results

Results of the simulations are provided in three parts. First, EWA-HTLES is validated by by

comparing its results with the ones predicted by HTLES AVG. Second, Section 5.6.3.2 gives

a more detailed analysis of how turbulence is modeled by EWA-HTLES. Then, the last part

compares the flow predictions of EWA-HTLES with the LDA measurements and RANS and

LES results.

Validation of EWA-HTLES

The EWA-HTLES is validated in the following by comparing its predictions in terms of

RMS and mean velocity, and pressure with the experimental data and HTLES AVG results.
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Fig. 5.20 Steady Flow Rig: Comparison of the dimensionless mean velocity yielded by LDA mea-
surements, EWA-HTLES and HTLES AVG along l i ne 1. -Left: Axial component. -Right: Radial
component.

The mean axial and radial velocity profiles along l i ne 1 yielded by EWA-HTLES and

HTLES AVG are compared with LDA measurements in Figure 5.20. For the axial com-

ponent, the profiles of the two simulations are quasi identical showing good prediction

in comparison with LDA measurements in terms of the profile and magnitude of the

near wall velocity. In the core region (−0.5 < x/R < 0.5), the magnitude of the velocity

predicted by the two simulations is very close to the experimental data. For the radial

component, the results of the two simulations remain very similar. The experimental

results close to the walls give scattered data, which makes it difficult to make a comparison

with the predictions of the simulations. Nevertheless, the latter quite well reproduce the

experimental results out of this region.

-1 -0.5 0 0.5 1

x / R

0

0.1

0.2

0.3

0.4

0.5

0.6

U
a
x

 R
M

S
 /

 U
b

u
lk

LDA measurements

HTLES AVG

HTLES EWA

-1 -0.5 0 0.5 1

x / R

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

U
r 

R
M

S
 /

 U
b

u
lk

LDA measurements

HTLES AVG

HTLES EWA

Fig. 5.21 Steady Flow Rig: Comparison of dimensionless RMS velocity yielded by LDA measure-
ments and EWA-HTLES and HTLES AVG along l i ne 1. -Left: Axial component. -Right: Radial
component.
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Profiles of the axial and radial RMS velocity along l i ne 1 are compared with LDA

measurements in Figure 5.21. For the axial component, the two simulations slightly

overestimate the RMS magnitude near the walls. The peak at |x/R| ≈ 0.5 shown in the

experimental data is well predicted by the two simulations and the predictions in the core

region (−0.5 < x/R < 0.5) are very similar to LDA measurements. The two simulations give

better predictions of the radial RMS component, except the peak at |x/R| ≈ 0.5 which is

missed by the two simulations.
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Fig. 5.22 Steady Flow Rig: Comparison of the static pressure over the axial distance x yielded by
the experiment and EWA-HTLES and HTLES AVG.

Figure 5.22 shows the axial profile of the static pressure at the wall at t = 2 s. Both

simulations reproduce quite well the stiff pressure decrease at x = 0 due to the sudden

expansion, and the recirculation zone featured by a slight pressure increase at x/D = 1.

Some slight differences between the two simulations are observed for x/D > 0, but they are

believed to be related to the instantaneous turbulent fluctuations. Analysis of the pressure

drop between the position downstream the valve and the outlet domain is provided in

Section 5.6.3.2.

Modeled turbulence in EWA-HTLES

The turbulence modeling in EWA-HTLES is examined hereafter by analyzing the subfilter

turbulent kinetic energy, the resolved velocity field and the modeled RMS velocity yielded

by the model.
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First of all, the amount of the turbulent kinetic energy that is modeled by EWA-HTLES

is assessed by examining the ratio of the mean subfilter to the total turbulent kinetic energy
ks f s

k . ks f s corresponds to the subfilter kinetic energy yielded by the HTLES k−equation

which was statistically averaged for in the post processing, and the total turbulent kinetic

energy k is post-processed from the mean of the resolved velocity Ũ i as:
k = ks f s +kr es

kr es = 1

2
(Ũi −Ũi )(Ũi −Ũi )

, (5.47)

This is therefore the "observed" energy ratio, which is, as explained above, to be distin-

guished from the "target" ratio r . that enters the model equations.

Fig. 5.23 Steady Flow Rig: Contours of the mean subfilter to the total turbulent kinetic energy
ks f s

k
in the central plane yielded by EWA-HTLES.

Figure 5.23 shows the contours of
ks f s

k in the central plane. In the upstream pipe,
ks f s

k

is equal to unity showing that all the turbulent fluctuations are modeled, i.e., kr es = 0,

(RANS). Downstream the valve, the flow separates and is dominated by large turbulent

scales. Therefore, EWA-HTLES reduces the amount of the modeled turbulent fluctuations

in the core region to less than
ks f s

k < 0.2 allowing to perform LES.
ks f s

k increases slightly

to 0.3 at the exit of the domain where the mesh is coarsened, showing that the model

switches to VLES (VLES being defined here as a coarse LES for which ks f s/k > 0.2). At the

walls, even if the elliptic shielding enforces the target energy ratio r to 1, around 50% of

the turbulent kinetic energy is still resolved. This is related to the flow resolved in the core

in LES, which penetrates the near-wall region.
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Fig. 5.24 Steady Flow Rig: Instantaneous contours of the velocity magnitude computed in EWA-
HTLES at t = 2 s

The contours of the instantaneous velocity magnitude predicted by EWA-HTLES are

illustrated in Figure 5.24. As expected, the instantaneous velocity is congruent with the
ks f s

k contours. The resolved field is smooth and fairly similar to RANS within the upstream

pipe, while the resolved field is fluctuating in the downstream region which confirms that

a significant part of the turbulent fluctuations is solved.
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Fig. 5.25 Steady Flow Rig: Decomposition of the dimensionless RMS velocity along l i ne 1 into two
components, RES the resolved part and SF S the modeled part. -Left: axial RMS velocity. -Right:
radial RMS velocity.
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Fig. 5.26 Steady Flow Rig: Decomposition of the dimensionless RMS velocity along l i ne 2 into two
components, RES the resolved part and SF S the modeled part. -Left: axial RMS velocity. -Right:
radial RMS velocity.

To further examine the turbulent fluctuations, profiles of the RMS velocity for both

axial and radial components along l i ne 1 and l i ne 2 are decomposed into the resolved

and sub-filter parts, respectively, in Figures 5.25 and 5.26:

• the resolved RMS velocity fluctuations calculated from the resolved velocity Ũ i as:

u(r es)
i RMS =

√
(Ũi −Ũ i )(Ũi −Ũ i ) . (5.48)

• the subfilter RMS velocity estimated using the Boussinesq hypothesis:

u(s f s)
i RMS =

√
−2νs f s

∂Ũi

∂x
+ 2

3
ks f s , (5.49)

where i is either ax for the axial or r for the radial component.

For both the axial and radial RMS components, the profiles show sub-filter fluctuations

increase at the walls and decrease in the core region featuring magnitudes that remain

non negligible compared to the resolved ones. The plots of the resolved RMS velocities

show that the axial component vanishes at the wall along both l i nes 1 and 2, as expected.

However, the radial component surprisingly does not vanish at the wall along both lines.

The same issue was observed in RANS and LES simulations, pointing whether a difficulty

of the code to impose velocities tangential to the walls.
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Comparison with RANS and LES

The predictions in terms of RMS and mean velocity given by HTLES, RANS and LES are

compared hereafter with the experimental data.
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Fig. 5.27 Steady Flow Rig: Cut plane of the mean streamlines obtained with RANS, LES and HTLES.

Figure 5.27 shows a section at the center of the computational domain of the mean

streamlines for RANS, LES and HTLES. A pipe flow develops upstream of the valve. The

three simulations similarly reproduce the topology of the first recirculation region, with

the same center location identified by a dashed line. Nevertheless, RANS predicts the

second recirculation longer than for LES and HTLES, which show fairly similar predictions.

Comparison of the mean velocity profiles along l i ne 1 and l i ne 2 (see Figure 5.18) yielded

by the simulations and LDA measurements analyzed next will determine which simulation

is closest to the experiment.
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Fig. 5.28 Steady Flow Rig: Comparison of dimensionless mean velocity along l i ne 1 yielded by
LDA measurements and RANS, HTLES and LES. -Left: axial component. -Right: radial component.
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Profiles of the axial and radial mean velocity along l i ne 1 given by LDA measurements,

and RANS, HTLES and LES are compared in Figure 5.28. All the simulations give fairly

similar profiles of the axial velocity at this location. The velocity magnitudes and the

shape of the profiles are in good agreement with the experiment. Differences between

the simulations can be observed on the radial velocity profiles. HTLES and LES show

similar radial profiles and provide a good prediction of the radial velocity profiles within

the recirculation region (0.5 < r
R < 0.5), whereas RANS underestimates the radial velocity

within the recirculation. The experimental data exhibit high a significant scatter at this

location, hence no clear conclusion can be drawn regarding velocity magnitudes.
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Fig. 5.29 Steady Flow Rig: Comparison of dimensionless mean velocity along l i ne 2 yielded by
LDA measurements and RANS, HTLES and LES. -Left: axial component. -Right: radial component.

The mean averaged velocity profiles along l i ne 2 are compared in Figure 5.29. Similar

axial velocity profiles are obtained in HTLES and LES, which are in good agreement

with the experiment data. RANS overestimates the axial velocity in the central region

where −0.5 < r
R < 0.5, showing that the larger recirculation is predicted in RANS. For

the radial component, one can notice the small velocity magnitudes at this location.

Despite the axisymmetric configuration, both experimental and simulation data are not

fully symmetrical. The asymmetry in experimental data can be related to an intrinsic

uncertainty of the measurement device due to the small velocity magnitudes, while the

asymmetry in the simulations can be related to insufficiently converged statistics. HTLES

and LES still provide results fairly similar to the experimental data, whereas RANS under-

estimates the radial velocity at this location.
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Fig. 5.30 Steady Flow Rig: Comparison of dimensionless RMS velocity along l i ne 1 yielded by LDA
measurements and RANS, HTLES and LES. - Left: axial component. - Right: radial component.

rms velocity results are compared hereafter. RANS results are obtained using the

Boussinesq hypothesis (see Equation (5.49)) while LES results are computed using the

resolved turbulent fluctuations only (see Equation (5.48)). For HTLES, both the sub-filter

and the resolved parts are taken into account (sum of Equation (5.49) and Equation (5.48))

The RMS velocity profiles along l i ne 1 predicted by RANS, HTLES and LES are com-

pared with LDA measurements in Figure 5.30. All simulations show acceptable results

compared with the experimental data. HTLES provides results similar to RANS close to

the walls and quasi identical to LES in the core region. RANS exhibits higher levels of

fluctuations in the core region than HTLES and LES results.

It is observed in Figure 5.30 that RANS and LES both overestimate the peak of UrRMS

at the location of the annular jet r
R ±0.5 and mispredicts its location. HTLES reproduces

better the shape of the profile everywhere except for the peak that is completely missed.
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Fig. 5.31 Steady Flow Rig: Comparison of dimensionless RMS axial velocity along l i ne 2 yielded
by LDA measurements and RANS, HTLES and LES. - Left: axial component. - Right: radial
component.

Figure 5.31 shows the profiles along l i ne 2 for the axial and radial RMS velocities.

All simulations predict fairly similarly the axial RMS velocity profile at this location. The

profiles given by the simulations show good agreement with respect to LDA measurements

even if they unanimously slightly under-predict the RMS magnitudes. For the radial

component, RANS results slightly overpredict the RMS magnitudes in comparison to the

experiment, and to HTLES and LES which yield fairly similar predictions. However, at the

walls the RMS magnitudes yielded by HTLES are overestimated as a result of the fact that

a part of the turbulent fluctuations which is still resolved (see Figure 5.21) even if RANS is

imposed at the walls, i.e, r = 1.
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Fig. 5.32 Steady Flow Rig: Comparison of the axial profile of static pressure yielded by the experi-
ment and RANS, HTLES and LES.
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EXP RANS HTLES LES

∆P [Pa] 1766 1713 1705 1957

Relative error εD [%] − -3 -3 +11

Table 5.7 Steady Flow Rig: Comparison of the pressure drop given by the experiment and RANS,
HTLES and LES.

Figure 5.32 compares the axial profile of the static pressure at the wall at t = 2 s. All the

simulations reproduce the stiff pressure decrease at x = 0 due to the sudden expansion,

and the slight pressure increase at x/D = 1. Despite this good qualitative agreement, the

global pressure drop defined as the difference of pressure between the position upstream

the valve and outlet of the domain is different between the three simulations. While RANS

and HTLES provide a prediction close to the experiment with a relative error of −3% (see

Table 5.7), LES is less accurate with a relative error of +11%.

This application shows one of the interests of using the HTLES approach over wall-

modeled LES. Indeed, to obtain a good estimate of ∆P with LES, a much more refined grid

would be necessary, especially in the pipe and around the valves [96]. The advantage in

HTLES is that the model switches to RANS in these regions, which allows to have good

results with a relatively coarse mesh.

5.7 Conclusions

This Chapter provided an extension of the HTLES approach, which was initially developed

for statistically stationary turbulence, i.e., non-cyclic flows. The main difficulty of using

HTLES in such flows comes from calculating the statistically averaged quantities of the

model inputs that are unknown during the simulation. To cope with this problem, four

approaches were investigated in this work. They can be classified into two categories

depending on the way they calculate the model inputs:

• Approaches that use the instantaneous resolved flow quantities without statistical

averaging in the HTLES inputs.

• Approaches that propose an approximation of the statistically averaged HTLES

inputs.
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Even if some approaches belonging to the first category were shown not to spoil the

model predictions in comparison with the original HTLES [1], they were not selected

because there is no solid theoretical explanation that could support the use of the model

without using a statistical average of its inputs. The selected approach belongs to the

second category. It approximates the statistically averaged quantities of the HTLES inputs

in cyclic flows by weighting the history of the resolved flow fields using a temporal filter

with an exponential kernel (EWA) that adapts its filter-width locally in time and space. The

temporally filtered quantities are calculated by solving the ordinary differential equation

of the temporal filter for each averaged quantity. An expression for the temporal filter-

width based on the turbulence integral time scale was proposed in such a way that the

temporal filter is able to filter the turbulent fluctuations without eliminating the time-

varying character of the statistical average of the flow fields. Validations of this approach

were provided in the Channel Flow and the Steady Flow Rig showing satisfactory results

and almost no difference with the original HTLES.



Part III

Validation of HTLES on engine flows
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This part is dedicated to the validation of the developed EWA-HTLES in cyclic flows

(for the sake of simplicity, it will be referred as HTLES) in two non-reacting engine con-

figurations: the compressed tumble [10] and the Darmstadt engine [5]. The former is

an academic engine with a simplified squared geometry of the compression chamber,

and the latter is an engine with a realistic SI engine geometry. These two configurations

operate following a four-stroke cycle under motored conditions, which features aerody-

namics typical to SI engines such as the tumble motion formation, compression, and

Cycle-To-Cycle Variabilities (CCV). For both configurations, an experimental database of

measurements is available and is used for the validation of HTLES.





Chapter 6

Compressed tumble

The compressed tumble [9, 10, 83] is a simplified configuration that is representative of

the working conditions of a realistic engine. It comprises moving parts and fully unsteady

aerodynamic phenomena encountered in SI engines, such as the tumble generation

and breakdown. This configuration is not intended to reproduce all the complexity of

in-cylinder flows but focuses on the tumble vortex evolution during its generation and

compression.

This Chapter is organized as follows. The description of the experimental and numer-

ical set-up of the compressed tumble are detailed in Sections 6.1.1 and 6.2. Section 6.4

shows some adjustments that had to be added to the piston law. After that, the conver-

gence of the two first statistical moments given by the simulations is examined in Section

6.7. Then, HTLES results for two operating modes of the engine are analyzed compared

to PIV, to RANS and to LES simulations in Sections 6.5 and 6.6, featuring different as-

pects such as the analysis of HTLES modeling parameters, flow predictions, and the grid

dependency of HTLES results.

6.1 Presentation

6.1.1 Configuration and computational domain

The compressed engine configuration is shown in Figure 6.1a. It consists of a cubic

compression chamber linked to a plenum via a rectangular channel. The compression
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chamber comprises a square piston (see Figure 6.1b), which performs a back-and-forth

motion at 206 RP M . The channel plays the role of the intake and exhaust ports. It is

equipped with a rectangular guillotine, which plays the role of the intake and exhaust

valves, opening during intake and exhaust and closing during compression and expansion,

similar to the operation of a four-stroke engine.

(a)

(b)

Fig. 6.1 Compressed Tumble: (a) Sketch of the computational domain. (b) Zoom in on the com-
pression chamber [10].

The computational domain was chosen as close as possible to the experimental set-

up [10], except from the plenum, which was expanded in our simulations in order to

ensure a quasi-steady background pressure during the whole operation. Table 6.1 lists the

dimensions of each part of the engine.

Parts Plenum Channel Compression chamber

Length [mm]

560

314 Time-dependent (see Section 6.4)

Height [mm] 10 100

Width [mm] 96 100

Table 6.1 Compressed Tumble: Dimensions of the compressed tumble.
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6.1.2 Simulated operating conditions

The experiment measurements were performed under two different volumetric compres-

sion ratios (CR): 4 and 10. This work focuses on the configuration with C R = 4. Two

operating modes of the engine were examined:

• Uncompressed configuration: which features a two-stroke cycle composed of an

intake and an exhaust strokes. In this configuration the guillotine is maintained

fully opened during the cycle.

• Compressed configuration: which features a non-fired four-stroke cycle. In this

configuration the guillotine seals the compression chamber with the channel during

the compression and the expansion strokes.

For ICE flows, the piston travel is used, rather than time, to identify the advancement in

the cycle. The unit of measure of the piston travel is the Crank Angle Degree (CAD). One

revolution of the piston is equal to 360 C AD. In what follows, the intake stroke starts at

−360 C AD and each stroke lasts 180 C AD. The Bottom Dead Center (BDC) refers to the

farthest position of the piston to the cylinder head, and the Top Dead Center (TDC) is the

its closest position to the cylinder head.

6.2 Numerical set-up

6.2.1 Mesh configurations

Three meshes are used in this work, which all consist of isotropic hexahedral elements.

They were chosen in such a way that the spatial resolution is higher in the channel and in

the compression chamber and lower in the plenum, where a qualitative simulation using

RANS or VLES is sufficient.
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Fig. 6.2 Compressed Tumble: Cut-plane in the symmetry plane of the domain at BDC. - Left: The
whole computational domain. - Right: Zoom in on the compression chamber.

The reference mesh, denoted as M2, is shown in Figure 6.2. Its grid resolution in each

region is listed in Table 6.2. In the channel, the mesh is composed of 10 cells along the

height of the channel.

Mesh configuration M1 M2 M3

Plenum [mm] 12 8

Channel [mm] 1.5 1

Compression chamber [mm] 1.5 1

Refinement of the jet region No No Yes

Intake jet region [mm] 1.5 1 0.5

Table 6.2 Compressed Tumble: Grid resolutions of M1, M2, and M3 in each region.

Two other meshes, M1 and M3 shown in Figure 6.3, are used in Section 6.5.4 to inves-

tigate the grid dependency of the HTLES results. Table 6.2 provides their grid resolutions.

M1 is a coarse mesh that uses the same meshing strategy as M2 but with a lower resolution.

M3 is a finer mesh that is identical to M2 apart from the intake jet region, which uses a

higher resolution.

M1 (coarse) M2 (reference) M3 (fine)

Fig. 6.3 Compressed Tumble flow: Cut-plane in the symmetry plane of three meshes.
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6.2.2 Numerical parameters

The set of numerical parameters used for all simulations is summarized in Table 7.3. The

acoustic CFL was increased, attempting not to resolve the acoustic flow.

Temporal scheme First-order implicit Euler

Convective scheme Second-order central differencing scheme

Flux limiter Step at 0.1

Convective, acoustic CFL 0.7, 90

Fourier Number 2

Table 6.3 Compressed Tumble: Numerical parameters.

All simulations − RANS, HTLES and LES − were performed using the same numerical

parameters and meshes in order to compare solely the impact of the turbulence model on

the results.

6.2.3 Turbulence modeling

The turbulence models used for RANS, HTLES and LES are detailed in Table 6.4.

RANS k −ω SST [88]

HTLES EWA-HTLES

LES σ subgrid model [97]

Table 6.4 Compressed Tumble: Turbulence models used for RANS, HTLES and LES.

For EWA-HTLES, the model computes its inputs using temporal filtering. The temporal

filter width corresponds to the expression proposed in Section 5.5.3:

Tw = mi n(10
T

β∗r
,

6

10Ω
) . (6.1)

Concerning LES, the Smagorinsky model with a coefficient of Cs = 0.2 had to be used for

the uncompressed configuration instead of the σ model, due to a zero division in the

sub-grid viscosity.
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6.2.4 Boundary conditions and initialization

The moving piston and guillotine are managed in CONVERGE using the cut-cell technique

described in Section 4.2. The piston follows a quasi sinusoidal motion, and the guillotine

lift is set in such a way that it opens during the intake and exhaust strokes, and closes

during the compression and expansion strokes. Borée et al. provided the experimental

measurements of the piston and the guillotine laws (see Figure 6.4). In our simulations,

using these laws resulted in important oscillations in the velocity and pressure results that

are not observed in the experiment. Section 6.4 investigates the involvement of the piston

law in the generation of these oscillations and introduces some adjustment to reduce

them.
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Fig. 6.4 Compressed Tumble: Time evolution of the guillotine lift and the piston law.

The temperature at the piston and the cylinder walls were set to T = 295.6 K and

T = 291.6 K , respectively.

The boundary layers are modeled using wall functions. For the heat transfer, the

O’Rourke wall function [3] is used, while the shear stress is computed using the automatic

wall function [86] for RANS and HTLES, and the Werner and Wengle wall function [131]

for LES.

For RANS and LES, the computational domain is initialized with air at 291 K . The

initial velocity and pressure are set to 0 and 1 bar , respectively. For HTLES, the first cycle
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is simulated using the RANS mode by imposing r = 1 and kr es = 0, then HTLES is activated

from the second cycle on.

6.3 Post-processing of simulation results and experimen-

tal data

Experimental measurements at different crank angles of the cycle for both the uncom-

pressed and compressed configurations are provided by the PIV measurements conducted

by Borée et al. [10]. PIV measurements of 120 consecutive cycles were collected in the

symmetry plane that is represented by the PIV laser sheet in Figure 7.8.

Fig. 6.5 Compressed Tumble: Sketch of the compression chamber and PIV laser sheet, Figure
extracted from [10].

The coordinate system and its original position are shown in Figure 6.6. The x axis

corresponds to the horizontal direction and the y axis to the vertical direction.
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All the extracted 2D results (including those extracted from PIV and 3D simulations)

provided in this work are given in the optically accessible area shown in Figure 6.6. The

1D results were extracted along lines located at five increasing distances from the cylinder

head, as schematized in Figure 6.6. Their exact coordinates at each instant are given in

Table 6.5. The vertical profiles were set in such a way that they cross the tumble rotational

core.

−320 C AD −300 C AD −270 C AD −240 C AD −180 C AD

0 20 40 60 80 1000 20 40 60 800 20 40 600 10 20 30 400 10 20 30 x

y

Fig. 6.6 Compressed Tumble: Coordinate system, schematic of the optically accessible area (grey),
and the vertical lines over which are extracted the 1D profiles.

Instant [C AD] x−coordinate of the vertical line [mm]

−320 9

−300 19

−270 30

−240 44

−180 54

Table 6.5 Compressed Tumble: x−coordinate of the 1D vertical profiles.

The two first simulated cycles are discarded because slight variations in the time

evolution of in-cylinder pressure (related to the initial conditions) were observed. HTLES

and LES resolved fields are phase averaged using 40 consecutive cycles, which are sufficient

to obtain a reasonable estimate of the two first statistical moments, as shown in Section

6.7. The way the statistics are calculated for HTLES and LES is also provided in Section 6.7.

It is worth noting that in HTLES, both the subfilter stresses and the resolved fluctuations

are included in the calculation of the mean velocity fluctuations. For RANS, the velocity is

extracted from the third cycle, and the velocity fluctuations are approximated using the
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Boussinesq viscosity hypothesis:

u
′
i u

′
j =−νt (

∂Ũi

∂x j
+ ∂Ũ j

∂xi
+ 2

3

∂Ũk

∂xk
δi j )− 2

3
kδi j , (6.2)

where i can be either x or y , νt is the turbulent viscosity and k is the turbulent kinetic

energy.

6.4 Exploring the influence of the piston law

The first simulations of the uncompressed configuration showed significant oscillations

in velocity and pressure that are not observed in the experiment. This section focuses

on the involvement of the piston law on the generation of these oscillations. To this end,

three piston laws are examined, and their impacts on the simulation results are analyzed.

First, the three examined piston laws are detailed. Their main characteristics are provided

through the analysis of their first two time derivatives. Then, the three piston laws are

used in three RANS simulations to assess the impact of each of these laws on the velocity

and pressure.

The following analysis is performed in the uncompressed configuration. Three piston

laws are explored:

• The experimental law: which was measured by Borée et al. [10].

• The sinusoidal law: which is an approximation of the experimental law [128]:

a(t ) = b − Vp

Ω
(1+ cos(Ωt )) , (6.3)

where a(t ) is the time evolution of the distance between the piston and the cylinder

head, Ω is the angular speed of the engine, and Vp = 0.809 m/s is the maximum

piston velocity. b = 100 mm is the BDC.

• The smoothed law: which is proposed in this work, and which consists in a linear

interpolation of the experimental law on a much smaller number of data points

compared to the experimental law (100 versus 6,000).
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Fig. 6.7 Compressed Tumble: Time evolution of three piston laws for the uncompressed configu-
ration.

Figure 6.7 reproduces the time evolution of the three piston laws. The sinusoidal law

shows some differences with the experimental law in terms of TDC, BDC (see Table 6.6)

and their timings. The smoothed law yields quasi identical piston positions than the

experimental law.

Configuration Sinusoidal law
Experimental law

uncompressed

TDC [mm] 25 23.4

BDC [mm] 100 101.20

Table 6.6 Compressed Tumble: Specifications of the sinusoidal and the experimental piston
motion laws.
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Fig. 6.8 Compressed Tumble: -Left: Time evolution of the piston velocity of three laws for the
uncompressed configuration. - Right: Zoom in where the velocity is maximum during the intake.

The first time derivative of the three piston laws (piston velocity) is given in Figure 6.8.

The experimental law features some small fluctuations that amplifies where the piston

velocity is at its extrema. These fluctuations were already outlined in [84]. They consist

of fluctuations of 5% of the maximum velocity of the piston Vp . and have a frequency of

about 37 H z. These fluctuations were shown to be the consequence of piston vibrations,

which are due to a mechanical play between the mechanical parts that connect the piston

to the motoring device. These vibrations gave rise to a slight pulsating effect in the intake

jet flow in the experiment [84].

The sinusoidal law yields an acceptable approximation of the experimental velocity

but shows some local differences as can be seen in the zoomed in Figure 6.8-right. As can

be observed, the smoothed law reproduces similarly the experimental piston velocity with

almost no fluctuation. Nonetheless, the smoothed law does not remove completely the

fluctuations from the experimental law, as they can still be seen in the piston acceleration

(see Figure 6.9 ).
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Fig. 6.9 Compressed Tumble: Time evolution of the acceleration of the piston along the cycle
calculated from the smoothed law.

The three pistons laws have been tested in three RANS simulations. The results of each

simulation are compared in what follows.
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Fig. 6.10 Compressed Tumble: Comparison of the time evolution of horizontal velocity at a moni-
toring point at half height of the channel obtained with three piston laws in RANS.

Figure 6.10 compares the time evolution, in the channel, of the horizontal velocity

obtained with each law. It shows the results of two consecutive intake-exhaust cycles.

All simulations show that, during the intake, the flow velocity increases until reaching

its maximum, around −270 C AD. After that, the velocity decreases as the piston slows

down. After −180 C AD, the piston reverses its trajectory, pushing the flow out from the

chamber. This results in negative velocities in the channel until 0 C AD , which is the end

of the cycle.

In the simulation with the experimental law, the horizontal velocity shows an oscillat-

ing behavior during the whole cycle. These oscillations increase when the piston vibrates

the most. They have a frequency of 110 H z, which is superior to the frequency of the

fluctuations present in the piston law (37 H z). In the simulation using the smoothed law,

the results show less oscillations than in the experimental law. The remaining oscillations

are potentially due to the piston fluctuations that could not be eliminated.

The sinusoidal law shows no oscillation during the whole cycle. This clearly shows the

involvement of the piston vibrations in the generation of the oscillations observed when

using the experimental law. Nevertheless, the flow evolution predicted by the sinusoidal

law does not correspond precisely to the experimental law, especially at 180 C AD , where

the flow velocity is underestimated.
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Fig. 6.11 Compressed Tumble: Comparison of the time evolution of the pressure ∆P = (P −
Ppl enum)/Ppl enum at a monitoring point at half height of the channel obtained with three piston
laws in RANS.

Figure 6.10 shows that the oscillations also appear in pressure in both the experimental

and the smoothed law, but remain relatively small (less than 1% of the statistic pressure of

the plenum).

Fig. 6.12 Compressed Tumble: Contours of the velocity magnitude extracted from PIV and RANS
using three different piston laws.

Figure 6.12 compares the velocity magnitude contours at −270 C AD that are yielded

by the three simulations using the three piston laws and PIV. This instant corresponds to
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the instant where the piston vibrations are at their maximum. PIV shows that the intake

jet streams toward the piston and deflects forming a tumble vortex in the core region. A

small recirculating flow appears beneath the intake, in the corner formed by the lower

cylinder liner, the piston and the intake jet.

In the simulation using the experimental law, the intake jet is clearly deflected upwards

and has a stronger pulsating behavior than PIV. The pulsating effect and upward deflection

of the intake jet are also observed in the smoothed law. Nevertheless, as proven by the

analysis above, the pulsating effect is less strong in the smoothed law. In the simulation

with the sinusoidal law, the intake jet is more regular and shows no pulsating effect.

The intake jet penetration and the intake jet velocity magnitudes, however, are clearly

overestimated.

The experimental law showed strong oscillations in the simulated fields. Even though

the sinusoidal law allows to prevent pressure and velocity oscillations, this law was not

retained in this work because it was shown to provide a slightly different motion than

the experimental law. The smoothed law, for its part, allows to be as close as possible to

the experimental conditions while partially reducing the undesirable oscillations. It was

consequently selected in this work.

6.5 Results for the uncompressed configuration

The HTLES results are compared with PIV, and RANS and LES during the intake stroke.

The comparison is organized in three parts. First, the simulation results in terms of mean

velocity and velocity fluctuations are compared with the PIV findings, and RANS and LES.

Next, the modeled turbulence in HTLES is examined at different instants of the intake.

Then, the grid dependency is explored by comparing the HTLES results on three meshes.

6.5.1 Comparison with PIV, RANS and LES

The intake stroke starts at −360 C AD. The piston moves away from the cylinder head,

drawing the air into the compression chamber through the channel. The flow emanating

from the channel separates from the wall forming a jet flow, which deflects on the piston

wall. This yields two counter-rotating vortices: a small clockwise vortex appears beneath

the jet flow and a counter-clockwise rotational movement appears in the core region, i.e.,
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the tumble motion, the formation process of which is featured during all the intake stroke

until −180 C AD , where the piston is at BDC (the farthest piston position from the cylinder

head). This Section aims at comparing the HTLES predictions of the tumble generation

during the intake with the PIV findings, and RANS and LES. To this aim, Section 6.5.1.1

provides a comparative study of the mean velocities at different instants of the intake,

then the mean velocity fluctuations are examined in Section 6.5.1.2.
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6.5.1.1 Mean velocity
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Fig. 6.13 Compressed Tumble: Contours and streamlines of the phase-averaged in-plane velocity
in the symmetry plane of the compression chamber at 5 instants during the intake.
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Fig. 6.14 Compressed Tumble: Vertical 1D profiles of the phase-averaged velocity at 5 instants of
the intake.

Figure 6.13 compares the contours and streamlines of the in-plane phase-averaged velocity

in the symmetry plane of the compression chamber predicted by RANS, LES and HTLES

with the PIV data at 5 instants of the intake stroke. Figure 6.14 shows 1D extracts from

these velocity fields obtained along a vertical line defined in Section 6.3.

The first shown instant, at −320 C AD, corresponds to the early intake. The motion

of the piston moving away from the cylinder head draws air into the chamber, forming

a jet that flows out of the channel. The emanating flow deflects on the piston and starts

generating the tumble motion. All approaches predict a horizontal penetration of the

intake jet that is close to the PIV findings. They predict a slightly higher upward deflection

than in the experiment, as shown by the 1D velocity profiles. All simulations yield a fairly

good approximation of the rotational motion compared to the PIV data, regarding the

rotational core location and the size of the tumble. HTLES and LES appear to reproduce the
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initiation of the tumble rotation better than RANS, which predicts a much less structured

tumble vortex.

At −300 C AD, the intake jet is deflected upwards by the piston and detaches from

the lower cylinder wall. All three simulations correctly predict the recirculating flow. The

leading edge of the intake jet, i.e. the tumble front, is close to the piston. While HTLES and

LES predict its position fairly accurately in comparison to the PIV, RANS overestimates

the penetration of the tumble front and underestimates the rotational flow, resulting in

a rotational center of the tumble that is shifted to the bottom right side. The tumble

rotational center can be identified in 1D velocity profiles where both velocity components

are equal to zero, which corresponds in PIV to (x, y) = (19mm,40mm). HTLES predicts

a close value of y = (19mm,39mm). The 1D profiles obtained by LES also show a good

agreement with the PIV data, while RANS profiles are the least accurate as the tumble

rotational center was not accurately predicted.

At the third shown instant, significant differences are apparent between all simulations

and PIV. In the simulations, the intake jet exhibits a quite higher deflection towards the

upper side, clearly visible in the 1D profiles of the horizontal velocity. As a result, the

tumble vortex is shifted upwards compared to PIV, and a stronger recirculation zone can

be observed in the lower right corner. Despite these noticeable differences, the vortex

rotational speed is still close to the one found in PIV.

The upward deflection of the intake jet persists until the fourth shown instant in all

the simulations. The 1D profiles of the horizontal velocity show that all the simulations

overestimate the intake jet penetration. The bottom recirculation is better predicted in

HTLES and LES predictions than in RANS. Regarding the rotational center of the tumble,

RANS and HTLES fairly well predict its location, unlike LES, which yields a rotational

center more shifted to the left side.

At −180 C AD, which corresponds to the BDC, the intake jet is no longer apparent in

the PIV fields. On their side, all simulations predict an intake jet that still exists but is a lot

less intense. HTLES and LES also predict a secondary vortex in the lower right part, which

is not apparent in the PIV. This vortex appears even more in the RANS. In addition, the PIV

fields show a high velocity region in the lower part of the tumble vortex, which could be a

remnant of the intake jet. This feature is much less apparent in the simulations. However,

overall, the tumble vortex center and rotational speed are comparable to PIV in HTLES

and LES, while RANS yields a clearly poorer prediction.
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6.5.1.2 Mean velocity fluctuations

The mean fluctuations of each velocity component in the symmetry plane yielded by the

simulations are compared with the PIV findings in the following.
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Fig. 6.15 Compressed Tumble: Contours of the mean velocity fluctuations u
′
x u

′
x in the symmetry

plane at 4 instants of the intake.
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Fig. 6.16 Compressed Tumble: Contours of the mean velocity fluctuations u
′
y u

′
y in the symmetry

plane at 4 instants of the intake.

Figures 6.15 and 6.16 show the contours yielded by the simulations and the PIV findings

of u
′
xu

′
x and u

′
y u

′
y , respectively. Their corresponding 1D vertical profiles are given in Figure

6.17.
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Fig. 6.17 Compressed Tumble: Vertical 1D profiles of the mean velocity fluctuations at 4 instants
of the intake.

At −320 C AD , the PIV data show that u
′
xu

′
x reaches its highest values in the shear layer,

around the intake jet and its penetration tip. Also, there is an increase in fluctuations in the

center region of the secondary vortex that is generated above the jet close to the chamber

head. HTLES and LES qualitatively reproduce this behavior, but strongly overestimate it

quantitatively, especially around the jet tip. RANS yields a quite poor reproduction, both

qualitatively and in terms of magnitude, which is strongly underestimated.

At −300 C AD, all simulations underestimate the levels of fluctuations appearing in

the jet shear layer and around the tip in PIV. Another region with noticeable fluctuations is

predicted by HTLES and LES around the vortex center. Although the latter is also apparent

in PIV, the experimental levels are smaller than the simulated ones, as shown by the 1D

profiles.
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At the third shown instant (−270 C AD), the tumble front continues its formation and

moves to the upper right side of the compression chamber. The tumble front region is

characterized by an increase in fluctuations that are hardly predicted by RANS. Conversely,

HTLES and LES predict this phenomenon fairly well in comparison to the PIV findings.

Around the tumble rotational core, PIV features a local increase in the vertical velocity fluc-

tuations that is less well defined in HTLES and LES, and partially captured in RANS. Below

the intake jet, HTLES and LES show a substantial increase in the horizontal fluctuations,

that are overestimated compared to PIV. This seems to be caused by the pulsating intake

jet, which is exaggerated due to the velocity and pressure oscillations that only appear in

the simulations, as reported in Section 6.4. It has been shown that these oscillations were

caused by the vibrations included in the piston law.

The overestimation of velocity fluctuations under the intake jet persists in HTLES and

LES until −240 C AD . RANS qualitatively reproduces these fluctuations in the horizontal

direction and overestimates the vertical fluctuations. The peak of fluctuations that appears

around the tumble center is quite well detected in HTLES, as shown in 1D profiles. For

the other simulations, the peak is either detected with a left shift (LES, as shown by the

contours) or with an overestimation in magnitude (RANS).

Overall, HTLES and LES showed a better prediction of both mean velocities and mean

fluctuations than RANS. The latter gave a qualitative prediction of the flow but significantly

underestimated the fluctuations, especially in regions that are characterized by cyclic

variabilities.

6.5.2 Analysis of EWA

This Section aims at examining the filter width Tw of EWA (see Section 5.5.3), which is

used to approximate the mean inputs in HTLES:

Tw = mi n(10
T

β∗r
,

T0

100
) , (6.4)

where T0 = 0.29s is the period of one piston revolution. The quantity T
β∗r aims at approxi-

mating the turbulent integral time scale τt . T0
100 is a fraction of the period of the engine

cycle. It prevents large filter widths that induce large phase errors.
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In what follows, the turbulent integral time scale τt is examined in the compression

chamber to estimate the filter width required in Equation (6.4). A qualitative estimation of

τt is extracted from a RANS simulation. Figure 6.18 shows the contours of ratio τt /T0 are

shown at three instants of the intake.

−320 C AD −270 C AD −240 C AD

Fig. 6.18 Compressed Tumble: Contours of the integral time scale over T0 during intake.

At the three investigated instants, the integral time scale τt inside the cylinder is greater

than 0.05×T0 = 0.145s in a large part of the domain, which is larger than the fraction of

the period of the engine cycle T0
100 = 2.9ms. As Equation (6.4) uses the smallest of the two

time scales, the filter width Tw will be calculated using T0
100 almost everywhere.

−320 C AD −270 C AD −240 C AD

Fig. 6.19 Compressed Tumble: contours of the temporal filter-width Tw during intake.
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Indeed, Figure 6.19 confirms the analysis given above as, Tw computed during the

simulation corresponds to the fraction of the engine cycle almost everywhere. It is worth

noting that even if the filter is not long enough to perfectly approximate the average inputs

of the model, the simulations showed satisfactory predictions. These findings are in line

with the observations made in the Channel Flow in Section 5.6.2.1, which showed that

even if the EWA approach underestimates the total turbulent kinetic energy (through short

time filtering), the model predictions were not significantly affected.

6.5.3 Modeled turbulence in HTLES

This Section aims at analyzing the modeled turbulence in HTLES during the tumble

generation process. First, Section 6.5.3.2 examines the amount of subfiltered turbulent

kinetic energy among the total turbulent kinetic energy. Then, Section 6.5.3.1 provides a

visualization of the resolved fields using Q-criterion isosurfaces.

6.5.3.1 Resolved flow structure

The resolved flow structures in HTLES are compared to those in RANS and HTLES using

Q+-criterion isosurfaces (Q+ = Q.L2
y /U 2

bulk ) with Ly = 100 mm and Ubulk = 10 m/s, iso

surfaces at 3 in Figure 6.20. This allows to identify the flow structures captured by each

simulation [58].

RANS HTLES LES

Fig. 6.20 Compressed Tumble: Q+−criterion iso surfaces at 3 in the symmetry plane colored by
the instantaneous velocity magnitude at −270 C AD .
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RANS results in the channel show elongated flow structures, which separate into two

recirculating vortices in the compression chamber. The vortex close to the lower cylinder

wall corresponds to the recirculating flow provoked by the jet flow separation, while the

vortex in the core region corresponds to the tumble motion. Despite the refined mesh,

RANS only captures the largest flow structures, which correspond to the phase average.

Concerning LES results, no flow structures are observed in the channel, whether it be

for the examined Q+ isosurface value or for other smaller values (not shown here). This

indicates that the mesh resolution is not sufficiently fine to resolve the turbulent struc-

tures. In the compression chamber, LES captures the two vortices with their constituting

turbulent structures, which are larger than the mesh. In HTLES, the isosurfaces have an

elongated structure in the intake channel similar to that of the isosurfaces observed in

RANS. Downstream from the channel, the resolved flow structures show similarities with

LES, except near the walls where the resolved turbulent structures are more elongated due

to the triggering of the RANS mode resulting in less resolution of the turbulent structures.

6.5.3.2 Targeted and observed energy ratio r

This Section aims at examining the amount of the modeled turbulent kinetic energy in

HTLES during the intake. As shown in Section 4.4.2.2, such an analysis should include:

• The target energy ratio r : which is the parameter that drives the transition from

RANS to LES in HTLES.

• The observed energy ratio robser ved = ks f s

k : which is calculated from the simulation

results and represents the response of the simulation to the targeted ratio.

These two parameters are examined during the intake.
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Fig. 6.21 Compressed Tumble: Contours of the target energy ratio in the symmetry plane at −270
C AD (5th cycle).

Figure 6.21 shows the instantaneous contours of the target energy ratio at −270 C AD .

The plenum is dominated by large values of r (r > 0.4) as the mesh resolution was lowered,

indicating to the model to operate in VLES. The elliptic shielding activates in the whole

channel as the Reynolds number is relatively low, making HTLES recover RANS equations

(T → k
ε

).
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Fig. 6.22 Compressed Tumble: A zoom in on the compression chamber at −270 C AD. - Left:
Target energy ratio r . - Right: α2.

Figure 6.22 shows a zoom in on the compression chamber. The energy ratio r decreases

from one at the fixed walls to small values in the core region, which vary locally between

VLES and LES. At the piston, the model fails to ensure RANS. In order to identify where the

problem lies, Figure 6.22-right shows the contours of the elliptic shielding α2. It decreases

at the fixed wall showing that the shielding successfully activates. Nevertheless, this is not

the case at the moving wall, where α2 does not decrease. This turned out to be related to

the Dirichlet boundary condition used for the resolution of the Poisson equation of α (see

Equation (5.40)) that could not be properly imposed for the moving walls. This issue is

suspected to come from the module that manages the moving surfaces in CONVERGE.

Contours of r at other instants of the intake exhibited in Figure 6.23 show the same

observations as those mentioned above.
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−320 C AD −270 C AD −240 C AD −180 C AD

Fig. 6.23 Compressed Tumble: Contours of r in the symmetry plane at four instants during the
intake.

The observed energy ratio is investigated by examining the post-processsing of:

robser vabl e = ks f s/k , (6.5)

where ks f s corresponds to the subfilter kinetic energy yielded by the HTLES k−equation,

which was phase-averaged for the post processing, and the total turbulent kinetic energy

k is post-processed from the phase-averaged resolved velocity U i as:
k = ks f s +kr es

kr es = 1

2
(Ũi −Ui )(Ũi −Ui )

, (6.6)
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ks f s/k

Fig. 6.24 Compressed Tumble: Contours of ks f s/k in the symmetry plane at −270 C AD .

Figure 6.24 shows the observed energy ratio in the symmetry plane at −270 C AD. In

the plenum, about 10% of the turbulent kinetic energy is modeled and shows a slight

spacial variation. In the channel, similar levels than those observed in the plenum are

observed at the entrance of the channel. Then, they progressively increase as we move

from the plenum until reaching 1, which shows that all turbulent fluctuations are modeled.

In the compression chamber, the observed ratio drastically decreases to less than 4%

showing that the model operates in LES. At the fixed walls, even if the target energy

ratio is equal to 1, a substantial amount of the turbulent kinetic energy is still resolved.

As mentioned in the stationary configurations, this is related to the penetration of the

resolved flow in the core region in LES, which penetrates the boundary layers.
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6.5.3.3 Resolved and modeled velocity fluctuations

To further examine the modeled turbulent fluctuations, the velocity fluctuations at four

instants of the intake are decomposed into the resolved and subfilter parts:

u
′
i u

′
i = SF S +RES, (6.7)

Details of this decomposition are provided in Section 6.7.

-320 CAD -300 CAD -270 CAD -240 CAD

y
[m

m
]

0.0 0.5 1.0 1.5 2.0
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.5 1.0 1.5 2.0
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.4 0.0 0.4 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

36 CAD

PIV TOT RES SFS

0.0 0.8 1.6 2.4
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.4 0.8 1.2
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.4 0.0 0.4 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

58 CAD

PIV TOT RES SFS

0 2 4 6 8
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.8 1.6 2.4
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.0 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

91 CAD

PIV TOT RES SFS

0 2 4 6 8
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.8 1.6 2.4
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

2 1 0 1 2
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

123 CAD

PIV TOT RES SFSu ′
xu ′

x[m2/s2]

y
[m

m
]

0.0 0.5 1.0 1.5 2.0
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.5 1.0 1.5 2.0
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.4 0.0 0.4 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

36 CAD

PIV TOT RES SFS

0.0 0.8 1.6 2.4
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.4 0.8 1.2
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.4 0.0 0.4 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

58 CAD

PIV TOT RES SFS

0 2 4 6 8
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.8 1.6 2.4
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.0 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

91 CAD

PIV TOT RES SFS

0 2 4 6 8
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.8 1.6 2.4
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

2 1 0 1 2
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

123 CAD

PIV TOT RES SFSu ′
y u ′

y [m2/s2]
0 1 2 3 4

u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.0 0.8 1.6 2.4
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0.8 0.4 0.0 0.4 0.8
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

180 CAD

PIV TOT RES SFS

Fig. 6.25 Compressed Tumble: Decomposition of the velocity fluctuations into two components,
the resolved part RES and the modeled part SFS.

1D vertical profiles of the resolved velocity fluctuations RES, the modeled velocity

fluctuations SF S and the total velocity fluctuations T OT are shown in Figure 6.25. The

modeled velocity fluctuations are quasi negligible in the core region, where almost all
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velocity fluctuations are resolved and increase at the walls where the RANS mode is

activated.

Despite r = 1 near the walls, the resolved velocity fluctuations remain high where the

flow is highly disturbed.

6.5.4 Grid dependency

The grid dependency of the HTLES predictions is examined by comparing the results on

three meshes: the coarser mesh M1, the reference mesh M2 (the results of which were

already shown in the former Sections) and a finer mesh M3. Details of each mesh are

given in Section 6.2.1. First, the phase-averaged velocities are compared. Then, the mean

velocity fluctuations are analyzed.
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6.5.4.1 Mean velocity
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Fig. 6.26 Compressed Tumble: Comparison of the in-plane phase-averaged velocity during the
intake predicted by HTLES using three meshes.

The contours and streamlines of the phase-averaged velocity predicted by HTLES using

M1, M2 and M3 are compared with the PIV data in Figure 6.26. Their corresponding 1D

vertical profiles are given in Figure 6.27.
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Fig. 6.27 Compressed Tumble: Vertical 1D profiles of the phase-averaged velocity during the
intake predicted by HTLES using three meshes: M1 (finer), M2 (reference) and M3 (coarser).

The impact of the mesh resolution in the intake jet can be seen from the first shown

instant at −320 C AD . The 1D profile of the horizontal velocity is slightly improved in M3.

However, the mesh refinement does not improve the deflection of the intake jet, as shown

by the profiles of the vertical velocity, which is underestimated in the three simulations in

comparison to PIV. From the predicted streamlines, one can see that the center of rotation

is well located in all three simulations, even if the mesh refinement slightly enhances the

simulation results, which agree well with the PIV findings. The more accurate prediction

of the intake jet penetration is given by the simulation using M3, which enhances the

prediction of the rotational speed of the tumble that is no longer underestimated as it is in

M1 and M2.

The second shown instant (at −300 C AD), shows no significant differences between

the three simulations, except for the rotational speed, which is accurately predicted in M3.
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At −270 C AD, the overestimation of the upward deflection of the intake jet appears for

all three meshes as can be observed in the velocity streamlines. A slight improvement is

nonetheless visible in M3. This results in a better formation of the tumble in M3, which

can be observed by examining the rotational speed, the rotational core of the tumble and

the tumble front. Concerning the latter, one can observe that the high velocity extent

corresponding to the tumble front is more accurately predicted in M3 than in M1 and

M2.

At the fourth shown instant (−240 C AD), the simulations predict fairly similar tumble

characteristics, apart from the rotational core, which is in better agreement with PIV in

M3.

At −180 C AD , the simulation using M3 predicts slightly better the high velocity regions

as a result of an overall better prediction of the tumble characteristics at former instants.

The bottom recirculation, which is only shown in the simulations, is slightly reduced in

M3.
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6.5.4.2 Mean velocity fluctuations
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Fig. 6.28 Compressed Tumble: contours of the mean velocity fluctuations u
′
x u

′
x during the intake

predicted by HTLES using three meshes.
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Fig. 6.29 Compressed Tumble: Contours of the mean velocity fluctuations u
′
y u

′
y during the intake

predicted by HTLES using three meshes.
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Fig. 6.30 Compressed Tumble: 1D vertical profiles of the mean velocity fluctuations during intake
predicted by HTLES using three meshes: M1 (finer), M2 (reference) and M3 (coarser).

The simulation results of the mean fluctuations of the horizontal and vertical velocity

components are shown in Figure 6.28 and 6.29, respectively. Their corresponding 1D

vertical profiles are shown in Figure 6.30. At the first shown instant, the contours of u
′
xu

′
x

show high fluctuation regions at the tip of the intake jet, in simulations using M1 and

M2. The mesh refinement in the intake jet region in M3 prevents this discrepancy with

PIV. Improvements using M3 can also be observed in the contours of u
′
y u

′
y , where the

fluctuation region around the rotational core is more accurately predicted than in the

simulations using M2 and M1, which slightly overestimate its extent as compared to PIV.

The high fluctuations that appear in the shear layers of the intake jet, at −300 C AD, are

better predicted in M3. Concerning the tumble front fluctuations, the contours of u
′
y u

′
y

show that all simulations capture fairly accurately the increase in the velocity fluctuations.

The third shown instant corresponds to −270 C AD . At this instant, the simulations using
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M1 and M3 yield smaller recirculations beneath the jet flow than in M2, yielding less

fluctuations in u
′
xu

′
x within this region. The tumble front fluctuations are better predicted

in M3 while M1 and M2 tend to slightly overestimate them in comparison with PIV. The

tumble rotational core is well defined in M3.

6.6 Results for the compressed configuration

For the compressed case, which is the subject of this Section, the guillotine closes during

the compression allowing the engine to feature a four-stroke cycle. During the intake, the

process is similar to the configuration without the guillotine. Hence, the focus is put on

the compression stroke during which the tumble is compressed.

Owing to the double duration of the four-stroke cycle, as compared to the uncom-

pressed case, only 21 cycles could be simulated. The phase averages were computed on

the last 18 cycles.

The analysis of the results is organized as follows. First, the in-cylinder pressure is

compared with experimental findings. Then, the phase-averaged velocity and the mean

velocity fluctuations are examined during the compression stroke.

6.6.1 In-cylinder pressure

Figure 6.31 compares the time evolution of the in-cylinder pressure predicted by RANS,

HTLES and LES at the third cycle with the experimental measurements. As the engine

works in non-fired conditions, the in-cylinder pressure profiles are similar from a cycle to

another.
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Fig. 6.31 Compressed Tumble: Time evolution of the in-cylinder pressure predicted by RANS,
HTLES, and LES versus the experimental data.

The simulations reproduce accurately the pressure increase during the early stages of

the compression. However, from −45 C AD , the simulations yield a higher pressure than

in the experiment and overpredicts the maximum pressure by 0.7 bar. Indeed, while the

pressure peak is 5.5 bar in the experiment, it is 6.2 bar in the simulations. A mass leakage

of 10% was observed in the experiment during the compression [10], possibly explaining

the observed over-estimation of the peak pressure by 11% in the simulations that did not

include a blow-by model.
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6.6.2 Mean velocity
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Fig. 6.32 Compressed Tumble: Contours and streamlines of the phase-averaged velocity during
compression.

Contours and streamlines of the phase-averaged velocity for RANS, HTLES, LES and PIV

at four instants during the compression are depicted in Figure 6.32. Figure 6.32 shows

the vertical 1D profiles of the phase-averaged velocity and the mean velocity fluctuations,

extracted halfway between the cylinder head and the piston.
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Fig. 6.33 Compressed Tumble: Vertical 1D profiles of the phase-averaged velocity and the velocity
fluctuations during compression.

All simulations underestimate the tumble rotational speed, as it was underestimated

at the end of the intake as shown in Section 6.5.1.1 for the compressed configuration.

At the first shown instant (−120 C AD) the tumbling vortex center predicted by the

simulations is situated closer to the piston than in PIV. The 1D profiles of the horizontal

velocity are clearly underestimated in the simulations. The inaccurate location of the

tumbling vortex can be observed on U y , which at certain locations has an opposite sign

compared to PIV.

At −90 C AD, the tumbling vortex starts to break down in RANS, while no similar

phenomenon at this angle is apparent in PIV or in HTLES and LES. HTLES and LES yield
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fairly similar results at this instant. At the end of the compression, none of the simulations

succeeds to predict the tumbling vortex breakdown observed in the experiment.

6.6.3 Turbulence modeling during compression

This section aims at examining the differences between HTLES and LES in terms of

turbulence modeling during compression by exploring the viscosity ratio
νs f s

νmol
obtained by

each approach. The analysis hereafter is based on the phase averages the viscosity ratios

for a more organized vision.

−120 C AD −60 C AD −40 C AD −30 C AD

LE
S

H
T

LE
S

viscosity ratio

Fig. 6.34 Compressed Tumble: Contours of the phase-averaged viscosity ratio during compression
in the symmetry plane.
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Figure 6.34 shows the phase-averaged viscosity ratio
νs f s

νmol
at four instants of the com-

pression yielded by HTLES and LES. HTLES yields overall higher turbulent viscosity ratios

than LES. At the fixed walls, the viscosity ratio increases as the RANS mode is triggered. A

smaller increase is observed at the moving wall as the elliptic shielding fails to activate at

the moving walls (see Section 6.5.3.2). In the core region, the subfilter viscosity decreases,

as a larger proportion of the flow scales can be resolved. At the end of the compression, the

turbulent scales become finer as the tumble breaks down, which makes HTLES increase

the subfilter viscosity.

From a numerical point of view, the turbulent viscosity ratio can affect the simulation’s

numerical stability. As mentioned in Section 4.3.2.1, CONVERGE locally downgrades

the spatial scheme from the second-order central differencing to the first-order upwind

scheme to prevent non-physical oscillations (also known as ”wiggles”) that can appear

when the second-order differencing scheme is used. Figure 6.35 shows the evolution of

the number of upwinded cell faces during a randomly chosen cycle for RANS, LES, and

HTLES.
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Fig. 6.35 Compressed Tumble: Time evolution of the number of the upwinded cell faces in RANS,
HTLES and LES simulations.

RANS simulation yields the least number of upwinded cell faces, followed by HTLES

then LES. This results from the more elevated the turbulent viscosity, the smaller the local

gradients, which lowers the propensity to generate local numerical instability. From this
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fact, HTLES reduces the upwinding by 40% compared to LES, as it partly operates in LES

and RANS.

6.7 Statistical convergence

In order to examine the statistical convergence of the phase-averaged HTLES results,

phase-averaged velocity and mean velocity fluctuation results are examined based on an

increasing number of cycles used in the averaging process. The phase-averaged velocity

for each crank angle (CA) θ is computed as:

U i (θ) = 1

N

N∑
k=1

Ũ (k)
i (θ) , (6.8)

where N is the number of included cycles, Ũ (k)
i (θ) is the instantaneous resolved velocity

at cycle k. The mean velocity fluctuations u
′
i u

′
j are calculated as the sum of:

• the resolved velocity fluctuations calculated from the resolved velocity U i as:

RES = (Ũi −U i )(Ũi −U i ) . (6.9)

• the subfilter velocity fluctuations estimated using the Boussinesq hypothesis:

SF S =−2νs f s
∂Ũi

∂x
+ 2

3
ks f s , (6.10)

where i is either x for the horizontal or y for the vertical component.

u
′
i u

′
j = RES +SF S . (6.11)

In the case of LES, only the resolved part in considered.

The convergence of the statistics is evaluated using two quantities. First, the evolution

of the resolved kinetic energy in the symmetry plane with numbers of averaging cycles is

examined. Then, 1D profiles of the mean velocity and mean velocity fluctuations obtained

increasing numbers of averaging cycles are compared.
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The kinetic energy for each velocity component is calculated using:

σUi (θ) = 1

N

N∑
k=1

(Ũ (k)
i (θ))2. (6.12)

Its value in the symmetry plane as a function of number of averaging cycles N is examined

in Figure 6.36 at 3 different instants of the intake in the uncompressed engine. The black

dashed lines represent the kinetic energies obtained using 80 averaging cycles.
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Fig. 6.36 Compressed Tumble: Evolution of the kinetic energy in the symmetry plane with num-
bers of averaging cycles at 3 instants of the intake stroke.

At the first shown instant, at−270 C AD , the kinetic energy of both velocity components

increases until 30 cycles and reaches a nearly constant plateau for higher numbers of

cycles. At −240 C AD, the variance of the x velocity component σUx requires at least 40

cycles to stabilize, while for the y velocity component 30 cycles are sufficient to reach

a converged state. The third shown instant corresponds to BDC, the variance of the x-

component stabilizes around 40, but requires at least 50 cycles to stabilize. Concerning

the variance of the y-component reaches the asymptote line around 40 averaged cycles.

The performed analysis shows that 40 cycles is enough to provide a converged kinetic

energy for the three investigated instants.
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Fig. 6.37 compressed tumble: Vertical 1D profiles of the first two statistical moments at −270
C AD .

10 5 0 5 10
Ux [ m/s ]

0

10

20

30

40

50

60

70

80

90

100

y 
[ m

m
 ]

1.5 0.0 1.5 3.0
Uy [ m/s ]

0

10

20

30

40

50

60

70

80

90

100

0 4 8 12
u′xu′x [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

0 1 2 3 4
u′yu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

4 2 0 2 4
u′xu′y [ m2/s2 ]

0

10

20

30

40

50

60

70

80

90

100

123 CAD

10 cycles 20 cycles 30 cycles 60 cycles 80 cycles

Fig. 6.38 Compressed Tumble: Vertical 1D profiles of the first two statistical moments at −240
C AD .
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Fig. 6.39 Compressed Tumble: Vertical 1D profiles of the first two statistical moments at −180
C AD .

To further investigate the phase average convergence, Figures 6.37, 6.38 and 6.39 show

the vertical 1D profiles of the two first statistical moments profiles at three instants of the

intake.

For the phase-averaged velocity, one can observe that, overall, the 1D profiles are

similar up from 20 cycles. The mean velocity fluctuations require more cycles with at least

30 cycles to have converged results.

From these analyses, it is shown that using 40 averaging cycles are sufficient to have

reasonable statistics. Accordingly, HTLES and LES results will be phase averaged on 40

cycles in order to compute the first two statistical moments. The convergence of LES was

not checked separately, as it was found that LES results are quite comparable to those of

HTLES.

6.8 Conclusions

A first validation of EWA-HTLES in engine flows was provided in the compressed tumble

engine. Both the uncompressed and the compressed configurations were examined.
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The first step was to examine the piston laws provided in the literature. It was shown

that the experimental piston law contains small fluctuations, which provoked large oscil-

lations in the velocity and pressure that were not observed in the experiment. A smoothed

piston law was proposed to reduce these oscillations.

A total number of 43 consecutive cycles of the uncompressed configuration was sim-

ulated using HTLES and LES. The results were phase averaged from the third cycle for

meaningful comparison with the PIV findings. A RANS simulation was also performed,

the results of which were taken from the third cycle. The simulation results showed that

HTLES and LES provided fairly similar predictions that were in good agreement with PIV.

RANS results showed acceptable results in terms of velocity predictions but were less

satisfactory in predicting the mean velocity fluctuations. Unlike RANS, HTLES and LES

captured fairly well the increase in mean velocity fluctuations in regions characterized by

CCV.

Nonetheless, all the simulation results were less satisfactory at the end of the intake.

The exact reason that explains such discrepancies with PIV at this moment remained

unsolved.

With regard to the turbulence modeling, it was shown that HTLES operates in RANS

in the channel and in LES in the compression chamber. Even if the elliptic shielding

was activated at the fixed walls of the cylinder, it was shown that a large portion of the

turbulent fluctuations was still resolved due to the penetration of the scales resolved in

LES in the boundary layers. The elliptic shielding could not be activated at the moving

piston due to a problem related to moving boundary conditions that have not been solved.

In the plenum, even if the energy ratio reached high values, the simulation still resolved a

large portion of the turbulent fluctuations.

The grid dependency of HTLES was explored by using three meshes of different res-

olutions. It was shown that the results were not significantly affected when the mesh

resolution was decreased. Nevertheless, refining the intake jet region improved the simu-

lation predictions in terms of tumble characteristics and of mean velocity fluctuations.

For the compressed configuration, 21 consecutive cycles were simulated using HTLES

and LES. A RANS simulation was also performed, the results of which were extracted from

the third cycle. All simulations showed important discrepancies with the experimental

data. They gave higher peak pressures at the end of compression than the experiment due

to a mass leakage that was present in the experiment and which was not included in our

simulations. The flow predictions of the simulations were not satisfactory. Indeed, they
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showed an important underestimation of the tumble speed during compression and an

inaccurate representation of the process of the compression of the tumble, as the flow was

not well predicted at the end of the intake.



Chapter 7

The Darmstadt engine

The validation of turbulence models for in-cylinder flows implies performing tests on real-

istic configurations with complex moving parts and non-stationary boundary conditions.

In such conditions, unsteady phenomena, such as the formation and the breakdown of the

tumbling motion and CCV, appear in the combustion chamber and need to be addressed

adequately to accurately describe the engine functioning and predict its performance

[51]. Baum et al. [5] acquired a detailed database of the flow in a motored single-cylinder

engine with optical accesses.

This Chapter provides a first validation of EWA-HTLES in a non-fired realistic SI

engine. The first Section introduces the Darmstadt Engine and its main specifications.

Then, Section 7.2 provides the details of the used numerical parameters, meshes and

turbulence models. The last Section aims at evaluating the HTLES predictions with regard

to the intake and compression phases. The simulation results are compared with the PIV

findings, and RANS and LES. The results are provided in four parts. The result analysis

starts by examining the integral flow quantities. After that, the turbulence modeling

in HTLES during the intake and compression phases is analyzed. After that, the mean

and RMS velocities predicted by the simulations are compared with the PIV. Finally, the

sensitivity of the simulation results to mesh is evaluated using two meshes.
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7.1 Configuration and computational domain

The experimental configuration of the Darmstadt engine is illustrated in Figure 7.1. The

intake system comprises different parts such as mass flow controlers (MFC), pneumatic

valves (PV), and flow heaters (H)) that allow conditioning the intake air in terms of pressure,

temperature and gas composition. The plena P3 and P4 connected, respectively, to the

intake and exhaust ports are used for sound reduction [5].

Fig. 7.1 Darmstadt Engine: Experimental setup [5].

The simulated part is restricted to the encircled part. It comprises the intake and

exhaust ports and the engine. The intake port consists of a dualport, which is attached

to the cylinder head and is designed in such a way that a high level of charge motion (i.e,

tumble) is introduced in the engine. The engine features a non-fired four-stroke cycle (see

Section 1.2). CAD is used to measure time:

• intake stroke: from −360 to −180 C AD .

• compression stroke: from −180 to 0 C AD .

• expansion stroke: from 0 to 180 C AD .

• exhaust stroke: from 180 to 360 C AD .

The engine consists of a single-cylinder Spark Ignited Direction Injection (SIDI) optical en-

gine. The cylinder head has a four-valve pent-roof configuration. The main specifications

of the engine are listed in Table 7.1.
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Bore [ mm ] 86

Stroke [ mm ] 86

Clearance height [ mm ] 2.6

Conrod length [ mm ] 148

Intake valve opening instant [ C AD ] 325

Intake valve closing instant [ C AD ] -125

Exhaust valve opening instant [ C AD ] 105

Exhaust valve closing instant [ C AD ] -345

Engine speed [ RP M ] 800

Engine displacement [ cm3 ] 499.6

Compression ratio [ − ] 8.5

Table 7.1 Darmstadt Engine: Main specifications.

 
 Wall -guided  

 

Spray -guided  

 

Valve middle plane  Cylinder symmetry plane

Fig. 7.2 Darmstadt Engine: Illustration of the two available configurations of the engine, Figure
adapted from [15].

There are two different engine configurations of the Darmstadt engine: the Wall-

Guided (WG) engine and the Spray-Guided (SG) engine (see Figure 7.2). Both engines are
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identical in terms of their global parameters (see Table 7.1). Among differences between

the two configurations are:

• the extremity of intake port which, as shown by the orange circles in the valve plane,

has a sharper edge (separation edge) in the wall-guided than in the spray-guided

engine.

• the intake valves, which have a smaller diameter of the valve disks in the spray-

guided engine.

• the geometry of the cylinder head as shown by the red circles in the cylinder sym-

metry plane.

Other modifications related to the injector position are not discussed here as it is inac-

tive in the experiment considered here. More details about each configuration can be

found in [6, 12, 33]. The focus in what follows is restricted to the wall-guided engine. Its

computational domain is illustrated in Figure 7.3

Fig. 7.3 Darmstadt Engine: Computational domain.
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7.2 Numerical set-up

7.2.1 Mesh configuration

The mesh consists of hexahedral elements. It is set in such a way that the spatial resolution

is higher in the combustion chamber during intake and compression, and in the intake

port during intake, and lower in the rest of the domain where a qualitative simulation

using RANS or VLES is sufficient. Details about the way the cell size changes depending

on the region and the stroke is detailed in Table 7.2.

Phases of the cycle Intake Compression Expansion Exhaust

Intake port [ mm ] 1 2 2 2

Combustion chamber [ mm ] 1 1 2 2

Exhaust port [ mm ] 2 2 2 1

Table 7.2 Darmstadt Engine: Grid resolution for each region and each phase of the four-stroke
cycle for Mesh 2.

Figure 7.4 illustrates a cut of the mesh in the symmetry plane of the intake valve with a

zoom in on the valve region. It illustrates the mesh in the engine and the way the cells are

trimmed at the valve boundaries using the cut-cell technique [103]. More details about the

mesh management in CONVERGE at the wall boundaries and moving walls are provided

in Section 4.3.2.1.

Fig. 7.4 Darmstadt Engine: A cut of M2 in the intake valve symmetry plane at the intake with a
zoom in on the intake valve region.
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Another mesh, which is coarser, is used for the grid dependency study in Section 7.3.5.

It uses the same refinement strategy detailed in Table 7.2 but with a grid base which was

downgraded from 2 mm to 3 mm. In order to distinguish both meshes, the coarse mesh is

denoted as Mesh 1 and the fine mesh is denoted as Mesh 2. An illustration of both meshes

at the intake is illustrated in Figure 7.5.

Mesh 1 Mesh 2

Fig. 7.5 Darmstadt Engine: Illustration of each mesh in the symmetry plane of the intake valve at
−260 C AD .

7.2.2 Numerical parameters

The set of numerical parameters used for all simulations is summarized in Table 7.3.

Temporal scheme First-order implicit Euler

Convective scheme Second-order central differencing scheme

Flux limiter Step at 0.1

Convective, acoustic CFL 0.7, 50

Fourier Number 2

Table 7.3 Darmstadt Engine: Numerical parameters.

All simulations − RANS, HTLES and LES − were performed using the same numerical

parameters and meshes in order to compare solely the impact of the turbulence model on

the results.
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7.2.3 Turbulence modeling

The turbulence models are the same as those used for the Compressed Engine. Further

details are provided in Section 6.2.3.

7.2.4 Boundary conditions and initialization

The kinematics of the moving boundaries are prescribed following the experimental data.

The piston is driven following a sinusoidal movement (see Table 7.1). The lifts of the intake

and exhaust valves follow the motion laws shown in Figure 7.6.
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Fig. 7.6 Darmstadt Engine: Intake and exhaust valve lifts.

The static pressure at the inlet and the outlet is imposed with respect to the experi-

mental measurements illustrated in Figure 7.7. The temperature at the inlet is set to 295 K

and to 316.5 K at the outlet.
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Fig. 7.7 Darmstadt Engine: Time evolution of the static pressure at the inlet of the intake port and
at the outlet of the exhaust port.

For the wall boundaries, the prescribed temperatures correspond to the experimental

data listed in Table 7.4.

Temperature [ K ]

Engine walls 333

Intake port 295

Exhaust port 317

Table 7.4 Darmstadt Engine: Temperatures at the wall boundaries.

The heat transfer at the walls is modeled using the O’Rourke wall function [3], while

the shear stress is computed using the automatic wall function [86] for RANS and HTLES,

and the Werner wall function [131] for LES.

For the initialization, the computational domain is filled with air at 299 K and the

initial velocity and pressure are set to zero and 1 bar , respectively.

Regarding HTLES, the first cycle is simulated using the RANS mode by imposing r = 1

and kr es = 0, then HTLES is activated from the second cycle on.
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7.3 Results of the intake and compression

The following Sections aim at evaluating the HTLES predictions with regard to the in-

take and compression phases. To this aim, the simulation results are compared with

the experimental data, and with RANS and LES. The results are provided in four parts.

Section 7.3.2 examines the integral flow quantities. Section 7.3.3 analyzes the turbulence

modeling quantities, such as the energy ratio r and viscosity ratio. A deeper insight into

the simulation results is provided by comparing the mean and RMS velocity with the PIV

findings in Section 7.3.4. Finally, Section 7.3.5 focuses on the mesh dependency of the

simulations by comparing their results in two meshes M1 and M2.

7.3.1 Post-processing of simulation results and experimental data

Experimental measurements of the first two statistical moments of the flow over 2700

cycles are provided by the PIV measurements conducted by Baum et al. [5]. The data are

provided in the cross-section area that lies in the symmetry plane of the cylinder as shown

in Figure 7.8-right.

Fig. 7.8 Darmstadt Engine: -Left: Schematic of the cylinder symmetry plane (the red line). -Right:
Contour of the optically accessible cross-section area.

All the 2D results (including PIV and 3D simulations) shown hereafter are shown in

the cross-section area shown in Figure 7.8. The 1D profiles are extracted over the vertical

centerline in the symmetry plane of the cylinder schematized in Figure 7.9.
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Fig. 7.9 Darmstadt Engine: Schematic of the vertical centerline in the cylinder symmetry plane
over which are extracted 1D profiles.

HTLES and LES resolved fields are phase averaged using 40 consecutive cycles, which

are sufficient to obtain a reasonable estimate of the two first statistical moments, as shown

in Section 7.3.6. The first cycle was discarded to drive out the initial conditions, and the

results were extracted from the second cycle as the in-cylinder pressure proved to be

almost similar from the second cycle on.

The phase-averaged and RMS velocities are calculated as described in Section 6.7. In

HTLES, the subfilter stresses were not included in the RMS calculation as they were not

save them, due to a misconfiguration of the input files. The coordinate system and its

origin position are shown in Figure 7.10. The x axis is normal to the cylinder symmetry

plane and the z axis is aligned with the cylinder axis and is oriented towards the cylinder

head.

Fig. 7.10 Darmstadt Engine: Illustration of the coordinate system, and the origin position, Figure
adapted from [15].



7.3 Results of the intake and compression 171

7.3.2 Results of the integral flow quantities

This Section examines three integral flow quantities. First, the in-cylinder pressure and

trapped mass are compared with the experiment. Then, a qualitative analysis of the

aerodynamic characteristics predicted by each simulation is performed by analyzing the

tumble ratio (TR). The standard deviation of TR will be used as a qualitative means to

quantify CCV.

7.3.2.1 In-cylinder pressure
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Fig. 7.11 Darmstadt Engine: Time evolution of the in-cylinder pressure.

Figure 7.11 compares the time evolution of in-cylinder pressure predicted by RANS, HTLES

and LES with experimental data. As experiments exhibited a negligible cyclic variation of

in-cylinder pressure, the HTLES and LES results are extracted from a randomly chosen

cycle.

Experiment RANS HTLES LES

Peak pressure [ bar ] 13.2 15.2 15.4 15.8

Deviation [%] - 15 16 20

Table 7.5 Darmstadt Engine: Experimental and predicted peak pressure at TDC.
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All the simulations give fairly good predictions of the in-cylinder pressure along the cy-

cle except around TDC. They overpredict the peak pressure as detailed for each simulation

in Table 7.5. Similar observations were reported in [7, 55]. Baumann et al. [7] associated

this overestimation to minimal inaccuracies in the description of the geometrical details.

He managed to reduce the peak pressure by lowering the in-cylinder mass through the

intake pressure so that the simulation matches the experimental peak pressure. Janas et al.

[55] examined the blow-by possibility by performing 0D simulations of the compression

and expansion of the engine. He showed that the geometrical compression ratio must be

lowered from 8.5 to 7.5 to compensate the peak-pressure mismatch. This option was not

retained for its side effects as it will require modifications of the engine geometry, that

may influence the in-cylinder flow field the temperature evolution during compression.

Furthermore, there is no meaningful blow-by in the experiment to justify such a choice.

Another possible reason could be a somewhat too high intake valve temperature

imposed in our simulations, but this could not be verified in more detail due to the

absence of a detailed experimental characterization. Since no exact explanation was

found, no modification were added to simulation to match the experimental peak pressure.

It is worth mentioning that this overestimation may not considerably affect the flow

predictions as the engine works under motored conditions. Its effect would be more

significant in the case of a fired engine [55].
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7.3.2.2 Trapped mass
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Fig. 7.12 Darmstadt Engine: Time evolution of the trapped mass predicted by 3D simulations and
compared to a 1D CFD simulation using GT-Power.

Figure 7.12 compares the trapped mass predicted by our 3D simulation with results from

a 1D GT-Power simulations [15] of the same engine. All 3D simulations yield the same

evolution, independent of the used model with −16% less trapped mass than the one

given by GT-Power predictions. The 3D CFD results underestimated the 1D CFD curve

during the intake and exhaust phase. During the closed phase of the cycle, the trapped

mass yielded by 3D CFD is slightly higher than the one predicted by GT-Power. This might

explain why our simulations overpredict the maximum in-cylinder pressure.

7.3.2.3 Tumble ratio and CCV

The development of the tumble around the x−direction during the cycle (the normal

to the tumble plane) predicted by each simulation is examined hereafter. The tumble

rate (TR) can be used as a qualitative means to quantify the intensity of the tumble[61].

TR is defined as the ratio of ωx the angular velocity of the flow about the x−direction to
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ωcr anksha f t the crank shaft angular velocity:

T R = ωx

ωcr anksha f t
. (7.1)

The angular velocity requires a reference point for its calculation. In CONVERGE, the

reference point corresponds to the center of mass [112].
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Fig. 7.13 Darmstadt Engine: Time evolution of TR predicted by the simulations.

The time evolution of TR yielded by HTLES, LES and RANS is shown in Figure 7.13.

At the beginning of the intake stroke, the exhaust valves are partially open (see Figure

7.6) causing a small perturbation in TR. From −315 C AD on, TR increases rapidly until

reaching its first maximum value at −260 C AD. After that, TR significantly decreases as

the piston slows down, and the intake valves close. As the piston compresses the tumble

vortex, TR increases and reaches its second peak at −76 C AD , then vanishing due to the

tumble breakdown process.

HTLES and LES provide quasi-similar results. RANS shows some differences, which

appear from the first peak at −260 C AD and progressively increases during the cycle,

yielding a second peak of 12% larger than that predicted by HTLES and LES.
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Fig. 7.14 Darmstadt Engine: Time evolution of the standard deviation of TR predicted by HTLES
and LES.

The CCV predicted by HTLES and LES are qualitatively analyzed using the standard

variation of TRσT R . Figure 7.14 shows the time evolution ofσT R yielded by HTLES and LES.

The cyclic variation of the first peak is very small, indicating an overall high reproducibility

of the tumble generation during intake. The cyclic variability then gradually increases

with time and becomes highest at the instant of the second peak resulting from the

tumble breakdown due to compression. LES results presented in the same graph show

fairly similar levels of σT R compared to HTLES. The observed differences seem to have a

fluctuating behavior that may come from a not fully converged variance.

7.3.3 Qualitative assessment of modeled turbulence in HTLES

This Section provides an analysis of the way HTLES models turbulence during the intake

and compression phases. The first Section focuses on turbulence modeling during the

tumble generation. To this aim, the HTLES energy ratio r is examined. The resolved

flow structures in HTLES are compared with those in RANS and LES by means of the

Q−criterion. Finally, the focus is placed on the evolution of the turbulent viscosity during

the intake and compression phases.
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7.3.3.1 Turbulence modeling during the intake

In what follows, the parameter that controls the RANS-LES transition in HTLES, i.e, the

energy ratio r (see Equations (5.38) and (5.37)) is examined at the intake stroke.

Fig. 7.15 Darmstadt Engine: Contours of the energy ratio r at −260 C AD at an arbitrary cycle in
the symmetry plane of the intake valve.

Figure 7.15 shows the instantaneous contours of the energy ratio r in the symmetry

plane of the intake valve at −260 C AD. At the fixed walls, the elliptic shielding ensures

that r = 1 so that RANS equations are recovered (T → k
ε ). Nevertheless, at the moving

walls such as the valves and the piston the elliptic shielding fails to impose r = 1. This

issue already highlighted in Section 6.5.3.2 comes from the boundary condition used

for the elliptic shielding equation that could not be applied successfully for the moving

walls in CONVERGE. The values of r in the intake port are around 0.25, indicating to

HTLES to operate in VLES. In the combustion chamber, similar values around 0.25 are
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observed close to the walls, while in the core region, r decreases to values smaller than

0.06 indicating to the model to operate locally in LES.

The resolved turbulent structures during the tumble formation are visualized using

the Q-criterion isosurfaces. The HTLES results are compared with RANS and LES at −260

C AD in Figure 7.16.

RANS HTLES LES

Fig. 7.16 Darmstadt Engine: Q-criterion iso surfaces at 105 1/s2 in the symmetry plane of the
intake valve colored by the instantaneous velocity magnitude at an arbitrary cycle.

Inside the cylinder, all approaches show an intake jet flow that develops over the

valve and is deflected downwards by the cylinder, forming a tumbling vortex. The RANS

simulation only predicts the phase-averaged large scale flow structures and naturally

does not exhibit small flow structures. HTLES and LES exhibit an instantaneous range of

large and finer flow structures. In HTLES, the resolved small structures are slightly more

elongated than in LES, which corresponds to the VLES mode indicated by the energy ratio

r in Figure 7.15.
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7.3.3.2 Viscosity ratio
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Fig. 7.17 Darmstadt Engine: Contours of the phase-averaged viscosity ratio on the tumble plane
during intake and compression.

The phase-averaged viscosity ratio contours yielded by HTLES and LES at four instants of

the intake and compression are depicted in Figure 7.17. It should be noted that the results

were post-processed in the cross-section area shown in Figure 7.8--right. Therefore, the

results close to the cylinder liner are not shown.

At the beginning of the intake, at −315 C AD and −260 C AD , the intake jet is at its early

stages of generation, and the in-cylinder turbulent structures are rather small and less

well resolved. HTLES predicts high viscosity ratios in the intake jet region compared to

LES. At −180 C AD , the tumble generation of the tumble motion is nearly complete, and

hence large turbulent scales dominate the flow. HTLES gives viscosity ratios of the same

order of magnitude as LES. During compression, at −45 C AD, the tumble breaks down

into small scales yielding a substantial increase in turbulence, requiring more turbulence

modeling, i.e, higher viscosity ratios more visible in HTLES.

From a numerical perspective, as seen in the Tumble Engine in Section 6.6.3, CON-

VERGE locally downgrades the spatial scheme from the second-order central differencing

to the first-order upwind scheme to prevent the wiggles that can appear when the second-
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order differencing scheme is used. Figure 7.18 shows the evolution of the number of

upwinded cell faces during a randomly chosen cycle for RANS, LES, and HTLES.
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Fig. 7.18 Darmstadt Engine: Time evolution of the number of upwinded cell faces in CONVERGE.

One can observe that RANS exhibits the smallest number of upwinded cell faces,

followed by HTLES, then LES, which yields the highest number of upwinded cell faces.

This results from the more elevated the turbulent viscosity, the smaller the local gradients,

which lowers the propensity to generate local numerical instability. From this fact, HTLES

reduces the upwinding by 26% compared to LES, as it partly operates in LES and RANS.

7.3.4 Results of mean and RMS velocities

This Section compares the simulation predictions in terms of mean and RMS velocity with

the PIV findings during the intake and compression.

As schematized in Figure 7.19, the flow evolves in three stages. During the intake, the

intake valves opening and the piston descent allow a charge motion to be drawn in the

cylinder forming a tumbling motion. Once the piston is at TDC, the intake valves close,

and the piston moves upwards, leading to the tumble compression. Under the effect

of compression, the tumble ends up breaking down into small scales. The tumble ratio

analysis performed in Section 7.3.2.3 showed that the breakdown process starts from −76

C AD on.
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Fig. 7.19 Darmstadt Engine: Illustration of the flow evolution during intake and compression,
Figure adapted from [55].
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Fig. 7.20 Darmstadt Engine: Contours and streamlines of the phase-averaged 2D velocity magni-
tude in the cylinder symmetry plane at five instants during intake and compression.

Figure 7.20 compares the contours and streamlines of the phase-averaged velocity

magnitudes predicted by RANS, LES and HTLES with PIV findings in the symmetry plane

of the cylinder at five instants of the intake and compression phases. In Figure 7.21, the 1D

profiles over the vertical centerline (illustrated in Figure 7.9) give a more in-depth insight

into the phase-averaged velocity.
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Fig. 7.21 Darmstadt Engine: 1D profiles of the phase-averaged velocity along the vertical center-
line in cylinder symmetry line at four different instants.

The first shown instant at −315 C AD corresponds to the early intake when the jet

generated by the intake ports and valves reach the cylinder symmetry plane. The extend

of the high-velocity region found in PIV is accurately reproduced by all presented simula-

tions that yield very comparable results. However, the highest velocity magnitudes are

underpredicted by all simulations.

The second instant at −260 C AD corresponds to a high intake valve lift, characterized

by a high intake jet velocity starting to generate the tumble motion. All simulations

overestimate the extend of the highest velocity region found in PIV beneath the intake

valves. This turned out to be due to an overestimation of the velocity in the z−direction

shown by 1D profiles. Despite this discrepancy, all simulations predict the tumble motion

fairly accurately in terms of tumble rotational core and angular penetration of the tumble
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front. Concerning the latter, HTLES and LES yield a slightly lower penetration, indicating

an underestimation of the tumble rotational speed. RANS predictions show besides an

upward movement of the tumble front, which is not present in PIV.

The third instant corresponds to BDC, at a moment where the intake valves are closing,

and the generation of the tumble motion is nearly complete. The PIV findings show that

the tumble rotational core (corresponding to the low flow velocity region) has moved close

to the piston. The high-velocity region at the left of the shown plane corresponding to the

tumble front has moved towards the cylinder head. While all simulations qualitatively yield

similar findings, some differences can be observed. RANS results do less well reproduce the

PIV findings, with a rotational center situated further to the right and a less clearly defined

tumble front. In addition, which high-velocity regions below the head and on the left of

the cylinder are not found in PIV nor the other simulations. HTLES and LES predictions

are similar and closer to PIV findings, despite a slight shift of the rotational center to the

left and a slight underestimation of the rotational speed front penetration. The tumble

rotational core can be localized where Uy and Uz are equal to zero simultaneously. Using

the 1D profiles, this corresponds in PIV to (y, z) = (0,−80mm). At this location, all the

simulations show magnitudes of Uz well above the PIV findings, which is a consequence

of the mispredicted location of the tumble rotational core.

The two last shown instants correspond to the closed part of the cycle, during which

the upward moving piston compresses the tumble motion. HTLES yields results that are

the closest to PIV findings, despite underestimating the high-velocity region on the lower

left side of the cylinder. LES produces quite similar results, but the streamlines show

characteristics that slightly differ from PIV and HTLES. Finally, the compression of the

less well-predicted tumble creation by RANS naturally leads to larger differences with PIV,

even if the overall structure and level of velocity are well enough predicted.
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Fig. 7.22 Darmstadt Engine: Contours of uy,RMS in the cylinder symmetry plane during intake
and compression.
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Fig. 7.23 Darmstadt Engine: Contours of uz,RMS in the cylinder symmetry plane during intake
and compression.

The contours of the RMS for the y and z velocity components are illustrated in Figures

7.22 and 7.23, respectively.
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Fig. 7.24 Darmstadt Engine: 1D profiles of the RMS velocities over the vertical centerline in the
cylinder symmetry plane at four different instants.

At −315 C AD , the PIV findings show that both the in-plane RMS components feature

an increase in magnitudes in the core region. HTLES and LES underestimate the RMS mag-

nitudes at this instant, as the flow scales are rather small, and the mesh is not sufficiently

fine to resolve turbulent fluctuations. Therefore, HTLES results have to be interpreted

with care since the subfilter part (not taken into account in the RMS calculations) may

become significant if turbulence is under-resolved. The results are slightly better in RANS.

At the second shown instant, a high extend RMS region appears in the z-component

around the tumble rotational core. As shown in the 1D RMS profiles, RANS mislocates the

increase in RMS compared to the PIV data, as it failed to accurately predict the location

of the tumble rotational core. HTLES and LES well predict this region. Indeed, the local

increase observed in the RMS magnitudes is a consequence of substantial variations in the

tumble rotational core location from one cycle to another (CCV) [10] that a RANS simula-
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tion can hardly predict [117]. At the intake jet region, both HTLES and LES underestimate

the RMS magnitudes, as the turbulent intake jet is not well resolved.

At BDC, two distinct high RMS extend regions are identified. The first one appears in

the RMS y-component around the tumble rotational core, and the second one shows up

in the z-component at the tumble front. RANS significantly underestimates the RMS at

this instant, whereas HTLES and LES reproduce fairly well the PIV findings.

The fourth shown instant (-90 C AD) is just before the beginning of the tumble break-

down process (see Figure 7.13). The tumble is compressed and becomes unstable, as

shown in both z and y RMS components, which feature a substantial increase around the

tumble rotational core. Unlike RANS, This phenomenon is fairly well predicted by HTLES

and LES.

The last shown instant lies in the tumble breakdown period when the tumble decom-

poses into small scales that raise the RMS magnitudes, which is fairly well captured by

HTLES and LES.

All the simulations have overall well-predicted results in terms of mean and RMS

velocity. RANS provided good results in terms of the tumble generation. Nevertheless,

RANS results were progressively less satisfactory as the CCV started raising in the domain.

This is particularly true for RMS velocity provoked by the cycle variability of large scales

that RANS hardly captures. HTLES and LES provided better results, which were shown to

be very similar. The RMS velocities were fairly well predicted compared to the PIV findings.

Nevertheless, in some regions such as the inlet jet region, both simulations showed

a significant underestimation of RMS magnitudes. This underestimation potentially

indicates that the unresolved scales contain a non-negligible part of the turbulent energy,

underlining the necessity of considering the subfilter stresses in the calculation of the

RMS velocities in HTLES.

7.3.5 Grid dependency

This Section focuses on the grid dependency of RANS, HTLES and LES using two meshes:

the reference mesh M2, the results of which were already shown in the former Sections,

and the coarse mesh M1 (see Section 7.2.1 for a detailed description of each mesh).
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The result analysis is organized in two parts. In the first part, the grid dependency

of tumble characteristics is examined using the tumble ratio. In the second part, the

simulation predictions in terms of mean and RMS velocity are compared with the PIV

findings.

7.3.5.1 Tumble ratio

-360 -270 -180 -90 0
CAD [ ° ]

0.0

0.5

1.0

1.5

2.0

2.5

Tu
m

bl
e r

ati
o 

[ -
 ]

RANS
HTLES
LES

Fig. 7.25 Darmstadt Engine: Time evolution of the tumble ratio over the crank angle using M1
(opaque) and M2 (transparent).

The time evolution of the tumble ratio predicted using M1 and M2 with RANS, HTLES and

LES are shown in Figure 7.25. While the evolution yielded by RANS slightly depends on

the mesh resolution, a stronger impact is visible for HTLES and LES, especially during

compression. The predictions with the coarser mesh M1 indeed yield a second peak that

is higher by 15 % as compared to the one predicted with the finer mesh M2.
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Fig. 7.26 Darmstadt Engine: Standard deviation of the tumble ratio predicted by LES and HTLES
using M1 (opaque) and M2 (transparent)

The standard deviation of the tumble ratio using M1 and M2 is reproduced in Figure

7.26. The results for HTLES are not too sensitive to the mesh resolution, with a slightly

higher level of variability with the coarser mesh at TDC. An important dependency can be

observed with LES, right during the intake phase, and to a lesser level at TDC. The reasons

for this behavior are yet unclear and would require a detailed analysis.
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7.3.5.2 Mean and RMS velocities
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Fig. 7.27 Darmstadt Engine: Comparison of the contours and streamlines of the in-plane phase-
averaged velocity in the symmetry plane of the cylinder predicted using two meshes: M1 (coarse)
and M2 (reference).

Figure 7.27 compares phase-averaged velocity fields predicted by RANS, HTLES and LES

using meshes M1 and M2. Figure 7.28 their corresponding 1D profiles along the vertical

centerline in the cylinder symmetry plane.
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Fig. 7.28 Darmstadt Engine: 1D profiles of the phase-averaged velocity along the vertical center-
line in cylinder symmetry line using M1 (opaque) and M2 (transparent) at four different instants.

At −260 C AD, as shown by the tumble ratio, all simulations are relatively less depen-

dent on the mesh. This is confirmed by the velocity fields, which show close predictions of

the tumble characteristics in terms of the rotational core and the tumble front in the two

meshes. The 1D velocity profiles show that both meshes show good agreement with the

PIV findings, except the region beneath the intake (−24mm < z < 0mm) that is less well

predicted in all the simulations using the coarse mesh (M1) as compared to the results in

M2.

Differences become significant at TDC. In RANS, the high velocity extend beneath the

intake valve is more overestimated in M1, resulting in a flow that streams more strongly

towards the cylinder liner as shown by the streamlines characteristics. The tumble rota-

tional core is shifted close to the cylinder liner, and the tumble front is less well defined
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compared to the results in M2. The misestimation of the tumble rotational core results

in a significant deterioration of the 1D velocity profiles. Whatever the mesh, HTLES and

LES yield fairly similar results. In M1, the tumble is slightly shifted towards the cylinder

liner, and the high extend velocity beneath the intake valve is slightly more overestimated.

Nonetheless, the results remain acceptable compared to the PIV findings.

During compression at −45 C AD, in the two meshes, RANS results show similar

predictions in terms of the tumble core and the high velocity extend, that forms beneath

the tumble. For HTLES and LES, even if the results were relatively weakly dependent on

the mesh during the intake, during the compression, they were found to deteriorate in M1

significantly. Indeed, unlike the PIV data, the tumble rotational core is shifted far from the

cylinder liner, and the high-velocity extend that becomes similar to RANS results.
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Fig. 7.29 Darmstadt Engine: Comparison of uz,RMS on the tumble plane predicted in: M1 (coarse)
and M2 (reference).

Concerning the RMS velocity, the contours of uz,RMS predicted using M1 and M2 are

illustrated in Figure 7.29. RANS results show a weak dependency on the mesh configura-

tion. HTLES and LES results show that when using the coarser M1, the RMS magnitudes

decrease slightly as less scales are resolved than in M2. This shows that M1 is not suffi-

ciently fine to resolve all the energy-containing scales. Therefore, no conclusion can be

drawn for HTLES as the subfilter part, which is not taken into account in the calculation

of the RMS may become significant in the coarse mesh. The results deteriorate in M1 at

−45 C AD , as the mean velocities were not correctly predicted at this instant.
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7.3.6 Convergence of the phase average

In order to compare the phase-averaged predictions of LES and HTLES with experimental

findings, a certain number of cycles have to be simulated and averaged to yield a meaning-

ful comparison. Thus, a study was performed to evaluate the minimum number of cycles

to simulate and include in the averaging to yield statistically converged results. Here the

study is conducted using HTLES resolved fields. The convergence of LES was not checked

separately, as it was found that LES findings were quite comparable to those of HTLES.
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Fig. 7.30 Darmstadt Engine: Evolution of the kinetic energy along the number of averaged cycles
at: - Left: −260 C AD .- Center: −180 C AD .- Right: −90 C AD .

The kinetic energy of the in-plane resolved velocity components is used as a first

indicator for the convergence of the first two statistical moments of the flow. Its spatially

weighted value in the cylinder symmetry plane versus the number of included cycles is

shown in Figure 7.30 at three instants. For −260 and −180 C AD , the results substantially

vary when less than 10 averaged cycles are used. The variations decrease continuously

as the averaged cycles is increased until reaching the asymptotic lines once at least 28

cycles are used for averaging. At −90 C AD, the results are more fluctuating and require

more averaging cycles to converge potentially due to the increased turbulence during

compression. 40 cycles appear to be sufficient to have reasonable converged statistics.

To further investigate the phase-average convergence, 1D profiles of the phase-averaged

and RMS velocity over vertical centerline (see Figure 7.9) computed from different num-

bers of cycles are shown at −260, −180 and −90 C AD in Figures 7.31, 7.32 and 7.33,

respectively.
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Fig. 7.31 Darmstadt Engine: Convergence of the 1D Profiles of the phase averaged velocity and
RMS velocity along the vertical centerline at −260 C AD .
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Fig. 7.33 Darmstadt Engine: Convergence of the 1D Profiles of the phase averaged velocity and
RMS velocity along the vertical centerline at −90 C AD .

For the three instants, one can observe that the phase averages are similar once at

least 28 cycles are used for averaging. The RMS profiles show substantial fluctuations if a

small number of averaged cycles is used. The difference between the curves significantly

decreases if more than 28 cycles are used for averaging, as shown by the curves calculated

from 37 cycles.

From these analyses, it is shown that including 40 cycles is sufficient to have reasonable

statistics. Therefore, all HTLES and LES simulations will use 40 averaged cycles for phase

averaging

7.4 Conclusions

A total of 42 consecutive cycles of the Darmstadt engine were simulated using HTLES. The

simulation results were compared with RANS, LES and the experiment. Overall, HTLES

and LES yield similar predictions in terms of phase-averaged and RMS velocities, and

were shown to be more accurate than RANS. Unlike RANS, phenomena that characterize

cycle to cycle variability, such as the increase in the RMS magnitudes around the tumble

front and tumble rotational core, and cyclic variation of the tumble ratio were captured by

HTLES and LES. Nevertheless, the RMS analysis could not be completed since the subfilter

stresses were not taken into account. Indeed, in some regions such as the inlet jet region,

both HTLES and LES showed a significant underestimation of RMS magnitudes, which
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potentially indicates that the flow is under-resolved the subfilter stresses may become

non-negligible.

Concerning the grid dependency, all the results deteriorated when using a coarse

mesh. RANS results were the less sensitive to the mesh during compression. In HTLES and

LES, although the results were not significantly affected by mesh coarsening during intake,

they were deteriorated during compression, particularly during the tumble breakdown

process.
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Conclusions and perspectives





Chapter 8

Conclusions and perspectives

8.1 Conclusions

The objective of the present thesis was to develop and validate a hybrid RANS/LES ap-

proach for the simulation of internal aerodynamics in ICE engines, and more specifically

SI engines. The main characteristic of ICE flows that had to be accounted for was the fact

that they are bounded by solid walls, with some of them moving in time with a prescribed

cyclic movement that imposes important geometrical transformations during each engine

cycle. In this context, a key ingredient of the model to be developed the imposition of a

RANS mode in the neighborhood of solid walls in order to accurately account for turbulent

boundary layer effects without actually resolving them, which would require unrealistic

simulation times for ICE flows. Furthermore, the ambition was to develop an approach

able to automatically and continuously handle the transition between RANS and LES

modes depending on the turbulent scales and the local mesh resolution in certain parts of

the computational domain and in the different phases of the engine cycle.

Part I of the manuscript was dedicated to the introduction of key aspects of the model-

ing of turbulent flows, and to discuss published research on the simulation and turbulence

modeling of the internal aerodynamics of SI engines.

Chapter 2 first recalled the fundamental equations of compressible single-phase gas

flows, as well as key aspects of turbulence.



202 Conclusions and perspectives

Chapter 3 then presented a literature review of modeling approaches for turbulent

flows. First, three main CFD approaches to simulate turbulent flows of practical interest

– RANS, LES and hybrid RANS/LES - were recalled, along with a presentation of key

principles and major modeling approaches. Then, a literature review of published research

on CFD modeling and simulation of ICE flows was given. It started with the outline of

main characteristics of ICE flows, and in particular of the tumbling flow at the basis of

modern SI engine concepts, and of its cyclic variability. After a short overview of published

RANS and LES work, a classification and discussion of published applications of hybrid

RANS/LES approaches to internal SI aerodynamics was presented.

Part II then detailed the work performed in the present thesis to extend an existing

hybrid RANS/LES model so that it can be applicable to ICE flows.

Chapter 4 first exposed the principles of the Hybrid Temporal RANS/LES (HTLES)

[80, 81, 129] model that was chosen as the basis of the present thesis, owing to its sound

theoretical framework and its compliance with key requirements for the present work.

First, the theoretical framework and basic principles of Hybrid RANS/Temporal-LES ap-

proaches were recalled. Second, the equations of the HTLES approach based on the k −ω
SST model were detailed, along with an outline of their implementation into the CON-

VERGE code. This implementation was the basis for all developments and applications

that were presented.

The rest of Chapter 4 then presented work aimed at improving the near-wall behavior

of the original HTLES approach. It consisted in implementing in HTLES an elliptic shield-

ing function inspired by work published for PITM [28, 34], based on a Poisson equation

derived from the elliptic blending theory [82].The objective was to enforce the RANS

mode in the neighborhood of solid walls. After outlining its combination with HTLES, its

validation based on the simulation of a turbulent channel flow was presented. These sim-

ulations showed that without such an elliptic shielding, the RANS-LES transition occurred

too close to the walls, and resulted in an important over-estimation of the flowrate and a

poor reproduction of other flow characteristics. This problem was shown to be efficiently

corrected by the use of the elliptic shielding function. Its usage indeed allowed ensuring

that the RANS-LES transition took place at an imposed distance based on wall units. This

resulted in a much more accurate reproduction of DNS findings for the studied channel

flow, and in particular of the resolved velocity fluctuations and flowrate.
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Chapter 5 then exposed the development of a version of the HTLES model specifically

adapted to the simulation of cyclic ICE flows, as well as first validations on steady flow

configurations.

First, the modeling issues resulting from the simulation of a cyclic flow were exposed,

which mainly consist in cyclic moving boundaries with important geometrical transfor-

mations and time-dependent boundary conditions. The resulting difficulties concern the

way HTLES defines the local resolution mode (RANS, LES or intermediate) that is based

on phase averaged quantities. After shortly outlining different options envisaged to avoid

phase averaging in the model, the development of the EWA-HTLES model was detailed.

It consisted in approximating the statistical flow quantities used in HTLES by exponen-

tially weighted averages (EWA). After defining the underlying Eulerian temporal filtering

operator, its necessary characteristics to be able to address cyclic flows were exposed:

filter out the fast-turbulent fluctuations from the resolved quantities, while keeping the

slower time-varying components of the flow variables resulting from the cyclic nature of

ICE flows. In order to address these issues, work then consisted in formulating an EWA

approach that adjusts its temporal filter width in time and space based on a comparison

of a turbulent time scale and of a fraction of the period of the engine cycle. The turbulent

time scale was defined based on a synthetic case generated from a HIT spectrum. Then,

the fraction of the cycle period was defined based on a sinusoidal time-varying synthetic

case in order not to filter the slower time-varying component. This allowed proposing a

formulation for the temporal filter width of EWA, that was used in the rest of the presented

work.

The developed EWA-HTLES model, including the elliptic shielding and the temporal

filter to approximate statistical averages, was then applied to the simulation of two steady

flow configurations in order to validate its prediction as compared to the original HTLES

model including the elliptic shielding, as well as to RANS and LES.

The first configuration was a turbulent channel, the DNS results of which were avail-

able to validate predictions. Preliminary tests allowed quantifying the sensitivity of EWA-

HTLES to some key model parameters. It was shown that the details of the calculation

of the total turbulent kinetic energy did not have a significant impact on the model pre-

dictions. This outlined that even if the EWA approach only provides an estimate of the

total turbulent kinetic energy, the model predictions would not be significantly affected.

Concerning the EWA filter size it was shown that the provided estimation and calibra-

tion allowed correctly to filter out turbulent fluctuations. The EWA-HTLES predictions
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were found to be very similar to HTLES, thus validating the basic approximations and

performed developments under steady (non-cyclic) flow conditions.

The second configuration was the steady flow bench with a centrally mounted symmet-

ric fixed valve, experimentally investigated by Thobois et al. [127]. First, the EWA-HTLES

predictions were validated by comparing them to experimental findings, as well as to

those by the original HTLES. The two simulations yielded similar results in terms of mean

and RMS velocity profiles and predicted fairly well the experimental pressure drop around

the valve. This underlined the accurate near-wall modeling in the two HTLES simulations

by using the RANS mode. Finally, EWA-HTLES predictions were shown to have advantages

over RANS and LES findings. Unlike RANS, its predictions in terms of mean and RMS

velocity profiles were as accurate as LES. Furthermore, by switching to RANS near the

walls, the experimental pressure drop was more properly predicted than by LES.

Finally, Part III was dedicated to the application of EWA-HTLES to the simulation of two

motored engine configurations, to the validation of its predictions against experimental

findings, and to comparisons with predictions from RANS and LES approaches.

Chapter 6 presented the results obtained on the compressed tumble engine. A first

Section was dedicated to explore the impact of the piston law on the predictions for the

uncompressed case. It was shown that the experimental law exhibits small high frequency

fluctuations, which induced important oscillations in the simulated velocity and pressure

that were not observed in the experiment. A smoothed piston law was accordingly used in

all presented simulations to reduce these oscillations. A total number of 43 consecutive

cycles of the uncompressed configuration were simulated using EWA-HTLES. The last 40

cycles were used to compute the first two statistical moments. The EWA-HTLES results in

terms of mean velocities and mean velocity fluctuations showed predictions comparable

to LES and reproduced fairly well the PIV findings during the early stages of the intake. The

results were more accurate than RANS, especially in predicting the tumble characteristics,

the mean velocity fluctuations, and more specifically the increase in fluctuations in regions

characterized by CCV. The predictions of all the simulations were less satisfactory at the

end of the intake stroke. However, the exact reason for those discrepancies with PIV could

not be explained. Then, a mesh dependency study showed a relatively low sensitivity of

EWA-HTLES results when the mesh resolution was coarsened. Nevertheless, increasing

the mesh resolution in the intake region improved the predictions of the overall flow.

For the compressed configuration, the results were phase averaged using 18 consecutive

cycles. All simulations, including EWA-HTLES, showed less satisfactory results during
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compression because of the poor prediction of the flow at the end of the intake stroke, the

reason of which remained yet unclear.

The final studied configuration was presented in Chapter 7 and concerned the Darm-

stadt single cylinder motored SI engine. Total of 42 consecutive cycles of the Darmstadt

engine were simulated using EWA-HTLES. The results of the last 40 cycles were phase

averaged to compare the simulation results with PIV findings, as well as to RANS and

LES. EWA-HTLES showed predictions of the tumble characteristics and cyclic variabili-

ties similar to LES. Both simulations predicted the mean and RMS velocities in a fairly

similar manner, showing good agreement with the PIV findings. The RANS simulation

gave fairly good predictions in terms of mean velocities at the beginning of the intake

stroke. EWA-HTLES clearly showed advantages over RANS in the predictions of RMS

velocities, which were significantly underestimated by RANS, especially in regions dom-

inated by CCV. Nonetheless, the analysis of the RMS fields predicted with EWA-HTLES

remained incomplete, as the subfilter part which represents the contribution of modeled

scales could not be analyzed. A mesh dependency study showed that the flow predictions

in EWA-HTLES and LES were significantly deteriorated when the mesh resolution was

significantly lowered, while RANS showed less dependency to the mesh.

8.2 Perspectives

The developments performed in the present thesis open different perspectives for future

research in the domain:

• A first step could be to find a way to solve the issue in the CONVERGE code that

prevents the elliptic shielding from being activated on moving walls. This would

ensure the switching to the RANS mode at the valves and the piston and thus

improve the near-wall flow modeling.

• In areas where cyclic variability is small such as the plena and parts of ducts situated

far from the combustion chamber, and in areas with attached flows such as straight

parts of intake/exhaust ports, the RANS mode can be sufficient to simulate the

flow. It was however found in our simulations that the model could not always

switch to RANS equations even if the mesh resolution was lowered. For a more

efficient way to ensure RANS in these regions, one could manually prescribe RANS

through the EWA-HTLES internal parameters, while letting the model automatically
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drive the RANS-LES transition in the rest of the domain. This option can lead to a

delay in the development of structures resolved in LES at the RANS-LES interface.

Therefore, using such an approach would require to further investigate the RANS-

HTLES interface to determine how to deal with the lack of resolved flow fluctuations

coming from the RANS region .

• In ICE flows, during the generation of the tumble, the intake jet passes through

regions where different modeling modes are used: from LES downstream the intake

valves to URANS at the cylinder liner and piston, then to LES when it deflects towards

the core region. This creates a situation where the jet is subjected to different

modeling approaches (LES-URANS-LES). This can affect its characteristics, such

as the resolved fluctuations, that can have a major impact on the overall formation

of the tumble. A detailed investigation of the boundary-layers and of the impact of

the thickness of the RANS region at the walls on the characteristics of the predicted

jet could allow a better understanding of such a situation, and of its impacts on the

overall flow predictions.

• The EWA-HTLES approach could be combined with the AMR (Automatic Mesh

Refinement) capability of CONVERGE. The resolution parameter in HTLES can be

used by the AMR to achieve desired levels of resolved turbulent scales. To do so, the

user only has to define the target amount of the modeled turbulent kinetic energy

among the total turbulent kinetic energy for each region: for example, 1 for RANS

and less than 0.2 for LES. The AMR will refine the mesh accordingly so that the

HTLES resolution parameter is below this value.

• This work showed the ability of the EWA-HTLES approach to successfully operate

in cyclic ICE flows, opening up the possibility to use it in a wide range of non-

stationary flow applications. This could be done by adjusting the filter width of

the EWA approach by introducing a time scale based on the non-stationary flow

properties rather than the period of the cycle.

• Further developments are still needed to use EWA-HTLES under ICE realistic condi-

tions including: spray formation, mixing and combustion. Each of these phenom-

ena uses models that depend on the turbulence modeling approach to define its

modeling parameters such as: characteristic turbulent time and length scales of

the resolved fields, turbulent kinetic energy, and turbulent viscosity. Preliminary

steps to extend EWA-HTLES to these flows would be to study each of the above-

mentioned phenomena separately, define how to deal with the substantial variation
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in the resolved length and time scales induced by the RANS-LES transition, and

examine the impact of these variations on the simulated flows.
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Shear-stress transport model (SST)

The shear-stress transport is a zonal RANS approach that switches between the k − ε
and k −ω where they perform well. This model is identical to the k −ω model [74] in a

portion of the boundary layer and gradually switches to the k −ε model in the free stream.

The switch is performed by introducing a blending function F1 in the ω−equation that

switches from a model to another depending on the wall-distance:
∂
∂t (ρk)+ ∂

∂xi
(ρUi k) = P̃k −β∗kω+ ∂

∂xi
[(µ+σkµt ) ∂k

∂xi
)]

∂
∂t (ρω)+ ∂

∂xi
(ρUiω) = α 1

νt
P̃k −β∗kω2 + ∂

∂xi
[(µ+σωµt ) ∂ω

∂xi
)]

+2(1−F1)ρσω2
1
ω
∂k
∂xi

∂ω
∂xi

(1)

with:

• µt = ρνt

• P̃k = mi n(Pk ,10β∗ρkω) with Pk =µt
∂U i
∂x j

(∂U i
∂x j

+ ∂U j

∂xi
)

Let φ1 represents any constant in the original k −ω model and φ2 represents any

constant in the k −ε model. The constants of the new model is obtained from:

φ= F1φ1 + (1−F1)φ2 (2)

All the constants are given in Table 1:

Model i αi βi σki σωi β∗ κ

k −ω 1 5/9 0.0750 0.85 0.5
0.09 0.41

k −ε 2 0.44 0.0828 1 0.856

Table 1 Constants of the shear-stress model



226 Shear-stress transport model (SST)

The blending function F1 should be equal to unity in the near the wall region to have

the advantages of the k−ωmodel near-wall and it should be equal to zero in the free stream

to operate like the k −ε model in order to benefit from the free stream independence of

this model. For this purpose, F1 expresses as:
F1 = t anh(ar g 1/4)

ar g1 = mi n(max(
p

k
β∗ωy , 500ν

y2ω
), 4ρσω2k

C Dkωy2 )

C Dkω = max(2ρσω2
1
ω
∂k
∂xi

∂ω
∂xi

,10−10)

(3)

where y is the shortest distance to the closest surface.

The turbulent viscosity expresses as:

νt = a1k

max(a1ω,F2S)
(4)



Development and validation of a hybrid

temporal LES model in the perspective of

applications to internal combustion

engines



Development and validation of a hybrid temporal LES model
in the perspective of applications to internal combustion engines
Al Hassan Afailal1,2,3,4,*, Jérémy Galpin1,2, Anthony Velghe1,2, and Rémi Manceau3,4

1 IFP Energies nouvelles, 1-4, avenue de Bois-Préau, 92852 Rueil-Malmaison Cedex, France
2 Institut Carnot IFPEN Transports, 1-4, avenue de Bois-Préau, 92852 Rueil-Malmaison Cedex, France
3CNRS/Univ Pau & Pays Adour/E2S UPPA, Laboratoire de Mathématiques et de leurs Applications de Pau – Fédération IPRA,
UMR5142, 64000 Pau, France

4 Inria Bordeaux Sud-Ouest, 200 avenue de la vieille tour, 33405 Talence Cedex, France

Received: 11 January 2019 / Accepted: 6 May 2019

Abstract. CFD simulation tools are increasingly used nowadays to design more fuel-efficient and clean Inter-
nal Combustion Engines (ICE). Within this framework, there is a need to benefit from a turbulence model
which offers the best compromise between prediction capabilities and computational cost. The Hybrid Tempo-
ral LES (HTLES) approach is here retained within the perspective of an application to ICE configurations.
HTLES is a hybrid Reynolds-Averaged Navier Stokes/Large Eddy Simulation (RANS/LES) model based on
a solid theoretical framework using temporal filtering. The concept is to model the near-wall region in RANS
and to solve the turbulent structures in the core region if the temporal and spatial resolutions are fine enough.
In this study, a dedicated sub-model called Elliptic Shielding (ES) is added to HTLES in order to ensure RANS
in the near-wall region, regardless of the mesh resolution. A modification of the computation of the total kinetic
energy and the dissipation rate was introduced as first adaptions of HTLES towards non-stationary ICE con-
figurations. HTLES is a recent approach, which has not been validated in a wide range of applications. The
present study intends to further validate HTLES implemented in CONVERGE code by examining three sta-
tionary test cases. The first validation consists of the periodic hill case, which is a standard benchmark case to
assess hybrid turbulence models. Then, in order to come closer to real ICE simulations, i.e., with larger
Reynolds numbers and coarser near-wall resolutions, the method is validated in the case of a channel flow using
wall functions and in the steady flow rig case consisting in an open valve at a fixed lift. HTLES results are
compared to RANS k-x SST and wall-modeled LES r simulations performed with the same grid and the same
temporal resolution. Unlike RANS, satisfactory reproduction of the flow recirculation has been observed with
HTLES in the case of periodic hills. The channel flow configuration has underlined the capability of HTLES to
predict the wall friction properly. The steady flow rig shows that HTLES combines advantages of RANS and
LES in one simulation. On the one hand, HTLES yields mean and rms velocities as accurate as LES since the
scale-resolving simulation is triggered in the core region. On the other hand, hybrid RANS/LES at the wall pro-
vides accurate pressure drop in contrast with LES performed on the same mesh. Future work will be dedicated
to the extension of HTLES to non-stationary flows with moving walls in order to be able to tackle realistic ICE
flow configurations.

1 Introduction

The fight against global warming and the reduction of
atmospheric pollution are meaningful environmental con-
cerns in industrial societies and involve pursuing the contin-
uous effort of reducing fuel consumption and control of
emissions induced by Internal Combustion Engines (ICE).
For these reasons, pollutant standards and CO2 emission

targets are becoming more and more restrictive. In addition
to these environmental considerations, the cost and time for
the development of new products is a main concern due to
the very competitive environment of the automotive indus-
try. In this framework, there is a strong necessity to benefit
from simulation tools which offer a good compromise
between prediction capabilities and cost. Among all the
physical phenomena occurring in internal combustion engi-
nes, the motion of the internal flow is one of the key factors
as it is known to directly affect the global efficiency of the
engine and its emissions.
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Turbulent flows encountered in ICE are wall-bounded
and characterized by high Reynolds numbers of about
105. This induces turbulent scales from an order of magni-
tude of 10 cm related to the bore diameter down to
10 lm for the Kolmogorov turbulent scale. Direct Numeri-
cal Simulation (DNS) resolves the entire scale of motion
and the computational cost increases as Re4s [1], where
Res denotes the Reynolds number based on the friction
velocity us, and this remains far beyond the capabilities of
computers, both at present and in the near future. The
reduction of the computational cost by introducing a model
for turbulence is thus a necessity, and two main approaches
are today commonly employed.

On one hand, Reynolds-Averaged Navier Stokes
(RANS), which can also be denoted as URANS for
unsteady RANS, in non-stationary flows, is the most used
approach and is fully industrialized. Its small CPU require-
ments, as well as the availability of a large number of mod-
els explain its popularity. In the frame of ICE, RANS only
provides phase-averaged quantities, which is sufficient for
assessing stable and steady operating points. Comparisons
between experimental and numerical results exhibit good
agreement either for spark ignited engines [2] or for com-
pression ignited engines [3] by using for instance the
Extended Coherent Flame Model (ECFM) as combustion
model [4]. Nevertheless, due to its averaged nature, RANS
can hardly capture fully unsteady phenomena such as
Cycle-to-Cycle Variations (CCV), even if recent work sug-
gests that RANS could be relevant for a qualitative assess-
ment [5]. On the other hand, Large Eddy Simulation (LES),
based on a spatial filtering of the equations of motion,
resolves large scales explicitly and models the small scales.
This approach is fully adapted to predict phenomena such
as the occurrence of knock or CCV [6]. However, LES
requires that the grid size must be sufficient to solve a large
amount of the turbulent energy which demands high com-
putational cost, especially near the wall where turbulent
structures are rather small [7]. Wall-modeling partially
solves this issue by significantly decreasing the computa-
tional cost of LES since the grid resolution increases weakly
as ln(Res) instead of Re2s for wall-resolved LES which still
remains unfeasible for industrial applications [7]. Setting
apart the gain of computational cost, applications of wall-
modeled LES in ICE flows have shown limited accuracy
for the wall friction assessment [8], potentially due to the
inconsistency between resolved LES fields, which relies on
the spatial filtering and wall functions that provide statisti-
cal averaged quantities rather compatible with the RANS
framework.

An alternative to wall-modeled LES consists in achiev-
ing the coexistence in the same computation of RANS
and LES models. The approach called hybrid RANS/LES
modeling has emerged very early since the concept was
proposed by Schumann [9], and since then two different
families of hybrid methods can be identified according to
Sagaut et al.’s classification [10]:

– Zonal hybrid methods rely on a discontinuous treat-
ment at the RANS-LES interface. The RANS and
LES regions are predefined by the user, and standard

RANS and LES models are used in each region. The
main difficulty consists in addressing the management
of the interfaces: the resolved content has to be recon-
structed explicitly at the inlet of a LES region to take
into account the lack of resolved fluctuations in the
RANS region.

– Global or seamless methods are based on one set of
equations and continuous treatment at the interface
between RANS and LES zones. In particular, this
approach usually treats the near-wall region with
RANS and operates in LES mode where the grid reso-
lution is suitable by reducing the modeled-stresses or
the turbulent viscosity of the original RANS model.

Despite the development of a large number of hybrid
methods, few of them were applied to ICE flows: Buhl
et al. [11] performed a comparative study of several hybrid
approaches, such as Scale Adaptive Simulation (SAS) and
Detached Eddy Simulation (DES), with LES sub-grid mod-
els. Moreover, Partially-Averaged Navier-Stokes (PANS)
has been recently applied to moving IC engine [12].

Despite their attractiveness, many hybrid models suffer
from empirical bases, and do not tackle the issue of mutual
combination in the same computational domain of averaged
RANS and instantaneous filtered LES quantities. In this
framework, the recent seamless model called Hybrid Tem-
poral LES (HTLES) method [13] is preferred because of
its solid theoretical formalism. Indeed, the multi-scale
approach is used to model the unresolved structures, and
the introduction of the temporal filtering [14, 15] solves
the inconsistency for stationary flows that appears between
the scale-resolving and RANS regions in conventional
hybrid methods. The first part of this article is dedicated
to recalling the main hypotheses and set of equations of
HTLES, and to introducing the Elliptic Shielding (ES)
sub-model which intends to enforce RANS near the wall,
regardless of the mesh resolution. Further modifications of
the computation of the total turbulent kinetic energy and
the dissipation rate are added to HTLES implemented in
CONVERGE as a first adaption towards non-stationary
flows applications.

Regarding the validation of the HTLES model,
Manceau [13] studied the flow around a square-sectioned
cylinder and showed that HTLES provides results close to
experimental measurements with a substantial computa-
tional cost reduction compared to LES. The present paper
intends to complete the validation of HTLES and to assess
the validity of the proposed modifications of the model. For
that purpose, three stationary test cases for which reference
data are available are examined. Firstly, the developed
HTLES is validated on a flow over periodic hills, which is
a common benchmark test case used to assess hybrid turbu-
lence models [16, 17]. Nevertheless, this test case signifi-
cantly differs from the targeted industrial applications
since the separation due to adverse pressure gradient on a
smooth wall requires the resolution of the boundary layer
down to the wall, which is not a common practice for
ICE simulations. In order to evaluate the predictive capa-
bilities of the method in the case of a simulation represent-
ing the near-wall region by wall functions, two additional
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cases are computed. The channel flow case makes the
assessment of the capability to properly predict the wall
friction possible. From an automotive engineering stand-
point, the correct prediction of friction is of prior impor-
tance as it is directly related to the mass of trapped air,
which is strongly coupled to the output power of the engine.
The third test case is related to a steady flow rig dedicated
to studying the flow around an open valve with a fixed lift
whose dimensions are very close to actual engines.

2 Hybrid temporal large eddy simulation

2.1 Solution to the inconsistency issue

Whatever the concept applied for making the model
sensitive to the grid resolution, many models define the
scale-resolving mode empirically, which can lead to wrong
dissipation levels in the LES region as observed with the
VLES model [10]. Moreover, few of them address the issue
of combining in the same computational domain RANS and
LES quantities, which are of different nature [18].

The Temporal Partially Integrated Transport Model
(TPITM) [19] addresses the above-mentioned issues. On
the one hand, TPITM converts any RANS model into a
scale-resolving model [20] in a way similar to the Partially
Integrated Transport Model (PITM) to define the sub-
filtered scales derived from the consistent multi-scale
approach [21–23]. This method uses a spectral cut-off to
define the unresolved scales, and makes the simulation of
turbulent flows possible on relatively coarse grids when
the cut-off wave number can be located in the energy-
containing range and as far as the grid-size is suitable to
correctly describe the resolved flow. Moreover, TPITM
eliminates the inconsistency in the transition zone between
LES and RANS in the framework of statistically stationary
flows by using a temporal formalism for LES [14], since any
temporally filtered quantity tends to the statistically aver-
aged quantity in the limit of an infinite filter width [18].

TPITM transforms any RANS model into a scale-
resolving model by reducing the modeled stresses or the
turbulent viscosity. In the present work, the sub-filter stress
sij is modeled using the Boussinesq approximation [24]

sij � 2
3
ksfsdij ¼ 2msfsSij ; ð1Þ

where msfs is the sub-filter viscosity and Sij the resolved
strain rate tensor. The sub-filter turbulent kinetic energy,
ksfs, represents the energy of eddies with higher frequen-
cies than the cut-off frequency imposed by the model.

The TPITMmodel reduces the sub-filter viscosity of the
RANS model by making the dissipation equation sensitive
to the temporal filter width via a modified Ce2 coefficient.
However, applications of this model have shown difficulties
in sustaining the correct level of resolved energy, since
the energy partition is indirectly controlled through the
e-equation and not directly in the k-equation as it is the case
for some hybrid approaches such as DES [25].

As a solution, Tran et al. [24] proposed the HTLES
model which transfers the dependence of TPITM on the

temporal filter width from the dissipation equation to the
sub-filter energy equation to sustain the correct level of
resolved energy [26]. To this end, equivalence between
TPITM and HTLES is ensured by assuming that both
models provide the same level of sub-filter energy for the
same filter width and tend to the same RANS model when
the filter width approaches infinity. As a consequence,
HTLES avoids the main weakness of TPITM of setting
the energy partition control on the dissipation equation
while keeping all the theoretical advantages of TPITM.
The set of equations of HTLES is provided in the following
section.

2.2 Sub-filter viscosity evaluation

HTLES is based here on the k-x SST model [13, 24], in
which the turbulence viscosity expresses as

msfs ¼ a1ksfs
max a1x;F2Sð Þ ; ð2Þ

where S is the strain rate, F2 ¼ max
ffiffiffiffiffi
ksfs

p
0:09xy ;

500m
y2x

� �
and

a1 ¼
ffiffiffiffiffi
b�p
.

In the same way as the two-equation DES, the resolved
scales are controlled by an appropriate modification of the
dissipation term in the k-equation, but this modification is
based here on a time scale rather than a length scale

D
dt

qksfsð Þ ¼ Psfs � q
ksfs
T

þ Dsfs; ð3Þ

where q is the density, Psfs is the sub-filter production, Dsfs
is the sub-filter diffusion and T is the width of the tempo-
ral filter defined as [24, 27]

T ¼ r

1þ C e2
C e1

� 1
� �

1� r
Ce1
Ce2

� � ktot
e

; ð4Þ

where the energy ratio r ¼ ksfs
ktot

is defined as the ratio of the
modeled energy ksfs to the total turbulent energy ktot,
e ¼ b�ksfsx is the dissipation rate, and Ce1 = 1.44 and
Ce2 = 1.92 are constants. To take into account the cut-
off frequency, Tran et al. [24] proposed a relation between
r and the cut-off frequency,

r ¼ min 1;
1
b

U cffiffiffiffiffiffiffi
ktot

p
� �2

3 xcktot
e

� ��2
3

 !
; ð5Þ

where U s ¼ ~U þ c
ffiffiffiffiffiffiffi
ktot

p
is the sweeping velocity [13]. ~U

denotes the mean resolved velocity magnitude, and c is
a constant. xc ¼ min p

dt ;
U sp
�

� �
is the highest cut-off fre-

quency, with dt and D = max(dx, dy, dz) the time and
grid steps, respectively, and b is a constant fixed at
0.667, calibrated in order to exhibit the correct amount
of dissipation in the case of decaying homogeneous turbu-
lence [24]. HTLES estimates the ratio r based on the ana-
lytical integration of the equilibrium Eulerian spectrum,

ET xð Þ ¼ Cje
2=3U sx

�5=3; ð6Þ
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between the cut-off frequency xc and infinity, with
Cj � 1.5 is the Kolmogorov constant. The ratio r is
bounded by unity, which corresponds to the RANS mode,
and the scale-resolving mode is triggered for values of r
less than one.

The total turbulent kinetic energy introduced above is
defined as the sum of the resolved kinetic energy kres and
the sub-filter kinetic energy ksfs,

ktot ¼ ksfs þ kres; ð7Þ
where kres is defined as,

kres ¼ 1
2

ð ~Ui � ~Ui

	 
Þð ~Ui � ~Ui

	 
Þ	 

; ð8Þ

with ~Ui the i-th component of the resolved velocity, and
h. . .i is the statistical average operator.

The parameters used in HTLES are averaged in time.
However, kres is a statistical quantity that requires a rela-
tively long time-averaging to converge. It was found (not
shown here) that the simplified expression,

kres ¼ 1
2

~Ui � ~Ui

	 
� �
~Ui � ~Ui

	 
� �� �
; ð9Þ

does not affect the results significantly, although kres is
now a fluctuating quantity. Moreover, this simplification
is useful for future non-stationary ICE application, in
which estimating statistical quantities by time-averaging
is not possible. For such cases, using an estimate of
~Ui

	 

, based, for instance, on time filtering, will be

necessary.

2.3 Elliptic shielding

One of the main objectives of hybrid models is to operate in
RANS mode in the near-wall region in order to reduce the
cost of wall-bounded simulations. However, several hybrid
methods do not properly enforce the RANS mode near
the wall. For instance, DES is conceptually designed to
cover attached boundary layers in RANS mode and to oper-
ate in LES mode in detached regions. However, applications
to industrial flows show Modeled-Stress Depletion (MSD)
and Grid-Induced Separation (GIS) when the model oper-
ates in LES mode within the boundary layer with insuffi-
cient grid refinement [28]. In the same way as DES,
results of the PITM model in a channel flow at Res = 395
show similar issues with resolved fluctuations occurring
too close to the wall and increasing too rapidly when mov-
ing away from wall [19].

First applications of HTLES on wall-bounded flow
exhibited similar problems as outlined in PITM simulations
[19]. The ratio r predicted by the model can be less than
unity near the wall (Fig. 1), which means that the model
may operate in the scale-resolving mode near the wall which
is undesirable.

Several solutions were proposed within this context.
Shielding functions are added to DES in an enhanced ver-
sion called Delayed Detached-Eddy Simulation (DDES)
[28] in order to enforce the RANS mode in the boundary
layer. Similarly, a shielding was proposed in the PITM

framework by adding the wall-distance dependency to the
energy ratio [19] using a parameter a based on the Elliptic
Blending (EB) framework, such that the RANS mode is
prescribed at walls.

In a similar way, the blending factor a is added to the
expression for r used in HTLES

r ¼ min 1; 1� a2
� �þ a2

1
b

U cffiffiffiffiffiffiffi
ktot

p
� �2

3 xcktot
e

� ��2
3

 !
; ð10Þ

where a is the solution of the following equation

a� L2
sfsr2 a ¼ 1; ð11Þ

with awall = 0 and the sub-filter length Lsfs expresses as

Lsfs ¼ CL max
k

3
2
sfs

e
; r

3
2C g

m
3
4

e
1
4

 !
; ð12Þ

with CL = 0.161, Cg = 80.

2.4 Near wall treatment

The HTLES model reduces the cost of scale-resolving simu-
lations significantly near the wall by using RANS models in
the near-wall region. To solve the boundary layer with
RANS, the grid resolution must be such that the wall-
adjacent cell is as small as y+ = 2 in the wall-normal direc-
tion. This requirement must be verified in the whole
domain, which can be challenging in high Reynolds number
flows and complex geometries [29]. Further cost reduction
for wall-bounded flows mandatory for industrial ICE simu-
lations can be achieved through the use of wall functions,
which can be used as an alternative to the explicit resolu-
tion of the whole boundary layer.

HTLES is here combined with the automatic wall func-
tion [29]. This method offers a versatile formulation which
gradually switches from the low-Re formulation to the

0 500 1000

y
+

0

0.2

0.4

0.6

0.8

1

r

Fig. 1. The statistical average of the ratio r profile given by the
HTLES near the wall in a channel flow at Res = 1000.
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log-wall function formulation depending on the grid resolu-
tion using a function of y+:

– The specific dissipation rate x is computed from a
blending formula of the analytical solution of x in the
viscous sub-layer xvisc ¼ 6m

0:075y2 (y is the distance to near-
est wall) and in the logarithmic region xlog ¼ 1

3j
us
y

x yþð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

visc þ x2
log

q
: ð13Þ

– The boundary condition for momentum equations is
defined from the formulation of the friction velocity
in the viscous sub-layer us;visc ¼ U t

yþ and in the logarith-
mic region us;log ¼ U t

1
j lnðyþÞþC,

us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u4
s;visc þ u4

s;log
4
q

; ð14Þ

where C = 5.1 and Ut is the component of velocity tangen-
tial to the wall.

The aforementioned equations require the a priori
knowledge of y+. An approximation of the friction velocity
us is used to estimate y+

us ¼ C 0:25
l

ffiffiffiffiffiffiffi
ksfs

p
; ð15Þ

where Cl = 0.09.
This formulation extends the use of standard wall func-

tions, which are initially valid in the logarithmic region
only.

3 CONVERGE CFD

HTLES has been implemented in CONVERGE CFD,
which is widely used for ICE simulations. CONVERGE is
a cell-centered code using the finite-volume method to solve
the equations for compressible flows. The mesh is generated
automatically using hexahedra far from the walls, while the
cells near the walls are cut by the outer surface of the geo-
metry using the cut-cell technique. The pressure-velocity
coupling is achieved using a modified Pressure Implicit with
Splitting of Operator (PISO) method [30]. The convection
and diffusion terms are approximated by second-order cen-
tral differencing, and they are advanced in time using the
Crank-Nicolson second-order scheme. The Redlich-Kwong
equation of state [31] is used for gas to couple the density,
pressure and temperature. The Rhie-Chow [32] interpola-
tion scheme is used to maintain collocated variable and to
prevent pressure velocity decoupling and associated oscilla-
tions. A step-flux limiter is used to maintain physical solu-
tions by restricting fluxes and mimicking a switch to a
lower-order spatial discretization to avoid spurious oscilla-
tions in the solution.

The next section aims to assess the performance of the
HTLES method in three statistically stationary flow cases.

4 Applications

4.1 Methodology

The predictions of HTLES are compared in three different
cases (periodic hills, channel flow and steady flow rig) for
which experimental or numerical reference data are avail-
able. The first part discusses the predictive capabilities of
HTLES in periodic hills. This test case is known to be chal-
lenging for both RANS and LES. On one hand, RANS can
predict the separation accurately, but shows difficulties to
locate the reattachment correctly. Moreover, a large sensi-
tivity of the results to the turbulence model used was
reported in [33]. On the other hand, LES computational
cost is large for solving the flow within the vicinity of the
lower wall, which is essential to predict the flow correctly
in the whole domain. Then, in order to evaluate the predic-
tive capabilities of the method in the case of a simulation
representing the near-wall region by wall functions, the
channel flow and the steady flow rig cases are computed.

In order to assess the positioning of HTLES, RANS and
LES computations are also performed. RANS simulations
are performed using the unsteady two-equation k-x SST
(Menter and Rumsey [34]) model combined with the
automatic wall functions previously described. For LES,
the r-model [35] combined with Werner and Wengle wall
function is used [36].

Regarding RANS simulations, results of the periodic
hills and the channel yielded steady solutions. Nevertheless,
for the steady flow rig simulations, small-amplitude fluctu-
ations have been observed and no steady solution could be
reached and statistical average is thus performed. These
fluctuations may be related to the dispersion error of the
central differencing scheme, which can produce spatial oscil-
lations acting as perturbations in the detached shear layer
[37].

It is worth noting that the same grid is used for all sim-
ulations whatever the turbulence modeling approach
(HTLES, RANS or LES) in order to focus on the single
impact of the models on the results.

4.2 Flow over periodic hills

This configuration is part of the ERCOFTAC database and
corresponds to a 2-D separating flow over periodic hills. Due
to the hill slope, the flow separates downstream the hill,
which results in separation and recirculation followed by
reattachment on the flat wall upstream the subsequent hill.
The Reynolds number based on the hill height h = 28 mm
and the bulk velocity is Reh = 10 595.

The dimensions of the computational domain were
examined in [38] and are thus chosen as Lx = 9.0 h,
Ly = 3.035 h and Lz = 4.5 h. Well-resolved LES with a grid
of 12 million elements was performed in [38], which is taken
as the reference data. The flow rate is imposed by a stream-
wise momentum source term, which is adjusted in order to
provide the same mass flow rate as the reference. This con-
figuration has been simulated with the k-x SST model and
the HTLES with ES. The same grid, displayed in Figure 2,
has been employed for both simulations. The mesh is
refined along the bottom wall and in the recirculation
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region. The grid setup consists of 5.8 million cells. At the
bottom wall, the grid resolution is refined such that the
thickness of the cells adjacent to the wall is around 2 in wall
units. Indeed, this typical test-case for hybrid model is com-
monly performed by solving the wall boundary layer [16, 17]
and this best-practice is here also retained.

A total time of 2.5 s was simulated, which approxi-
mately corresponds to 67 convective times tx ¼ Lx

Ubulk
, where

Lx is the length of the channel and Ubulk the bulk velocity.
The flow was first established during 11 convective time
and then the statistical average was performed during
56 convective times. The initial field is defined by a prior
steady RANS solution performed using the same setup.

In Figure 3, iso-surfaces of the non-dimensional
Q-criterion equal to 0.8 are used to identify the turbulent
structures given by the HTLES model. The threshold
retained for plotting the Q-isosurfaces highlights the com-
plex turbulent structures occurring in the bottom part of
the geometry while less structures can be seen on the top
due to their lower turbulent intensity and the coarse grid
resolution. Figure 4 represents the statistical average of
the ratio r around the hill provided by the HTLES. Setting
apart the near-wall regions where the ES enforces the
RANS mode and thus r = 1, the domain exhibits very small
values of r, which indicates that the scale-resolving method
is active almost everywhere.

The streamlines computed from the results of the statis-
tically-averaged velocities for the simulations performed

and the reference data are compared in Figure 5. One
may observe that the k-x SST model overestimates the
recirculation length. This issue has already been encoun-
tered in previous studies using RANS models [33] since they
fail to asses properly flows featured by massively separated
structures. Unlike RANS, the streamline pattern shown by
HTLES is very similar to the reference data. The center of
the recirculation region is properly located, and the flow
reattaches at the same location as the reference.

Figure 6 shows the development of the streamwise
velocity along the hill channel. As already mentioned, the
k-x SST velocity profiles show limited accuracy in this con-
figuration. At the top of the hill, the streamwise velocity is
underestimated near the wall because of too late reattach-
ment of the flow upstream the hill. It is observed at x

h ¼ 2

Fig. 2. Cut plane of the hexahedral mesh in the flow over
periodic hills.

Fig. 3. Iso-surfaces of the non-dimensional Q-criterion colored
by the velocity magnitude given by the HTLES with ES in a flow
over periodic hills.

Fig. 4. Center slice of the statistical average of the ratio r in the
lower part of the domain.

Fig. 5. Statistical average of the streamline patterns in a flow
over periodic hills given by: (top) the reference data [17],
(middle) k-x SST and (bottom) HTLES.

A.H. Afailal et al.: Oil & Gas Science and Technology - Rev. IFP Energies nouvelles 74, 56 (2019)6



that the intensity of the backflow is underestimated by the
RANS model, and at x

h > 5 that the flow reattaches far too
late. Regarding HTLES results, velocity profiles are in a
very good agreement with the reference data. The flow sep-
arates and reattaches at the proper locations, and the size
and intensity of the recirculation region are predicted
accurately.

Figure 7 compares total turbulent kinetic energy
profiles. The k-x SST model severely underestimates the
turbulent kinetic energy, in particular in the separated
shear layer, whereas HTLES clearly provides a much
better assessment, and especially in the recirculation zones.
Downstream the reattachment location, HTLES slightly
overestimates the turbulent kinetic energy.
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Fig. 6. Statistical average of the streamwise velocity in the periodic hill channel.
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Fig. 7. Statistical average of the kinetic energy in the periodic hill channel.
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4.3 Channel flow

4.3.1 Flow conditions

The channel flow consists of a flow at constant flow rate
between two infinite parallel walls, as shown in Figure 8.

Except for pressure, the flow is periodic in the x-direc-
tion. A streamwise source term equal to 176 Pa/m is added
to the momentum equation in the x-direction in order to
sustain the flow. The Reynolds number based on the fric-
tion velocity us is 1000 and the reference data are extracted
from DNS (Lee and Moser [39]).

The flow is initialized using a coarse DNS, performed on
the same grid and using a first-order upwind scheme. A
physical time of 2 s was simulated, which corresponds to
200 convective times (tx ¼ Lx

Ubulk
). Mean quantities are

collected over a time period of 180 convective times and
are also averaged in the spanwise direction over a distance
equal to the channel height. The simulations are performed
on a grid which contains Nx � Ny � Nz = 500 � 50 � 100
hexahedra with an uniform distribution. The height of the
cells adjacent to walls has been chosen to target y+ = 30.
This choice is motivated by the today practice for industrial
ICE simulations. Further details of the simulations are sum-
marized in Table 1.

4.3.2 Elliptic shielding in HTLES

Figure 9 represents the dimensionless axial velocity as a
function of the wall distance in wall units y+ along the wall
units y+ of the channel given by HTLES with and without
the Elliptic Shielding (ES). One can notice the impact of ES
on the flow rate. Table 2 compares flow rates given by the
simulations with DNS data. HTLES without ES shows a
relative error of +11% compared to DNS data, while
HTLES with ES yields accurate flow rate showing an error
of �2% only.

Figure 10 represents iso-surfaces of the non-dimensional
Q-criterion equal to 0.2, based on Ub and d, to identify the
turbulent structures given by the HTLES model. Turbulent
structures are solved explicitly in the core region whereas
unsteady structures can hardly be seen near the walls.
This observation shows that HTLES is able to operate in
the scale-resolving mode in the near-wall region and
sustain the turbulence by means of the direct control of
the energy partition directly in the k-equation unlike some
hybrid models that degenerate in RANS mode in this
situation [13].

Figure 11 represents the statistical mean of the ratio r
given by the two simulations. Using ES, the ratio r reaches
unity at wall and decreases at a slope grade, which is less
steep than in the simulation without ES. Far from wall,
ES does not affect the results since the level of r is very close
to the one without ES.

In-depth analysis is performed by examining the fluctu-
ations given by HTLES with and without the ES as
reported in Figure 12, which examines the impact of ES
on the streamwise fluctuations. In the near-wall region,
the resolved and the sub-filter fluctuations given by HTLES
without ES are of the same order of magnitude. The scale-
resolving mode is activated too close to the wall due to
small values of the ratio r given by the HTLES model near
the wall (Fig. 11). In HTLES with ES, the sub-filter fluctu-
ations are increased near the wall and thus the scale-resol-
ving region is shifted away from the wall. Although the
targeted r plotted in Figure 11, evaluated by equation
(10), goes to 1 at the wall, it is observed in Figure 12 that
a significant part of the energy of the streamwise fluctua-
tions is resolved. Indeed, r is only an ingredient of the model

Fig. 8. Sketch of the channel flow.

Table 1. Flow conditions for the channel flow case.

Parameter Value

Fluid Air
Temperature [K] 320
Pressure [atm] 1
Channel half height d [mm] 12.5

Table 2. Flow rates given by the HTLES with and
without ES.

DNS HTLES HTLES with ES

Flow rate [m3/s] 0.71 0.79 0.69
Relative error eD [%] – +11.0 �2.3
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Fig. 9. Impact of the ES on the dimensionless velocity profiles
for the channel flow Res = 1000.
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that enters equation (4), and there is no mechanism in the
simulation that imposes that the observed partition of
energy among resolved and modeled scale satisfy this target
ratio. A favorable side effect of the penetration of the
resolved fluctuations in the RANS zone is that the level
of resolved energy is high in the region where r rapidly falls
from 1 to about 0.1, such that no modeled stress depletion is
observed. It is observed that the near-wall peak of stream-
wise energy is underestimated in Figure 12 (right). This is
due to the fact that, in this region, the simulation mostly
rely on the RANS model, which is not able to reproduce this
peak.

4.3.3 Comparison to RANS and LES

RANS and LES are also performed in the channel flow case,
and velocity profiles are compared to HTLES and to the
reference data in Figure 13. The k-x SST shows very accu-
rate velocity profiles in this configuration, and the flow rate
is almost the same as DNS with a relative error of�0.4%, as
listed in Table 3. Unlike RANS, the velocity profile given by
LES shows the same overestimation of the flow rate as
HTLES without ES. Note that similar conclusions were
already outlined in [8] when using wall functions in the
channel flow. Indeed, LES combined with wall functions
is not adapted for these configurations were the wall vicin-
ity plays an essential role for the dynamics of the entire flow
domain.

4.4 Steady flow rig

4.4.1 Configuration

The steady flow rig represents a simplified in-cylinder flow
around a valve with a fixed lift. The gas is injected in the
intake port, which consists of a cylinder and fixed valve
placed axisymmetrically inside the jet nozzle. The flow exit-
ing through the valve opening is representative of the intake
flow into an IC engine geometry. An overview of the geom-
etry with its dimensions similar to a common passenger car
engine are displayed in Figure 14. The Reynolds number
based on the diameter of the cylinder and the bulk velocity
is 30 000. Laser Doppler Anemometry (LDA) measure-
ments were investigated by Thobois et al. [40], which

provide the mean and rms for axial as well as radial velocity
profiles located 20 mm and 70 mm from the abrupt expan-
sion (Fig. 14).

The results shown herein compare three simulations of
the flow inside the steady flow rig using the same grid com-
posed of 1 402 628 cells. The side view of the hexahedral
grid is shown in Figure 15: the grid step in the core of the
domain is 2 mm; a refinement of 1 mm is embedded at
the inlet pipe and the head of the valve where the jet devel-
ops; at the outlet a coarse grid size of 8 mm is used as a
sponge layer to avoid the reflection of acoustic waves inside
the chamber. At the walls, the grid resolution is refined
insofar as the wall distance is less than 100.

At the inlet of the computational domain, a uniform
mean axial velocity profile is imposed without fluctuations
with the bulk velocity Ubulk = 65 m s�1 at 300 K, such that
the experimental mass flow rate is recovered (0.06 kg s�1).
A physical time of 2 s was simulated. The flow is established
for a period of t = 0.3 s, equivalent to 8 flow through the
intake port; then, the statistics are collected during a period
of 44 flow through the intake port which is equivalent to
1.7 s. The static pressure at the outlet is set to 1 bar. The
walls are assumed to be hydraulically smooth and
adiabatic. The initial field used in the RANS simulation
is defined as uniform, equal to the bulk velocity, while
HTLES and LES initial fields are defined by the RANS
solution.

4.4.2 Qualitative comparison to RANS and LES

Figure 16 shows a section at the center of the computa-
tional domain of the mean streamlines for RANS, LES
and HTLES. An attached boundary layer develops
upstream of the valve. The flow accelerates due to the valve
restriction and a cylindrical jet emanates downstream of the
valve. The jet creates two axisymmetric, counter rotative
recirculation regions: the first one is confined between the
head of the chamber and the upper part of the sleeve, the
second one appears downstream and is larger. The three
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Fig. 11. The statistical mean of ratio r profiles along the
wall-normal direction in a channel flow at Res = 1000.

Fig. 10. Iso-surfaces of the non-dimensional Q-criterion colored
by the velocity magnitude given by the HTLES with ES in a
channel flow.
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simulations accurately reproduce the topology of the first
recirculation region, with the same center location identified
by a dashed line. Nevertheless, the second recirculation in
RANS is longer than for LES and HTLES.

Q-criterion is examined in Figure 17 in order to help
visualizing the structures, only one half of the domain is
shown. The grid resolution employed here is purposely
insufficient for solving the turbulent structures upstream
of the valve. Downstream, a part of the turbulent structures

is solved where the mesh is sufficiently fine, far from the
boundaries.

4.4.3 Quantitative comparison to RANS and LES

In order to assess the three approaches quantitatively, mean
and rms velocity profiles along line 1 and line 2, respectively
at 20 mm and 70 mm from the top of the cylinder (Fig. 14),
are compared to the experimental measurements.

The mean axial velocity along line 1, given by the sim-
ulations, is compared in Figure 18. All the simulations give
similar profiles of the axial velocity at this location. The
velocity magnitudes and the shape of the profiles are in a
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Fig. 13. Comparison of the mean axial velocity along the wall-
normal direction between RANS, LES and HTLES models.

Table 3. Comparison of the flow rates given by different
simulation methods to DNS data.

DNS RANS LES HTLES ES

Flow rate [m3/s] 0.71 0.70 0.79 0.69
Relative error eD [%] – �0.4 10.7 �2.3

Fig. 14. Schematic and geometrical parameters of the steady
flow rig.

Fig. 15. Side view of hexahedral mesh in the steady flow rig.
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Fig. 12. Influence of the ES on the resolved RES ¼ u
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þ
, modeled SFS ¼ s11h iþ and total TOT = RES + SFS streamwise

component of the fluctuations. Left: HTLES. Right: HTLES with ES.
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good agreement with the experiment. LES and HTLES
mean velocity profiles are quasi-identical, and the velocity
peaks are slightly better predicted compared to the k-x
SST.

Discrepancies between the simulations can be observed
for the mean radial velocity profiles as shown in Figure 19.
HTLES and LES show similar radial profiles and provide a

good assessment of radial velocity profiles within the recir-
culation region (0:5 < r

R < 1), whereas to the k-x SST
underestimates the radial velocity within the recirculation.
The experimental data are distributed along a large devia-
tion at this location and hence no clear conclusion can be
drawn regarding velocity magnitudes.

The mean axial velocity profiles along line 2 are com-
pared in Figure 20. Similar axial velocity profiles are
obtained in HTLES and LES, which are in a good agree-
ment with the experiments. The k-x SST overestimates
the axial velocity in the central region where
�0:5 < r

R < 0:5, which confirms that the larger recircula-
tion is overestimated by the RANS simulation.

In Figure 21, the radial velocity along line 2 (Fig. 14) is
represented. One can notice the small velocity magnitudes
at this location. Despite the axisymmetric configuration,
both experimental and simulation data are not fully sym-
metrical. The asymmetry in experimental data can be
related to an intrinsic uncertainty of the measurement
device due to the small velocity magnitudes, while the

Fig. 16. Cut plane of a mean streamlines obtained with (top)
RANS (middle) LES (bottom) HTLES.

Fig. 17. Cut box of iso-surfaces of non-dimensional Q-criterion
at 0.04 colored by the velocity magnitude in HTLES.
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Fig. 18. Comparison of dimensionless mean axial velocity along
line 1.
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Fig. 19. Comparison of dimensionless mean radial velocity
along line 1.
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Fig. 20. Comparison of dimensionless mean axial velocity along
line 2.
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asymmetry in the simulations can be related to insuffi-
ciently converged statistics. HTLES and LES still
provide results close to experimental data, whereas the
k-x SST clearly under-estimates the radial velocity at this
location.

Profiles are compared hereafter. Both the sub-filter and
the resolved parts are taken into account. The axial rms
velocity profiles are compared to LDA measurements in
Figure 22. All simulations show acceptable results com-
pared to the experimental data. HTLES provides results
similar to RANS in the smaller recirculation region and
nearly identical to LES in the larger one. These results
are consistent with the previous observation since the
RANS mode is enforced close to walls and the grid resolu-
tion is sufficient to make a transition toward the scale-resol-
ving method. Finally, k-x SST results exhibit higher levels
of fluctuations in the core region than HTLES and LES
results.

It is observed in Figure 23 that RANS and LES both
overestimate the peak of Urrms at the location of the
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Fig. 21. Comparison of dimensionless mean radial velocity
along line 2.
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Fig. 22. Comparison of dimensionless rms axial velocity along
line 1.
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Fig. 23. Comparison of dimensionless rms radial velocity along
line 1.
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Fig. 24. Comparison of dimensionless rms axial velocity along
line 2.
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Fig. 25. Comparison of dimensionless rms radial velocity along
line 2.

A.H. Afailal et al.: Oil & Gas Science and Technology - Rev. IFP Energies nouvelles 74, 56 (2019)12



annular jet r
R � 0:5 and mispredicts its location. HTLES

accurately reproduces the shape of the profile everywhere
except for the peak that is completely missed.

Figures 24 and 25 show the profiles along line 2 for the
axial and radial velocities, respectively, and the trends are
the same as those already noticed for line 1. However, the
experimental uncertainties, reflected by the asymmetry of
the data, are such that it is difficult to draw any conclusion
for rms velocity profiles along this line.

Figure 26 compares the axial profile of the static pres-
sure at the wall in order to assess the pressure drop in the
different regions. All the simulations reproduce the stiff
pressure decrease at x = 0 due to the sudden expansion,
and the recirculation zone featured by a slight pressure
increase at x/D = 1. Despite this good qualitative agree-
ment, the global pressure drop defined as the difference of
pressure between the position downstream the valve and
outlet of the domain is different between the three simula-
tions. While RANS and HTLES provide a prediction close
to the experiment with a relative error of �3% (Tab. 4),
LES is less accurate with a relative error of +11%. As
already discussed in the channel flow section, this might
be due to the wall modeling employed in the LES.

4.4.4 Analysis of HTLES modeled stress

The ratios r without and with ES along line 1 and line 2 are
compared in Figures 27 and 28, respectively. The ES only
affects the values of r in the near-wall region where it
reaches unity, unlike the simulation without ES where r is
much lower than one at the wall along both lines 1 and 2.

This is consistent with the results obtained in the channel
flow case (Fig. 11).

In order to perform a deeper analysis of the HTLES
modeled stress, rms velocity for both axial and radial com-
ponents are decomposed into the resolved and sub-filter
parts in Figures 29 and 30. Regarding the sub-filter rms
velocities, the evolution is consistent, for both components
and for both lines, with the evolution of r displayed in
Figures 27 and 28. The sub-filter fluctuations increase at
walls and decrease in the core region for both components
but are not negligible compared to the resolved ones.

The plots of the resolved rms velocities show that the
axial contribution vanishes at the wall along both lines 1
and 2, as expected. However, the radial component
surprisingly does not vanish at the wall along both lines.
The same issue is observed in RANS and LES simulations
in Figures 23 and 25, which points the difficulty of the code
to impose tangential velocities to walls.
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Fig. 26. Comparison of the axial profile of pressure.

Table 4. Comparison of the pressure drop given by the
three simulations.

EXP RANS HTLES ES LES

DP [Pa] 1766 1713 1705 1957
Relative error eD [%] – �3 �3 +11
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Fig. 27. Profiles along the radius of the cylinder (line 1) of the
statistical average of the ratio r.
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Fig. 28. Profiles along the radius of the cylinder (line 2) of the
statistical average of the ratio r.
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5 Conclusion

A first application of a hybrid RANS-LES method, which is
intended to be used for simulations of ICE was presented.
The proposed HTLES derived from the TPITM model
offers a formalism based on the multi-scale approach. The
HTLES model relies on the same set of equations as the
k-x SST model and introduces a temporal filter width on
the dissipation term of the k-equation, which is made sensi-
tive to the grid and temporal resolutions. ES was adjoined
to HTLES to protect the near-wall region from incursions of
the scale-resolving method too close to walls. HTLES uses
time averaged velocities for assessing the total turbulent
kinetic energy which is required for the closing of the dissi-
pation term of the sub-filter energy. A modification from
the original HTLES is proposed by applying the averaging
process to the resolved kinetic energy instead of the total
one, and by removing the averaging process on the dissipa-
tion term in the balance equation of the sub-filter kinetic

energy. This constitutes a first step towards the application
of HTLES towards unsteady cases and ICE flows.

The HTLES method is applied to three cases and the
results are compared with reference data as well as with
the URANS k-x SST model and LES r model. The main
conclusions are listed below:

– First validation in the periodic hills has underlined a
very good prediction capability of the developed
HTLES for this separated flow, whereas the recircula-
tion length obtained with the k-x SST model is severely
overestimated.

– Regarding the channel flow case, HTLES with ES
solves the wall friction and the unsteadiness of the flow
properly. The smooth variation with the wall-distance
of the energy ratio induces a smooth transition from
the RANS region and the scale-resolving region, and
thus no modeled stress depletion is observed. RANS
mode at wall yields correct prediction of the flow rate
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Fig. 30. Decomposition of the dimensionless rms velocity along line 2 into two components, RES the resolved part and SFS the
modeled part. Left: axial rms velocity. Right: radial rms velocity.
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on the one hand and the scale resolving simulation
gives satisfactory assessment of the fluctuations on
the rest of the domain.

– HTLES has been employed for the steady flow rig,
which is a configuration close to ICE. Very good
positioning of HTLES versus RANS and LES was
noticed. On the one hand, for the same grid, the results
of HTLES in terms of mean and rms velocity profiles
are as accurate as LES unlike RANS, which exhibits
some discrepancies with the reference data. On the
other hand, the experimental pressure drop is properly
predicted by HTLES in contrast to LES.

The application of HTLES implemented in the
CONVERGE code shows promising results in stationary
flows. The only remaining restriction for using HTLES in
non-stationary flows is related to the statistical averaging
of the velocity required for computing the resolved turbu-
lent kinetic energy, and future work will be dedicated to this
issue in order to make HTLES applicable to ICE configura-
tion with moving walls.
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