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A B S T R A C T

Digital technologies have become instrumental in transforming our society.
Recent statistical methods have been successfully deployed to automate the pro-
cessing of the growing amount of images, videos, and texts we produce daily. In
particular, deep neural networks have been adopted by the computer vision and
natural language processing communities for their ability to perform accurate im-
age recognition and text understanding once trained on big sets of data. Advances
in both communities built the groundwork for new research problems at the
intersection of vision and language. Integrating language into visual recognition
could have an important impact on human life through the creation of real-world
applications such as next-generation search engines or AI assistants.

In the first part of this thesis, we focus on systems for cross-modal text-image
retrieval. We propose a learning strategy to efficiently align both modalities while
structuring the retrieval space with semantic information. In the second part,
we focus on systems able to answer questions about an image. We propose a
multimodal architecture that iteratively fuses the visual and textual modalities
using a factorized bilinear model while modeling pairwise relationships between
each region of the image. In the last part, we address the issues related to biases
in the modeling. We propose a learning strategy to reduce the language biases
which are commonly present in visual question answering systems.
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R É S U M É

Les technologies du numérique ont joué un rôle déterminant dans la transfor-
mation de notre société. Des méthodes statistiques récentes ont été déployées
avec succès afin d’automatiser le traitement de la quantité croissante d’images,
de vidéos et de textes que nous produisons quotidiennement. En particulier, les
réseaux de neurones profonds ont été adopté par les communautés de la vision
par ordinateur et du traitement du langage naturel pour leur capacité à interpréter
le contenu des images et des textes une fois entraînés sur de grands ensembles de
données. Les progrès réalisés dans les deux communautés ont permis de jeter les
bases de nouveaux problèmes de recherche à l’intersection entre vision et langage.
L’intégration du langage dans la reconnaissance visuelle pourrait avoir un impact
important sur la vie humaine grâce à la création d’applications telles que des
moteurs de recherche de nouvelle génération ou des smart assistants.

Dans la première partie de cette thèse, nous nous concentrons sur des moteurs
de recherche multimodaux images-textes. Nous proposons une stratégie d’appren-
tissage pour aligner efficacement les deux modalités tout en structurant l’espace
de recherche avec de l’information sémantique. Dans la deuxième partie, nous
nous concentrons sur des systèmes capables de répondre à toute question sur une
image. Nous proposons une architecture multimodale qui fusionne itérativement
les modalités visuelles et textuelles en utilisant un modèle bilinéaire factorisé,
tout en modélisant les relations par paires entre chaque région de l’image. Dans
la dernière partie, nous abordons les problèmes de biais dans la modélisation.
Nous proposons une stratégie d’apprentissage réduisant les biais linguistiques
généralement présents dans les systèmes de réponse aux questions visuelles.
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1.1 Context

An attempt will be made to find how to make machines use language, form
abstractions and concepts, solve the kinds of problems now reserved for humans,
and improve themeselves... For the present purpose, the artificial intelligence
problem is taken to be that of making a machine behave in ways that would be
called intelligent if a human were so behaving.

John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon
“Proposal for the Dartmouth Workshop on Artificial Intelligence,” 1955

The Dartmouth Workshop held during summer 1956 is considered to be the
founding event of Artificial Intelligence (AI) as a research field. Since then, the
field has experienced several hype cycles associated with major breakthroughs
followed by disappointments and criticisms. Around a decade ago, AI has entered
a new era with the emergence of Deep Learning (DL). This family of statistical
methods is based upon deep neural networks and belongs to the broader family
of Machine Learning (ML) methods. Thanks to their ability to learn complex
behaviors from a massive amount of data, these artificial neural networks are at
the heart of a new wave of automation. The rapid adoption of Deep Learning

1



2 general introduction

Figure 1.1 – Progress in vision illustrated by the improvements provided by Deep
Learning approaches at the ILSVRC (Russakovsky et al. 2015a) large-
scale image classification challenge over the years. On the left, exam-
ples of deep neural network predictions on this task. The correct class
in red must appear in the 5 predicted classes. On the right, Deep
Learning approaches significantly surpass handcrafted approaches
and reach the estimated performance of a single trained human on
this task.

is largely due to the exponential growth of available data, the creation of cheap
specialized hardware and the important breakthroughs in research.

In particular, a foundational event in 2012 led the Computer Vision (CV) com-
munity to adopt the Deep Learning approaches. For the first time, the winning
solution (Krizhevsky et al. 2012) of ILSVRC, a large scale image classification
challenge, (Russakovsky et al. 2015a) was a deep neural network. As illustrated in
Figure 1.1, the goal of this challenge is to develop approaches able to associate a la-
bel to an image using a training set of 1.2 million labeled images. Importantly, the
labels come from a set of a thousand diverse nouns designating animals, plants,
activities, materials, instruments, scenes or foods. Contrarily to the handcrafted
methods which rely on a critical features engineering step in their classification
pipeline (Fournier et al. 2001; Csurka et al. 2004), this network is able to learn
richer features from a random initialization of its 60 million parameters. In the
following years, Deep Learning approaches improved and have been extended to
more complex visual tasks such as object detection or segmentation, exceeding
all expectations (Girshick et al. 2014; S. Ren et al. 2015; He et al. 2016; He et al.
2017). However, these networks only describe visual content with simple words.
They appear limited when compared to humans which are able to use language
to precisely describe their visual surroundings and to interact with others.

Similarly to the Computer Vision community, the Natural Language Processing
(NLP) community also adopted Deep Learning approaches with impressive results.
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Figure 1.2 – Progress in language illustrated by the improvements provided by
Deep Learning approaches at the SQuAD1.1 (Rajpurkar et al. 2016)
question answering challenge over the years. On the left, three ques-
tions about a text, their ground truth answer, and the predicted
answer of a deep neural network. On the right, Deep Learning ap-
proaches significantly surpass handcrafted approaches and reach the
estimated performance of a single trained human on this task.

In 2013, the word2vec method (Tomas Mikolov et al. 2013b) produced rich word
and sentence representations in the form of vectors by training their model on
news articles of one billion words. These vectors are automatically organized in the
latent space and relationships are learned implicitly between them. For instance,
the representation of the country-capital relationship is obtained by subtracting
the representations of the words Spain and Madrid. Then, it becomes possible
to infer that Paris is the capital of France by summing the representation of the
word France with the representation of the relation country-capital to obtain the
representation of the word Paris. Quickly after, Deep Learning approaches were
able to model complex sentences, translate from one language to the other and, as
illustrated in Figure 1.2, answer questions about a text more accurately than ever
before (Sutskever et al. 2014; Lample et al. 2016; Kiros et al. 2015; Vaswani et al.
2017; Devlin et al. 2018).

The advances of deep learning in computer vision and natural language pro-
cessing drive the emergence of new research issues and tasks in AI. In particular,
the community currently explores new ways to bridge the gap between vision
and language in order to produce more human level behaviors. A critical step
towards better visual understanding is to go beyond the simple word as a label by
associating richer language structures such as a simple sentence, a description,
a paragraph or even a cooking recipe with a set of ingredients. The image cap-
tioning task (Hodosh et al. 2013; Tsung-Yi Lin et al. 2014; Xu et al. 2015; Lu et al.
2017) is emblematic of this ambition. It consists in producing a textual description
of an image given a dataset of image-description pairs (X. Chen et al. 2015). The
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Figure 1.3 – Ability to integrate language into visual recognition. On the left, the
task of assigning labels to an image (Russakovsky et al. 2015a). In
the middle, the task of describing an image with sentences (X. Chen
et al. 2015). On the right, the task of answering any questions about
an image (Agrawal et al. 2015).

ability to describe an image is at the heart of visual understanding from a human
standpoint. A common way to tackle this task is through cross-modal retrieval
methods (Rasiwasia et al. 2010; K. Wang et al. 2016) which enable flexible retrieval
of visual and textual data across modalities. The core of these methods consists in
projecting both modalities on a joint representation space where their similarity
can be assessed. For instance, this allows retrieving the most similar description
for a given image.

Visual Question Answering (VQA) (Malinowski et al. 2014a; Agrawal et al. 2015;
Goyal et al. 2017) is another recent task that goes beyond the simple word as a
label. It consists in answering a question about the visual content of an image
given a dataset of image-question-answer triplets. As illustrated in Figure 1.3, VQA
allows for a stronger integration of language into visual recognition than image
captioning. In fact, solving VQA requires the ability to understand a very large
set of concepts in order to answer the numerous questions that can potentially be
asked about an image. Additionally, VQA requires a reasoning ability in order to
decompose questions into sub-tasks and to address them one after the other. For
instance, the question How many people are standing on the left of the women in red
is highly compositional and requires to ground linguistic concepts on the visual
scene. A smart system would answer the question sequentially by locating the
women in red, by looking at the people on her left, and by counting how many
are standing. Finally, VQA requires commonsense knowledge about the world.
For instance, the question In which continent has this picture been taken? given an
image of an elephant requires a smart system to know that looking at the size of
the elephant ears is required to determine if it is an African or Asian elephant. For
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all these reasons, the VQA task is considered as a visual Turing test (Malinowski
et al. 2014b).

Bridging the gap between vision and language could have a tremendous impact
on human life through the creation of real-world applications such as a healthier
recipe recommendation engine aiming at reducing bad eating habits (Elsweiler et
al. 2017), an assistant helping visually impaired users to understand their physical
and online surroundings (Gurari et al. 2018), an engine that search through large
quantities of visual data via natural language interfaces (Johnson et al. 2016), or
even robots using more efficient and intuitive communication interfaces (Das et al.
2017).

In Section 1.2, we first provide a background on deep learning methods for
computer vision and natural language processing. This section covers the core
material on which this work builds upon. In Section 1.3, we present the current
challenges for developing smart AI systems at the frontier between vision and
language. Finally, we provide our contributions to this aim in Section 1.4.

1.2 Deep learning background

In this section, we provide the basic deep learning concepts that we use through-
out the next chapters of this PhD thesis. For a more in-depth introduction, we
recommend the books from Bishop 2006, Nielsen 2015 and Goodfellow et al. 2016.

1.2.1 Learning framework

Deep learning methods are based on the statistical learning theory (Vapnik et al.
1972; Vapnik 1999). We consider the supervised learning setting where the goal is
to estimate the best mapping function f : X → Y between an input space X and
an output space Y, given a training set of input-output pairs (x, y) ∈ X × Y. In
the context of a dog or cat image datasets, X is the space of images and Y is the
space of labels in the couple {0, 1} where 1 indicates the presence of a dog and 0

indicates the presence of a cat. A dog or cat classifier outputs a confidence score in
[0, 1]. The latter is converted into a 0 or 1 label using a threshold which is usually
set to 0.5. We assume that this training set is composed of n random independent
identically distributed (i.i.d) observations (x1, y1), ..., (xn, yn) ∈ (X×Y)n sampled
from a distribution D. We want to estimate f such that it provides accurate output
predictions on unseen input data from a testing set sampled following the same
distribution D. We consider a loss function l : Y × Y → R+ that measures the
disagreement between a predicted label ŷi = f (xi) and a truth label yi.
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Learning objective The problem of learning consists in finding the optimal
function f ∗ from a class of functions F that minimizes the risk R( f ) such as:

R( f ) := E(x,y)∼Dl( f (x), y)

f ∗ = argmin f∈F

{
R( f )

} (1.1)

In practice, we do not have access to D and approximate this learning problem
using the available training set to minimize the empirical risk Rn( f ) which is
defined such as:

Rn( f ) :=
1
n

n

∑
i=1

l( f (xi), yi)

f ∗ ≈ argmin f∈F

{
Rn( f )

} (1.2)

However, this approximation leads to an important issue. It becomes possible
to find a function f ∗ that minimizes Rn( f ) while failing at predicting the correct
label on the testing set. For instance, trivial memorization of the training set
fails to generalize on unseen data. Even if the class of functions F is chosen to
avoid trivial solutions, many functions might all achieve the same minimization
of Rn( f ), but lead to highly different generalization ability.

Regularization Minimizing Rn( f ) is not sufficient to find f ∗. One common
solution consists in adding a regularization term r( f ) such as:

f ∗ = argmin f∈F

{
Rn( f ) + r( f )

}
(1.3)

r( f ) is a measure of the complexity of the function. Adding this term to the
objective allows controlling the complexity of f ∗ during training. By expressing
r( f ) as a prior on f , Bayesian learning provides a statistical justification of the
regularization. Several other practical methods and theories have been devoted to
this issue (Bishop 2006).

1.2.2 Tasks and loss functions

We review common instantiations of loss functions, class of functions and regu-
larization terms. We consider datasets of n input-output pairs (x, y) ∈ Rd ×Rt

on which we define different machine learning problems. The regression prob-
lem consists in predicting continuous variables, while the classification problem
consists in predicting discrete variables. The latter can be decomposed into three
categories. In the binary setting, t = 1 and the only component of y, that we
define as the scalar y, can be either zero or one to indicate the presence or absence
of the class. In the multiclass setting, only one class from t classes is associated
with the input. Thus, y can be expressed as a one-hot vector of t dimensions. In
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the multilabel setting, several classes can be associated with the input. Thus, y
can be expressed as a t-dimensional vector of ones and zeros.

Loss for regression In the context of a regression problem, we consider a y ∈ Rt

and a function f : Rd → Rt. A common loss function to address the regression
problem is the squared L2 distance such that:

l( f (x), y) := || f (x)− y||22 (1.4)

where ||x||2 :=
√

∑i x[i]2 . It is called mean squared error when averaged over all
the input-output pairs.

Loss for classification In the context of a binary classification problem, we
consider a scalar y ∈ {0, 1} and a function f : Rd → [0, 1]. A common loss
function to address this problem is the binary cross-entropy such that:

l( f (x), y) := −
[
ylog( f (x)) + (1− y)log(1− f (x))

]
(1.5)

A sum of t binary cross-entropy losses can be used to address the multi-label
classification problem of t classes.

In the context of a multi-class classification problem of t classes, we consider
a t-dimension one hot vector y and a function f : Rd → Rt. A common loss
function to address this problem is the cross-entropy such that:

l( f (x), y) := −
t

∑
k=i

y[k]log(
exp(x[k])

∑j exp(x[j])
) (1.6)

Linear models We can restrict our function class to be linear parametric func-
tions such that f (x) = W Tx + b with W ∈ Rd×t and b ∈ Rt. A common
regularization term for these models is the L2 norm of W , such that we optimize
the following objective:

f ∗ = argmin f∈F

{ 1
n

n

∑
i=1

l(W Txi + b− yi), yi) + λ||W ||22
}

(1.7)

where λ ∈ R is a hyperparameter controlling the amount of regularization.
Interestingly, different instantiations of linear models have been used to model
a single biological neuron such as the McCulloch&Pitts model (McCulloch et al.
1943), the Perceptron (Rosenblatt 1958) or the Adaline (Widrow et al. 1960).

Kernel methods This combination of linear models and L2 regularization has
been widely studied as linear Support Vector Machine (SVM) (Cortes et al. 1995).



8 general introduction

In the context of a binary classification problem (t = 1), it is learned using a hinge
loss such as:

f ∗ = argmin f∈F

{ 1
n

n

∑
i=1

max(0, 1− yiW
Txi + b) + λ||W ||22} (1.8)

where yi ∈ {−1, 1} depending on the class. This quadratic optimization problem
is known as the primal problem.

The SVM can be extended to perform a non-linear mapping φ of the input vector
into a higher dimensional Hilbert space such as:

f (x) = W Tφ(x) + b (1.9)

The mapping can also be defined as a kernel function in the dual formulation of
the SVM. This class of functions is used to increase the complexity of the functions
that can be learned.

Neural networks Another class of functions that leads to the learning of more
complex functions is the neural networks. These functions are the combination
of several stacked linear models, which are separated with non-linear activation
functions σ. They are used to learn a non-linear mapping from input to output
spaces. For instance, a neural network made of one hidden layer of dimension h
can be defined as:

f (x) = W T
2 σ(W T

1 φ(x) + b1) + b2 (1.10)

where W1 ∈ Rd×h, b2 ∈ Rh, W2 ∈ Rh×t and b2 ∈ Rt. The most used activation
functions are the sigmoid, the hyperbolic tangent and the Rectified Linear Unit
(ReLU) (Krizhevsky et al. 2012). This family of functions is also called multi-layer
perceptron (MLP), feed-forward network, or fully connected layers.

1.2.3 Training

Once the choice of a class of functions F, a loss function l and a regularization
term has been made, the problem of learning can be reduced to an optimization
problem of the form θ∗ = argminθg(θ), where f is a parametric function, θ is a
parameter vector and g is an objective function defined as:

g(θ) =
n

∑
i=1

l( fθ(xi), yi) + r( fθ) (1.11)

Numerous methods exist to minimize this objective. Many can be found in the
book by Nocedal et al. 2006. Here, we focus on the most used method to minimize
the objective when f is a neural network.
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Gradient based optimization First order derivative based convex optimization
methods are commonly used to optimize θ. These methods require to be able to
calculate the gradient Oθg in order to use it as a search direction in the parameters
space. The gradient descent algorithm is then applied to minimize g(θ). It consists
in alternating between a gradient evaluation step and a small parameters update
step until a stopping criterion is met. A common criterion is an arbitrary large
enough number of update steps s to let the algorithm converge. As defined in
algorithm 1.1, its stochastic version is used in practice. It consists in estimating
the gradient on a subset of the dataset to reduce memory consumption and
computation cost. Even in the context of neural networks, which model highly
non-convex functions, these convex optimization methods are used to reach local
minima of surprising generalization abilities.

The backpropagation algorithm (Rumelhart et al. 1986; LeCun et al. 1998) based
on the chain rule is commonly used with neural networks to calculate Oθg, Also,
different architecture-dependent approaches can be found in the literature to
initialize their parameters θ (Glorot et al. 2010; Ilya Sutskever et al. 2013; He et al.
2015b).

Algorithm 1.1 Stochastic Gradient Descent
input : a training dataset of n input-output pairs (x, y) ∈ X×Y
input : an initialized vector of parameters θ

input : an objective function g(θ) to minimize
input : a batch size b
input : a learning rate η

repeat
1. randomly sample a mini-batch of b input-output pairs

2. estimate the gradient Oθg on the mini-batch using backpropagation

3. compute the update direction: δ := −ηOθg

4. update the parameters: θ := θ + δ

until the stopping criterion is met;

Advanced update rules It is often possible to reach faster convergence by
relying on advanced update rules. The momentum approach (Polyak 1964; Ilya
Sutskever et al. 2013) takes the previous directions into account to encourage
progress along consistent directions of the gradient. It relies on a memory vector
v of the same dimension as θ:

v := µv + ηOθg
δ := −v

(1.12)
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where the scalar µ ∈ [0, 1] is the momentum coefficient. The Nesterov’s Acceler-
ated Gradient (NAG) approach (Nesterov 1964; Ilya Sutskever et al. 2013) speed
up momentum by evaluating the gradient at the next update step such as:

v := µv + ηOθg(θ + µv) (1.13)

Other update rules work well on neural networks such as Adagrad (Duchi et al.
2011), RMSProp (Tieleman et al. 2012) or Adam (Kingma et al. 2014). Additionally,
scheduling rules that lower the learning rate η along the optimization process are
often used in practice.

Hyperparameters tuning These methods propose efficient solutions to optimize
the parameters θ. However, gradients of parameters such as the learning rate η,
batch size b, number of steps s, amount of regularization λ or hidden size h, can
not be easily calculated and thus optimized by gradient descent. To optimize
these hyperparameters, we often rely on cross-validation methods. A common
method consists in evaluating the parametric function f on a held-out split of
the training set, which is called the validation set, in order to select the best set of
hyperparameters.

1.2.4 Neural networks for computer vision

Several classes of functions have been efficiently used to model computer vision
data such as images. A common class is the Convolutional Neural Network
(ConvNet). These functions take advantage of the spatial information redundancy
throughout the image to share parameters between neurons. ConvNet is a bio-
inspired model first introduced in 1980 (Fukushima 1980) and trained with
backpropagation in 1989 (LeCun et al. 1989). We review its more recent versions
that we use throughout this PhD thesis. Some of these approaches led to significant
improvements on a wide array of CV tasks (Oquab et al. 2014) such as image
classification (Krizhevsky et al. 2012), semantic segmentation (Long et al. 2015) or
object detection (Girshick et al. 2014).

Deep Convolutional Neural Networks As illustrated in Figure 1.4, ConvNet
are made of convolutional layers in place of the linear layers. They commonly
encompass methods such as spatial pooling to progressively reduce the spatial
dimension until the final output prediction. Their deep sequence of layers is used
to learn hierarchical abstractions of visual concepts in a end-to-end manner. That is,
all of their parameters are optimized at the same time by minimizing a common
objective. Contrarily to handcrafted methods, which rely on well-defined features
extraction steps, end-to-end training allows learning richer features directly from
the raw pixels. Features extracted from layers closer to the input image represent
low-level concepts such as shapes, colors or textures, whereas features closer
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Figure 1.4 – Illustration of VGG-16 (Simonyan et al. 2015), a common Deep
ConvNet. Illustration taken from Durand 2017.

to the output predictions represent high-level concepts such as classes, objects
or object-parts. A deeper sequence of layers allows learning finer hierarchical
abstractions. However, training Deep ConvNet has long been a challenge due to
the gradient vanishing and exploding problems (Hochreiter 1991; Hochreiter et al.
2001). The ReLU activation function (Krizhevsky et al. 2012) and the residual
connections between layers (He et al. 2016) have been proposed to address these
issues.

Pretrained Convolutional Neural Networks ConvNet pretrained on large-scale
datasets can be used to extract visual features on other datasets of variable size.
Then, different models can be trained on top of these visual representations.
Importantly, they can be further adapted to the new task by fine-tuning (Donahue
et al. 2014) the pretrained ConvNet. This strategy consists in backpropagating the
loss computed from the new task objective function to the pretrained parameters
in order to optimize them at the same time. This fine-tuning method often leads to
significant gains, in particular when the domains of both datasets are semantically
far. Commonly used ConvNet pretrained on the ImageNet dataset (Russakovsky
et al. 2015b) are AlexNet (Krizhevsky et al. 2012), VGG16 (Simonyan et al. 2015)
and ResNet-152 (He et al. 2016). See Cadene 2017, for a more exhaustive list of
pretrained ConvNet.

Fully Convolutional Neural Network (FCN) ConvNet are designed to take a
fixed size image as input and output a vector representations. However, they can
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Figure 1.5 – Illustration of two region-based ConvNet methods. On the left, the
fixed-grid over the image illustrates the dense features extraction of
Fully Convolutional Network (FCN). On the right, each object bound-
ing boxes are detected and their corresponding features extracted by
a Region-based Convolutional Neural Network (R-CNN). Illustration
from (Anderson et al. 2018).

be transformed into FCN to take wider images of variable sizes. As illustrated in
Figure 1.5, ConvNet can be used as a convolutional operation over a wider image
to output grid-like representations h f cn ∈ R(h∗w)×d, with h the height of the grid,
w the width of the grid and d the dimensions of the features. For instance, for a
grid size of 14× 14, the number of considered regions can reach 196. Pretrained
ConvNet for image classification are commonly transformed to a FCN by replacing
their linear layers by 1× 1 convolutional layers. Then, they can be used in different
contexts such as weakly supervised learning for object detection (Oquab et al.
2015; Durand et al. 2016; Durand et al. 2017) or image segmentation (Long et al.
2015).

Region-based Convolutional Neural Networks (R-CNN) As illustrated in Fig-
ure 1.5, ConvNet can also be embedded into a R-CNN architecture (Girshick et al.
2014; Girshick 2015) to output object-based representations hrcnn ∈ Rn×d with n
the number of detected objects and d the dimensions of the features. They are
trained on specially tailored datasets to detect bounding boxes around objects,
predict their classes and sometimes attributes. A common approach for object
detection is Faster-RCNN (S. Ren et al. 2015). First, a FCN is used to extract grid-
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like representations from the image. A Region of Interest (RoI) pooling is applied
on top to calculate features associated with default bounding boxes in the image.
These default boxes are called anchors. Then, a Non-Maximum Suppression (NMS)
with Intersection over Union (IoU) threshold is applied to keep the top boxes and
their corresponding features. Secondly, a two heads ConvNet is used to classify
each box proposal and refine their coordinates. Finally, a class-dependent NMS
with IoU threshold is applied on the detected objects. Extensions of R-CNN have
been developped for simultaneous segmentation (He et al. 2017), or for faster
computation (W. Liu et al. 2016; Redmon et al. 2017).

1.2.5 Neural networks for language processing

Similarly to visual data, several classes of functions have been used to model
textual data of variable length. They may rely on different atomic elements such
as characters, sub-word units, words, bi-grams of words, or even tri-grams of
words. Here, we focus on common classes of functions and training methods used
in the context of this PhD thesis.

Word embeddings A common method for processing language consists in asso-
ciating a vector representations x ∈ Rd to each word of a given dictionary, where
typical values of d lie between 50 and 1000. These word embeddings may be
randomly initialized and optimized for an end task, or pretrained using meth-
ods such as Word2Vec (Tomas Mikolov et al. 2013b) or Glove (Pennington et al.
2014). These methods optimize the word embeddings to reconstruct the linguistic
contexts in which each word appears. With respect to the corpora on which they
are trained on, different word properties emerge during the optimization process.
For instance, words sharing the same linguistic contexts possess similar represen-
tations. It becomes also possible to infer semantic relationships by using basic
mathematical operations on the word vector representations. For instance, the
addition of “Germany” and “capital” is close to “Berlin” in the embedding space
provided by Word2Vec. Word embeddings can be used to represent sentences of a
variable number of words by calculating the average. In this case, word orders are
not taken into account.

Recurrent Neural Networks (RNN) A family of neural architectures designed
for modeling sequences is the Recurrent Neural Network (RNN) (Elman 1990).
They can be used to extract sentence representations (Tomáš Mikolov et al. 2010).
Given a sequence of word representations [x1, ..., xT], the RNN updates its internal
hidden state h such as:

ht = f (ht−1, xt) (1.14)
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where hT corresponds to the vector representations of the sentence. A common
linear instantiation of f , also known as vanilla, is defined such as:

ht = tanh(W T
h ht−1 +W T

x xt + b) (1.15)

However, this vanilla RNN may exhibit vanishing and exploding gradients
problem over large sequences (Hochreiter et al. 2001) such as sentences. The
Long-Short Term Memory (LSTM) (Hochreiter et al. 1997) has been proposed to
address these issues. It is composed of three gating operations, which output a
remember state vector rt, a save state vector st and a forget state vector ft, such as:

rt = σ(W T
hrht−1 +W T

xrxt + br)

st = σ(W T
hsht−1 +W T

xsxt + bs)

ft = σ(W T
h f ht−1 +W T

x f xt + b f )

(1.16)

where ht ∈ Rdh , xt ∈ Rdx , and σ is the sigmoid operation. It is also composed of
three different memory states. The internal memory mt is defined such as:

mt = tanh(W T
hmht−1 +W T

xmxt + bm) (1.17)

It is used to update the long-term memory lt using the remember and save states
such as:

lt = rt � lt−1 + st �mt (1.18)

Finally, the forget state is used to update the working memory ht such as:

ht = ft � tanh(lt) (1.19)

Another commonly used instantiation of RNN, which addresses the problems of
vanishing and exploding gradient is the Gated Recurrent Unit (GRU) (Chung et al.
2014). It simplifies the LSTM architecture while reaching similar performances. It
is defined such as:

ft = σ(W T
h f ht−1 +W T

x f xt + b f )

st = σ(W T
hsht−1 +W T

xsxt + bs)

mt = tanh(ft �W T
hmht−1 +W T

xmxt + bm)

ht = st � ht−1 + (1− st)mt)

(1.20)

where ht ∈ Rdh and xt ∈ Rdx .
Similarly to word embeddings, pretraining methods can be applied to RNN

in order to extract rich sentence representations. In particular, the skip-thought
method (Kiros et al. 2015) optimizes the RNN parameters to reconstruct the
linguistic contexts in which each sentence appears. As illustrated in Figure 1.6,
this method consists in computing the sentence representation through a RNN
encoder, and to feed it to a RNN decoder to recover the previous sentence and the
next sentence occurring in the text.
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Figure 1.6 – Skip-thought method (Kiros et al. 2015) to pretrain RNN for sentence
modeling. The grey, red and green dots correspond respectively to
the word embeddings of the current, next and previous sentence. The
arrow illustrates the input-output flow from the RNN.

1.3 Challenges

The recent progress in deep learning gave rise to a lot of promises. However,
many challenges need to be overcome before being able to bridge the gap between
vision and language.

Data representations An image is made of pixels and can not be easily com-
pared with a sentence made of words. Our first challenge consists in producing
rich, robust and comparable representations of the data for each modality. A rich
representation would allow identifying all the useful semantic concepts to solve a
given multimodal task. A robust representation should vary the least when the
same semantic concept possess a high variability in the raw data space. For the
image modality, this variability may be due to different kind of noises, difference
of viewpoints, illumination changes, various appearance of objects, object occlu-
sions, etc. For the textual modality, this variablity may be due to spelling mistakes,
synonyms, style variations, etc. Deep learning methods propose to learn a map-
ping from the input space to a vector space where each modality can be compared.
However, learning these representations in an end-to-end manner requires to
collect large enough task-specific datasets. Pretrained models are commonly used
to reduce this constraint. They are able to produce representations that already
possess some desired proporties. A lot of questions still remain regarding how to
pretrain them and how to use them.

Multimodal representations and fusion A second challenge consists in con-
structing multimodal representations that contain meaningful combinations and
structural relationships between the visual and language concepts in order to
solve a given task. Some tasks such as image captioning require to align the
visual and language concepts. Some other tasks such as visual question answering
require to fuse the visual and language concepts. In both cases, the difficulty lies
in the exploitation of the complementary and redundancy of the information in
the context of modality-dependent representations. For instance, an image and
a sentence can be represented as vectors of different dimensionality. In the case
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where both have the same dimensionality, each dimension may represent different
concepts. They are not aligned. Also, both representations may contain different
information. For instance, in visual question answering, the image representation
may contain information about the global visual scene, whereas the question may
only focus on a small part of the scene. Some visual information may need to be
discarded before constructing the multimodal representations that will be used to
answer the question.

Learning issues A third more practical challenge involves the development of
methods to train and to use multimodal models. First, large scale datasets need
to be collected following protocols that ensure the quality of the data and their
annotations. In fact, the raw data can be noisy, unclean, incomplete, unbalanced,
and the annotations can be weak or even wrong. Secondly, powerful hardware
and software infrastructures must be used to store and load the data, and to
train and evaluate the models. Finally, different hypotheses must be validated to
ensure that these models did not learn behaviors that exploit unwanted statistical
regularities or biases.

1.4 Contributions

This dissertation is about the development of intelligent systems capable of
processing visual and textual data. We focus our efforts on recent large-scale
challenging tasks that aim at creating links between concepts from the visual and
textual modalities. We propose several deep multimodal learning approaches to
tackle core problems related to these multimodal tasks.

Multimodal alignment The crossmodal retrieval task explicitly aims at creating
links between modalities. Its goal is to retrieve items of interest belonging to
one modality using a query belonging to the other modality. For instance, this
task may consist in retrieving sentences that better describe a given image, or
reciprocally, images that better illustrate a given sentence. Approaches from
metric learning are commonly used to tackle this task. They consist in learning a
crossmodal similarity function to rank data of the opposite modality. It involves
aligning matching image-text data in a shared representation space. Nevertheless,
it is not clear how to best align these multimodal representations and how to
structure the retrieval space using additional semantic information.

We address these questions in Chapter 2 by proposing a new alignment ap-
proach, which can leverage additional semantic information about the image-text
pairs. Additionally, we introduce an adaptive strategy to select image-text pairs
that will contribute the most in the crossmodal alignment. A more practical
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contribution is the creation of an experimental framework for large scale training
that we used throughout this thesis.

The work presented in Chapter 2 has led to the publication of a conference
paper and a workshop paper at equal contribution with Micael Carvalho:

• Micael Carvalho*, Remi Cadene*, David Picard, Laure Soulier, Nicolas
Thome, and Matthieu Cord (2018b). “Cross-modal retrieval in the cooking
context: Learning semantic text-image embeddings”. In: ACM Conference
on Research and Development in Information Retrieval (SIGIR). url: https:
//arxiv.org/abs/1804.11146

• Micael Carvalho*, Remi Cadene*, David Picard, Laure Soulier, and Matthieu
Cord (2018a). “Images & Recipes: Retrieval in the cooking context”. In:
Proceedings of the IEEE International Conference on Data Engineering (ICDE).
Data Engineering meets Intelligent Food and Cooking Recipe Workshop (DECOR).
url: https://arxiv.org/abs/1805.00900

Multimodal fusion and reasoning We go one step further towards creating
links between modalities by tackling the VQA task. It consists in answering a
question about the visual content of an image. It requires textual grounding
and visual reasoning abilities. To solve this task, we need to know how to fuse
both input modalities. In Chapter 3, we propose a theoretically grounded fusion
framework based on bilinear models. Our framework allows expressing several
fusion modules from the literature. We leverage it to propose novel learnable,
efficient and powerful fusion modules. They model fine and rich interactions
between the image and the question while maintaining a tractable number of free
parameters.

In the line of previous works, we embed our fusion modules in a state-of-the-art
VQA architecture. The latter acts as an inductive bias constraining the VQA model
to focus its attention on visual regions that are useful to answer the question. To
advance towards multimodal reasoning, we propose a novel reasoning architecture
that goes beyond the classical attentional framework. Our approach consists
in fusing object-based visual representations with the question while adding
contextual information about the pairwise relationships between each region. It
mimics a multistep reasoning process over a graphical representation of the visual
scene.

The work presented in Chapter 3 has led to the publication of two conference
papers and two workshop papers at equal contribution with Hedi Ben-Younes,
and one conference paper as a second author contribution:

• Hedi Ben-Younes*, Rémi Cadène*, Nicolas Thome, and Matthieu Cord
(2017b). “MUTAN: Multimodal Tucker Fusion for Visual Question Answer-

https://arxiv.org/abs/1804.11146
https://arxiv.org/abs/1804.11146
https://arxiv.org/abs/1805.00900
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ing”. In: Proceedings of the IEEE International Conference on Computer Vision
(ICCV). url: https://arxiv.org/abs/1705.06676

• Hedi Ben-Younes, Rémi Cadène, Nicolas Thome, and Matthieu Cord (2019).
“BLOCK: Bilinear Superdiagonal Fusion for Visual Question Answering and
Visual Relationship Detection”. In: Proceedings of the AAAI Conference on
Artificial Intelligence (AAAI). url: https://arxiv.org/abs/1902.00038

• Rémi Cadène*, Hedi Ben-Younes*, Nicolas Thome, and Matthieu Cord
(2019). “MUREL: Multimodal Relational Reasoning for Visual Question
Answering”. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). url: https://arxiv.org/abs/1902.09487

• Hedi Ben-Younes*, Remi Cadene*, Nicolas Thome, and Matthieu Cord
(2017a). “VQA Challenge Workshop: MUTAN 2.0”. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). VQA
Challenge and Visual Dialog Workshop

• Hedi Ben-Younes*, Remi Cadene*, Nicolas Thome, and Matthieu Cord (2018).
“VQA Challenge Workshop: Bilinear Superdiagonal Fusion”. In: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR).
VQA Challenge and Visual Dialog Workshop

Unimodal biases An important aspect of multimodal learning is the fact that
statistical models can leverage a specific kind of biases. Due to the heterogeneity of
the input data, they tend to give too much importance to some predictive features
from one modality. In Chapter 4, we address this problem in the context of the
VQA task where models overrely on the textual modality. We propose a novel
strategy to reduce unimodal biases learned during training. Our strategy is based
on a text-only model that captures the language biases. This unimodal model
identifies data that contribute to learning these biases during training. When a
given question can be answered without looking at the image, we dynamically
adjust the loss in order to compensate for biases.

The work presented in Chapter 4 has led to the publication of one conference
paper at equal contribution with Corentin Dancette:

• Remi Cadene*, Corentin Dancette*, Hedi Ben-Younes, Matthieu Cord, and
Devi Parikh (2019). “RUBi: Reducing Unimodal Biases for Visual Question
Answering”. In: Advances in Neural Information Processing Systems (NeurIPS).
url: https://arxiv.org/abs/1906.10169

https://arxiv.org/abs/1705.06676
https://arxiv.org/abs/1902.00038
https://arxiv.org/abs/1902.09487
https://arxiv.org/abs/1906.10169
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Chapter abstract
We tackle the task of crossmodal retrieval for images and texts. Our target
application consists in a large-scale search engine for cooking recipes. Its
main purposes are to retrieve the most similar recipes given a picture of a
dish, or the most illustrative pictures given a textual recipe. We propose
AdaMine to align the two modalities in the same representation space. Our
main contributions are two folds. First, we propose an adaptive learning
scheme providing consistent gradient information during training. Secondly,
we introduce a triplet-based auxiliary loss to structure the retrieval space with
additional semantic information. We validate our approach on Recipe1M,
a dataset of nearly 1 million pictures of dishes and their recipes. We show
the effectiveness of AdaMine regarding previous state-of-the-art models and
present qualitative results.
The work in this chapter, at equal contribution with Micael Carvalho, has led
to the publication of a conference paper and a workshop paper:

19
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• Micael Carvalho*, Remi Cadene*, David Picard, Laure Soulier, Nico-
las Thome, and Matthieu Cord (2018b). “Cross-modal retrieval in the
cooking context: Learning semantic text-image embeddings”. In: ACM
Conference on Research and Development in Information Retrieval (SIGIR).
url: https://arxiv.org/abs/1804.11146

• Micael Carvalho*, Remi Cadene*, David Picard, Laure Soulier, and
Matthieu Cord (2018a). “Images & Recipes: Retrieval in the cooking
context”. In: Proceedings of the IEEE International Conference on Data
Engineering (ICDE). Data Engineering meets Intelligent Food and Cooking
Recipe Workshop (DECOR). url: https://arxiv.org/abs/1805.00900

2.1 Introduction

As explained in Chapter 1, a core problem when dealing with text and image
data is to give the ability to a system to connect concepts from both modalities.
Such a model needs to break down these two complex and heterogeneous high
dimensional objects to grasp their semantic meaning and to comprehend how
both modalities can be related. This ability is a prerequisite for a lot of multimodal
tasks such as searching images on the internet using natural language, linking
words to objects in photo collections or providing captions to images (Karpathy
et al. 2015; Lazaridou et al. 2015).

Due to the growing interest of home-made food and social media platforms
(Sanjo et al. 2017), massive amounts of cooking-related image and text data have
recently been created. Consequently, novel applications arose such as ingredient
classification (J. Chen et al. 2016) or recipe classification (X. Wang et al. 2015;
Bossard et al. 2014). To go one step further, we focus on the recipe recognition
task through a cross-modal retrieval framework illustrated in Figure 2.1. The goal
is to retrieve the cooking recipe associated with a given image, or conversely, to
retrieve the image that better illustrates a given cooking recipe. We tackle this task
on Recipe1M (Salvador et al. 2017) which is one of the largest datasets including
both English cooking recipes with their ingredients and instructions, images and
recipe categories.

Deep learning approaches are able to tackle the cross-modal retrieval task by
creating a same latent space for both modalities (Bossard et al. 2014; Kawano
et al. 2014; Kiros et al. 2014; Karpathy et al. 2015; Salvador et al. 2017; J. Chen
et al. 2017). This shared space is organized so that data with similar meanings are
represented similarly. Text and image data can be projected in this space to assess
their similarity. Then, a text query or image query can be used to retrieve the
most similar recipes of the other modality. A common approach to organize this
space consists in aligning text and image data through a surrogate optimization
of a ranking problem. Loss functions, such as the pairwise loss or the triplet loss,

https://arxiv.org/abs/1804.11146
https://arxiv.org/abs/1805.00900
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Figure 2.1 – Cross-modal learning framework for recipe recognition. By aligning
recipe-image pairs collected from online resources, it allows retriev-
ing the cooking recipe associated with a given picture of a dish.
Contrarily, it allows retreiving images illustrating a recipe.

can be used to minimize the distance between matching text-image pairs by some
margin and maximize the distance between non-matching pairs by some margin.

A first difficulty of applying these alignment methods on Recipe1M is to sample
the matching and non-matching text-image pairs to optimize. To ensure fast
convergence on this large-scale dataset, it is crucial to select those that violate
the distance constraint so that the loss stays high enough during the training
process. However, only selecting those that violate the constraint the most might
lead to poor generalization, as mislabelled and outliers might dominate (Schroff
et al. 2015; Faghri et al. 2018). Doing the appropriate sampling is still an open
question. A second difficulty is to semantically organize the multimodal space
to ensure optimal generalization. Notably, Salvador et al. 2017 highlight that a
simple alignment can lead to poor retrieval performances on the Recip1M dataset.
Their approach involves optimizing an auxiliary task of recipe type classification.
To do so, they add an extra layer on top of the multimodal output of the neural
network. However, the classifier adds many parameters that are discarded at the
end of the training.

In Section 2.2, we review different learning strategies and architectures from
the state-of-the-art to tackle the problem of crossmodal retrieval. In Section 2.3, we
introduce AdaMine, a learning strategy embedded into a crossmodal framework
to align the text and image modalities in a same retrieval space. Contrarily to
previous works, our alignment strategy is based on four different crossmodal
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triplet losses. Two of them take advantage of the additional semantic informa-
tion in the form of the recipe categories to better structure the retrieval space.
Additionally, we propose a novel mining strategy which adaptively adjusts the
contribution of each loss to reduce gradient vanishing. In Section 2.4, we present
several experimental results to validate our learning approach. We also show
examples of applications that exploit the potential of our crossmodal framework
in the computational cooking context. A live demo of our large-scale search
engine for cooking recipes is available on the VIsual Seek for Interactive Image
Retrieval (VISIIR) project web page:

• visiir.lip6.fr

2.2 Related work

Deep learning approaches provide practical and powerful ways to tackle cross-
modal retrieval tasks for text and image data. Pretrained deep neural networks can
be used to extract rich and transferable representations from images (Krizhevsky
et al. 2012; Sermanet et al. 2014; Simonyan et al. 2015; He et al. 2016) as well as
from words (Tomas Mikolov et al. 2013b; Pennington et al. 2014) and sentences
(Chung et al. 2014; Kiros et al. 2015; Vaswani et al. 2017; Devlin et al. 2018). Then,
different strategies can be used to learn a crossmodal similarity function which
is critical to perform retrieval across modalities. A common strategy consists in
aligning representations of both modalities in a shared latent space where simple
distance functions such as the euclidean distance can be used to retrieve the most
similar data. In the following, we review these learning strategies.

2.2.1 Learning crossmodal alignments

Unsupervised strategies The first category of works learns to align the two
modal spaces without requiring any annotations. For instance, the well-known
Canonical Correlation Analysis (CCA) (Hotelling 1936) relies on the correlation
between the representations of two sets. In our case, a first set corresponds to the
textual recipes and a second to the images. Any modification in the ordering of the
vector representations inside the sets does not affect the results. CCA projects both
sets into a lower-dimensional space in which their linear correlation is maximized.
However, CCA will fail to align both sets if the correlations between them are
non-linear. In this case, its non-linear variations can be used. For instance, Kernel-
CCA (Lai et al. 2000; Bach et al. 2002) substitutes the inner product by kernel
functions. Deep-CCA (Andrew et al. 2013) learns unimodal non-linear projections.
To more specifically align text and image data, L. Wang et al. 2016; Yan et al. 2015

exploit Deep-CCA and propose ways to reduce the overfitting and optimization

http://visiir.lip6.fr/
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complexity. CCA-based methods can also be used as regularization constraints
helping to organize the crossmodal retrieval space Eisenschtat et al. 2017.

Supervised strategies The second category of works learns to align the two
modal spaces by solving a ranking problem. They are more efficient but necessitate
relevance annotations. Formally, let consider a query item xq such as a textual
recipe, its set of relevant items Pq = {xp} such as a few images that illustrate this
recipe, and its set of irrelevant items Pn = {xn} such as all the images that do not
depict this recipe. Then, solving the ranking problem implies to find the distance
function d such that:

∀xq, ∀xp, ∀xn, d(xq, xp) < d(xq, xn) (2.1)

Different surrogate loss functions can be used to measure the cost of violating
each of these inequalities. Xing et al. 2003; Hadsell et al. 2006; Salvador et al. 2017

consider a pair-wise loss function to minimize a simple distance function on the
shared multimodal space between pairs of matching objects and maximize the
distance between pairs of non-matching objects. When the euclidean distance is
used, this loss is also called squared loss. When the cosine similarity is used, this
loss is also called cosine similarity loss. A margin hyperparameter αneg controls the
force of the constraint on the distance. It is often needed to avoid overfitting by
forcing two matching objects to have the exact same representation on the latent
space. More formally, the pair-wise loss can be defined as:

Lpwc(θ, xq, x) = y
[
dθ(xq, x)

]
+

+ (1− y)
[
αneg − dθ(xq, x)

]
+

(2.2)

where xq is the query item, y = 1 when x is a relevant item, y = 0 when x is an
irrelevant item, and

[
x
]
+

:= max(0, x). J. Hu et al. 2014 introduces an additional
positive margin to further reduce overfitting, such as:

Lpwc++(θ, xq, x) = y
[
dθ(xq, x)− αpos

]
+

+ (1− y)
[
αneg − dθ(xq, x)

]
+

(2.3)

Weinberger et al. 2009; Chechik et al. 2010; Schroff et al. 2015; Karpathy et al.
2015; Faghri et al. 2018; Kiros et al. 2014 consider a triplet-based loss function, also
called ranking loss, which is a more natural surrogate of the ranking inequalities
constraints. In this case, a loss is computed only if the distance between the query
object and the relevant object is larger than the distance between the query and
the irrelevant item. More formally, it can be defined as:

Ltriplet(θ, xq, xp, xn) =
[
dθ(xq, xp) + α− dθ(xq, xn)

]
+

(2.4)

where α is a margin. This loss function can be thought as a pairwise loss that
dynamically adjusts its margin according to the neighborhood of the query.
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Other losses can be found in the literature and come with different benefits
such as the magnet loss (Rippel et al. 2016), the quadruplet loss (Law et al. 2013)
or the SoDeep loss (Engilberge et al. 2019).

Image-text retrieval datasets Three standard real scene datasets are commonly
used to evaluate crossmodal image-text retrieval systems: Flickr8k (Hodosh et al.
2013), Flickr30k (Young et al. 2014), MSCOCO (Tsung-Yi Lin et al. 2014; X. Chen
et al. 2015). These datasets contain around 8,000, 32,000 and 123,000 images
respectively and each image is annotated with roughly 5 sentences using Amazon
Mechanical Turk (AMT). After removing rare words, the average sentence length
of Flickr30k is 10.5 words and the average sentence length of MSCOCO is 8.7
words.

Another type of retrieval dataset comes with parallel corpora without any
annotation costs. Cooking recipe datasets from social media platforms possess
textual information about the recipe which is illustrated by several images. In
terms of cooking-related image-text datasets, Recipe1M dataset (Salvador et al.
2017) is currently the largest one in English. It contains approximately 1 million
cooking-related image-text pairs, which is twice as many recipes as Kusmierczyk
et al. 2016 and eight times as many images as J. Chen et al. 2016. There are also
two unique aspects of the Recipe1M dataset. First, textual data about recipes are
more structured than the standard text-image datasets (Hodosh et al. 2013; Young
et al. 2014; X. Chen et al. 2015). Each recipe is composed of a set of ingredients and
a list of instructions. Secondly, each image and recipe comes with an additional
annotation type of the form of a cooking category. These specificities make the
Recipe1M dataset suited for the development of different language models that
can better take advantage of this recipe structure, as well as learning strategies
that take advantage of the additional semantic information. Very recently, an
extended version of this dataset has been released (Marin et al. 2019). It contains
13 million food images, but was not available at the time of submission.

2.2.2 Image-text alignment architectures

Hand-crafted approaches Early approaches that perform alignment of image-
text data rely on hand-crafted features and unsupervised alignment strategies.
For instance, Socher et al. 2010 use hand-crafted color, texture, position and shape
features to represent images, co-occurrence counts of words to represent texts,
and kernel-CCA (Lai et al. 2000) to align both modalities.

The following approaches rely on unsupervised strategies to obtain pretrained
representations of each modality, and align both modalities using supervised
strategies on parallel corpora. For instance, Socher et al. 2013 use the unsupervised
method of Coates et al. 2011 to extract image vectors based on sparse coding and
SIFT descriptors (Lowe 2004), the unsupervised method of E. H. Huang et al. 2012
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to extract 50-dimensional word vectors, and the pairwise loss to learn a linear
projection between modalities.

Deep approaches The approach proposed by Frome et al. 2013 is among the
first to perform text-image alignment with deep neural network representations.
It uses a pretrained AlexNet (Krizhevsky et al. 2012) to extract 4096 dimensional
vectors from images, a pretrained skip-gram model (Tomas Mikolov et al. 2013a)
to extract 1000 dimensional vectors from words, and a pairwise loss with a linear
projection between modalities.

Later on, approaches that directly align images with sentences instead of words
were proposed. Socher et al. 2014 align the image representations extracted from
AlexNet and the sentence representations from a Dependecy-Tree Recursive Neu-
ral Network (DT-RNN) using two crossmodal triplet losses. Alternatively, (Kiros
et al. 2014) use a Long-Short Term Memory (LSTM) and a different regularization
scheme. (Eisenschtat et al. 2017) use the richer VGG16 features with a pairwise
loss. (Faghri et al. 2018) use the once again richer ResNet152 features and a Gated
Recurrent Unit (GRU) with a triplet loss.

Object-based approaches Other approaches on real scene datasets rely on
object-based features descriptors. They more precisely model interactions between
parts of the image and parts of their associated sentence. Karpathy et al. 2014

use a pretrained Region-based Convolutional Neural Network (R-CNN) (Girshick
et al. 2014) to extract a bag of object-based of visual features from the image,
and use sentence dependency tree relations (De Marneffe et al. 2006) to extract a
bag of pairwise relationships between words of the sentence. The parameters of
a two layer fully connected on top of the sentence representations and a linear
projection are optimized with a part-based triplet loss and two crossmodal triplet
losses. Karpathy et al. 2015 improve the textual representation using a pretrained
word embedding matrix from word2rec (Tomas Mikolov et al. 2013b) followed by
a Bidirectional Recurrent Neural Network (Bi-RNN), and improve the alignment
strategy by forcing each part of the sentence to be associated with only one part
of the image.

Fusion approaches Instead of aligning the modalities in a late fusion, early
fusion approaches can be used to learn the distance function (Clinchant et al.
2011). L. Wang et al. 2018 project vector representations of both modalities in
a same dimensional space and train a multi-layer network on top. Y. Huang
et al. 2017 use a LSTM to iteratively fuse both modalities until the final similarity
processing. Instead of a LSTM, Nam et al. 2017 use several dual attention net-
work to fuse the modalities. However, a downside of these approaches is their
higher computational cost during inference which makes them unsuited for real
applications.



26 multimodal alignment for image-text retrieval

Figure 2.2 – Data specific approach for image-recipe alignment (Salvador et al.
2017). On the left, vector representations are extracted from a set
of ingredients and a list of cooking instructions. On the left, vec-
tor representations are extracted from the associated image. In the
middle, both representations are linearly projected and aligned in
the same retrieval space. An auxiliary classification task is used to
regularize the training by taking advantage of the additional semantic
information. Figure from (Salvador et al. 2017).

Recipe1M approach Some approaches introduce architectural priors regarding
a certain kind of data. Salvador et al. 2017 introduce a neural architecture specif-
ically tailored for cooking recipes. It is trained on the Recipe1M dataset which
is defined in the preceding Section 2.2.1. This dataset is composed of around
1 million image-recipe pairs and comes with additional semantic information
of the form of cooking categories such as pizza or hamburger. As illustrated in
Figure 2.2, they extract vector representations from a set of ingredients using a
Bidirectional Long Short-Term Memory (Bi-LSTM) on top of a word embedding
matrix. The latter is initialized with the word2vec representations (Tomas Mikolov
et al. 2013b). They extract vector representations from a list of cooking instruc-
tions using a hierarchical LSTM. The first LSTM takes the word representations
from word2vec and extract a representation of each instruction separately. It is
pretrained using the skip-thought method (Kiros et al. 2015) on this dataset which
is detailed in Section 1.2.5. In other words, it was trained to predict the next and
previous instructions. A second LSTM sequentially processes the extracted repre-
sentations of each instruction to output a contextualized vector representations.
They extract a global vector representation of the recipe by concatenating the two
vector representations of its ingredients and cooking instructions. They extract
vector representations from an image of a dish using a pretrained ResNet152. The
latter is fine-tuned after a certain amount of epochs. They linearly project both
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Figure 2.3 – AdaMine approach to learn a multimodal space for cross-modal
retrieval. Recipes, made of ingredients and instructions, and pictures
are embedded by two different neural networks on a shared retrieval
space. Both are aligned by optimizing a combination of different
triplet losses. The instance-based loss Lins aligns recipes with their
corresponding pictures. The semantic-based loss Lsem adds structure
by aligning recipes and pictures of the same class.

modalities in the same retrieval space and use a pairwise loss to align them. They
also use a classification head to take advantage of the additional information.
This head is trained to output the cooking category for each vector representation
from the retrieval space. This auxiliary task acts as a regularization which helps
structure the retrieval space.

In the following section, we propose a crossmodal retrieval approach for a
real application. The latter consists in a large-scale search engine for cooking
recipes based on the Recipe1M dataset defined in Section 2.2.1. Our approach
efficiently takes the additional semantic information into account in the modeling.
Contrarily to the approach proposed by Salvador et al. 2017, we use multiple
triplet losses instead of pairwise loss to align the two spaces. Instead of relying
on a classification head on top of the retrieval space, we propose to integrate the
semantic information using crossmodal triplet losses.

2.3 AdaMine approach

2.3.1 Model Overview

The objective of our model AdaMine (ADAptive MINing Embeding) is to learn
the representations of recipe items (texts and images) through a joint retrieval
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and classification learning framework based on a double-triplet learning scheme.
More particularly, our model relies on the following hypotheses:
• H1: Aligning items according to a retrieval task allows capturing the fine-

grained semantics of items, since the obtained embeddings must rank individual
items with respect to each other.
• H2: Aligning items according to class meta-data allows capturing the high-

level semantic information underlying items since it ensures the identification of
item clusters that correspond to class-based meta-data.
• H3: Learning simultaneously retrieval and class-based features allows enforc-

ing a multi-scale structure within the latent space, which covers all aspects of item
semantics. In addition, we conjecture that adding a classification layer sequentially
to manifold-alignment as in Salvador et al. 2017 might be under-effective.

Based on these hypotheses, we propose to learn the latent space structure (and
item embeddings) by integrating both retrieval objective and semantic information
in a single cross-modal metric learning problem (see the Latent Space in Figure 2.3).
We take inspiration from the learning-to-rank retrieval framework by building
a learning schema based on query/relevant item/irrelevant item triplets noted
(xq, xp, xn). Following hypothesis H3, we propose a double-triplet learning scheme
that relies on both instance-based and semantic-based triplets, noted respectively
(xq, xp, xn) and (x′q, x′p, x′n), in order to satisfy the multi-level structure (fine-
grained and high-level) underlying semantics. More particularly, we learn item
embeddings by minimizing the following objective function:

Ltotal(θ) = Lins(θ) + λLsem(θ) (2.5)

where θ is the network parameter set. Lins is the loss associated with the retrieval
task over instance-based triplets (xq, xp, xn), and Lsem is the loss coming with the
semantic information over semantic-based triplets (x′q, x′p, x′n). Unlike Salvador
et al. 2017 that expresses this second term Lsem acting as a regularization over the
Lins optimization, in our framework, it is expressed as a joint classification task.

This double-triplet learning framework is a difficult learning problem since
the trade-off between Lins and Lsem is not only influenced by λ but also by the
sampling of instance-based and semantic-based triplets and depends on their
natural distribution. Furthermore, the sampling of violating triplets can be difficult
as the training progresses which usually leads to vanishing gradient problems
that are common in triplet-based losses, and are amplified by our double-triplet
framework. To alleviate these problems, we propose an adaptive sampling strategy
that normalizes each loss allowing to fully control the trade-off with λ alone while
also ensuring non-vanishing gradients throughout the learning process.

In the following, we present the network architecture, as well as each component
of our learning framework, and then discuss the learning scheme of our model.
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Figure 2.4 – AdaMine architecture to learn a multimodal space for cross-modal
retrieval. On the left, the ingredients are embedded using a pre-
trained bidirectionnal LSTM. The instructions are embedded using a
hierarchical LSTM. The first level is pretrained and produces a vector
representation for each instruction. The concatenation between the
vector output of the second level LSTM and the ingredients embed-
ding vector is then linearly projected on the shared space by a fully
connected layer. On the right, the vector representation of the image
is extracted with a pretrained ResNet-50 and projected on the same
latent space using another fully connected layer.

2.3.2 Multimodal learning framework

2.3.2.1 Multimodal architecture

Our architecture is based on the proposal of Salvador et al. 2017, which consists
of two branches based on deep neural networks that map each modality (image
or text recipe) into a common representation space, where they can be compared.
Our global architecture is depicted in Figure 2.4.

The image branch is composed of a ResNet-50 model (He et al. 2015a). It
contains 50 convolutional layers, totaling more than 25 million parameters. This
architecture is further detailed in He et al. 2015a, and was chosen in order to
obtain comparable results to Salvador et al. 2017 by sharing a similar setup. The
ResNet-50 is pretrained on the large-scale dataset of the ImageNet Large Scale
Visual Recognition Challenge (Russakovsky et al. 2015b), containing 1.2 million
images, and is fine-tuned with the whole architecture. This neural network is
followed by a fully connected layer, which maps the outputs of the ResNet-50 into
the latent space, and is trained from scratch.
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In the recipe branch, ingredients and instructions are first embedded separately,
and their obtained representations are then concatenated as input of a fully
connected layer that maps the recipe features into the latent space. For ingredients,
we use a bidirectional LSTM (Hochreiter et al. 1997) on pretrained embeddings
obtained with the word2vec algorithm (Tomas Mikolov et al. 2013b). With the
objective to consider the different granularity levels of the instruction text, we use
a hierarchical LSTM in which the word-level is pretrained using the skip-thought
method (Kiros et al. 2015) and is not fine-tuned while the sentence-level is learned
from scratch.

2.3.2.2 Retrieval loss

The objective of the retrieval loss Lins is to learn item embeddings by constrain-
ing the latent space according to the following assumptions (Hypothesis H1): 1)
ranking items according to a similarity metric in order to gather matching items
together and 2) discriminating irrelevant ones. We propose to use a loss function
Lins based on a particular triplet (xq, xp, xn) consisting of a query xq, its matching
counterpart in the other modality xp and a dissimilar item xn. The retrieval loss
function Lins is the aggregation of the individual loss Lins over all triplets. The
aim of Lins is to provide a fine-grained structure to the latent space where the
nearest item from the other modality with respect to the query is optimized to be
its matching pair. More formally, the individual retrieval loss Lins(θ, xq, xp, xn) is
formalized as follows:

Lins(θ, xq, xp, xn) =
[
d(xq, xp) + α− d(xq, xn)

]
+

(2.6)

where d(x, y) expresses the cosine distance between vectors x and y in the latent
space F .

2.3.2.3 Semantic loss

Lsem is acting as a regularization term capable of taking advantage of semantic
information in the multi-modal alignment, without adding extra parameters to the
architecture nor graph dependencies. To leverage class information (Hypotheses
H2), we propose to construct triplets that optimize a surrogate of the k-nearest
neighbor classification task. Ideally, for a given query xq, and its corresponding
class c(xq), we want its associated the closest sample x?,q in the feature space to
respect c(xq) = c(x?,q). This enforces a semantic structure on the latent space by
making sure that related dishes are closer to each other than to non-related ones.
To achieve this, we propose the individual triplet loss Lsem:

Lsem(θ, x′q, x′p, x′n) =
[
d(x′q, x′p) + α− d(x′q, x′n)

]
+

(2.7)
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(a) (Salvador et al. 2017) (b) AdaMine (ours)

Figure 2.5 – Comparison between (a) the classification augmented latent space
learning of Salvador et al. 2017 and (b) our joint retrieval and seman-
tic latent space learning, which combines instance-based (Lins) and
semantic-based (Lsem) losses.

where x′p belongs to the set of items with the same semantic class c(x′q) as the
query, and x′n belongs to the set of items with different semantic classes than the
one of the query.

Contrary to the classification machinery adopted by Salvador et al. 2017, Lsem
optimizes semantic relations directly in the latent space without changing the
architecture of the neural network, as shown in Figure 2.5. This promotes a
smoothing effect on the space by encouraging instances of the same class to stay
closer to each other.

2.3.3 Adaptive learning schema

As commonly used in Deep Learning (DL), we use the Stochastic Gradient
Descent (SGD) algorithm which approximates the true gradient over mini-batches.
The updated term is generally computed by aggregation of the gradient using the
average over all triplets in the mini-batch. However, this average strategy tends to
produce a vanishing update with triplet losses. This is especially true towards
the end of the learning phase, as the few active constraints are averaged with
many zeros coming from the many inactive constraints. We believe this problem
is amplified as the size of the training set grows. To tackle this issue, our proposed
adaptive strategy considers an update term δadm that takes into account informative
triplets only (i.e., non-zero loss). More formally, given a mini-batch B, Pr

q the set
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of matching items with respect to a query xq and Ps
q the set of items with the

same class as xq, the update term δadm is defined by:

δadm = ∑
xq∈B

(
∑

xp∈B∩Pr
q

∑
xn∈B\Pr

q

∇Lins(θ, xq, xp, xn)

β′r
(2.8)

+ ∑
xp∈B∩Ps

q

∑
xn∈B\Ps

q

λ
∇Lsem(θ, xq, xp, xn)

β′s

)

with β′r and β′s being the number of triplets contributing to the cost:

β′r = ∑
xq∈B

∑
xp∈B∩Pr

q

∑
xn∈B\Pr

q

1Lins 6=0

β′s = ∑
xq∈B

∑
xp∈B∩Ps

q

∑
xn∈B\Ps

q

1Lsem 6=0
(2.9)

At the very beginning of the optimization, all triplets contribute to the cost and,
as constraints stop being violated, they are dropped. At the end of the training
phase, most of the triplets will have no contribution, leaving the hardest negatives
to be optimized without vanishing gradient issues. Remark that this corresponds
to a curriculum learning starting with the average strategy and ending with the hard
negative strategy like in Schroff et al. 2015, but without the burden of finding the
time-step at which to switch between strategies as this is automatically controlled
by the weights βr and βs.

Remark also that an added benefit of δadm is due to the independent normaliza-
tion of each loss by its number of active triplets. Thus, δadm keeps the trade-off
between Lins and Lsem unaffected by differences between the number of active
triplets in each loss. Thus, it reduces the number of hyperparameter to optimize
in the loss function. λ becomes the only effective hyperparameter.

2.4 Experiments

2.4.1 Experimental setup

Dataset We use the Recipe1M dataset (Salvador et al. 2017). As introduced
in Section 2.2.1, it is the only large-scale dataset including both English cooking
recipes (ingredients and instructions), images, and categories. The raw Recipe1M
dataset consists of about 1 million image and recipe pairs. It is currently the
largest one in English, including twice as many recipes as Kusmierczyk et al.
2016 and eight times as many images as J. Chen et al. 2016. Furthermore, the
availability of semantic information makes it particularly suited to validate our
model: around half of the pairs are associated with a class, among 1048 classes
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parsed from the recipe titles. Using the same preprocessed pairs of recipe-image
provided by Salvador et al. 2017, we end up with 238,399 matching pairs of images
and recipes for the training set, while the validation and test sets have 51,119 and
51,303 matching pairs, respectively.

Evaluation methodology We carry out a cross-modal retrieval task following
the process described in Salvador et al. 2017. Specifically, we first sample 10 unique
subsets of 1,000 (1k setup) or 5 unique subsets of 10,000 (10k setup) matching text
recipe-image pairs in the test set. Then, we consider each item in a modality as
a query (for instance, an image), and we rank items in the other modality (resp.
text recipes) according to the cosine distance between the query embedding and
the candidate embeddings. The objective is to retrieve the associated item in the
other modality at the first rank. The retrieved lists are evaluated using standard
metrics in cross-modal retrieval tasks. For each subset (1k and 10k), we estimate
the median retrieval rank (MedR), as well as the recall percentage at top K (R@K),
over all queries in a modality. The R@K corresponds to the percentage of queries
for which the matching item is ranked among the top K closest results.

Baselines To test the effectiveness of our model AdaMine, we evaluate our
multi-modal embeddings with respect to those obtained by state-of-the-art (SOTA)
baselines:
• CCA, which denotes the Canonical Correlation Analysis method (Hotelling

1936). This baseline allows testing the effectiveness of global alignment methods.
• PWC, the pairwise loss with the classification layer from Salvador et al. 2017.

We report their state-of-the-art results for the 1k and 10k setups when available.
This baseline exploits the classification task as a regularization of embedding
learning.
• PWC*, our implementation of the architecture and loss described by Salvador

et al. 2017. The goal of this baseline is to assess the results of its improved version
PWC++, described below.
• PWC++, the improved version of our implementation PWC*. More particu-

larly, we add a positive margin to the pairwise loss adopted in Salvador et al. 2017,
as proposed by J. Hu et al. 2014. This additional positive margin allows matching
pairs to have different representations, thus reducing the risk of overfitting. In
practice, the positive margin is set to 0.3 and the negative margin to 0.9.

We evaluate the effectiveness of our model AdaMine, which includes both the
triplet loss and the adaptive learning, in different setups, and having the following
objectives:
• Evaluating the impact of the retrieval loss: we run the AdaMine_ins scenario

which refers to our model with the instance loss Lins only and the adaptive learn-
ing strategy (the semantic loss Lsem is discarded);



34 multimodal alignment for image-text retrieval

• Evaluating the impact of the semantic loss: we run the AdaMine_sem sce-
nario which refers to our model with the semantic loss Lsem only and the adaptive
learning strategy (the instance loss Lins is discarded);
• Evaluating the impact of the strategy used to tackle semantic information:

we run the AdaMine_ins+cls scenario which refers to our AdaMine model by
replacing the semantic loss by the classification head proposed by Salvador et al.
2017;
•Measuring the impact of our adaptive learning strategy: we run the AdaMine_avg.

The architecture and the losses are identical to our proposal, but instead of using
the adaptive learning strategy, this one performs the stochastic gradient descent
averaging the gradient over all triplets, as is common practice in the literature;
• Evaluating the impact of the text structure: we run our whole model (retrieval

and semantic losses + adaptive SGD) by considering either ingredients only (noted
AdaMine_ingr) or instructions only (noted AdaMine_instr).

2.4.2 Approach validation

2.4.2.1 Validation of the semantic triplet loss

We analyze our main hypotheses related to the importance of semantic in-
formation for learning multi-modal embeddings (see Hypothesis H2 in 2.3.1).
Specifically, in this part we test whether semantic information can help to better
structure the latent space, taking into account class information and imposing
structural coherence. Compared with Salvador et al. 2017 which adds a classifi-
cation layer, we believe that directly injecting this semantic information with a
global loss L(θ) (Equation 2.5) comes as a more natural approach to integrating
class-based meta-data (see Hypothesis H3 in 2.3.1).

To test this intuition, we start by quantifying, in Table 2.1, the impacts of the
semantic information in the learning process. To do so, we evaluate the effective-
ness of different scenarios of our model AdaMine with respect to the multi-modal
retrieval task (image-to-text and text-to-image) in terms of MedR and Recall at
ranks 1, 5, and 10. Compared with a retrieval loss alone (AdaMine_ins), we point
out that adding semantic information with a classification cost AdaMine_ins+cls
or a semantic loss AdaMine improves the results. When evaluating with 10,000

pairs (10k setting), while AdaMine_ins obtains MedRs 15.4 and 15.8, the semantic
models (AdaMine_ins+cls and AdaMine) lower these values to 14.8 and 15.2, and
13.2 and 12.2, respectively (lower is better) for both retrieval tasks (image-to-text
and text-to-image).

The importance of semantic information becomes clearer when we directly
compare the impact of adding the semantic loss to the base model (AdaMine vs
AdaMine_ins), since the former obtains the best results for every metric. To better
understand this phenomenon, we depict in Figure 2.6 item embeddings obtained
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Table 2.1 – Impact of the semantic information. MedR means Median Rank (lower
is better). R@K means Recall at K (between 0% and 100%, higher is
better). The average value over 5 bags of 10,000 pairs each is reported.

Scenarios Strategies
Image to Textual recipe

MedR R@1 R@5 R@10

AdaMine_ins Retrieval loss 15.4 13.3 32.1 42.6
AdaMine_ins+cls Retrieval loss + Classification loss 14.8 13.6 32.7 43.2

AdaMine Retrieval loss + Semantic loss 13.2 14.9 35.3 45.2

Scenarios Strategies
Textual recipe to Image

MedR R@1 R@5 R@10

AdaMine_ins Retrieval loss 15.8 12.3 31.1 41.7
AdaMine_ins+cls Retrieval loss + Classification loss 15.2 12.9 31.8 42.5

AdaMine Retrieval loss + Semantic loss 12.2 14.8 34.6 46.1

by the AdaMine_ins and AdaMine models using a t-SNE visualization. This
figure is generated by selecting 400 matching recipe-image pairs (800 data points),
which are randomly selected from, and equally distributed among 5 of the most
occurring classes of the Recipe1M dataset. Each item is colored according to its
category (e.g., blue points for the cupcake class), and items of the same instance
are connected with a trace. Therefore, Figure 2.6 allows drawing two conclusions:
1) our model—on the right side of the figure—is able to structure the latent space
while keeping items of the same class close to each other (see color clusters); 2)
our model reduces the sum of distances between pairs of instances (in the figure,
connected with traces), thus reducing the MedR and increasing the recall.

We also illustrate this comparison through qualitative examples. In Figure 2.7,
AdaMine (top row) and AdaMine_ins (bottom row) are compared on four queries,
for which both models are able to rank the correct match in the top-5 among
10,000 candidates. For the first and second queries (cucumber salad and roasted
chicken, respectively), both models are able to retrieve the matching image in
the first position. However, the rest of the top images retrieved by our model
are semantically related to the query, by sharing critical ingredients (cucumber,
chicken) of the recipe. In the third and fourth queries (pizza and chocolate chip,
respectively), our model is able to rank both the matching image and semantically
connected samples in a more coherent way, due to a better alignment of the
retrieval space produced by the semantic modeling. These results reinforce our
intuition that it is necessary to integrate semantic information in addition to item
pairwise anchors while learning multi-modal embeddings.
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(a) Without AdaMine (b) With AdaMine

Figure 2.6 – t-SNE visualization. Image (resp. Recipe) points are denoted with the
+ (resp. •) symbol. Matching pairs are connected with a trace. Blue
points are associated with the cupcake class, orange to hamburger,
pink to green beans, green to pork chops, and red to pizza.

Second, we evaluate our intuition that classification is under-effective for inte-
grating the semantics within the latent space (see Hypothesis H3 in 2.3.1). Table 2.1
shows that our semantic loss AdaMine, proposed in Section 2.3.2.3, outperforms
our model scenario AdaMine_ins+cls which relies on a classification head as pro-
posed in Salvador et al. 2017. For instance, we obtain an improvement of +9.57%
in terms of R@1 with respect to the classification loss setting AdaMine_ins+cls.
This result suggests that our semantic loss is more appropriate to organize the
latent space in order to retrieve text-image matching pairs. It becomes important,
then, to understand the impacts of the weighting factor λ between the two losses
Lins and Lsem (Equation 2.5). In Figure 2.8, we observe a fair level of robustness
for lower values of λ, but any value over 0.5 has a hindering effect on the retrieval
task, since the semantic grouping starts to be of considerable importance. These
experiments confirm the importance of additional semantic clues: despite having
one million fewer parameters than Salvador et al. 2017’s proposal, our approach
still achieves better scores, when compared to the addition of the classification
head.

State-of-the-art comparison In the following, we evaluate the effectiveness
of our model, compared to different baseline models. Results are presented
in Table 2.2 for the image-to-recipe and in Table 2.3 recipe-to-image retrieval
tasks. We report results on the 1K setup and test the robustness of our model
on the 10k setup by reporting only the best state-of-the-art (SOTA) 1 baseline for
comparison. From a general point of view, we observe that our model AdaMine
overpasses the different baselines and model scenarios. Small values of standard
deviation outlines the low variability of experimented models, and accordingly
the robustness of obtained results. For instance, our model reaches a value equal
to 1 for the Median Rank metric (MedR) for the 1k setting and both retrieval tasks

1. at the time of submission
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λ
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Figure 2.8 – MedR scores for different values of λ, responsible for weighting the
semantic regularization cost Lsem of AdaMine, calculated over 5 bags
of 10.000 validation samples.

while the well-known SOTA models CCA and PWC++ obtain respectively 15.7
and 3.3. Contrary to PWC, all of our model scenarios, denoted AdaMine_∗, adopt
the triplet loss. Ablation tests on our proposals show their effectiveness. This
trend is noticed over all retrieval tasks and all metrics. The comparison of the
results obtained over 1k and 10k settings outlines the same statement with larger
improvements (with similar standard deviation) for our model AdaMine with
respect to SOTA models and AdaMine-based scenarios. More particularly, we
first begin our discussion with the comparison with respect to SOTA models and
outline the following statements:
• Global alignment models (baseline CCA) are less effective than advanced

models (PWC, PWC++, and AdaMine). Indeed, the CCA model obtains a MedR
value of 15.7 for the image-to-text retrieval task (1k setting) while the metric range
of advanced models is between 1 and 5.2. This suggests the effectiveness of taking
into account dissimilar pairs during the learning process.
• We observe that our triplet based model AdaMine consistently outperforms

pairwise methods (PWC and PWC++). For instance, our model obtains a sig-
nificant decrease of −61.84% in terms of MedR with respect to PWC++ for the
10k setting and the image-to-text retrieval task. This suggests that relative cosine
distances are better at structuring the latent space than absolute cosine distances.
• Our model AdaMine surpasses the current state-of-the-art results by a large

margin. For the 1k setup, it reduces the medR score by a factor of 5—from 5.2 and
5.1 to 1.0 and 1.0—, and by a factor bigger than 3 for the 10k setup. One strength
of our model is that it has fewer parameters than PWC++ and PWC, since the
feature space is directly optimized with a semantic loss, without the addition a
parameter-heavy head to the model.

Second, the comparison according to different versions of our model outlines
three main statements:
• The analysis of AdaMine_ins, AdaMine_ins+cls, and AdaMine corroborates

the results observed in Section 5.1 dealing with the impact of the semantic loss
on the performance of the model. In the 1k setting, the instance-based approach
(AdaMine_ins) achieves a MedRs value equal of 1.5 and 1.6 for both tasks (lower is
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Table 2.2 – State-of-the-art comparison for the image-to-recipe retrieval setting.
MedR means Median Rank (lower is better). R@K means Recall at K
(between 0% and 100%, higher is better). The mean and std values
over 10 (resp. 5) bags of 1k (resp. 10k) pairs each are reported for
the top (resp. bottom) table. Items marked with a star (*) are our
reimplementation of the cited methods.

Image to Textual recipe
MedR R@1 R@5 R@10

1
k

it
em

s
SO

TA

Random 499 0.0 0.0 0.0
CCA (Salvador et al. 2017) 15.7 14.0 32.0 43.0
PWC (Salvador et al. 2017) 5.2 24.0 51.0 65.0
PWC* (Salvador et al. 2017) 5.0± 0.4 22.8± 1.4 47.7± 1.4 60.1± 1.4

PWC++ 3.3± 0.4 25.8± 1.6 54.5± 1.3 67.1± 1.4

M
od

el
sc

en
ar

io
s AdaMine_sem 21.1± 2.0 8.7± 0.7 25.5± 0.9 36.5± 0.9

AdaMine_ins 1.5± 0.5 37.5± 1.1 67.0± 1.3 76.8± 1.5
AdaMine_ins+cls 1.1± 0.3 38.3± 1.6 67.5± 1.2 78.0± 0.9

AdaMine_avg 2.3± 0.5 30.6± 1.1 60.3± 1.2 71.4± 1.3
AdaMine_ingr 4.9± 0.5 22.6± 1.4 48.5± 1.6 59.8± 1.3
AdaMine_instr 3.9± 0.5 24.4± 1.6 52.6± 2.0 65.4± 1.6

AdaMine 1.0± 0.1 39.8± 1.8 69.0± 1.8 77.4± 1.1

1
0

k
it

em
s

PWC++ (best SOTA) 34.6± 1.0 7.6± 0.2 19.8± 0.1 30.3± 0.4

M
od

el
sc

en
ar

io
s AdaMine_sem 207.3± 3.9 1.4± 0.3 5.7± 0.3 9.6± 0.3

AdaMine_ins 15.4± 0.5 13.3± 0.2 32.1± 0.7 42.6± 0.8
AdaMine_ins+cls 14.8± 0.4 13.6± 0.2 32.7± 0.4 43.2± 0.3

AdaMine_avg 24.6± 0.8 10.0± 0.2 25.9± 0.4 35.7± 0.5
AdaMine_ingr 52.8± 1.2 6.5± 0.2 17.9± 0.2 25.8± 0.3
AdaMine_instr 39.0± 0.9 6.4± 0.1 18.9± 0.4 27.6± 0.5

AdaMine 13.2± 0.4 14.9± 0.3 35.3± 0.2 45.2± 0.2

better), while the addition of a classification head (AdaMine_ins+cls), proposed
by Salvador et al. 2017, improves these results to 1.1 and 1.2. Removing the
classification head and adding a semantic loss (AdaMine) further improves the
results to 1 for both retrieval tasks which further validates Hypothesis H3 in 2.3.1.

• The adaptive sampling strategy described in Section 2.3.3 strongly contributes
to the good results of AdaMine. With AdaMine_avg, we test the same setup of
AdaMine, replacing the adaptive strategy with the average one. The importance
of removing triplets that are not contributing to the loss becomes evident when
the scores for both strategies are compared: 24.6 and 24.0 of MedR (lower is better)
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Table 2.3 – State-of-the-art comparison for the recipe-to-image retrieval setting.
MedR means Median Rank (lower is better). R@K means Recall at K
(between 0% and 100%, higher is better). The mean and std values
over 10 (resp. 5) bags of 1k (resp. 10k) pairs each are reported for
the top (resp. bottom) table. Items marked with a star (*) are our
reimplementation of the cited methods.

Textual recipe to Image
MedR R@1 R@5 R@10

1
k

it
em

s
SO

TA

Random 499 0.0 0.0 0.0
CCA (Salvador et al. 2017) 24.8 9.0 24.0 35.0
PWC (Salvador et al. 2017) 5.1 25.0 52.0 65.0
PWC* (Salvador et al. 2017) 5.3± 0.4 21.2± 1.2 48.0± 1.1 60.4± 1.4

PWC++ 3.5± 0.5 24.8± 1.1 55.0± 1.8 67.1± 1.2

M
od

el
sc

en
ar

io
s AdaMine_sem 21.1± 1.9 8.2± 0.9 25.5± 1.0 36.2± 0.9

AdaMine_ins 1.6± 0.5 36.1± 1.6 66.6± 1.3 76.8± 1.5
AdaMine_ins+cls 1.2± 0.4 37.5± 1.4 67.7± 1.2 77.3± 1.0

AdaMine_avg 2.2± 0.3 30.6± 1.8 60.6± 1.1 71.9± 1.1
AdaMine_ingr 5.0± 0.6 21.5± 1.4 47.7± 2.1 59.8± 1.8
AdaMine_instr 3.7± 0.5 23.6± 1.7 52.7± 1.6 65.5± 1.5

AdaMine 1.0± 0.1 40.2± 1.6 68.1± 1.2 78.7± 1.3

1
0
k

it
em

s

PWC++ (best SOTA) 35.0± 0.9 6.8± 0.2 21.5± 0.2 28.8± 0.3

M
od

el
sc

en
ar

io
s AdaMine_sem 205.4± 3.2 1.4± 0.1 5.4± 0.2 9.1± 0.4

AdaMine_ins 15.8± 0.7 12.3± 0.3 31.1± 0.5 41.7± 0.6
AdaMine_ins+cls 15.2± 0.4 12.9± 0.3 31.8± 0.3 42.5± 0.2

AdaMine_avg 24.0± 0.6 9.2± 0.4 25.4± 0.5 35.3± 0.4
AdaMine_ingr 53.8± 0.7 5.8± 0.3 17.3± 0.2 25.0± 0.2
AdaMine_instr 39.2± 0.7 5.7± 0.4 17.9± 0.6 26.6± 0.5

AdaMine 12.2± 0.4 14.8± 0.3 34.6± 0.3 46.1± 0.3

for AdaMine_avg, and 13.2 and 12.2 for AdaMine, an improvement of roughly
46.34% and 49.17%.

• AdaMine combines the information coming from the image and all the parts
of the recipe (instructions and ingredients), attaining high scores. When compared
to the degraded models AdaMine_ingr and AdaMine_instr, we conclude that
both textual information are complementary and necessary for correctly identify-
ing the recipe of a plate. While AdaMine achieves MedRs of 13.2 and 12.2 (lower
is better), the scenarios without instructions or without ingredients achieve 52.8
and 53.8, and 39.0 and 39.2, respectively.
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Mushrooms Pineapple Olives Pepperoni Strawberries

Figure 2.9 – Illustration of the ingredient-to-image retrieval ability. Within the
class Pizza, we provide two images from the top 20 results when
searching for an ingredient such as Mushrooms, Pineapple, Olives,
Pepperoni and Strawberries.

2.4.3 Qualitative study on downstream tasks

In this subsection, we discuss the potential of our model for promising cooking-
related application tasks. We particularly focus on downstream tasks in which
the current setting might be applied. We provide illustrative examples issued
from the testing set of our evaluation process. For better readability, we always
show the results as images, even for text recipes for which we display their
corresponding original picture.

Ingredient To Image An interesting ability of our model is to map ingredients
into the latent space. For instance, it can retrieve recipes containing specific
ingredients that could be visually identified. This is particularly useful to get a
list of recipes given available aliments from a fridge. To demonstrate this process,
we create each recipe query as follows: 1) for the ingredients part, we use a
single word which corresponds to the ingredient we want to retrieve; 2) for the
instructions part, we use the average of the instruction embeddings over all the
training set. Then, we project our query into the multi-modal space and retrieve
the nearest neighbors among 10,000 images randomly picked from the testing
set. We show on Figure 2.9 examples of retrieved images when searching for
different ingredients while constraining the results to the class pizza. Searching
for pineapple or olives results in different types of pizzas. An interesting remark
is that searching for strawberries inside the class pizza yields images of fruit pizza
containing strawberries, i.e., images that are visually similar to pizzas while
containing the required ingredient. This shows the fine-grain structure of the
latent space in which recipes and images are organized by visual or semantic
similarity inside the different classes.
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Textual query

Set of ingredients

• Oregano
• Zucchini
• Tofu
• Bell pepper
• Onions
• Broccoli
• Olive Oil

List of instructions
1. Cut all ingredients into small pieces.
2. Put broccoli in hot water for 10 min.
3. Heat olive oil in pan and put oregano in it.
4. Put cottage cheese and saute for 1 minute.
5. Put onion, bell pepper, broccoli, zucchini.
6. Put burnt chilli garlic dressing with salt.
7. Saute for 1 minutes.

Top 4 retrieved images

with
broccoli:

without
broccoli:

Figure 2.10 – Illustration of the latent space consistency by removing ingredients.
We display the four most similar images to a recipe with (top row) or
without (bottom row) broccoli in the set of ingredients. Instructions
containing the targeted ingredients are also removed.

Removing ingredients The capacity of finely model the presence or absence
of specific ingredients may be interesting for generating menus, especially for
users with dietary restrictions (for instance, peanut or lactose intolerance, or
vegetarians and vegans). To do so, we randomly select a recipe having broccoli in
its ingredients list (Figure 2.10, first column) and retrieve the top 4 closest images
in the embedding space from 1000 recipe images (Figure 2.10, top row). Then
we remove the broccoli in the ingredients and remove the instructions having the
broccoli word. Finally, we retrieve once again the top 4 images associated with
this "modified" recipe (Figure 2.10, bottom row). The retrieved images using the
original recipe have broccoli, whereas the retrieved images using the modified
recipe do not have broccoli. This reinforces our previous statement, highlighting
the ability of our latent space to correctly discriminate items with respect to
ingredients.

Images retrieval in the multi-modal space The first task relies on multi-modal
retrieval, for which a user requests items in any available format given a query
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Ingredients Cooking instructions Image
C

ru
nc

hy
O

ni
on

Po
ta

to
Ba

ke

Milk, Wa-
ter, Butter,
Mashed
potatoes,
Corn, Ched-
dar cheese,
French-fried
onions

Preheat oven to 350 degrees Fahrenheit. Spray pan
with non stick cooking spray. Heat milk, water and
butter to boiling; stir in contents of both pouches of
potatoes; let stand one minute. Stir in corn. Spoon
half the potato mixture in pan. Sprinkle half each
of cheese and onions; top with remaining potatoes.
Sprinkle with remaining cheese and onions. Bake 10
to 15 minutes until cheese is melted. Enjoy !

Figure 2.11 – Query used for the visualization provided in Figure 2.12. From left
to right: a recipe category, a set of ingredients, a list of cooking
instructions, an image associated with the recipe.

item in a specific format. This results in image-to-text, text-to-image, text-to-text,
and image-to-image retrieval scenarios, referred to as "multi-modal retrieval". In
the long term, this could be useful when the user needs the recipe of a meal eaten
in a restaurant or identifying similar recipes if they would like to replace a meal in
their menu. In our case, solving this task leads to retrieving the most similar items
in the semantic space (i.e., items with the smallest distances). For illustrating our
intuition, we test the four retrieval scenarios on the query shown in Figure 2.11.

Regarding the image-to-image scenario (see Figure 2.12), we can see that the
top retrieved images look similar to the query image not only in terms of colors,
shapes, and textures, but also semantically. For instance, the first, third and fourth
images have gratin cheese on top, and the second image also has a plate that
looks similar to the one from the query. When looking at their corresponding
recipe, all five include a similar set of ingredients containing potatoes, milk,
butter, cheese, and onion. Small variations in the ingredients are observed, for
example, the second image has rice instead of potatoes. As for the instructions,
all shown results are baked in a 350 degrees Fahrenheit oven for 15 to 45 minutes
depending on the recipe.

In the image-to-recipe scenario (see Figure 2.12), most of the results are shared
with the image-to-image search which indicates that the embeddings of matching
image-recipe pairs are very close. However, we also obtain results that are less
visually similar, but are close to the recipe associated with the query, either in
terms of ingredients or in cooking instructions.

Starting from a text recipe query, recipe-to-image in Figure 2.12 shows the re-
trieved pictures. We are able to find images similar to the picture associated with
the query recipe, although no visual information was used for the querying.
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Query Top 1 Top 2 Top 3 Top 4 Top 5
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Figure 2.12 – Visualization of four different search processes over the multimodal
space. Both image and textual recipe used as query come from the
same image-text pair. First row, the image-to-image search where
an image is used as query to retrieve the five most similar images.
Second row, the image-to-recipe search where the five most similar
textual recipes are retrieved and their associated images are shown.
Third row, the recipe-to-image search where a recipe is used as query
and the images are retrieved. Fourth row, the recipe-to-recipe search
where an image is used as query and the recipes are retrieved.

Finally, the recipe-to-recipe scenario (see Figure 2.12) highlights that although
the ingredients and the cooking instructions of the retrieved recipes are similar to
those of the query, we observe more visual diversity among the results.

2.4.4 Implementation details

Software, hardware and pretrained models We use a single NVidia Titan X
Pascal to learn our model. A single experiment lasts for 30 hours. We also
improved the efficiency of the PWC baseline, initially implemented in Torch.
From four NVidia Titan X Pascal for 3 days to run a single experiment, we reach
the same performance on a single GPU for 30 hours of training only. Our code
and pretrained models can be found on github:
• github.com/Cadene/recipe1m.bootstrap.pytorch

Hyper-parameter choices Our model AdaMine is a combination of the adap-
tive bidirectional instance and semantic triplet losses. Its margin α and the weight
λ for the semantic cost Lsem are determined using cross-validation with values

https://github.com/Cadene/recipe1m.bootstrap.pytorch
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varying between 0.1 and 1, and step of 0.1. We finally retained 0.3 for both α and
λ. The parameter λ was further analyzed in Section 2.4.2 and in Figure 2.8.

Triplet sampling As is common with triplet based losses in deep learning, we
adopt a per-batch sampling strategy for estimating Lins and Lsem (see Section 2.3.3).
The set of multi-modal (image-recipe) matching pairs in the train (resp. validation)
set are split in 2383 (resp. 513) mini-batches of 100 pairs. Following the dataset
structure in which half of the pairs are not labeled by class meta-data, those 100

pairs are split into: 1) 50 randomly selected pairs among those not associated with
class information; 2) 50 labeled pairs for which we respect the distribution over
all classes in the training set (resp. validation set).

Within each mini-batch, we then build the set of double-triplets fitting with
our joint retrieval and semantic loss functions. Each item in the 100 pairs is
iteratively seen as the query. The main issue is to build positive and negative sets
with respect to this query. For the retrieval losses, the item in the other modality
associated with the query is assigned to the positive set while the remaining items
in the other modality (namely, 99 items) are assigned to the negative instance set.
For the semantic loss, we randomly select, as the positive set, one item in the other
modality that does not belong to the matching pair while sharing the query class.
For the negative set, we consider the remaining items in the other modality that
do not belong to the query class. For a fair comparison between queries over the
mini-batch, we limit the size of the negative sets over each query to the smallest
negative ensemble size inside the batch.

Optimization process As adopted by Salvador et al. 2017, we use the Adam (Kingma
et al. 2014) optimizer with a learning rate of 10−4. Besides, we propose a simpler
training scheme: At the beginning of the training phase, we freeze the ResNet-50

weights, optimizing only the text-processing branch, as well as the weights of
the mapping of the visual processing branch. After 20 epochs, the weights of
the ResNet-50 are unfrozen and the whole architecture is fine-tuned for 60 more
epochs. For the final model selection, we evaluate the MedR on the validation set
at the end of each training epoch, and we keep the model with the best MedR on
validation.

2.5 Conclusion

We tackled one of the core problems in multimodal learning which is to connect
the visual and textual modalities to perform crossmodal retrieval. Our target
application consisted in a large-scale search engine for cooking oriented retrieval
tasks (image-to-recipe, and recipe-to-image). We proposed the AdaMine approach
which is based on a novel metric learning scheme to learn a crossmodal similarity
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function. We introduced a joint retrieval and classification learning framework
based on crossmodal triplet losses to align both modalities in the same represen-
tation space. Contrarily to proceedings approaches, the semantic information is
directly injected to structure the retrieval space. This allows refining the multi-
modal latent space by limiting the number of parameters to be learned. To tackle
the issue of gradient vanishing in each triplet loss, we proposed an adaptive
strategy for triplet mining.

We validated our approach on Recipe1M, the largest English dataset of nearly
1 million pictures of dishes and their recipes. Without any computing overhead,
AdaMine provided significant improvements over the best state-of-the-art ap-
proaches 2. To ensure the correctness of our evaluation protocol, we reproduced
state-of-the-art performances and even provided a stronger baseline based on a
positive margin. We also validated our contributions by evaluating the perfor-
mances of different ablated models. Finally, we provided qualitative studies on
several downstream tasks to better illustrate the ability of AdaMine to connect
textual concepts with visual ones.

2. at the time of submission
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Chapter abstract

In Visual Question Answering (VQA), a major challenge consists in merging
the vision and language modalities in order to answer a question about an
image. We introduce a theoretically grounded multimodal fusion framework
based on factorized bilinear models. We derive from this framework two fusion
modules, MUTAN and BLOCK. These fusion modules model fine and rich
interactions between the image and the question while maintaining a tractable
number of free parameters.
Another important challenge consists in incorporating the right inductive
biases and priors into reasoning architectures. We move away from the

47
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classical multi-glimpse attention architecture in order to propose a relational
and iterative architecture. It allows taking the compositional nature of the
questions into account and to make the multimodal representations more
aware of the visual and textual context. We leverage our fusion modules
to sequentially combine the two modalities as well as to model the pairwise
relationships between visual regions in the context of the question.
The work in this chapter, in collaboration with Hedi Ben-Younes, has led to
the publication of three conference papers and two workshop papers:

• Hedi Ben-Younes*, Rémi Cadène*, Nicolas Thome, and Matthieu Cord
(2017b). “MUTAN: Multimodal Tucker Fusion for Visual Question An-
swering”. In: Proceedings of the IEEE International Conference on Computer
Vision (ICCV). url: https://arxiv.org/abs/1705.06676

• Hedi Ben-Younes, Rémi Cadène, Nicolas Thome, and Matthieu Cord
(2019). “BLOCK: Bilinear Superdiagonal Fusion for Visual Question
Answering and Visual Relationship Detection”. In: Proceedings of the
AAAI Conference on Artificial Intelligence (AAAI). url: https://arxiv.
org/abs/1902.00038

• Rémi Cadène*, Hedi Ben-Younes*, Nicolas Thome, and Matthieu Cord
(2019). “MUREL: Multimodal Relational Reasoning for Visual Question
Answering”. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). url: https://arxiv.org/abs/1902.09487

• Hedi Ben-Younes*, Remi Cadene*, Nicolas Thome, and Matthieu Cord
(2017a). “VQA Challenge Workshop: MUTAN 2.0”. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). VQA
Challenge and Visual Dialog Workshop

• Hedi Ben-Younes*, Remi Cadene*, Nicolas Thome, and Matthieu Cord
(2018). “VQA Challenge Workshop: Bilinear Superdiagonal Fusion”. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). VQA Challenge and Visual Dialog Workshop

3.1 Introduction

In this chapter, we tackle the multimodal fusion problem in the context of
Visual Question Answering (VQA) (Malinowski et al. 2014a; Antol et al. 2015). As
illustrated in Figure 3.1, VQA consists in answering a question about the visual
content of an image. To produce the correct answer, a system would need to
understand a very large set of human concepts, to ground the concepts behind
words in the visual space, to decompose the question into sub-tasks and to address
them one after the other.

https://arxiv.org/abs/1705.06676
https://arxiv.org/abs/1902.00038
https://arxiv.org/abs/1902.00038
https://arxiv.org/abs/1902.09487
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Figure 3.1 – Examples of image-question-answer triplets that are used to build
and evaluate VQA systems.

VQA is considered as a visual Turing test (Malinowski et al. 2014b) aiming at
evaluating the advances in visual understanding. Solving this task could have a
tremendous impact on real-world applications such as aiding visually impaired
users in understanding their physical and online surroundings (Gurari et al.
2018). It could also set the basis for more natural language interfaces to access
multimedia data. Furthermore, VQA can be extended to dialog settings (Das et al.
2017) and thus could have an impact on the quality of smart assistants.

The current best approaches on this task are based on deep multimodal neural
networks. Their parameters are optimized over a large-scale training set composed
of numerous image-question-answer triplets (M. Ren et al. 2015; Y. Zhu et al. 2016;
Antol et al. 2015; Goyal et al. 2017; Kafle et al. 2017) A core component to their
ability to provide the appropriate answer is their multimodal fusion module (Antol
et al. 2015; Fukui et al. 2016; J.-H. Kim et al. 2017). At some point in the modeling
process, both modalities need to be fused into a multimodal representation that
encodes high-level interactions between heterogeneous concepts.

Another critical component of the VQA models is the reasoning architecture, or
in other words, the inductive biases and priors in the modeling. Previous VQA
models for real data struggled to integrate an explicit reasoning process while
keeping competitive performances (Antol et al. 2015). Instead, they often relied
on an attentional framework which reduces the reasoning to a selection of visual
regions and sometimes words that are relevant to answer the question (Fukui et al.
2016; Ben-Younes* et al. 2017b; J.-H. Kim et al. 2017; Z. Chen et al. 2017).

We tackle the VQA task by introducing two main contributions. First, we pro-
pose a theoretically grounded multimodal fusion framework based on factorized
bilinear models. We derive from this framework two fusion modules: MUTAN
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Figure 3.2 – The question-driven attentional neural architecture for VQA. It is
based on the prior that the question can be fused with each visual
region to determine which regions are useful to answer the question.

and BLOCK. Each of them allows modeling fine and rich interactions between the
image and the question while maintaining a tractable number of free parameters.
We validate the superiority of our fusion modules against state-of-the-art solutions
commonly used in VQA.

Secondly, we propose a multimodal relational architecture called MuRel net-
work that fuses the image and question modalities in a step-by-step process.
We call its atomic reasoning primitive the MuRel cell. It produces vector repre-
sentations of the visual regions fused with the question. These representations
explicitly contain contextual information about the relations between the different
regions. We apply the MuRel cell iteratively to progressively refine the multimodal
representations. We also evaluate them on the most recent and commonly used
VQA datasets.

3.2 Related work

VQA (Malinowski et al. 2014a; Antol et al. 2015) is formally tackled as a classifi-
cation problem where the goal is to optimize the parameters θ of a model so that
the predicted answer â matches the correct answer a? for each image-question
item. More formally,

â = arg max
a∈da

pθ (a|v, q) (3.1)

As illustrated in Figure 3.2, VQA architectures leverage fusion modules that
merge a vector v ∈ Rdv and a vector q ∈ Rdq to produce a vector y ∈ Rda . In
Section 3.2.1, we review the state-of-the-art fusion modules. In Section 3.2.2, we
review the VQA architectures in which these fusion modules are embedded.



3.2 related work 51

3.2.1 Multimodal fusion modules

Linear models A naive way to fuse v and q is through a concatenation. Then a
linear model composed of a weight matrix W ∈ R(dq+dv)×da learned on top of it
to model first-order interactions between each modality. We can mathematically
express the linear models as follows:

y = W [v, q] (3.2)

That way, one dimension of the resulting multimodal vector representation y is
obtained by a sum of each dimension of v and q weighted by the corresponding
parameters of the linear model. For instance, the IMG+BOW model proposed by
M. Ren et al. 2015 fuses a global image representation and a vector representation
of the question using concatenation and a linear model. A limitation of the linear
fusion models is their inability to model second-order interactions between the
two modalities such as a simple logic AND gate.

Multi-layers neural networks A more expressive alternative consists in learning
a fully connected neural network on top of the concatenation of the two vectors v
and q. For instance, the BoW Q+I model proposed by Antol et al. 2015 extends
the IMG+BOW model (M. Ren et al. 2015) by learning two fully connected layers
with tanh non-linearity. An intuitive limitation of this kind of fusion model is the
lack of priors in the modeling.

Bilinear models As illustrated in Figure 3.3, a more powerful way to model
interactions between two vectors v and q consists in learning a bilinear model.
We can mathematically express the bilinear fusion model as follows:

y = (T ×1 v)×2 q (3.3)

where T ∈ Rdq×dv×da and the operator ×i is the i-mode product between a tensor
and a matrix (here a vector). Each component of y is a quadratic form of the
inputs: ∀k ∈ [1, da],

yk =
dq

∑
i=1

dv

∑
j=1

T ijkqivj (3.4)

Learning every parameter of T is only tractable when the dimensions of v and
q are low enough. Because of today’s hardware limitation, going higher than
one hundred becomes possible when T is factorized or specifically structured to
reduce memory consumption and compute.

A common structure is a sparse diagonalization which requires T to be cubical
such that dq = dv = da. Its elements can be defined such as ∀(i, j, k) ∈ {1, dq}3:

if i = j = k, then T ijk = 1

else T ijk = 0
(3.5)
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Figure 3.3 – The linear model learns first-order interactions between the two
input modalities which are concatenated, whereas the bilinear model
learns second-order interactions.

With this structure, Equation 3.3 simplifies such as:

y = v ∗ q (3.6)

where ∗ is the element-wise product between two vectors. This structure dra-
matically reduces memory consumption and compute allowing for much higher
dimensionality of input vectors. For instance, the Long-Short Term Memory (LSTM)
Q + norm I model from Antol et al. 2015 as well as the models proposed by J.-H.
Kim et al. 2016, R. Li et al. 2016 and J.-H. Kim et al. 2017 use an element-wise
product to fuse the two vectors v and q before learning at least one linear embed-
ding. Another efficient fusion for VQA that can be expressed as a structuration
of the tensor T is the Multimodal Compact Bilinear pooling (MCB) (Fukui et al.
2016). It leverages the count-sketch projection (Charikar et al. 2002) to project
the outer product q⊗ v on a lower-dimensional space. While these fusions allow
for larger input dimensions, they also highly constraint the ability of modeling
interactions between modalities.

3.2.2 Neural network architectures

Visual representations The type and quality of the visual representations have
a large impact on performances and on the kind of VQA architectures that can
be used. Early works (Malinowski et al. 2015; Antol et al. 2015) have been using
vector representations extracted from pretrained convolutional neural networks
on ImageNet (Russakovsky et al. 2015b) such as VGG16 (Simonyan et al. 2015)
or ResNet152 (Simonyan et al. 2015). Later, fixed-grid representations computed
from the same Convolutional Neural Network (ConvNet) using upscaled images
have been found to perform better. They allowed for region-based modeling.
More recently, the object-based representations called bottom-up features have
improved the performances furthermore (Anderson et al. 2018; Yu Jiang* et al.
2018). They are produced by a Faster-RCNN pretrained on the Visual Genome
dataset (Krishna et al. 2017) to detect the bounding boxes of objects, their classes
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and their attributs. Finally, both fixed-grid and object-based representations can
be combined to reach higher accuracies (Yu Jiang* et al. 2018).

Question representations Similarly, the question representations have a large
impact on performances. VQA approaches commonly represent each word using
embedding matrices that are pretrained with word2vec (Tomas Mikolov et al.
2013b) or GloVe (Pennington et al. 2014). (M. Ren et al. 2015) represents the
question by summing each word embeddings. Other approaches learn a more
powerful representation using Recurrent Neural Network (RNN) such as a LSTM
(Antol et al. 2015; Fukui et al. 2016; J.-H. Kim et al. 2016; R. Li et al. 2016) proposed
by Hochreiter et al. 1997. Notably, J.-H. Kim et al. 2017 use a Gated Recurrent
Unit (GRU) (Chung et al. 2014) pretrained with the skip-thought method (Kiros et al.
2015).

Architectures for real datasets An intuitive way to model the iterative process
of answering a question is to use a bimodal LSTM (M. Ren et al. 2015; Antol
et al. 2015). This LSTM takes both the visual and word representations until the
sequence of words has been fully encoded in its internal state. Orthogonally, a
large set of approaches rely on a soft attention mechanism (Bahdanau et al. 2015;
Xu et al. 2015). Shih et al. 2016 propose to calculate a similarity score between
the representations of each image region and the concatenation of the question
and the answer. These scores are used to weight the multimodal representations
associated with each region before doing an averaging operation. J.-H. Kim et al.
2017; Z. Yu et al. 2017; Z. Yu et al. 2018 calculate a similarity score between the
representations of each image region and the question, before doing a weighted
sum over the visual representations. Finally, the resulting representations are
fused with the question. This question-driven attention process can be done in
parallel with an aggregation of multiple glimpses of attention (Fukui et al. 2016),
or can be done sequentially (Yang et al. 2016). Lu et al. 2016a extend this approach
by proposing a sequence of co-attention between the image regions and each word.
A bilinear attentional architecture (J.-H. Kim et al. 2018) has also been proposed
to simultaneously focus over regions and word tokens. More complex attention
strategies have been explored such as graphical structures between regions (Z.
Chen et al. 2017; Zhang et al. 2018; Norcliffe-Brown et al. 2018). However, they do
not reach state-of-the-art performances of simpler attentional models based on
bottom-up features.

Architectures for toy datasets The research efforts towards VQA models that
are able to reason about a visual scene is mainly conducted using the CLEVR
dataset (Johnson et al. 2017a). This artificial dataset provides questions that
require spatial and relational reasoning on simple images coming from a visual
world with low variability. An important line of work attempts to solve this task
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through explicit reasoning. In such methods (Johnson et al. 2017b; R. Hu et al.
2017; Mascharka et al. 2018), a neural network reads the question and generates a
program, corresponding to a graph of elementary neural operations that process
the image. However, there are two major downsides to these techniques. First,
their performance strongly depends on program annotations which are used
to learn the program generator. Secondly, they can be matched or surpassed
by simpler models that implicitly learn to reason without requiring program
annotation. In particular, Featurewise Linear Modulation (FiLM) (Perez et al.
2018) modulates the visual feature map with an affine transformation whose
parameters depend on the question. In more recent work, the Memory, Attention,
and Composition (MAC) network (Hudson et al. 2018) draws inspiration from
the Model-View-Controller paradigm to design the trainable MAC cell on which
the network iterates. Finally, Santoro et al. 2017 proposed to reason over all the
possible pairs of objects in the picture, thus introducing relationship modeling
in VQA. These architectures for toy datasets are nonetheless far from reaching
state-of-the-art performances on real datasets.

In Section 3.2.1, we showed that current fusion modules for VQA lack the
ability to control the trade-off between high dimensionality of the unimodal
representations and complexity of the multimodal interactions. In Section 3.3, we
propose our fusion modules based on theoretically grounded factorizations of
bilinear models. They are able to model complex inter-modal interactions while
keeping a large enough input dimension. Our fusion modules are agnostic to
the VQA architecture. We validate them in an attentional reasoning architecture
illustrated in Figure 3.2. It uses the bottom-up features from Anderson et al. 2018

and the skip-thought GRU from J.-H. Kim et al. 2017. We also propose MuRel, a new
reasoning architecture, which is described in Section 3.4. MuRel is a relational and
iterative architecture that goes beyond the question-driven attentional reasoning.
It is designed to take the compositional nature of the questions into account and
to make the multimodal representations more aware of the visual and textual
context. Contrarily to previous work, this contextualized relationship modeling
between regions of the image allows reaching competitive performances on real
datasets.

3.3 Our fusion modules

As seen in Section 3.1, one of the critical components of VQA models is the
fusion module for merging question and image modalities. Now, we present our
fusions modules which are based on bilinear models. The latter are defined by
their associated tensor T ∈ RI×J×K. Its number of parameters can be calculated as
dvdqda. We propose different factorizations of the tensor T which aim at lowering
the number of free parameters that are learned during training.
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3.3.1 MUTAN fusion

Tucker decomposition In order to reduce the number of parameters and con-
strain the complexity of the model, we express T using the Tucker decomposition
(Tucker 1966) as a tensor product between factor matrices Wq,Wv and Wa, and a
core tensor T c such as:

T =
((
T c ×1 Wq

)
×2 Wv

)
×3 Wa (3.7)

with Wq ∈ Rdq×tq , Wv ∈ Rdv×tv and Wa ∈ Rda×ta , and T c ∈ Rtq×tv×ta . Each
parameter of T becomes a function of a restricted number of parameters such as
∀i ∈ [1, dq], j ∈ [1, dv], k ∈ [1, do]

T [i, j, k] = ∑
l∈[1,tq],m∈[1,tv],n∈[1,ta]

T c[l, m, n]Wv[i, l]Wq[j, m]Wa[k, n] (3.8)

The number of free parameters nTucker in T with the Tucker decomposition can
be calculated as:

nTucker := tvtqta + dvtv + dqtq + data (3.9)

When the dimensionality of tv, tq and ta is chosen to be low enough, the number
of free parameters is significantly reduced. As an example, when the number
of dimensions of dv, dq and da is 1000, T has 1 billion parameters. However,
when the number of dimensions of tv, tq and ta are 100, T only contains 1,300,000

free parameters. Even though, this fusion allows learning complex inter-modal
interactions between the question and the image, the dimensions of their respective
unimodal representations in the spaces tv and tq are constrained to be more than
10 times smaller compared to the state-of-the-art fusions.

Sparsity constraint We propose MUTAN to further balance between expressiv-
ity and complexity of the interactions modeling. It consists in adding a structured
sparsity constraint based on the rank of the slice matrices in T c. As illustrated in
Figure 3.4, we impose the rank of each slice to be equal to a constant R. Thus, we
express each slice T c[:, :, k] as a sum of R rank-one matrices:

T c[:, :, k] =
R

∑
r=1

mk
r ⊗ nk>

r (3.10)

with mk
r ∈ Rtq and nk

r ∈ Rtv .
The number of free parameters nMUTAN in T with the added sparsity constraint

can be calculated as:

nMUTAN := tvtaR + tqtaR + dvtv + dqtq + data (3.11)

For instance, by choosing R to be 5, we can increase the dimensions of tv, tq
and ta to 400 to reach 1,600,000 free parameters. This amount is comparable to
what we could obtain with the Tucker fusion while allowing for higher unimodal
dimensionalities.
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Figure 3.4 – The Tucker decomposition allows factorizing the tensor T . To be
tractable, this decomposition requires to project each modality in low
dimensionality spaces. To reduce this constraint of dimensionality,
our proposed MUTAN fusion adds an additional factorization of the
core tensor T c by constraining each matrix slice to be of rank R. It
corresponds to an outer product between each matrix slice of two
sub-tensors.

Practical use In practice, MUTAN allows avoiding calculating and storing in
memory any tensor T or T c. In fact, we can decompose the bilinear fusion
model from Equation 3.3 into a sequence of steps. First, input vectors q and v are
projected into the unimodal spaces Rtq and Rtv respectively, such as:

q̃ = qTWq

ṽ = vTWv
(3.12)

By applying the sparsity constraint, we fuse q̃ and ṽ into a multimodal vector
z ∈ Rta , such as:

z[k] =
R

∑
r=1

(q̃Tmk
r)(ṽ

Tnk
r) (3.13)

We then stack the rank-one matrices mk
r and nk

r into the matrices Mr ∈ Rtq×ta and
Nr ∈ Rtv×ta , such that Mr[:, k] = mk

r , and Nr[:, k] = nk
r . This allows simplifying

the previous equation such as:

zr = (q̃TMk
r) ∗ (ṽTNk

r)

z =
R

∑
r=1

zr
(3.14)

where ∗ is the element-wise multiplication between two vectors. Inspired by
Perronnin et al. 2010 and Tsung-Yu Lin et al. 2015, we add a normalization of
zr that consists in a combination of signed square-root and L2-normalization to
reduce sparsity in high-dimensional vectors such as:

z =
R

∑
r=1

sign(zr)
√
|zr|

||zr||2
(3.15)
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Finally, we project the resulting vector z into the answer space:

y = zTWa (3.16)

Interpretation We can interpret z as modeling an OR interaction over multiple
AND gates (R in MUTAN) between projections of q̃ and ṽ. z[k] can be described
in terms of logical operators as:

zr[k] =
(

q̃ similar to mk
r

)
AND

(
ṽ similar to nk

r

)
(3.17)

z[k] = z1[k] OR ... OR zR[k] (3.18)

This decomposition gives a very clear insight into the logical operations that our
fusion can model.

3.3.2 BLOCK fusion

Block-term decomposition Additionnaly, we propose to decompose T using
the block-term decomposition (De Lathauwer 2008) such as:

T :=
Rb

∑
r=1

T r ×1 Wvr ×2 Wqr ×3 War (3.19)

where ∀r ∈ [1, Rb], T r ∈ Rtv×tq×ta , Wvr ∈ Rdv×tv ,Wqr ∈ Rdq×tq and War ∈ Rda×ta .
This decomposition is called block-term because it can be written as

T = T bd ×1 Wv ×2 Wq ×3 Wa (3.20)

where Wv = [Wv1 , ...,WvRb
] (same for Wq and Wa), and T bd ∈ Rdvtv×dqtq×data

the block-superdiagonal tensor of {T r}1≤r≤Rb . Note that this decomposition is
equivalent to the Tucker decomposition when R is set to 1.

To simplify the calculus, let us consider a block-term decomposition where
∀rin[1, Rb], T r, Wvr , Wqr and War have the same dimensionality. The number of
free parameters nBlockTerm in T can be calculated as:

nBlockTerm :=
tvtqta

R2
b

+ dvtv + dqtq + data (3.21)

This decomposition allows for more fine-grained control over the complexity
of the inter-modal interactions and the size of each unimodal projection. As
illustrated in Figure 3.5, T r, Ar, Br and Cr may have different dimensionality
with respect to r to allow for much higher control over these quantities.
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Figure 3.5 – The Block-term decomposition can be expressed as a sum of several
Tucker decompositions which may have different dimensionality.

Complexity of bilinear interactions Multiple algebraic concepts can be used to
constrain the complexity of the bilinear interactions T . The Candecomp/PARAFAC
(CP) decomposition (Carroll et al. 1970; Harshman et al. 2001) decomposes T
such as:

T :=
RCP

∑
r=1

ar ⊗ br ⊗ cr (3.22)

with ⊗ the outer-product between two vectors, ar ∈ Rdq , br ∈ Rdv , and cr ∈ Rda .
The rank of T is defined by the minimal number RCP of triplet vectors so that
Equation 3.22 is true. This decomposition is notably used in J.-H. Kim et al. 2017.

The Tucker decomposition (Tucker 1966) provides a different notion of the rank
of T ∈ Rdv×dq×da . It is defined as a triplet of mode-ranks (tv, tq, tq) which constraint
the three unfolded matrices of T to be of their corresponding rank, such that:

Rank(T dqda×dv) = tv

Rank(T dvda×dq) = tq

Rank(T dvdq×da) = ta

(3.23)

The Block-term decomposition (De Lathauwer 2008) generalizes the two de-
compositions and constraint the tensor T using a combination of both concepts.
It allows for more fine-grained control over the complexity of the interactions
between modalities. The Candecomp/PARAFAC decomposition (Carroll et al.
1970) can be seen as a special case where tv = tq = ta = 1, reducing T bd to a super-
diagonal identity tensor. Similarly, the Tucker decomposition (Tucker 1966) can be
seen as a special case of the Block-term decomposition where Rb = 1, constraining
T bd to be made of a single block. As illustrated in Figure 3.6, fusions based on the
Block-term decomposition combine the high-dimensional monomodal projections
capability of the Candecomp/PARAFAC based fusions with the rich inter-model
interactions capability of the Tucker based fusions.

Sparsity constraint To further reduce the number of parameters in the model,
we add a constraint on the rank of each third-order slice matrix of the blocks T r,
as it was done in the MUTAN fusion. This different factorization of T is called
BLOCK fusion.



3.4 our reasoning architecture 59

Figure 3.6 – The Candecomp/PARAFAC decomposition imposes a rank con-
straint over the tensor T by fixing the dimension of the three projec-
tions to be of size RCP. The Tucker decomposition imposes a different
rank constraint by fixing each dimension to be of size tv, tq and ta.
The block-term decomposition generalizes these two decompositions,
allowing for a fine-grained control over the complexity of the bilinear
interactions.

When ∀r ∈ [1, Rb], T r, Wvr , Wqr and War have the same dimensionality, the
number of free parameters nBLOCK in T can be calculated as:

nBLOCK :=
tvtaR + tqtaR

R2
b

+ dvtv + dqtq + data (3.24)

where R is the rank constraint over the matrix slices of the core tensors expressed
in MUTAN.

3.4 Our reasoning architecture

After having described our fusion modules, we propse a novel reasoning
architecture for VQA, which is called MuRel, and leverages our previous fusion
modules. As illustrated in Figure 3.7, MuRel iteratively merges visual information
with a novel attentional strategy modeling interactions between visual regions. In
Section 3.4.1, we present the MuRel network that encompasses an iterative scheme
to reason about the scene with respect to a question. It is based on the MuRel
cell, presented in Section 3.4.2, which is a neural module that learns to perform
elementary reasoning operations by blending question information into the set of
spatially-grounded visual representations.
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Donut

Step #1 Step #2 Step #3

MuRel network 

✔

What is she
eating? 

Figure 3.7 – Our MuRel network for VQA is an iterative process based on a rich
vectorial representation between the question and visual information
explicitly modeling pairwise region relations. MuRel is thus able to
express complex analysis primitives beyond attention maps: here the
two regions corresponding to the head and the donuts are selected
based on their visual cues and semantic relations to properly answer
the question "what is she eating?"

3.4.1 MuRel network

The MuRel network is a novel reasoning architecture for VQA. As illustrated
in Figure 3.8, its image encoder can be instantiated by a Faster-RCNN object
detector (S. Ren et al. 2015). It provides a set of vectors {vi}i∈[1,N], where each
vi ∈ Rdv corresponds to an object detected in the picture. It also outputs the
spatial coordinates of each region bi = [x, y, w, h], where (x, y) are the coordinates
of the top-left point of the box, and h and w correspond to the height and the
width of the box. Note that x and w (respectively y and h) are normalized by the
width (resp. height) of the image. Its question encoder can be instantiated by a
GRU. It provides a vector representation of the question q ∈ Rdq . Its multimodal
fusion scheme is composed of a MuRel cell which iteratively updates the region
state vectors {si}, each time refining the representations with contextual and
question information. More specifically, for each step t = 1..T where T is the total
number of steps, a MuRel cell processes and updates the state vectors following
Equation (3.25):

{st
i} = MurelCell

(
{st−1

i }; {bi}, q
)

(3.25)

where MurelCell is detailed in Section 3.4.2. The state vectors are initialized with
the features outputted by the object detector; for each region i, s0

i = vi.
The MuRel network represents each visual region regarding the question and

the visual context in which this region is located. This representation is done
iteratively, through multiple steps of a MuRel cell. The residual nature of this
module makes it possible to align multiple cells without being subject to gradient
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Figure 3.8 – The MuRel network merges the question embedding q into spatially-
grounded visual representations {vi} by iterating through a single
MuRel cell. This module takes as input a set of localized vectors
{si} and updates their representation using a multimodal fusion
component. Moreover, it models all the possible pairwise relations
between regions by combining spatial and semantic information. To
construct the importance map at step t, we count the number of time
each region provides the maximal value of maxi{st

i} (over the 2048

dimensions).

vanishing. Moreover, the weights of our model are shared across the cells, which
enables compact parametrization and good generalization.

At step t = T, the representations {sT
i } are aggregated with a global max-

pooling operation to provide a single vector s ∈ Rdv . This scene representation
contains information about the objects, the spatial and semantic relations between
them, with respect to a particular question.

The scene representation s is merged with the question embedding q to compute
a score for every possible answer ŷ = B

(
s, q; Θy

)
, where B is a given fusion

module such as BLOCK. Finally, â is the answer with a maximum score in ŷ.

3.4.2 MuRel cell

The proposed MuRel cell takes as input a bag of N visual features si ∈ Rdv ,
along with their bounding box coordinates bi. As shown in Figure 3.9, it is a
residual function consisting of two modules. First, an efficient bilinear fusion
module merges question and region feature vectors to provide a local multimodal
embedding. This fusion is directly followed by a pairwise modeling component,
designed to update each multimodal representation with respect to its own spatial
and visual context.

Multimodal fusion In classical attention models, the fusion between image
region and question features s and q only learns to encode whether a region is
relevant. In the MuRel cell, the local multimodal information is represented within
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Figure 3.9 – In the MuRel cell, the bilinear fusion represents rich and fine-grained
interactions between question and region vectors q and si. All the
resulting multimodal vectors mi pass through a pairwise modeling
block to provide a context-aware embedding xi per region. The cell’s
output ŝi is finally computed as a sum between si and xi, acting as a
residual function of si.

a richer vector form mi which can encode more complex correlations between
both modalities. This allows storing more specific information about what precise
characteristic of a particular region is important in a given textual context.

Pairwise interactions To answer certain types of questions, it can be necessary
to reason over multiple objects that interact together. More generally, we want
each representation to be aware of the spatial and semantic context around it.
Given that our features are structured as a bag of localized vectors (Anderson
et al. 2018), modeling the visual context of each region is not straightforward.
Similarly to the recent work of (Norcliffe-Brown et al. 2018), we opt for a pairwise
relationship modeling where each region receives a message based on its relations
to its neighbors. In their work, a region’s neighbors correspond to the K most
similar regions, whereas in the MuRel cell the neighborhood is composed of every
region in the image. Besides, instead of using scalar pairwise attention and graph
convolutions with Gaussian kernels as they do, we merge spatial and semantic
representations to build relationship vectors. In particular, we compute a context
vector ěi for every region. It consists in an aggregation of all the pairwise links
ri,j coming into i. We define it as ěi = maxj ri,j, where ri,j is a vector containing
information about the content of both regions, but also about their relative spatial
positioning. We use the max operator in the aggregation function to reduce the
noise that can be induced by average or sum pooling, which oblige all the regions
to interact with each other. To encode the relationship vector, we use the following
formulation:

ri,j = B
(
bi, bj; Θb

)
+ B

(
mi,mj; Θm

)
(3.26)

Through the B(., .; Θb) operator, the cell is free to learn spatial concepts such
as on top of, left, right, etc. In parallel, B(., .; Θs) encodes correlations between
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multimodal vectors (si, sj), corresponding to semantic visual concepts conditioned
on the question representation. By summing up both spatial and semantic fusions,
the network can learn high-level relational concepts such as wear, hold, etc.

The context representation ěi that contains an aggregation of the messages
ri,j provided by its neighbors updates the multimodal vector mi in an additive
manner:

xi = mi + ěi (3.27)

This formulation of the pairwise modeling is actually closer to the Graph
Networks (Battaglia et al. 2018), where the notion of relational inductive biases is
formalized.

Finally, the MuRel cell’s output is computed as a residual function of its input,
to avoid the vanishing gradient problem. Each visual feature si is updated as:
ŝi = si + xi.

The chain of operations that updates the set of localized region embeddings
{si}i∈[1,N] using the multimodal fusion with q and the pairwise modeling operator
is noted:

{ŝi} = MurelCell ({si}; {bi}, q) (3.28)

3.5 Experiments

3.5.1 Experimental setup

VQA v2 dataset We validate our contributions on three recent datasets. First,
we use VQA v2 (Goyal et al. 2017), which is the most used dataset. Its images
come from the MS-COCO dataset (Tsung-Yi Lin et al. 2014). Its questions and
answers have been annotated on Amazon Mechanical Turk (AMT). Its training
set is composed of 248,349 image-question pairs. Its validation set is composed
of 121,512 image-question pairs. Each one of these questions has been answered
by 10 annotators, yielding a list of 10 ground-truth answers. Its testing set is
composed of 244,302 image-question pairs and is called test-std. One must submit
their predictions to an evaluation server to get the scores on the testing set. Note
that the evaluation server makes it possible to submit ten predictions per day
on test-dev, which is a half-size version of test-std. To avoid hyperparameters
overfitting on the testing set, the whole submission on test-std can only be done
five times per account. Scores reported on test-std or test-std are produced by
models trained on trainval, which is the aggregation of the training and validation
sets minus a small 5% subset used for early-stopping.

TDIUC dataset Then, we use the TDIUC dataset (Kafle et al. 2017), which is
the current biggest VQA dataset. Its images come from the MS-COCO dataset
and the VisualGenome dataset (Krishna et al. 2017). Its training set is composed
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of 1,157,917 image-question pairs. Its testing set is composed of 496,250 image-
question pairs. We use a small 5% subset of the training set for early-stopping.
Around two-thirds of its question-answer pairs have been generated using se-
mantic knowledge attached to the images. It comes with different metrics to
compensate for over-represented question-types. TDIUC allows us to construct a
more detailed analysis of our model’s performance on 12 well-defined types of
questions.

VQA-CP v2 dataset Finally, we use the VQA Changing Priors v2 (VQA-CP v2)
dataset (Agrawal et al. 2018). VQA-CP v2 has been built using the training and
validation sets of VQA v2. It comes with different training and validation splits.
Both sets possess a different distributions of answers per question-type. We use it
to valide the robustness of our approach to question-based overfitting.

Unimodal architectures For the image encoder, we use the recent Bottom-up
features provided by Anderson et al. 2018 to represent our image as a set of 36

localized regions. For the question encoder, we use the pretrained skip-thought
encoder from Kiros et al. 2015.

Training protocol We use standard features extraction, preprocessing and loss
function (Fukui et al. 2016). Inspired by recent works, we use Adam as optimizer
(Kingma et al. 2014) with a learning scheduler (Yu Jiang* et al. 2018). More details
can be found in Section 3.5.6.

3.5.2 Fusion modules validation

Fusion analysis In Table 3.1, we compare our MUTAN and BLOCK fusion mod-
ules against different fusion schemes available in the literature on the commonly
used VQA v2 dataset (Goyal et al. 2017). We embed each fusion module in the
same question-driven attentional architecture proposed by Fukui et al. 2016. For
each model, we run a grid search over its hyperparameters and report the best
results on the validation set. We report the size of the model, corresponding to
the number of parameters between the attended image features, the question
embedding, and the answer prediction. We briefly describe the different fusion
schemes used for the comparison:

(1) linear model: the two vectors are projected on a common space, and their
summation is projected to predict the answer;

(2) multi-layer model: the vectors are concatenated and passed at the input of a
3-layer Multi-Layer Perceptron (MLP);
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Table 3.1 – Comparison of the fusion modules on VQA v2 test-dev set. |Θ| is the
number of parameters learned in the fusion modeling. Overall is the
overall Open Ended accuracy (higher is better). Yes/no, Numbers and
Others are subsets that correspond to answers types.

Model |Θ| Overall
Answer type

Yes/No Number Other

(1) Sum 8M 58.48 71.89 36.56 52.09

(2) Concat MLP 13M 63.85 81.34 43.75 53.48

(3) MCB (Fukui et al. 2016) 32M 61.23 79.73 39.13 50.45

(4) Tucker (Ben-Younes* et al. 2017b) 14M 64.21 81.81 42.28 54.17

(5) MLB (J.-H. Kim et al. 2017) 16M 64.88 81.34 43.75 53.48

(6) MFB (R. Yu et al. 2017) 24M 65.56 82.35 41.54 56.74

(7) MUTAN (Ben-Younes* et al. 2017b) 14M 65.19 82.22 42.1 55.94

(8) MFH (Z. Yu et al. 2018) 48M 65.72 82.82 40.39 56.94

(9) BLOCK 18M 66.41 82.86 44.76 57.3

(3) bilinear model: a bilinear interaction based on a count-sketching technique that
projects the outer product of between inputs on a multimodal space (Fukui
et al. 2016);

(4) bilinear model: a bilinear interaction where the tensor is expressed as a Tucker
decomposition which corresponds to our Mutan fusion without the sparsity
constraint;

(5) bilinear model: a bilinear interaction where the tensor is expressed as a CP
decomposition (J.-H. Kim et al. 2017);

(6) bilinear model: a bilinear interaction where each 3rd mode slice matrix of the
tensor is constrained by its rank (Z. Yu et al. 2017);

(7) bilinear model: our MUTAN fusion module;

(8) higher-order model: a higher-order fusion composed of cascaded of (6). (Z. Yu
et al. 2018);

(9) bilinear model: our BLOCK fusion module.

From the results in Table 3.1, we see that the simple sum fusion (1) provides
a very low baseline. We also note that the MLP (2) doesn’t provide the best
results, despite its non-linear structure. As the MLP should be able to find
that two different modalities are used and that it needs to look for interactions
between them, this is in practice difficult to obtain. Instead, top-performing
methods are based on a bilinear model. The structure imposed on the parameters
highly influences the final performance. We can see that (3), which simplifies the
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bilinear model using random projections, has efficiency issues due to the count-
sketching technique. These issues are alleviated in the other bilinear methods,
which use the tensor decomposition framework to practically implement the
interaction. Our BLOCK method (9) gives the best results. As we saw, the
block-term decomposition generalizes both CP and Tucker decompositions, which
is why it is not surprising to see it surpass them. Moreover, the fact that it
integrates the 3rd order slices rank constraint gives it the advantages of (6)
and (7). Interestingly, it even surpasses (8) which is based on a higher-order
interaction modeling, while using 30M fewer parameters. This strongly indicates
that controlling a bilinear model through its block-term ranks provides an efficient
trade-off between modeling capacities and number of parameters. To further
validate this hypothesis, we evaluate a BLOCK fusion with only 3M parameters.
This model obtained 64.91%. Unsurprisingly, it does not surpass all the methods
against which we compare. However, it obtains competitive results, improving
over 5 out of 8 methods that all use far more parameters.

State-of-the-art comparison We compare our best fusion module embedded
in an attentional architecture against state-of-the-art approaches 1 on two datasets:
the widely used VQA v2 dataset (Goyal et al. 2017) and TDIUC (Kafle et al.
2017). On this more recent dataset, evaluation metrics are provided to assess the
robustness of the model with respect to answer imbalance, as well as to account
for performance homogeneity across the different question types.

Table 3.2 – State-of-the-art comparison of BLOCK on the TDIUC dataset. (*) are
reported from Kafle et al. 2017.

Model Accuracy A-MPT H-MPT A-NMPT H-NMPT

Most common answer
(Kafle et al. 2017)

51.15 31.11 17.53 15.63 0.83

Question only
(Kafle et al. 2017)

62.74 39.31 25.93 21.46 8.42

NMN*
(Andreas et al. 2016)

79.56 62.59 51.87 34.00 16.67

MCB*
(Fukui et al. 2016)

81.86 67.90 60.47 42.24 27.28

RAU*
(Noh et al. 2016)

84.26 67.81 59.00 41.04 23.99

BLOCK 85.96 71.84 65.52 58.36 39.44

1. at time of submission
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Table 3.3 – State-of-the-art comparison of BLOCK on VQA v2 test-dev set. The
models were trained on the union of VQA v2 trainval split and Vi-
sualGenome (Krishna et al. 2017) train split. Overall is the overall
OpenEnded accuracy (higher is better). Yes/no, Numbers and Others are
subsets that correspond to answers types. Only single model scores
are reported. (*) are reported from Goyal et al. 2017.

Model Overall
Answer type

Yes/no Num. Other

TipsAndTricks (Teney et al. 2018) 65.32 81.82 44.21 56.05

MFH (Z. Yu et al. 2018) 65.80 - - -
Counter (Zhang et al. 2018) 68.09 83.14 51.62 58.97

BLOCK 67.58 83.6 47.33 58.51

As we show in Table 3.2, our model is able to outperform the preceding ones
on TDIUC by a large margin for each metric, especially those which account for
bias in the data. We notably report a gain of +1.7 in accuracy, +3.95 in A-MPT,
+5.05 in H-MPT, +16.12 in A-NMPT, +15.45 in H-NMPT, over the best scoring
model in each metric. The high results in the harmonic metrics (H-MPT and
H-NMPT) suggest that BLOCK performs well across all question types, while the
high scores in the normalized metrics (A-NMPT and H-NMPT) denote that our
model is robust to answer imbalance type of bias in the dataset.

In Table 3.3 and Table 3.4, we see that our model obtains competitive results
on VQA v2 compared to previously published approaches. Our model is notably
outperformed by Counter proposed by Zhang et al. 2018. However, their approach
relies on a specialized module that increases the counting ability of VQA model.
We believe that our contribution is orthogonal to them. Still, our model performs
better than (Teney et al. 2018) and (Z. Yu et al. 2018), with whom we share the
global VQA architecture. In further detail, we point out that BLOCK surpasses
(Z. Yu et al. 2018) reaching a +1.78 improvement in the overall accuracy on test-dev,
even though the latter encompasses the current state-of-the-art fusion scheme.
Furthermore, we use the same image features than Teney et al. 2018 and are able
to achieve a +2.26 gain on test-dev and +2.25 on test-std.

3.5.3 Reasoning architecture validation

Comparison to attention-based model In Table 3.5, we compare MuRel against
a strong multi-glimpses attentional architecture (Fukui et al. 2016) based on our
BLOCK fusion module. The goal of these experiments is to compare our approach
with strong baselines for real VQA in controlled conditions. In addition to using
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Table 3.4 – State-of-the-art comparison of BLOCK on VQA v2 test-std set. The
models were trained on the union of VQA v2 trainval split and Vi-
sualGenome (Krishna et al. 2017) train split. Overall is the overall
OpenEnded accuracy (higher is better). Yes/no, Numbers and Others are
subsets that correspond to answers types. Only single model scores
are reported. (*) are reported from Goyal et al. 2017

Model Overall
Answer type

Yes/no Num. Other

Most common answer (Goyal et al. 2017) 25.98 61.20 0.36 1.17

Question only (Goyal et al. 2017) 44.26 67.01 31.55 27.37

Deep LSTM* (Lu et al. 2015) 54.22 73.46 35.18 41.83

MCB* (Fukui et al. 2016) 62.27 78.82 38.28 53.36

ReasonNet (Ilievski et al. 2017) 64.61 78.86 41.98 57.39

TipsAndTricks (Teney et al. 2018) 65.67 82.20 43.90 56.26

Counter (Zhang et al. 2018) 68.41 83.56 51.39 59.11

BLOCK 67.92 83.98 46.77 58.79

Table 3.5 – Comparison of MuRel against a strong attention-based architecture
on the VQA v2 val, VQA-CP v2 and TDIUC datasets. The accuracy is
reported (higher is better). Both models have an equivalent number
of parameters (∼60 million) and are trained on the same features
following the same experimental setup.

Model VQA v2 VQA CP v2 TDIUC

Attention baseline 63.44 38.04 86.96

MuRel 65.14 39.54 88.20

the same Bottom-up features, which are crucial for fair comparisons, we also
dimension the attention-based baseline to have an equivalent amount of learned
parameters than MuRel (∼60 million including those from the GRU encoder).
Also, we train it following the same experimental setup to ensure competitiveness.
MuRel reaches a higher accuracy on the three datasets. We report a significant
gain of +1.70 on VQA v2 and +1.50 on VQA CP v2. Not only these results validate
the ability of MuRel to better model interactions between the question and the
image, but also to generalize when the distribution of the answers per question
is different between the training and validation sets as in VQA CP v2. A gain
of +1.24 on TDIUC demonstrates the richer modeling capacity of MuRel in a
fine-grained context of 12 well-delimited question types.
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Table 3.6 – State-of-the-art comparison of MuRel on the VQA v2 dataset. Results
on test-dev and test-std splits. All these models were trained on the
same training set (VQA v2 train+val), using the Bottom-up features
provided by Anderson et al. 2018. No ensembling methods have been
used. † have been trained by Bai et al. 2018.

Model
test-dev test-std

Overall
Answer type

Overall
Yes/no Num. Other

Bottom-up
65.32 81.82 44.21 56.05 65.67

(Anderson et al. 2018)
Graph Att.

- - - - 66.18

(Norcliffe-Brown et al. 2018)
MUTAN†

66.01 82.88 44.54 56.50 66.38

(Ben-Younes* et al. 2017b)
MLB†

66.27 83.58 44.92 56.34 66.62

(J.-H. Kim et al. 2017)
DA-NTN

67.56 84.29 47.14 57.92 67.94

(Bai et al. 2018)
Pythia

68.05 - - - -
(Yu Jiang* et al. 2018)

Counter
68.09 83.14 51.62 58.97 68.41

(Zhang et al. 2018)

MuRel 68.03 84.77 49.84 57.85 68.41

State-of-the-art comparison on VQA v2 In Table 3.6, we compare MuRel to
the most recent contributions on the VQA v2 dataset. For fairness considerations,
all the scores correspond to models trained on the VQA v2 trainval split, using
the Bottom-up visual features (Anderson et al. 2018). Interestingly, our model
surpasses both MUTAN (Ben-Younes* et al. 2017b) and MLB (J.-H. Kim et al.
2017), which correspond to some of the latest development in visual attention and
bilinear models. This tends to indicate that VQA models can benefit from retaining
local information in multimodal vectors instead of scalar coefficients. Moreover,
our model greatly improves over the recent method proposed in (Norcliffe-Brown
et al. 2018) where the regions are structured using pairwise attention scores, which
are leveraged through spatial graph convolutions. This shows the interest of our
spatial-semantic pairwise modeling between all possible pairs of regions. Finally,
even though we did not extensively tune the hyperparameters of our model,
our overall score on the test-dev split is highly competitive with state-of-the-art
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Table 3.7 – State-of-the-art comparison of MuRel on the TDIUC dataset. (*) are
reported by Kafle et al. 2017.

RAU* MCB* QTA
MuRel

(Noh et al. 2016) (Fukui et al. 2016) (Y. Shi et al. 2018)

Bottom-up 7 7 3 3

Scene Reco. 93.96 93.06 93.80 96.11
Sport Reco. 93.47 92.77 95.55 96.20
Color Attr. 66.86 68.54 60.16 74.43
Other Attr. 56.49 56.72 54.36 58.19

Activity Reco. 51.60 52.35 60.10 63.83
Pos. Reasoning 35.26 35.40 34.71 41.19

Object Reco. 86.11 85.54 86.98 89.41
Absurd 96.08 84.82 100.00 99.8

Util. and Afford. 31.58 35.09 31.48 21.43

Object Presence 94.38 93.64 94.55 95.75
Counting 48.43 51.01 53.25 61.78
Sentiment 60.09 66.25 64.38 60.65

Overall (A-MPT) 67.81 67.90 69.11 71.56
Overall (H-MPT) 59.00 60.47 60.08 59.30

Overall Accuracy 84.26 81.86 85.03 88.20

approaches 2. In particular, we report comparable results to Pythia (Yu Jiang* et al.
2018) which won the VQA Challenge 2018. Please note that we do not report their
best scoring model which improves the overall scores up to 70.01% by including
multiple types of visual features and more training data. Also, we do not report
the score of 69.52% obtained by BAN (J.-H. Kim et al. 2018) which is trained on
extra data from the Visual Genome dataset (Krishna et al. 2017).

State-of-the-art comparison on TDIUC One of the core aspect of VQA models
lies in their ability to address different tasks. The TDIUC dataset enables a detailed
analysis of the strengths and limitations of a model by evaluating its performance
on different types of questions. We show in Table 3.7 a detailed comparison of
recent models to our MuRel. We obtain state-of-the-art results on the Overall
Accuracy and the arithmetic mean of per-type accuracies (A-MPT), and surpass
by a significant margin the second-best model proposed by Y. Shi et al. 2018.
Interestingly, we improve over this model even though it uses a combination
of Bottom-up and fixed-grid features, as well as a supervision on the question
types (hence its 100% result on the Absurd task). MuRel notably surpasses all

2. at the time of submission
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Table 3.8 – State-of-the-art comparison of MuRel on the VQA-CP v2 dataset. We
train the Attention model using the Bottom-up features.

Model Bottom-up Overall
Answer type

Yes/no Num. Other

HAN (Malinowski et al. 2018) 7 28.65 52.25 13.79 20.33

GVQA (Agrawal et al. 2018) 7 31.30 57.99 13.68 22.14

Attention 3 38.04 41.56 12.19 43.29

MuRel 3 39.54 42.85 13.17 45.04

previous methods on the Positional reasoning (+5.9 over MCB), Counting (+8.53

over QTA) questions. These improvements are likely due to the pairwise structure
induced within the MuRel cell, which makes the answer prediction depend on
the spatial and semantic relations between regions. The effectiveness of our
per-region context modeling is also demonstrated by the improvement on Scene
recognition questions. For these questions, representing the image as a collection
of independent objects shows lower performance than replacing each of them in
its spatial and semantic context. Interestingly, our results on the harmonic mean
of per-type accuracies (H-MPT) are lower than state-of-the-art. For MuRel, this
harmonic metric is significantly harmed by our low score of 21.43% on the Utility
and Affordances task. This is due to the fact that this task concerns the possible
usages of objects present in the scene (such as Can you eat the yellow object?). They
do not require a contextualized visual understanding of the scene.

State-of-the-art comparison on VQA-CP v2 This dataset has been proposed
to evaluate and reduce the question-oriented bias in VQA models. In particular,
the distributions of answers with respect to question types differ from train to val
splits. In Table 3.8, we report the scores of two recent baselines (Agrawal et al.
2018; Malinowski et al. 2018), on which we improve significantly. In particular, we
demonstrate an important gain over GVQA (Agrawal et al. 2018), whose architec-
ture is designed to focus on Yes/No questions. However, since both methods do
not use the Bottom-up features, the fairness of the comparison can be questioned.
So we also train an attention model similar to (Ben-Younes* et al. 2017b) using
these Bottom-up region representation. We observe that MuRel provides a sub-
stantial gain over this strong attention baseline. Given the distribution mismatch
between train and val splits, models that only focus on linguistic biases to answer
the question are systematically penalized on their val scores. This property of
VQA-CP v2 implies that the pairwise iterative structure of MuRel is less prone to
question-based overfitting than classical attention architectures.
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Table 3.9 – Ablation study of MuRel. Validation of the pairwise module and the
iterative processing on the VQA v2 val set, VQA-CP v2 and TDIUC
datasets.

Pairwise Iter. VQA v2 VQA CP v2 TDIUC

7 7 64.13 38.88 87.50

3 7 64.57 39.12 87.86

7 3 64.72 39.37 87.92

3 3 65.14 39.54 88.20

3.5.4 Further analysis

Ablation study In Table 3.9, we compare three ablated instances of MuRel to
its complete form. First, we validate the benefits of the pairwise module. Adding
it to a vanilla MuRel without iterative process leads to higher accuracy on every
dataset. In fact, between lines 1 and 2, we report a gain of +0.44 on VQA v2,
+0.24 on VQA CP v2 and +0.36 on TDIUC. Secondly, we validate the interest of
the iterative process. Between line 1 et 3, we report a gain of +0.59 on VQA v2,
+0.49 on VQA CP v2 and +0.42 on TDIUC. Notably, this modification does not
add any parameters, because we iterate over a single MuRel cell. Unsharring the
weights by using a different MuRel cell for each step gives similar results. Finally,
the pairwise module and the iterative process are added to create the complete
MuRel network. This instance (in line 4) reaches the highest accuracy on the three
datasets. Interestingly, the gains provided by the combination of the two methods
are sometimes larger than those of each one separately. For instance, we report a
gain of +1.01 on VQA v2 between lines 1 and 4. This attests to the complementary
of the two modules.

Number of reasoning steps In Figure 3.10, we perform an analysis of the
iterative process. We train four different MuRel networks on the VQA v2 train
split, each with a different number of iterations over the MuRel cell. Performance
is reported on val split. Networks with two and three steps respectively provide
a gain of +0.30 and +0.57 in overall accuracy on VQA v2 over the network with
a single step. An interesting aspect of the iterative process of MuRel is that the
four networks have exactly the same number of parameters, but the accuracy
significantly varies with respect to the number of steps. While the accuracy for
the answer type involving numbers keeps increasing, we report a decrease in
overall accuracy at four reasoning steps. Counting is a challenging task: not only
does the model need to detect every occurrence of the desired object, but also the
representation computed after the final aggregation must keep the information of
the number of detected instances. The complexity of this question may require
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Figure 3.10 – Impact of the number of iterations on the overall accuracy and the
accuracy of the three question type of VQA v2 val.

deeper relational modeling, and thus benefit from a higher number of iterations
over the MuRel cell.

Entropy of the implicit attention maps We quantitatively study the behavior
of our MuRel network after each reasoning step. To do so, we first compute the
implicit attention maps during training as described in 3.8. These maps provide a
score going from 0 to 1 for each visual region, and these scores sum to 1 similarly
to a probability distribution over regions. Then we calculate the entropy of these
distributions. As shown in figure 3.11, the mean entropy converges to different
levels depending on the cell. The highest entropy is reached by the first cell,
while the lowest entropy is reached by the last cell. This suggests that our model
gradually discards visual regions.

Validation of the architecture We furthermore validate our MuRel network by
introducing architectural modifications inspired by the literature and by evaluating
these modified networks on the VQA v2 dataset. First, we replaced our BLOCK
fusion inside MuRel cells by an affine transformation inspired by FiLM(Perez et al.
2018), but the latter significantly reduced the accuracy in this setup. Secondly, we
investigated different mechanisms to integrate the visual context. Instead of using
the coordinates of each region in the pairwise module, we concatenated their
coordinates to their associated features similarly to R. Liu et al. 2018. Then, we
replaced the pairwise module by a self-attention module incorporating a global
pooling over all regions similarly to Jie Hu et al. 2018. These two modifications
reduced the accuracy. Finally, we removed the question shortcut used by our
multimodal bilinear fusion which outputs the predictions. Instead, we used
an unimodal three layers feed-forward network. This modification significantly
reduced the accuracy.
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Figure 3.11 – Entropies of the attention maps computed using the outputs of each
MuRel cell. The highest entropy is reached by the first cell, while
the lowest entropy is reached by the last cell. This suggests that our
MuRel network gradually discards visual regions.

3.5.5 Qualitative results

Visualizing MuRel network Our model can also be leveraged to define visu-
alization schemes finer than mere attention maps. Especially, we can highlight
important relations between image regions for answering a specific question. At
the end of the MuRel network, the visual features {sT

i } are aggregated using a
max operation, yielding a dv−dimensional vector s. Thus, we can compute a
contribution map by measuring to what extent each region contributes to the final
vector. To do so, we compute the point-wise c = argmaxi{sT

i } ∈ [1, N]dv , and
measure the occurrence frequency of each region in this vector c. This provides a
value for each region that estimates its contribution to the final vector. Interest-
ingly, this process can be done after each cell, and not exclusively at the last one.
Intuitively, it measures what the contribution map would have been if the iterative
process had stopped at this point. As we can see in Figures 3.7,3.8,3.12, these
relevance scores match human intuition and can be used to explain the model’s
decision, even if the network has not been trained with any selection mechanism.

Similarly, we are able to visualize the pairwise relationships involved in the
prediction of the MuRel cell. The first step is to find i?, which is the region that
is the most impacted by the pairwise modeling. It is the region such that ‖ ěi

xi
‖2

is maximal (cf. Equation (3.27)). This bounding box is shown in green in all our
visualizations. We then measure the contribution of every other region to i? using
the occurrence frequencies in argmaxj ri,j. We show in red the regions whose
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contribution to i? is above a certain threshold (0.2 in our visualizations). If there
is no such region, the green box is not shown.

Qualitative results In Figure 3.12 we illustrate the behavior of a MuRel network
with three shared cells. Iterations through the MuRel cell tend to gradually discard
regions, keeping only the most relevant ones. As explained in Section 3.4.1, the
regions that are most involved in the pairwise modeling process are shown
in green and red. Both region contributions and pairwise links match human
intuition. In the first row, the most relevant relations according to our model are
between the player’s hand, containing the WII controller, and the screen, which
explains the prediction bowling. In the third row, the model answers kite using
the relation between the man’s hand and the kite he is holding. Finally, in the
last row, our model is able to address a third question on the same image than in
Figure 4.1 and 3.8. Here, the relation between the head of the woman and her hat
is used to provide the right answer. As VQA models are often subject to linguistic
bias (Goyal et al. 2017; Agrawal et al. 2018), this type of visualization shows that
the MuRel network actually relies on the visual information to answer questions.

3.5.6 Implementation details

Software, hardware and pretrained models We use pytorch 1.1.0 to implement
our algorithms in order to benefit from the GPU acceleration. We use four NVidia
Titan Xp GPU in this study. We use a single GPU for each experiment. We use
a dedicated Solid State Drive to load the visual features using multiple threads.
Our code and pretrained models can be found on github:
• github.com/Cadene/block.bootstrap.pytorch

• github.com/Cadene/murel.bootstrap.pytorch

Image encoder We use the pretrained Faster-RCNN (S. Ren et al. 2015) by
Anderson et al. 2018 on the Visual Genome dataset (Krishna et al. 2017) to extract
object features from each image. We use the setup that extracts 36 regions for
each image. We do not fine-tune the image extractor.

Question encoder We use the same preprocessing as Fukui et al. 2016, which
apply a lower case transformation and remove all the punctuation. We only
consider the questions that are associated with the 3000 most occurring answers
(1480 for the TDIUC dataset) while containing less than 26 words. We use a
pretrained skip-thought GRU encoder by Kiros et al. 2015. For MuRel experiments
only, we use the same two-glimpses self-attention mechanism proposed by Z. Yu
et al. 2017 to represent our question in a 4800-dimensional space. We fine-tune
every parameters of the pretrained skip-thought including the embedding layer.

https://github.com/Cadene/block.bootstrap.pytorch
https://github.com/Cadene/murel.bootstrap.pytorch
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Multimodal architecture Our MuRel network is composed of three MuRel cells
sharing their parameters. The BLOCK fusions inside a MuRel cell and inside the
classification module use a rank of 15, a dimension of 1600 and 20 chunks. The
two BLOCK fusions inside the Pairwise module (coordinates and visual features)
use a rank of 10, a dimension of 500 and 10 chunks.

Optimization process We use Adam as optimizer (Kingma et al. 2014) with a
learning rate of 5 ∗ 10−5 and a batch size of 256. During the first 7 epochs, we
linearly increase the learning rate to 2 ∗ 10−4. After the epoch 14, we decrease it
by a factor 0.25 every two epochs until convergence. We also apply a gradient
clipping of 0.25. We use early stopping based on the validation accuracy. This
process is inspired from Yu Jiang* et al. 2018 and J.-H. Kim et al. 2018.

3.6 Conclusion

We addressed the problem of fusing the visual and textual modalities for
the VQA task which consists in learning to answer a question about an image.
We evaluated our contributions against the state-of-the-art on several widely
used datasets such as VQA v2, VQA-CP v2 and TDIUC. First, we proposed two
multimodal fusion modules, MUTAN and BLOCK, which are based on different
factorization of bilinear models. MUTAN is based on the Tucker decomposition.
BLOCK is based on the Block-term decomposition and generalizes MUTAN. Both
leverage a sparsity constraint. We found our fusions to be competitive with the
best fusions from the literature while allowing for a much lower number of free
parameters.

Secondly, we proposed the MuRel network which is a multimodal architecture
that leverages our fusion modules. MuRel iteratively merges object-based visual
representations with the question representation while sharing its parameters
between each of its MuRel cells. Each MuRel cell also includes a pairwise modeling
between visual regions which adds relational and contextual information in the
multimodal representations. Instead of relying on the widely used question-
driven attention to remove the spatial dimensions, MuRel uses a simple averaging
between each visual region representations. We found that MuRel significantly
surpasses the challenging question-driven attention baseline on the three tested
datasets with constant gain.Finally, we provided further analysis of MuRel to
better understand its reasoning process. We notably found with a mean entropy
calculation that MuRel iteratively refines its focus on object regions.
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Chapter abstract
An important problem of current Machine Learning (ML) models is that
they tend to learn unwanted biases by giving too much importance to some
predictive features. In multimodal learning, a model can be easily biased
towards a certain modality due to the heterogeneous nature of the data. In
particular, it has been found that Visual Question Answering (VQA) models
often exploit unimodal biases to provide the correct answer without using the
visual information. As a result, they suffer from a huge drop in performance
when evaluated on data outside their training set distribution. This critical
issue makes them unsuitable for real-world settings.
We propose RUBi, a new learning strategy to reduce biases in any VQA model.
It reduces the importance of the most biased examples, i.e. examples that can
be correctly classified without looking at the image. It implicitly forces the
VQA model to use the two input modalities instead of relying on statistical
regularities between the question and the answer. We leverage a question-
only model that captures the language biases by identifying when a given
question can be answered without looking at the image. It prevents the base
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VQA model from learning them by influencing its predictions. This leads to
dynamically adjusting the loss in order to compensate for biases. We validate
our RUBi learning strategy with three different architectures on VQA-CP v1
and VQA-CP v2. These datasets are designed to penalize VQA models that are
biased towards the question modality. We also show that models trained with
RUBi obtain competitive results on the original VQA2 v2 dataset. Finally, we
provide an experimental analysis of the grounding ability of our models.
The work in this chapter, at equal contribution with Corentin Dancette, has
led to the publication of a conference paper:

• Remi Cadene*, Corentin Dancette*, Hedi Ben-Younes, Matthieu Cord,
and Devi Parikh (2019). “RUBi: Reducing Unimodal Biases for Visual
Question Answering”. In: Advances in Neural Information Processing Systems
(NeurIPS). url: https://arxiv.org/abs/1906.10169.

4.1 Introduction

In Chapter 3, we introduced fusion modules and reasoning architectures for
the Visual Question Answering (VQA) task. Now, we focus on the learning aspect
in the context of the current VQA datasets. In fact, an important issue of Machine
Learning (ML) models is that they tend to learn unwanted dataset biases. By giving
too much importance to some predictive features, they fail to learn the correct
behaviors that allow them to generalize outside their training set distribution. In
multimodal learning, a model can be easily biased towards a certain modality
due to the heterogeneous nature of the data. Especially, it has been found that
some of the best VQA models heavily exploit unimodal biases (Agrawal et al. 2016;
Agrawal et al. 2018; Ramakrishnan et al. 2018; Johnson et al. 2017a; Hudson et al.
2019). Instead of providing an answer based on the question and the image, they
often use the question only. As illustrated in Figure 4.1, a biased VQA model
towards the question modality would only read the question to answer yellow
because most of the bananas are yellow in the training set. Instead of learning the
correct behavior which consists in locating the banana in the image and finding
the term describing its color, models tend to rely on the statistical shortcut linking
the words what, color and bananas with the most occurring answer yellow.

An efficient way to quantify the potential amount of statistical shortcuts that
can be leveraged for each modality is to train unimodal models. For instance,
a question-only model trained on the widely used VQA v2 dataset (Goyal et al.
2017) predicts the correct answer approximately 44% of the time over the testing
set. VQA models are not discouraged to exploit these statistical shortcuts from
the question modality, because their training set often follows a very similar
distribution as their testing set. However, when evaluated on a testing set that
displays different statistical regularities, they usually suffer from a significant

https://arxiv.org/abs/1906.10169
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Figure 4.1 – Current VQA models often rely on unwanted statistical correlations
between the question and the answer instead of using both modalities.
A biased model will answer yellow without looking at the image,
because it learned that the presence of the words what, color and
banana is highly predictive of the answer yellow.

drop in accuracy (Agrawal et al. 2018). Unfortunately, these statistical regularities
are hard to avoid when collecting real datasets. Also, the process of carefully
balancing the dataset statistics can be made impossible by a lack of precise
annotations over the image (Hudson et al. 2019). Thus, there is a crucial need to
develop new strategies to reduce the amount of unwanted biases in order to learn
better behaviors.

In this Chapter, we address the issue of unwanted biases learned by VQA models.
We propose RUBi, a training strategy to reduce these biases. Our strategy reduces
the importance of the most biased examples, i.e. examples that can be correctly
classified without looking at the image modality. It implicitly forces the VQA
model to use the two input modalities instead of relying on unwanted statistical
shortcuts between the question and the answer. We take advantage of the fact that
question-only models are by design biased towards the question modality. We add
a question-only branch on top of a base VQA model during training only. This
branch influences the VQA model, dynamically adjusting the loss to compensate
for biases. As a result, the gradients backpropagated through the VQA model are
reduced for the most biased examples and increased for the less biased. At the
end of the training, we simply remove the question-only branch.

In Section 4.2, we review recent approaches to detect and reduce unwanted
biases, in particular in the context of VQA. Then, we introduce our RUBi approach
in Section 4.3. Finally, we evaluate our training strategy in Section 4.4. We report
results of several VQA architectures (Yang et al. 2016; Anderson et al. 2018) trained
on the VQA-CP v1 and VQA-CP v2 (Agrawal et al. 2018) datasets which penalize
models that are biased towards the question modality, as well as on the VQA
v2 dataset (Goyal et al. 2017). Also, we evaluate the behaviors induced by our
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learning strategy using the grounding ability as a proxy on the VQA-HAT dataset
(Das et al. 2016).

4.2 Related work

Real-world datasets display some form of inherent biases due to their collection
process (Gordon et al. 2013; Chao et al. 2018; Torralba et al. 2011). As a result,
machine learning models tend to reflect these biases because they often capture
undesirable correlations between the inputs and the ground truth annotations
(Stock et al. 2018; Jia et al. 2018; Manjunatha et al. 2019). Procedures exist to
identify certain kinds of biases and to reduce them. For instance, some methods
are focused on gender biases (Hendricks et al. 2018; Zhao et al. 2017), some
others on the human reporting biases (Misra et al. 2016), and also on the shift in
distribution between lab-curated data and real-world data (Gupta et al. 2018). In
the language and vision context, some works evaluate unimodal baselines (Anand
et al. 2018; Thomason et al. 2019) or leverage language priors (Rohrbach et al.
2018). In the following, we discuss related work that assess and reduce unimodal
biases learned by VQA models.

Assessing unimodal biases in datasets and models Despite being designed to
merge the two input modalities, it has been found that VQA models often rely
on superficial correlations between inputs from one modality and the answers
without considering the other modality (Jabri et al. 2016; Manjunatha et al. 2019).
An interesting way to quantify the amount of unimodal biases that can potentially
be learned by a VQA model consists in training models using only one of the
two modalities (Antol et al. 2015; Goyal et al. 2017). The question-only model is a
particularly strong baseline because of the large amount of statistical regularities
that can be leveraged from the question modality. Unfortunately, biased models
that exploit statistical shortcuts from one modality usually reach impressive
accuracy on most of the current benchmarks. VQA-CP v2 and VQA-CP v1

(Agrawal et al. 2018) were recently introduced as diagnostic datasets containing
different answer distributions for each question-type between train and test splits.
Consequentially, models biased towards the question modality suffer from a huge
drop in accuracy on these benchmarks.

Balancing datasets to avoid unimodal biases Once the unimodal biases have
been identified, one method to overcome these biases is to create more balanced
datasets. For instance, the synthetic datasets for VQA (Johnson et al. 2017a;
Hudson et al. 2019) minimize question-conditional biases via rejection sampling
within families of related questions to avoid simple shortcuts to the correct answer.
Doing rejection sampling in real VQA datasets is usually not possible due to the
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cost of annotations. Another solution is to collect complementary examples to
increase the difficulty of the task. For instance, VQA v2 (Goyal et al. 2017) has
been introduced to weaken language priors in the VQA v1 dataset (Antol et al.
2015) by identifying complementary images. For a given VQA v1 question, VQA
v2 also contains a similar image with a different answer to the same question.
However, even with this additional balancing, statistical biases from the question
remain and can be leveraged (Agrawal et al. 2018).

Architectures and learning strategies to reduce unimodal biases In parallel to
these previous works on balancing datasets, an important effort has been carried
out to design VQA models to overcome biases from datasets. Agrawal et al. 2018

proposed a hand-designed architecture called Grounded VQA model (GVQA).
It breaks the task of VQA down into a first step of locating and recognizing the
visual regions needed to answer the question, and a second step of identifying
the space of plausible answers based on a question-only branch. This approach
requires training multiple sub-models separately. The most recent approach
proposed by Ramakrishnan et al. 2018 introduces a learning strategy to overcome
language priors in VQA models. An adversary question-only branch takes as
input the question encoding from the VQA model and produces a question-only
loss. They use a gradient negation of this loss to discourage the question encoder
to capture unwanted biases that could be exploited by the VQA model. They
also propose a loss based on the difference of entropies between the VQA model
and the question-only branch output distributions. These two losses are only
backpropagated to the question encoder.

In contrast to GVQA Agrawal et al. 2018, our learning strategy is end-to-end.
Their complex design is not straightforward to apply on different architectures
while our approach is model-agnostic. In contrast to the recent approach by
Ramakrishnan et al. 2018, our proposed learning strategy targets the full VQA
model parameters to reduce the impact of unwanted biases more effectively. It
also takes advantage of the question-only model to prevent VQA models from
learning question biases. However, instead of relying on these two additional
losses, we use the question-only branch to dynamically adapt the value of the
classification loss. By doing so, we reduce the importance of certain examples,
similarly to the rejection sampling approach, while increasing the importance
of complementary examples, which are already in the training set. A visual
comparison between the training strategy proposed by Ramakrishnan et al. 2018

and RUBi can be found in Figure 4.5.
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4.3 Reducing Unimodal Biases approach

In this section, we present our RUBi approach to reduce biases in VQA. We
follow the same formalism introduced in Chapter 3 while introducing specific
notations to describe different parts of the VQA architectures on which RUBi is
applied. We recall that the VQA is tackled as a multi-class classification problem.
Given a dataset D consisting of n triplets (vi, qi, ai)i∈[1,n] with vi ∈ V an image,
qi ∈ Q a question in natural language and ai ∈ A an answer, one must optimize
the parameters θ of the function f : V ×Q → R|A| to produce accurate predictions.
For a single example, VQA models use an image encoder ev : V → Rnv×dv to
output a set of nv vectors of dimension dv, a question encoder eq : Q → Rnq×dq

to output a set of nq vectors of dimension dq, a multimodal fusion m : Rnv×dv ×
Rnq×dq → Rdm , and a classifier c : Rdm → R|A|. These functions are composed as
follows:

f (vi, qi) = c(m(ev(vi), eq(qi))) (4.1)

Each one of them can be defined to instantiate most of the state-of-the-art models,
such as Yang et al. 2016; Lu et al. 2016b; J.-H. Kim et al. 2018; Ben-Younes* et al.
2017b; Ben-Younes et al. 2019; Z. Yu et al. 2018; Cadène* et al. 2019 to cite a few.

Classical learning strategy and pitfall The classical learning strategy of VQA
models, depicted in Figure 4.2, consists in minimizing the standard cross-entropy
criterion over a dataset of size n.

L(θ;D) = − 1
n

n

∑
i=1

log(softmax( f (vi, qi)))[ai] (4.2)

VQA models are inclined to learn unimodal biases from the datasets (Agrawal et
al. 2018). This can be shown by evaluating models on datasets that have different
distributions of answers for the test set, such as VQA-CP v2. In other words,
they overrely on statistical regularities from one modality to provide accurate
predictions. As an extreme example, strongly biased models towards the question
modality always output yellow to the question what color is the banana. They do
not learn to use the image information because there are too few examples in the
dataset where the banana is not yellow. Once trained, their inability to use the
two modalities adequately makes them inoperable on data coming from different
distributions such as real-world data. Our contribution consists in modifying this
cost function to avoid the learning of these biases.

4.3.1 RUBi learning strategy

Capturing biases with a question-only branch One way to measure the uni-
modal biases in VQA datasets is to train a unimodal model which takes only
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Figure 4.2 – Visual comparison between the classical learning strategy of a VQA
model and our RUBi learning strategy. The red highlighted modules
are removed at the end of the training. The output âi is used as the
final prediction.

one of the two modalities as input. The key idea of our approach, depicted in
Figure 4.2, is to adapt a question-only model as a branch of our VQA model, that
will alter the main model’s predictions. By doing so, the question-only branch
captures the question biases, allowing the VQA model to focus on the examples
that cannot be answered correctly using the question modality only. The question-
only branch can be formalized as a function fQ : Q → R|A| parameterized by
θQ, and composed of a question encoder eq : Q → Rnq×dq to output a set of nq

vectors of dimension dq, a neural network nnq: Rnq×dq → R|A| and a classifier cq:
R|A| → R|A|.

fQ(qi) = cq(nnq(eq(qi))) (4.3)

During training, the branch acts as a proxy preventing any VQA model of the
form presented in Equation (4.1) from learning biases. At the end of the training,
we simply remove the branch and use the predictions from the base VQA model.

Preventing biases by masking predictions Before passing the predictions of
our base VQA model to the loss function defined in Equation (4.2), we merge
them with a mask of length |A| containing a scalar value between 0 and 1 for
each answer. This mask is obtained by passing the output of the neural network
nnq through a sigmoid function σ. The goal of this mask is to dynamically alter
the loss by modifying the predictions of the VQA model. To obtain the new
predictions, we simply compute an element-wise product � between the mask
and the original predictions as defined in the following equation.

fQM(vi, qi) = f (vi, qi)� σ(nnq(eq(qi))))) (4.4)
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(a) Common example (b) Rare example

Figure 4.3 – Illustration of the classic learning strategy which consists in back-
propagating the loss L through the VQA model and the unimodal
encoders. The trained model fails at learning the correct behaviors of
using both modalities, because it over relies on the question modality.

Our approach modifies the predictions in this specific way to prevent the VQA
model to learn biases from the question. It is to be compared to the classic learning
strategy illustrated in Figure 4.3. To better understand the impact of our approach
on the learning, we examine two scenarios. First, we reduce the importance of
the most biased examples, i.e. examples that can be correctly classified without
using the image modality. To do so, the question-only branch outputs a mask to
increase the score of the correct answer while decreasing the scores of the others.
As a result, the loss is much lower for these biased examples. In other words, the
gradients backpropagated through the VQA model are smaller, thereby reducing
the importance of these examples in the learning. As illustrated in the first row
of Figure 4.4, given the question what color is the banana, the mask takes a high
value of 0.8 for the answer yellow which is the most likely answer for this question
in the training set. On the other hand, the value for the other answers green and
white are smaller. We see that the mask influences the VQA model to produce new
predictions where the score associated with the answer yellow increases from 0.8
to 0.94. Compared to the classical learning approach, the loss is smaller with RUBi
and decreases from 0.22 to 0.06. Secondly, we increase the importance of examples
that cannot be answered without using both modalities. For these examples, the
question-only branch outputs a mask that increases the score of the wrong answer.
As a result, the loss is much higher and the VQA model is encouraged to learn
from these examples. We illustrate this behavior in the second row of Figure 4.4
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(a) Common example

(b) Rare example

Figure 4.4 – Detailed illustration of the RUBi impact on the learning. In the first
row, we illustrate how RUBi reduces the loss for common examples
that can be correctly answered without looking at the image. In
the second row, we illustrate how RUBi increases the loss for rare
examples that cannot be answered without using both modalities.
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for the same question about the color of the banana. When the image contains a
green banana, RUBi increases the loss from 0.69 to 1.20.

Joint learning procedure As explained in Section 1.2, our learning framework
consists in minimizing a loss function. The loss computed for each example
is backpropagated to obtain gradients with respect to each parameter of the
VQA model. Then, these parameters are optimized using the Stochastic Gradient
Descent (SGD) algorithm to minimize the loss. The cross-entropy loss is usually
used to tackle multiclass classification problems. However, we introduce a new
loss to reduce biases learned by VQA models. The main loss LQM refers to the
cross-entropy loss associated with the predictions of fQM(vi, qi) from Equation 4.4.
We backpropagate this loss to optimize all the parameters θQM which contributed
to this loss. θQM is the union of the parameters of the base VQA model, the
encoders, and the neural network nnq of the question-only branch. In our setup,
we share the parameters of the question encoder eq between the VQA model and
the question-only branch. The question-only loss LQO is a cross-entropy loss
associated with the predictions of fQ(qi) from Equation 4.3. We use this loss to
only optimize θQO, which is the union of the parameters of cq and nnq. By doing
so, we further improve the question-only branch ability to capture biases. Note
that we do not backpropagate this loss to the question encoder eq preventing it
from directly learning question biases. We obtain our final loss LRUBi by summing
the two losses together in the following equation:

LRUBi(θQM, θQO;D) = LQM(θQM;D) + LQO(θQO;D) (4.5)

Finally, we jointly optimize the parameters of the base VQA model and its
question-only branch using the gradients computed from the two losses.

4.3.2 Baseline architecture

Most state-of-the-art VQA architectures are compatible with our RUBi learning
strategy. To test our strategy, we design a fast and simple architecture inspired
from the MuRel network (Cadène* et al. 2019) defined in Chapter 3. This baseline
architecture is detailed at the end of the experiments section. As common in the
state of the art, our baseline architecture encodes the image as a bag of nv visual
features vi ∈ Rdv using the pretrained Faster R-CNN by Anderson et al. 2018,
and encodes the question as a vector q ∈ Rdq using a GRU, pretrained on the
skipthought task Kiros et al. 2015. The VQA model consists of a bilinear BLOCK
fusion (Ben-Younes et al. 2019) defined in Section 3.3.2. It merges the question
representation q with the features vi of each region of the image. The output
is aggregated using a max-pooling on the nv regions. The resulting vector is
then fed into a MLP classifier which outputs the final predictions. While most
of our experiments are done with this fast and simple baseline architecture, we
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Figure 4.5 – Visual comparison between RUBi and the training strategy proposed
by Ramakrishnan et al. 2018.

experimentally demonstrate that the RUBi learning strategy is effective on other
VQA architectures.

4.4 Experiments

Experimental setup We train and evaluate our models on VQA-CP v2 and
VQA-CP v1(Agrawal et al. 2018). These datasets were developed to evaluate
the models’ robustness to question biases. We follow the same training and
evaluation protocol as Ramakrishnan et al. 2018, who also propose a learning
strategy to reduce biases. A visual comparison between RUBi and the approach of
Ramakrishnan et al. 2018 is illustrated in Figure 4.5. For each model, we report the
standard VQA evaluation metric (Antol et al. 2015). We also evaluate our models
on the standard VQA v2 dataset (Goyal et al. 2017). Further implementation
details are included at the end of this section.

4.4.1 Validation of RUBi

State-of-the-art comparison on VQA-CP v2 We compare our approach con-
sisting of our baseline architecture trained with RUBi (Baseline + RUBi) on
VQA-CP v2 against state-of-the-art approaches 1. In Table 4.1, we only report
approaches that use the richer object-based visual features proposed by Anderson

1. at the time of submission
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Table 4.1 – Performance on VQA-CP v2 test. All reported models use the same
object-level features proposed by Anderson et al. 2018. (*) are reported
from Ramakrishnan et al. 2018. (**) are reported from Shrestha et al.
2019.

.

Model Overall
Answer type

Yes/No Number Other

Question-Only (Agrawal et al. 2018) 15.95 35.09 11.63 7.11

UpDn** (Anderson et al. 2018) 38.01 . . .
RAMEN (Shrestha et al. 2019) 39.21 . . .
BAN** (J.-H. Kim et al. 2018) 39.31 . . .
MuRel (Cadène* et al. 2019) 39.54 42.85 13.17 45.04

UpDn* (Anderson et al. 2018) 39.74 42.27 11.93 46.05
UpDn + AdvReg (Ramakrishnan et al. 2018) 41.17 65.49 15.48 35.48

Balanced Sampling 40.38 57.99 10.07 39.23

Q-type Balanced Sampling 42.11 61.55 11.26 40.39

Baseline (ours) 38.46 42.85 12.81 43.20

Baseline + RUBi (ours) 47.11 68.65 20.28 43.18

SAN (Yang et al. 2016) 24.96 38.35 11.14 21.74

SAN + RUBi 37.63 59.49 13.71 32.74

UpDn (Anderson et al. 2018) 39.74 42.27 11.93 46.05
UpDn + RUBi 44.23 67.05 17.48 39.61

et al. 2018. We report the average accuracy over 5 experiments with different
random seeds. Our approach reaches an average overall accuracy of 47.11% with
a low standard deviation of ±0.51. This accuracy corresponds to a gain of +5.94

percentage points over the current state-of-the-art UpDn + AdvReg. AdvReg
corresponds to the Q-Adv + DoE strategy reported from Ramakrishnan et al.
2018. RUBi leads to a +8.65 improvement over our baseline model trained with
the classical cross-entropy. In comparison, the second-best approach UpDn +
AdvReg only achieves a +1.43 gain in overall accuracy over their baseline UpDn.
In addition, our approach does not significantly reduce the accuracy over our
baseline for the answer type Other, while the second-best approach reduces it by
10.57 point. Contrarily to other reported methods, GVQA (Agrawal et al. 2018)
does not use the rich object-based visual features proposed by Anderson et al.
2018. However, it has been specifically designed for VQA-CP. Baseline + RUBi
leads to a significant gain of +15.88 over GVQA (Agrawal et al. 2018).



4.4 experiments 91

Table 4.2 – Performance on VQA-CP v1. We report the overall accuracy top1

results and the one for each answer type (yes/no, number and other).

Model Overall
Answer type

Yes/No Number Other

GVQA (Agrawal et al. 2018) 39.23 64.72 11.87 24.86

Baseline (ours) 37.13 41.96 12.54 41.35

Baseline + RUBi 46.93 66.78 20.98 43.64

SAN (Ramakrishnan et al. 2018) 26.88 35.34 11.34 24.70

SAN + AdvReg (Ramakrishnan et al. 2018) 43.43 74.16 12.44 25.32

SAN + RUBi 46.08 75.00 13.30 30.49

UpDn (ours) 37.15 41.13 12.73 43.00
UpDn + RUBi 44.81 69.65 14.91 32.13

Additionnal baseline on VQA-CP v2 We also compare our baseline architecture
trained with RUBi on VQA-CP v2 against two sampling-based training strategies
inspired by standard methods to handle imbalanced datasets. In the Balanced
Sampling method, we sample the questions such that the answer distribution is
uniform. In the Question-Type Balanced Sampling method, we sample the questions
such that for every question type, the answer distribution is uniform, but the
question type distribution remains the same overall. Both methods are tested with
our baseline architecture. In Table 4.1, we report that the Question-Type Balanced
Sampling improves the overall accuracy from 38.46 to 42.11. This gain is already
+0.94 higher than the previous state-of-the-art method (Ramakrishnan et al. 2018),
but remains significantly lower than our proposed method.

State-of-the-art comparison on VQA-CP v1 We compare our baseline archi-
tecture trained with RUBi (Baseline + RUBi) on the VQA-CP v1 dataset (Agrawal
et al. 2018) against state-of-the-art approaches 2. In Table 4.2, our approach reaches
the overall accuracy of 46.93 which corresponds to a significant gain of +3.5
against the best scoring approach SAN + AdvReg Ramakrishnan et al. 2018. We
also compare the two training strategies on the same SAN architecture. We report
a gain of +2.65 using RUBi against AdvReg. Finally, we report a gain of +7.7
against when comparing our best scoring approach against GVQA (Agrawal et al.
2018). The latter has been specifically designed for VQA-CP datasets.

Architecture agnostic abilities on VQA-CP v2 and VQA-CP v1 We compare
the impact of RUBi training on three different architectures to evaluate its ability

2. at the time of submission
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Table 4.3 – Comparison with or without RUBi learning strategy on VQA v2 val
and test-dev splits. We report the overall accuracy top1 results.

Model val test-dev

Baseline (ours) 63.10 64.75
Baseline + RUBi (ours) 61.16 63.18

to be architecture agnostic. In Table 4.1 and in Table 4.2, we report results on
VQA-CP v2 and VQA-CP v1 respectively. RUBi leads to overall accuracy gains of
+8.65 and +9.8 respectively on our baseline architecture, +12.67 and +19.2 on SAN,
and +4.49 and +7.66 for UpDn.

4.4.2 Further analysis

Impact on VQA v2 We report the impact of our method on the standard VQA
v2 dataset in Table 4.3. VQA v2 train, val and test sets follow the same distribution,
contrarily to VQA-CP v2 train and test sets. In this context, we usually observe
a drop in accuracy using approaches focused on reducing biases. This is due to
the fact that exploiting unwanted correlations from the VQA v2 train set is not
discouraged and often leads to a higher accuracy on the test set. Nevertheless, our
RUBi approach leads to a comparable drop to what can be seen in the state-of-the-
art. We report a drop of 1.94 percentage points with respect to our baseline, while
Agrawal et al. 2018 report a drop of 3.78 between GVQA and their SAN baseline.
Ramakrishnan et al. 2018 report drops of 0.05, 0.73 and 2.95 for their three learning
strategies with the UpDn architecture which uses the same visual features as
RUBi. As shown in this section, RUBi improves the accuracy on VQA-CP v2 from
a large margin, while maintaining competitive performance on the standard VQA
v2 dataset compared to similar approaches.

Validation of the masking strategy We compare different fusion techniques
to combine the output of nnq with the output from the VQA model. We report
a drop of 7.09 accuracy points on VQA-CP v2 by replacing the sigmoid with
a ReLU on our best scoring model. Using an element-wise sum instead of an
element-wise product leads to a further performance drop. These results confirm
the effectiveness of our proposed masking method which relies on a sigmoid and
an element-wise sum.

Validation of the question-only loss We validate the ability of the question-
only loss LQO to reduce the question biases. The absence of LQO implies that the
question-only classifier cq is never used, and nnq only receives gradients from the
main loss LQM. Using LQO leads to consistent gains on all three architectures. In
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Table 4.4 – Ablation study of the question-only loss LQO on VQA-CP v2. We
report the overall accuracy top1 results and the one for each answer
type (yes/no, number and other).

Model LQO Overall
Answer type

Yes/No Number Other

Baseline + RUBi
3 47.11 68.65 20.28 43.18
7 46.11 69.18 26.85 39.31

SAN + RUBi
3 37.63 59.49 13.71 32.74
7 36.96 59.78 12.55 31.69

UpDn + RUBi
3 44.23 67.05 17.48 39.61
7 39.47 60.27 16.01 35.01

Table 4.4, we report gains of +0.89 for our baseline architecture, +0.22 for SAN,
+4.76 for UpDn.

Grounding ability on VQA-HAT We conduct additional studies to evaluate
the grounding ability of models trained with RUBi. We follow the experimental
protocol of VQA-HAT (Das et al. 2016). We train our models on VQA v1 train
set and evaluate them using rank-correlation on the VQA-HAT val set, which is
a subset of the VQA v1 val set. This metric compares attention maps computed
from a model against human annotations indicating which regions humans found
relevant for answering the question. In Table 4.5, we report a gain of +0.012 with
our baseline architecture trained with RUBi, a gain of +0.019 with SAN and a loss
of -0.003 with UpDn architecture. This preliminary work need to be extended to
assess the real impact on grounding induced by RUBi.

4.4.3 Qualitative analysis

Visualization of the impact of RUBi on VQA-CP v2 To better understand the
impact of our RUBi approach, we compare in Figure 4.6 the answer distribution
on VQA-CP v2 for some specific question patterns. We also display interesting
behaviors on some examples using attention maps extracted using the method
proposed in Cadène* et al. 2019 and defined at the end of Section 3.4.1.

In the first row, we show the ability of RUBi to reduce biases for the is this
person skiing question pattern. Most examples in the train set have the answer yes,
while in the test set, they have the answer no. Nevertheless, RUBi outputs 80% of
no, while the baseline almost always outputs yes. Interestingly, the best scoring
region from the attention map of both models is localized on the shoes. To get the
answer right, RUBi seems to reason about the absence of skis in this region. It
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Figure 4.6 – Qualitative comparison between the outputs of RUBi and our baseline
on VQA-CP v2 test. On the left, we display distributions of answers
for the train set, the baseline evaluated on the test set, RUBi on the
test set and the ground truth answers from the test set. For each
row, we filter questions in a certain way. In the first row, we keep
the questions that exactly match the string is this person skiing. In
the three other rows, we filter questions that respectively include the
following words: what color bananas, what color fire hydrant and what
color star hydrant. On the right, we display examples that contain the
pattern from the left. For each example, we display the answer of
our baseline and RUBi, as well as the best scoring region from their
attention map.
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Table 4.5 – Correlation with Human Attention Maps on VQA-HAT val set (Das et
al. 2016), with or without RUBi learning strategy for three architectures
(Baseline, SAN and UpDn).

Model Rank-Corr.

Random (Das et al. 2016) 0.000

Human (Das et al. 2016) 0.623

Baseline 0.431

Baseline + RUBi 0.443

SAN 0.191

SAN + RUBi 0.210

UpDn 0.449
UpDn + RUBi 0.446

seems that our baseline gets it wrong by not seeing that the skis are not locked
under the ski boots. This unwanted behavior could be due to the question biases.

In the second row, similar behaviors occur for the what color are the bananas
question pattern. 80% of the answers from the train set are yellow, while most of
them are green in the test set. We show that the amount of green and white answers
from RUBi are much closer to the ones from the test set than with our baseline.
In the example, it seems that RUBi relies on the color of the banana, while our
baseline misses it.

In the third row, it seems that RUBi is able to ground the textual concepts such
as top part of the fire hydrant and color on the right visual region, while the baseline
relies on the correlations between the fire hydrant, the yellow color of its core and
the answer yellow.

Similarly, on the fourth row, RUBi grounds color, star, fire hydrant on the right
region, while our baseline relies on correlations between color, fire hydrant, the
yellow color of the top part region and the answer yellow. Interestingly, there is no
similar question that involves the color of a star on a fire hydrant in the training
set. It shows the capacity of RUBi to generalize to unseen examples by composing
and grounding existing visual and textual concepts from other kinds of question
patterns.

Visualization of the impact of RUBi on VQA-HAT We display in Figure 4.7
and Figure 4.8 some manually selected VQA triplets associated with the human
attention maps provided by VQA-HAT (Das et al. 2016) and the attention maps
computed from our baseline architecture when trained with and without RUBi. In
Figure 4.7, we observe that the attention maps with RUBi are closer to the human
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Figure 4.7 – Examples of better grounding ability on VQA-HAT implied by RUBi.
From the left column to the right: image-question-answer triplet,
human attention map introduced by Das et al. 2016, attention map
from our baseline, attention map from our baseline trained with
RUBi.
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Figure 4.8 – Examples of failure to improve grounding ability on VQA-HAT. From
the left column to the right: image-question-answer triplet, human
attention map introduced by Das et al. 2016, attention map from our
baseline, attention map from our baseline trained with RUBi.
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attention maps than without RUBi. On the contrary, we observe in Figure 4.8
some failure to improve grounding ability.

4.4.4 Implementation details

Software, hardware and pretrained models We use pytorch 1.1.0 to implement
our algorithms in order to benefit from the GPU acceleration. We use four NVidia
Titan Xp GPU in this study. We use a single GPU for each experiment. We use
a dedicated SSD to load the visual features using multiple threads. A single
experiment from Table 4.1 with the baseline architecture trained with or without
RUBi takes less than five hours to run. Our code and pretrained models can be
found on github:
• github.com/cdancette/rubi.bootstrap.pytorch

Image encoder We use the pretrained Faster R-CNN (S. Ren et al. 2015) by
Anderson et al. 2018 on the Visual Genome dataset (Krishna et al. 2017) to extract
object features. We use the setup that extracts 36 regions for each image. We do
not fine-tune the image extractor.

Question encoder We use the same preprocessing as Cadène* et al. 2019. We
apply a lower case transformation and remove the punctuation. We only consider
the most frequent 3000 answers for both VQA v2 and VQA CP v2. We then use a
pretrained Skip-thought encoder with a two-glimpses self-attention mechanism.
The final embedding is of size 4800. We fine-tune the question encoder during
training.

Baseline architecture Our baseline architecture is a simplified version of the
MuRel network (Cadène* et al. 2019) defined in Section 3.4.1. First, it computes a
bilinear fusion between the question vector and the visual features for each region.
This fusion module is a BLOCK (Ben-Younes et al. 2019) defined in Section 3.3.2
and composed of 15 chunks, each of rank 15. The dimension of the projection
space is 1000, and the output dimension is 2048. The output of the bilinear fusion
is aggregated using a max-pooling over nv regions. The resulting vector is then
fed into a MLP classifier composed of three layers of size (2048, 2048, 3000), with
ReLU activations. It outputs the predictions over the space of the 3000 answers.

Question-only branch The RUBi question-only branch feeds the question into
a first MLP composed of three layers, of size (2048, 2048, 3000), with ReLU
activations. First, this output vector goes through a sigmoid to compute the mask
that will alter the predictions of the VQA model. Secondly, this same output
vector goes through a single linear layer of size 3000. We use these question-only
predictions to compute the question-only loss.

https://github.com/cdancette/rubi.bootstrap.pytorch


4.5 conclusion 99

Optimization process We train all our models with the Adam optimizer and
the standard cross-entropy loss function for multi-class classification problems.
We use a learning rate of 1.5× 10−4 and a batch size of 256. During the first 7

epochs, we linearly increase the learning rate to 6× 10−4. After epoch 14, we
apply a learning rate decay strategy which multiplies the learning rate by 0.25

every two epochs. We train our models until convergence as we do not have a
validation set for VQA-CP v2. For the UpDn and SAN architectures, we follow
the optimization procedure described in Ramakrishnan et al. 2018.

4.5 Conclusion

ML models tend to learn unwanted biases by giving too much importance to
some predictive features. We addressed this problem in the multimodal context
of the VQA task where models overrely on the question modality. We proposed
RUBi, a strategy that reduces the unimodal biases learned during training. RUBi
leverages a question-only model that captures the language biases by identifying
when a given question can be answered without looking at the image. It prevents
the base VQA model from learning them by influencing its predictions. This leads
to dynamically adjusting the loss in order to compensate for biases.

Compared to the classical training strategy, RUBi led to significant gains when
used on three different VQA architectures and evaluated on datasets that penalize
biased models towards the question modality. Interestingly, RUBi provided
competitive performances on the original VQA v2 dataset while reducing the
use of biases. Compared to the state-of-the-art approaches, RUBi also provided
significant gains. Finally, we provided qualitative examples and further analysis
on the VQA-HAT dataset to evaluate the grounding ability of models trained with
RUBi.
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5.1 Summary of contributions

In this dissertation, we developed multimodal neural architectures and train-
ing procedures to connect visual and textual modalities. We summarize our
contributions which address major challenges of multimodal learning.

Multimodal alignment One of the core challenges of multimodal learning
consists in aligning two modalities in a shared space to perform crossmodal
retrieval. In Chapter 2, we tackled this alignment challenge by proposing AdaMine.
Our approach is based on two crossmodal triplet losses to align matching image-
text pairs. Contrarily to previous works, we added two other crossmodal triplet
losses that leverage the additional semantic information to align image-text pairs
of the same class at no cost in terms of parameters. Additionally, we introduced an
adaptive strategy for triplet mining, which reduces the issue of gradient vanishing
in each loss. We validated our alignment contributions on Recipe1M, the largest
dataset of image-text pairs associated with additional class information. AdaMine
provided significant improvements over the best state-of-the-art approaches. To
ensure the correctness of our evaluation protocol, we reproduced results of the
state-of-the-art approaches. We also proposed a stronger baseline which is a
pairwise loss with a positive margin and a negative margin. Finally, we conducted
a further analysis and highlighted abilities of our models to connect textual
concepts with visual ones on several downstream tasks.

Multimodal fusion and reasoning A second challenge consists in fusing the
visual and textual modalities to create rich multimodal representations resulting
from their interactions. In Chapter 3, we tackled this challenge in the context of
the Visual Question Answering (VQA) task. We proposed a theoretically grounded
fusion framework based on different factorization of a bilinear model. We lever-

101
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aged this framework to propose two novel learnable fusion modules. MUTAN
is based on the Tucker decomposition of the 3-order tensor of parameters which
defines the bilinear interactions between both modalities. BLOCK is based on
the Block-term decomposition and generalizes MUTAN. In the line of previous
works, we embedded our fusions in attentional architectures. We identified their
limitations and proposed MuRel. Our reasoning architecture iteratively fuses
object-based visual representations with the question representation. It is made
of several MuRel cells that share their parameters. Each cell includes a pairwise
modeling between visual regions which adds relational and contextual informa-
tion in the multimodal representations. Instead of relying on the widely used
question-driven attention to remove the spatial dimensions, MuRel uses a simple
averaging between each visual region representations.

We validated our fusion contributions on large-scale and widely used VQA
datasets. We found that MUTAN and BLOCK are competitive with the best
fusion modules from the literature while allowing a much lower number of free
parameters. BLOCK was even able to reach a significantly better accuracy than the
best fusion. We also found that MuRel reaches competitive performances against
the best reasoning architectures and significantly surpasses the question-driven
attention baseline. Finally, we confirmed that MuRel iteratively refines its focus
on object regions.

Unimodal biases We addressed a last challenge regarding the unimodal biases
that can be leveraged by statistical models. In Chapter 4, we proposed RUBi as a
learning strategy to reduce the impact of these unwanted biases. RUBi leverages
a question-only model that captures the language biases by identifying when a
given question can be answered without looking at the image. It prevents the
base VQA model from learning them by influencing its predictions. This leads to
dynamically adjusting the loss in order to compensate for biases.

We validated our contribution on VQA datasets specifically tailored to penalize
models that overrely on the question modality. On a classical VQA dataset, we
found that RUBi leads to competitive performance, even though resulting models
do not exploit the unwanted strong statistical correlations between the question
and the answer.

Additionally, I was the core contributor to several open source libraries for
accelerating research. A first one, pretrained-models.pytorch (Cadene 2017), contains
numerous pretrained convolutional neural networks for image processing and has
been used by hundreds of deep learning practitioners. It led to the publication of
an academic journal (Bianco et al. 2018) in the context of an external collaboration.
A second one, skip-thoughts.torch (Cadene 2018), contains pretrained language
models with the skipthought learning strategy. A third one, bootstrap.pytorch (Ca-
dene et al. 2018), is an experimental framework allowing for fast experimentation
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and accurate reproduction of experimental results. This framework has been
presented twice at the PyTorch conference in San Francisco, CA. It has notably
been used by several scholars to reproduce our results and extend our methods.
These three libraries have been the foundations of the experimental framework of
this thesis. Also, I had the opportunity to validate the knowledge acquired during
this thesis by doing a research internship at Tesla for three months. It allowed me
to participate in a research effort towards the creation of an autonomous car. Even
in the absence of textual information, I could apply the same scientific framework
and methodologies that I contributed to develop during this thesis.

5.2 Perspectives for future work

In the context of deep learning, the development of intelligent systems is in
part conditioned on the amount of data and the computing power. These two
factors are currently growing at exponential rates. However, fundamental research
efforts are also critical for the development of the field. We focus here on research
perspectives that are left to be explored in the near future, not forgetting long
term goals.

Improving multimodal representations

Pretrained models In Chapter 2, Chapter 3 and Chapter 4, we extensively
used pretrained models for vision or text. More powerful pretrained models
recently emerged with the findings of novel large-scale training procedures from
weakly supervised learning (Joulin et al. 2016; Mahajan et al. 2018; Tan et al.
2019; Lu et al. 2019) or self-supervised learning (Vaswani et al. 2017; Devlin
et al. 2018; He et al. 2019). Also, new approaches to use them emerged such as
the processing of bigger images (Engilberge et al. 2018). The development of
pretrained models will undoubtedly impact multimodal learning. However, it
might not be straightforward to use them with the current multimodal methods
including those that are developed in this PhD thesis. Also, these more power
pretrained models could lead to the creation of new methods. More work should
be done to use them in their full potential.

Theoretical fusion framework In Chapter 3, we proposed a theoretical frame-
work based on the notion of rank of a 3-order tensor that parameterizes a bilinear
model. However, many fusions do not fit any theoretical framework such as
fusions based on higher-order interactions (Z. Yu et al. 2017; Z. Yu et al. 2018; Do
et al. 2019) or fusions based on transformer co-attention (Z. Yu et al. 2019; Gao
et al. 2019). For future work, it seems important to provide a thorough analysis



104 conclusion

of the state-of-the-art fusions and to push towards the elaboration of a global
theoretical framework.

Generative models We recently saw the emergence of multimodal approaches
based on generative models. For the crossmodal retrieval task which was the sub-
ject of Chapter 2, these generative models allow to better structure the multimodal
retrieval space (Gu et al. 2018; H. Wang et al. 2019; B. Zhu et al. 2019). For the
VQA task, they allow enriching and robustifying the multimodal representations
(F. Liu et al. 2018; Yikang Li et al. 2018; Shah et al. 2019). Even though these
approaches tend to significantly increase the number of hyperparameters, they
could play an important role in the exploitation of unlabeled data. This could
allow to reduce the annotation cost and improve the performances.

Learning better behaviors

Reasoning architecture In the same vein of our works in Chapter 3, several
attempts have been made to improve the reasoning ability and interpret ability
of VQA models in the context of real data (Andreas et al. 2016; R. Hu et al. 2018;
J. Shi et al. 2019). It seems promising to push forward the efforts of finding novel
inductive biases (Battaglia et al. 2018). Especially, those allowing to generalize in
the zero-shot learning context (Yuanpeng Li et al. 2018).

Metrics and datasets In Chapter 4, we saw that validating correct behaviors
is challenging. Reporting accuracy scores on current VQA datasets is not enough
to assess the correctness of the learned behaviors. It seems critical to find new
methodologies to evaluate the abilities of VQA models to answer questions about
images. One way could be through the creation of carefully tailored and annotated
testing sets associated with behavioral metrics such as the grounding ability (Das
et al. 2016).

Advanced AI systems

Despite significant advances in the past decades, machines are still far from
understanding the complexity of our visual world and far from mastering the
richness of human language. For instance, explaining what is funny in a visual
scene is totally out of reach for current AI systems. We could hypothesis that
incredibly rich and complex multimodal representations are at the core of these
high-level abilities. Solutions to the problem of forming these representations are
yet to be found. Nevertheless, we can put forward a few approaches that seem
promising in the future.
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Embodied interactions Our human way to form knowledge about the world is
through interacting with it. We possess an internal model of the world and the
ability to form hypotheses. Similarly to the scientific approach, we acquire new
knowledge through the validation or invalidation of our hypotheses. An argument
can be made that the embodied interactions are critical in the process of forming
these rich multimodal representations that could sustain high-level abilities. Thus,
AI systems might never reach human-level behaviors and understanding of the
world without being embodied and able to interact.

Neuroscience A complementary way to reach human-level behaviors in ma-
chines could be through neuroscience. Convolutional neural network is an ex-
ample of bio-inspired model (Fukushima 1980) which led to a breakthrough in
representation learning. It seems important to discover the priors and innate
abilities that have been crafted by evolution to sustain survival (J. Kim et al. 2020;
Linsley et al. 2020). Especially, developing a human-like ability to learn could be a
critical step forward (Marblestone et al. 2016; Hassabis et al. 2017; Dehaene 2018;
Zador 2019).
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