
HAL Id: tel-03141324
https://theses.hal.science/tel-03141324

Submitted on 15 Feb 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Advanced signal and imaging methods in ultrasound
cortical bone assessment

Chao Han

To cite this version:
Chao Han. Advanced signal and imaging methods in ultrasound cortical bone assessment. Signal and
Image Processing. Sorbonne Université, 2019. English. �NNT : 2019SORUS144�. �tel-03141324�

https://theses.hal.science/tel-03141324
https://hal.archives-ouvertes.fr


Sorbonne Université

École doctorale

Sciences mécaniques, acoustique, électronique et robotique de Paris

Advanced signal and imaging methods in ultrasound cortical bone assessment

Par Chao Han

Thèse de doctorat de Acoustique Physique

Dirigée par M. Didier Cassereau et M. Jean-Gabriel Minonzio

Présentée et soutenue publiquement le 23 avril 2019

Devant un jury composé de:

Rapporteurs : Marc Bonnet Directrice de recherche, ENSTA ParisTech
Marc Deschamps Directeur de Recherche, Université de Bordeaux

Examinateurs : Vincent Gibiat Professeur, Université Paul Sabatier
Nathalie Favretto-Cristini Chargé de recherche, Aix-Marseille Université
Régis Marchiano Professeur, Sorbonne université

Directeur de thèse: Didier Cassereau Maître de conférences, ESPCI Paris
Co-encadrant : Jean-Gabriel Minonzio Maître de conférences, Universidad de Valparaiso





Acknowledgements

My deepest gratitude goes first and foremost to my supervisor Dr. Didier
Cassereau, for his constant encouragement and guidance. He has walked me
through all the stages of the writing of this thesis. Without his consistent and
specific modification, this thesis could not have reached its present form. And in
the four years Ph.D study, Didier cultivated my basic research literacy and the
way of thinking logically, help me with even small problem under a grate patience.
He also give me a lot of opportunities to attend lots of interactional conference,
makes me learn how to present my work in the best way and communicates with
researches in other community, which is very helpful for expanding my vision in
my research. Didier also encourage me explore in my subject with a great freedom,
these benefits from his guidance can shown in this thesis. Additionally, I also
very grateful his support for my adventure on creating my strartup, this is very
preciously experience in my four years.

I would like to thank Dr. Jean-Gabriel Minonzio, who is co-supervised me,
specially very patient in guiding my work. He always help me to correct my
mistakes especially in some subtle places. I am grateful to Dr. Quentin Grimal
who is the leader of DBMS team, give me a lot an additional guidance, especially
for the submitted papers. His rigorous attitude and meticulous logic influence me
a lot. He has given me so much useful advices on my writing, and has tried his
best to improve my paper. The special thanks to Dr. Pascal Laugier, who is the
director of laboratory, recommended me to my supervisor Didier Cassereau. His
extremely involving in research field and broad vision influence me a lot.

I would like to thank all the jury members for taking the time to examine my
work, especially the reporters: Dr. Marc Bonnet and Dr. Marc Deschamps. I am
very touched by their careful review and errata, serious and responsible research
spirit. I would like to thank Dr. Pascal Dargent, who helped in implementing some
experiments in Laugiven institution and he always help me in engineering domain
with high enthusiastically. I would also like to thank Dr. Guillaume Renaud
and Dr. Sylvain Haupert, they always willing to help me in solving software and
hardware problems in my work, which make my project progressed smoothly. And
I also feel very lucky to meet the wonderful people in LIB, we spent very happy
and unforgettable good times in Paris.



ii

Special thanks go to my dear colleagues and my parter in my startup, the cher-
ish experience for one year in the startup which makes me realize the importance
of scientific research for helping people, and I am proud we are doing great things
to helping cancer patient and we will never give up in a huge dilemma.

Last my thanks would go to my beloved family for their loving considerations
and great confidence in me all through these years. No words can express my love
to them.



iii

Abstract

The quantitative ultrasound plays an irreplaceable role in cortical bone assessment,
since of its mechanical characters and lack of ionizing radiation compare to Com-
puted Tomography and Dual Energy X-ray Absorptiometry (DXA). Ultrasound
technologies provides an affordable mean to implement non-invasive solutions to
diagnostically assess the mechanical characteristics of the bone. Pulse-echo ul-
trasonometry can be used as a pre-screen for hip osteoporosis before dual-energy
x-ray absorptiometry (DXA). In this thesis, We introduce the sparse reconstruction
method into pulse-echo ultrasound of cortical bone assessment, which the aim is to
estimate the ultrasound parameters of cortical bone, including the cortical thickness
(Co.Th) and normalized broadband ultrasound attenuation (nBUA). The second
main contribution is that we introduce Time Domain Topological Energy (TDTE)
method and Full Waveform Inversion (FWI) into cortical bone imaging.

Pulse-echo ultrasound is a popular method to estimate the cortical thickness
(Ct.Th) from the time delay between echoes stemming from the outer and inner
bone surfaces. The thickness of cortical bone is typically close to the wavelength of
ultrasound used for bone assessment, resulting in temporal overlapping of echoes.
Increasing measurement frequency lowers the amplitude of echoes which are then
mixed with intercortical backscattered signals. Accurate recovering of ultrasound
echoes from cortical bone surfaces is an open signal processing problem. We in-
troduce Orthogonal Matching Pursuit (OMP) to unambiguously identify echoes
bouncing off the bone periosteal and endosteal boundaries. OMP is a model-based
approach which allows a robust reconstruction of the waveform of each echo even
in the case of temporal overlapping. Following echoes identification, Ct.Th is es-
timated by measuring their time-of-flight. Furthermore, the center frequency shift
of both echoes yields the slope of the frequency attenuation coefficient, thereafter
referred to as the normalized broadband ultrasonic attenuation (nBUA). In absence
of noise and attenuation, numerical simulation results indicate that a lower limit for
an accurate reconstruction of echoes is Ct.Th/λ =0.38. Successful measurement of
Ct.Th and nBUA is demonstrated in vivo. Site-matched reference values of cortical
thickness and volumetric bone mineral density (vBMD) were obtained using high-
resolution peripheral computed tomography. Ct.Th is highly correlated to reference
thickness (r2 = 0.92) and nBUA to vBMD (r2 = 0.90).

This is the first time we introduce TDTE in cortical bone imaging. By using
a simple homogeneous fluid reference medium, the TDTE image can be obtained
efficiently. However, this efficient choice of reference medium, only the external
boundary of cortical bone can be reconstructed well, the internal boundary of cor-
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tical bone is weak in the TDTE image and mismatched with its real position. The
TDTE with sparse signal processing or iterative TDTE can give a satisfied solution
on cortical bone imagine. However, it only can give the geometry structure infor-
mation, but can’t give a quantitative image. In geophysics domain, migration and
Full waveform inversion are widely used to give the image as well as the quantitative
information of earth interior, including distribution of density, P-wave velocity and
S-wave velocity. It has the familiar principle with TDTE, which is trying to mini-
mize the difference between the reference model and inspected model. Both of them
are solving minimization of misfit function by adjoint method, involving simulating
the forward and adjoint field on reference model. The difference between them is
the derivation of misfit function. TDTE is driven from topological optimization, the
derivation of misfit function is mainly based on the structure of reference medium.
In the migration and FWI, the minimization is respected on the model parameters:
density, P-wave velocity and S-wave velocity.

The migration imaging is produced by one step gradient minimization, which
means the migration only gives a rough quantitative distribution of parameters. It
tries to provide the solution which is most closed to the real model in one iteration.
In the numerical simulation, we can observe that, the density and impedance kernels
can provide us the internal boundary of cortical bone.

FWI can give distribution of the density, compressive wave speed and shear
wave speed, but it is required with huge time and computation consuming through
iterations optimization process. TDTE shows well performance in extracting the
structure of cortical bone, including external, internal boundary of cortical bone
and porous structure inside cortical bone. The advanced signal and imaging meth-
ods, which is sparse signal processing, FWI and TDTE respectively, show strong
potential to increase the capacity of pulse-echo ultrasonometry in assessment of
cortical bone.

Keywords Cortical bone thickness estimation, Broadband ultrasound attenua-
tion, cortical imaging, Time domain Topological Energy, migration, Full waveform
inversion
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Chapter 1

Introduction

Quantitative ultrasonic (QUS) characterization is emerging development as an al-
ternative to photon absorptiometry techniques in evaluating the risk of fracture
and osteoporosis. The QUS parameters, known as broadband ultrasonic attenua-
tions (BUA) and Speed of Sound (SOS), are correlated with the well-established
variable bone mineral density (BMD) has been reported in previous studies. Most
of development of QUS technique is still confined to cancellous bone. However,
cortical bone exploration is more interested since the cortical loss is the mainly
factor in the skeletal biomechanics? stability. Considering achieving each one of
Cortical Thickness (Co.Th.) and SOS, the other parameter should be predefined.
Using Pulse-Echo (PE) ultrasound to estimate the Co.Th by considering SOS as
constant has been well investigated in vivo and in vitro. Previous work mainly
focuses on tibia cortical bone, the radius cortical bone with thinner thickness and
smaller variance needs higher resolution method. Benefiting from the development
of sparse signal processing method recently, high resolution of ultrasound parame-
ter can be achieved by building an over-completed dictionary in terms of possible
parameters. Additionally, the BUA can be obtained by the estimated ultrasound
parameter. The other challenge is that high frequency of ultrasound is limited by
strong contrast and high absorbance of bone, lower frequency of ultrasound with
deeper penetration in cortical bone may lead to series overlapping. The sparse
method is also well performed to separate the overlapped echoes of cortical bone
accurately. Orthogonal Matching Pursuit as the sparse method is introduced here
to estimate the BUA and Co.Th of cortical bone at the same time, it enhances
the PE ultrasound to a high resolution and efficient tool for applying ultrasound in
cortical bone assessment.

To determine the structure of cortical bone is leading to an intuitionistic ap-
proach in predicting the risk of fracture and osteoporosis. Methods for assessing
high resolution image of microstructure of cortical bone includes DXA and micro-
CT. Ultrasound technologies provides an affordable mean to implement non-invasive
solutions to imaging the cortical bone structure without ionizing radiation. How-
ever, the currently clinical ultrasound imaging methods are mainly based on travel
times of transmitted pulses, they are limited in imaging of cortical bone because
of its high frequency attenuation of bone and the multiple scatters including shear
wave caused by cortical bone. Improving the performance of ultrasound imaging will
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potentially make it to be a comprehensive clinical mean in accessing both structure
information and bio-mechanical characters.

Benefiting from the development of simulation technology, Geophysics devel-
oped elegant techniques named Full Waveform Inversion (FWI). It has been shown
inspiring performers in improving resolution of earth’s inner imaging. Compared
to traditional migration imaging, the FWI define a synthetic field, which to make
its structure approaching to the inspected field by minimizing the waveform misfit
between the real measured wavefield and the simulated wavefield. This kind of min-
imization is solving by iterative procedure based on gradient, which respects to the
density and elasticity parameters of model, yielding to six kernels represented the
distribution of the density, compressive wave speed and shear wave speed. The first
iteration of FWI is migration, which can give us a proximate estimation without
iteration. Time domain Topological energy is a similar imaging technology with the
same principle, which comes from the mathematical community of shape optimiza-
tion. so, it only can give the structure information, instead of quantitative image
obtained from Full Waveform Inversion. The advantage compare to FWI, is high
efficiency and imaging the small size defects inside the medium.

This is the first time we introduce TDTE in cortical bone imaging. By using
a simple homogeneous fluid reference medium, the TDTE image can be obtained
efficiently. However, this efficient choice of reference medium, only the external
boundary of cortical bone can be reconstructed well, the internal boundary of cor-
tical bone is week in the TDTE image and mismatched with its real position.

There are two different ideas to deal with this problem: one is to increase the
time-delay and amplify the amplitude of the second main echo, which is corre-
sponding to the internal boundary. This involves the signal processing of time
delay estimation. By applying the OMP we used in previously part, the second
main echo can be reconstructed by amplifying the amplitudes and increasing the
time delays, which is the ratio between the wave velocity in cortical bone and refer-
ence medium (water). This approach can successful reconstruction the external and
internal boundary of cortical bone in numerical simulation and sawbone of femur
neck. However, it only can handle the regular internal boundary. For irregular in-
ternal boundary, the echoes corresponding to the internal boundary are difficult to
identify. Under such circumstance, the iterative TDTE by improving the reference
medium with previous iteration information is the only option. In cortical bone
imaging application, the reference medium in second iteration should utilize the
information from the first iteration, by setting the material under external bound-
ary to be bone. So, the second iteration of TDTE can reconstructed the difference
between the real inspected cortical bone and updated reference medium, which is
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the internal boundary of cortical bone. The disadvantage of iterative TDTE is
the computation and storage burden. For a homogenous reference medium, the dis-
placement wave filed can be obtained by analytical solution, for the non-homogenous
medium, the displacement of wave filed can be obtained only by the numerical sim-
ulation software. So, both of the forward and adjoint wavefield need to be stored.
The iterative TDTE are also show a good performance in numerical simulation and
sawbone of femur neck.

The TDTE with sparse signal processing or iterative TDTE can give a satisfied
solution on cortical bone imagine. However, it only can give the geometry structure
information, but can’t give a quantitative image. In geophysics domain, migra-
tion and Full waveform inversion are widely used to give the image as well as the
quantitative information of earth interior, including distribution of density, P-wave
velocity and S-wave velocity. It has the familiar principle with TDTE, which is try-
ing to minimize the difference between the reference model and inspected model.
Both of them are solving minimization of misfit function by adjoint method, in-
volving simulating the forward and adjoint field on reference model. The difference
between them is the derivation of misfit function. TDTE is driven from topological
optimization, the derivation of misfit function is mainly based on the structure of
reference medium. In the migration and FWI, the minimization is respected on
the model parameters: density, P-wave velocity and S-wave velocity. So the mini-
mization of misfit function yields six sensitive kernel, represented the distribution
of density, P-wave velocity and S-wave velocity.

The migration imaging by six sensitive kernels are produced by one step gra-
dient minimization, which means the migration only gives a rough quantitative
distribution of parameters. It tries to provide the solution which is most closed
to the real model in one iteration. In the numerical simulation, we can observe
that, the density and impedance kernels can provide us the internal boundary of
cortical bone, but the accurate parameters distribution is not sufficient. If we want
to obtain more accurate distribution, the iterative procedure is required, which is
full waveform inversion.

The outline of each Chapters are concluded as follows:
Chapter two describes the sparse signal processing applying in Pulse-echo ul-
trasound to estimate the cortical thickness (Co.Th.) and broadband ultrasound
attenuation (BUA).

Chapter three describes the scheme of TDTE and its application in in vitro
cortical bone imaging.
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Chapter four introduces the TDTE embedded with OMP to improve the
internal boundary of cortical bone, and it is validated in numerical simulation and
cortical bone phantom.

Chapter five introduces iterative TDTE to deal with the irregular internal
boundary of cortical bone, and it is validated in numerical simulation and cortical
bone phantom.

Chapter six introduces the Full Waveform Inversion, mainly migration in
cortical bone imaging.

Chapter seven makes a discussion of the result and conclusion, especially
compares the TDTE, migration and FWI in cortical bone imaging.

1.1 Background of QUS in cortical bone assessment

Osteoporosis has been recognized as a silent epidemic and there is increasing
demand to mass screening and management. It results from a period of asymptotic
bone loss and hence reduced bone strength. Currently, the mainly clinical
assessment of osteoporosis relies on the Bone Mineral density (BMD) measured by
dual X-ray absorptiometry (DXA) and quantitative X-ray computed tomography
(QCT) (Frost et al., 2001; Kanis and Gluer, 2000; Marshall et al., 1996), which are
ionizing radiation and relatively expense and bulky.

BMD is not sufficient to evaluate the strength of bone, while the remain part
is due to bone micro structure and bone mechanical properties. Since ultrasound
is a mechanical wave, it can be used to represent the mechanical properties of
cortical bone through the variation of speed of sound, frequency attenuation, when
it is propagating through the cortical bone. It is possible that ultrasound might
give some architectural information about the bone and thus improve strength
estimation. There is a growing interest in potential applications of quantitative
ultrasound (QUS), because it is non-ionizing, relatively portable and relatively less
expensive than DXA (Barkmann et al., 2008, 2009; Bauer, 1997; Frost et al., 2001;
Hans and Krieg, 2008). This chapter will give a review of ultrasound in cortical
bone assessment.
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1.1.1 QUS measurements

Osteoporosis mainly caused by cortical loss shown in Fig. 1.1.1 (Bousson et al.,
2006; Holzer et al., 2009; Mayhew et al., 2005) is currently diagnosed by dual X-
ray absorptiometry (DXA) as a standard method for assessment of bone mineral
density (BMD) (Greenfield, 1998). However, the BMD is not sufficient to evaluate
the cortical bone strength (Siris et al., 2004), (Briot et al., 2013). Quantitative
ultrasound (QUS) can be an effective mean to investigate the bone strength, which
has played an increasing role in the assessment of bone status in past decades
(Grimal et al., 2013; Mano et al., 2015; Stein et al., 2013). The QUS parameters
known as broadband ultrasound attenuation (BUA) and speed of sound (SOS) are
well correlated with the established variable bone mineral density (BMD) reported
in (Enneman et al., 2014; Krieg and Didier, 2010; Olszynski et al., 2016; Prins
et al., 2008; Töyräs et al., 2002). Currently, QUS is emerging an alternative tool to
absorptiometry techniques to evaluation the risk of fracture and osteoporosis, some
significant innovations of applying QUS in investigating of cortical bone statues
will deliberate in following context. QUS is now showing a promising probability in
clinical application as a predictor of hip fracture and osteoporosis (Hans and Krieg,
2008), (Hans and Baim, 2017). However, the performance of these techniques still
has a large room to improve. The rapid development signal processing techniques
provide us a potential tool to improve the performance of these method in aspects
of accuracy, resolution and robust.

Speed of sound
The velocity of an ultrasound wave depend on both of the properties of the
medium and the propagated mode. Cortical bone is a elastic modulus where the
wave propagates containing a longitudinal and shear waves. The clinical velocity
measurements including pulse-echoes and transmission technology by recording the
travel time in a known distance, usually measured by X-ray based imaging method.
In the bone application, the traveling time is denoted as time of flight (TOF), which
usually measured by detect a specific reference point in the transmitted wave. As
such reference points, the first point when a fixed or relative threshold is exceeded
(Haiat et al., 2005), (Langton et al., 2001), (Nicholson et al., 1999), first or second
maximum (Laugier et al.), envelope maximum (Le, 1999), zero crossing (Currey,
2001), (Rossman et al., 2001), or correlation maximum (Strelitzki et al., 1999) have
been used. Alternatively, the phase velocity can be calculated in the frequency
domain (Droin et al., 1998). In some application, the time of flight (TOF) as a
single parameter measured by assuming a constant heel thickness and therefor
the velocity measured is dependent upon heel width. using the SOS to evaluate
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Figure 1.1: Cortical porosity in post-mortem specimens from women aged 78 and
90 years ((Zebaze et al., 2010)) (A) Micrograph of a specimen from a 78-year-old
woman. Intracortical porosity is extensive and associated with cortical thinning
due to transformation of the inner cortex into a trabecularised structure of cortical
remnants. White arrows show areas containing cortical remnants. Cortex adjacent
to periosteum (B) appears compact with enlarged pores, but without trabeculari-
sation. (C) The preserved endocortical envelope (shown by arrows) suggests that
cortical thinning occurred from within the bone. (D) Micrograph of a specimen
from a 90-year-old woman. Cortex is largely porous and looks similar to a sponge.
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the status of bone has been investigated for decades. The TOF measurements
and pulse-echo techniques are the most common approach. In (ABENDSCHEIN
and HYATT, 1972), Abendschein and Hyatt show a well correlation between the
mechanical properties and elastically modulus of bovine cortical bone. Evans and
Tavakoli has reported a highly significant correlation (r = 0.85) between velocity
and physical density of bovine femur (Tavakoli and Evans, 1992). Njeh et al. and
Bouxsein (Bouxsein and Radloff, 1997) have reported a significant correlation
(r = 0.82 and 0.71) between ultrasound velocity and ultimate strength of human
calcaneus.

There has also been investigated its correlation with established ionizing radia-
tion measurements of BMD, the correlation is week reported in these investigations
due to the other aspects of bone, such as density. The first study of using velocity
and BMD to measure the hip fracture is reported in (Heaney, 1989), where it is
observed that the velocity in calcaneus is sensitively.

BUA
It has been demonstrated that the attenuation of ultrasound over a frequency of
0.2 − 0.6 MHz is linear and its slope could different between normal and osteo-
porotic subjects. The relationship between BUA and density of cancellous bone
samples obtained from cadavers has been reported high correlated (r = 0.85) in
(McCloskey et al., 1990). Most applications of evaluating BUA in vivo focus on the
heel, where the calcaneus is approximately 90% composed of trabecular bone. A
number of commercial calcanea BUA systems have been reported significant differ-
ence between them ((Njeh et al., 2001)), some of them are shown in Fig. 1.2. The
pulse-echo technique has also been applied to the analysis of the BUA in the cal-
caneus trabecular bone ((Chaffa et al., 2000; Wear, 1999)). It is a roughly method
based on the selection of the most appropriate time window before analysis of the
echoes, this time window being evaluated from a particular depth within the calca-
neus. To overcome the influence of multi-path transmission in the proximal femur
of complex shape, a model-based estimation of the ultrasound parameters has been
developed to evaluate the BUA ((Dencks et al., 2008)). However, the cortical bone,
that represents about 80% of the human skeleton, plays an important role in the
skeletal bio-mechanical stability ((Bala et al., 2014; Holzer et al., 2009; Zebaze et al.,
2010)). (Han et al., 1996; Lakes et al., 1986; Lees and Klopholz, 1992; Sasso et al.,
2008) has investigated the BUA of bovine femur cortical bone in vitro in the fre-
quency range of 0.3-4.5 MHz. In plenty previously works ((McCloskey et al., 1990;
Prins et al., 2008; Töyräs et al., 2002)), the linear dependence of the measured at-
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tenuation with frequency mainly occurs in the frequency range 200 ∼ 600 kHz. On
the other hand, (Sasso et al., 2008) suggest that the BUA measurements performed
around 4MHz are more sensitive to the cortical bone microstructure.

(a)
(b) (c) (d)

Figure 1.2: Commercial devices incorporating BUA for the assessment of osteoporo-
sis: a) Hologic Sahara (US), b) GE Achilles (US), c) Osteometer DTU-one (DK),
d) DMS UBIS-5000 (DR).

Cortical thickness
Since the cortical bone is mainly strength loading part, the thickness of the
cortical bone is correlated with the mechanical strength of the bone and the risk
of osteoporotic fractures. the thickness of cortical bone layer has been shown to
significant correlated (r = 0.88) with the fracture load at distal radius (Augat
et al., 2009). The thickness of cortical bone can be measured by the pQCT with
ionizing radiation. So a cheap, radiation free method to measure the cortical
thickness is valuable in clinical application.

Pulse-echo ultrasound measurements for the assessment of cortical bone thick-
ness was proposed in (Wear, 2003) by using autocorrelation and cepstral methods,
which are evaluated in human tibia samples and one volunteer, shown in Fig. 1.3(a).
Further more, considering the in vivo ultrasound signal is more noisier than that
obtained in vitro, autocorrelation method will exist false peak by the interferences,
the envelop and cepstral methods are evaluated in a larger range of samples iv vivo
in (Karjalainen et al., 2008a; Schousboe et al., 2016). The two methods have shown
good correlation with the measurements by pQCT with almost same performance.
However, the evaluation is based on the whose cortical thickness are distributed
in a large range, it’s difficult to observed good correlation with pQCT when the
cortical thickness is narrowed in smaller range. As we know, human radius cortical
shell are more thiner the the tibia’s, and with smaller shift at the same time, which
proposed a big challenge, caused by seriously overlapping of backscattered echoes,
to envelop and cepstral methods. OMP shows promising performance to deal with
serious overlapping by dividing the time delays of echoes in smaller interval and
reconstructing the echo in each iteration. Firstly, the most correlated column with
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residual from the last iteration is been found , it corresponds to an echoes consisted
of ultrasound parameters and its index indicates the time delay. So OMP can es-
timate BUA and Co.Th. indicated by all the ultrasound parameters at the same
time in relatively thin cortical bone, such as radius.

(a) (b)

Figure 1.3: a) the first cortical thickness measured by pulse-echo ultrasound (Wear,
2003) b) a device to measure cortical thickness and elastic parameter by guided
wave (Vallet et al., 2016)

(Vallet et al., 2016) have used guided wave to estimated the radius cortical thick-
ness by considering the cortical bone as a wave-guide and achieving the dispersion
curve , this system can be used to estimate both of the cortical thickness and elastic
parameter, which is shown in Fig. 1.3(b).

1.1.2 three model of QUS measurement

There are three different scheme using QUS to measure the cortical bone: Trans-
verse transmission, axis transmission, pulse-echo, which are chosen according to
different site of bone and the parameter needed to be measured. The scheme of
these measured approaches is shown in Fig. 1.4.

Pulse-echo Ultrasound

The pulse-echo ultrasound is limited used in QUS parameter estimation, since
the strong attenuation of bone, especially the trabecular bone. However, it is pop-
ular in the estimating the thickness of cortical bone in (Karjalainen et al., 2008a;
Schousboe et al., 2016; Wear, 2003), showing a good correlation with the thickness
measured by pQCT. And the measured site is limited in tibia cortical bone and
radius cortical bone, with a thin soft tissue. However, the pulse-echo ultrasound
is very widely used in the industry domain to measure the properties and struc-
ture of inspected medium. In this work, through combining with advanced signal
processing algorithm, we try to improve the performance of pulse-echo ultrasound



10 Chapter 1. Introduction

(a)
(b)

(c)
(d)

Figure 1.4: a) the Pulse-echo ultrasound, the transmitting and receiving transducers
are the same. b) the through-transmission on heel, the transmitting and receiving
transducers are located at opposite sides of the target object. c) the transverse
transmission on femur neck. d)axial-transmission measurement at the radius.

in accessing the cortical bone. And this the first time we try to use pulse-echo
ultrasound to estimate the cortical thickness and BUA at the same time.

Transverse Transmission

Transverse transmission is the most widely use in measuring the SOS, TOF,
BUA of bone, since the high contrast and attenuation of bone. varieties of BUA
measurement are applied with transverse transmission, (Njeh et al., 2001) has
compared six commercial instruments with transmission scheme in BUA measure-
ments. The BUA is usually be applied at the bovine in vivo measurements, since of
the bovine is mainly consist of trabecular bone. An important limitation of QUS is
the measurement on peripheral skeletal sites, which can provide better hip fracture
risk prediction. A QUS scanner has been developed by Barkmann et al (Barkmann
et al., 2007) for direct assessment of skeletal properties at the proximal femur.
It has been report these transverse-transmission measurements could be used to
discriminate the fractures, sharing the same performance with DXA (Barkmann
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et al., 2009). In recent research, the transverse transmission through the femur
sites consist of two kinds of wave, direct wave and guided wave. The direct wave is
through the trabecular bone, and the guided wave acts as a circumferential guided
wave when propagating through the cortical bone. The circumferential guided
wave has been tested ex-vivo on femurs (Grimal et al., 2013), and indicating
that the time-of-flight of the FAS signal revealed a strong relationship with femur
strength (R = 0.79). And the simulations of ultrasound propagation through
the femoral neck has shown its connection with cortical porosity and thickness
(Rohde et al., 2014). However, these research of transmission measurements at
the proximal femur are performed by a pair of single-element transducers. Array
systems can increase the flexibility of such QUS measurements and may enable a
better estimation by adjusting for the impact of bone geometry (Rohde et al., 2014).

Axis transmission

Ultrasound axial transmission has been used to measure cortical bone in-vivo
for decades. The time-of-flight of the first arriving signal (FAS) was initially used
in clinical to evaluate the osteoporotic fracture (Talmant et al., 2009). However,
the velocity of FAS depended on various bone properties , eg, cortical thickness,
porosity, bone mineral density, and elasticity (Bossy et al., 2004b), and as so for,
there isn’t sufficient physical interpretation of velocity of FAS connected with
osteoporosis and fracture. Furthermore, to measure the FAS velocity with different
frequency has been used to enhance the capacity of measuring the cortical bone
properties (Egorov et al., 2014; Sarvazyan et al., 2009; Tatarinov et al., 2014).
Recently, in some research the cortical bone can be considered as a waveguide for
ultrasound (Lefebvre et al., 2002; Moilanen et al., 2003; Protopappas et al., 2007).
More specifically, cortical bone is a multi-model waveguide when the ultrasonic
range is between 100 kHZ and 2 MHz. The frequency-dependent propagation speed
of each mode is determined by a specific combination of stiffness coefficients and
thickness of the waveguide, which are more specifically for evaluating individual
bone qualities. The dispersion curve of cortical bone, compared with appropri-
ate waveguide modeling, can provide effective stiffness coefficients and cortical
thickness (Foiret et al., 2012; Lefebvre et al., 2002; Moilanen et al., 2007). The
estimation of waveguide thickness and elastic coefficients has been validated on
bone mimicking phantoms and on ex-vivo human radius specimens (Foiret et al.,
2012). In our laboratory, a novel divided with this method has been developed to
measure the cortical thickness and elastic parameter in vivo (Bochud et al., 2017;
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Vallet et al., 2016).

1.1.3 the improvement of these thesis in bone parameters estima-
tion

According to the above overview of QUS in ultrasound, it is still room to find
a way which carries the balance between the efficiency and conveniency. For
the parameters needed to be estimated, the cortical thickness, BUA and elastic
parameters of cortical bone are the most important. In the proposed method,
the pulse-echo ultrasound is the most simplify system, which only contains one
transducer and the computation is very easy, but only give the cortical thickness.
The axis transmission with more transducers and carry more complex algorithm
can give the cortical thickness and elastic parameters. In the past decades, lots of
advanced signal processing algorithms have been developed, such as sparse signal
reconstruction, which have not been introduced into ultrasound bone assessment.
To introduce the sparse signal processing method into a convenient ultrasound
system, which is pulse-echo ultrasound here, to enhance the performance in
evaluating cortical bone is the first goal of this thesis.

In the pulse-echo system, the traditional algorithm to estimate the cortical
thickness is only using the time delay of different echoes. As we know, the BUA
is mainly measured in cancellous bone, giving the BUA of cortical bone will
be very significant. If we can obtain more information of backscattered echoes,
including time delay, frequency, bandwidth and amplitude which are consisted of
the waveform of echoes, the BUA of cortical bone can be calculated meanwhile.
The main interest of the pulse-echo mode is that we can neglect the influence of
soft tissues, since all the components (and particularly the waves coming from the
external and internal boundaries of the cortical shell) travel through the same path
of soft tissues. We introduce the sparse signal processing method (Orthogonal
Matching Pursuit) to estimate these parameters by building an over-completed
dictionary that contains all possible combinations of each parameter sampled in
user-defined ranges. The cortical thickness can be estimated by the time delays,
and the BUA can be estimated by the rest parameters. We have also illustrated
the ability and robustness of the OMP to precisely reconstruct echoes resulting
from strong interference and temporal overlapping, as it can be observed in in vivo
and in vitro measurements.
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Overall, the combination of OMP and pulse-echo ultrasound provides a powerful
and efficient tool to evaluate the BUA and Co.Th. of the cortical bone, with a good
resolution and robustness, even in the case of in vivo measurements.

1.2 Background of ultrasound imaging in industrial and
medical domain

1.2.1 ultrasound tomography

Echography has long been the main first-line imaging technique used to diagnose
various pediatric pathologies, Ultrasound reflected tomography (URT) borrows
from echography physical concepts (exploitation of scattered echoes) and from
X-ray tomography’s image formation process (numerical reconstruction from
projections). The philosophy of the imaging method is based on a linear ap-
proximation (Born approximation) of the inverse scattering problem, and then
to formate the final image is a "reconstruction from projections" technique as
those used in X-ray computed tomography. The inverse born approximation
(Lasaygues et al., 2002; Norton, 1979), allowing to reconstruct small perturbations
in a reference medium. For biological tissues with homogeneous properties, this
method works straightforward. The background medium can be considered as
"constant background", which the Born approximation results in angular scanning
with broad-band pulses, allowing one to cover slice-by-slice the spatial frequency
spectrum. In this situation, the methods is familiar with X-ray computed tomog-
raphy.

However, it is not the same solution for bone tissue, since the acoustic impedance
of bone is highly contrasted with that of the surrounding medium. There exist wave
refraction, attenuation and scattering in wave propagation. And bone is also an elas-
tic medium, this results in the propagation of more complex waves, such as those
occurring in elastic volumes (compressional and shear waves). The weak scattering
hypothesis in homogeneous medium is therefore not realistic. However, by adopting
some assumptions, the field of application of URT can be extended to bone imaging.
Several mode of ultrasonic computed tomography is illustrated in Fig. 1.2.1. As we
know, when the frequency range of bone QUS is less than 3 MHz, the wavelength
of compressional wave (propagating at velocities ranging between 2000 and 4000
m.s−1) in cortical bone is typically greater than 1 mm, which remains much larger
that the typical size of bone microstructures, therefore bone itself in the cortical
shell can be assimilated to a weakly heterogeneous medium, only compressional
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waves are taken into account. So the bone can be assumed as a homogeneous solid
cylinder. The born approximation can be used here. P. Lasaygues has proposed a
low frequency (< 1 MHz) method in (Lasaygues and Lefebvre, 2002) to image the
cross-section of cortical bone. It was implemented by mechanical system: a main
symmetric arm holds two transverse arms allowing the parallel translation of two
transducers. A 2D-ring antenna with a high frequency (2.25MHz) has been devel-
oped later to imaging the cross-section of the cortical bone in (Lasaygues, 2006),
allaying for accurate assessment of cortical bone.

An iterative method name Compound Quantitative Ultrasonic Tomography

Figure 1.5: Operating modes in Ultrasonic Computed Tomography ((Lasaygues,
2006)). a) a single transducer in reflected mode, b) 2-D ring in the diffraction
mode, c) two paired transducers in transmission mode

(CQUT) is proposed in (Lasaygues et al., 2011) based on taking into account the
wave refraction at the bone-soft tissue interface, instead of straight rays. This ap-
proach consists in performing reflection and transmission measurements, using an
iterative correction procedure, which compensates for refraction effect arising at
the boundary between bone and the surrounding tissues. The experimental setup
was designed to cancel out the refraction effects in order to impose straight ray
propagation inside the cortical shell. And the reconstructed algorithm of tomogra-
phy is base on first order born approximation in each experiment, which the main
disadvantage is the heavy computational cost. There is another UCT method based
on an iterative algorithm using high-order Born approximations, which is known as
Distorted Born Diffraction Tomography (DBDT) (Lu et al., 2016). This strategy
is different with CQUT, using iterative numerical steps and performing only one
experiment. These two methods has been valid on bone-mimicking phantoms and
obtained good estimation of their geometry.

From the presented results implemented on the bone-mimicking phantoms
shown in Fig. 1.6, the above methods are not sufficient enough in imaging the
geometry of cortical bone, which represents in the following aspect: 1) the CQUT
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(a)

(b)

Figure 1.6: a) human thighbone: the left is CQUT image by 90 projections, 128
transducer, the right is corresponding X-ray tomography. b) DBDT image of a bone
mimicking phantom, left is initial solution of DBDT at 350kHz, right is iteration
at 1MHz ((Lasaygues et al., 2011))

requires multiple experience, 2) all the methods is based on the assumption of
considering a fluid-like cavity (like marrow) buried in an elastic hollow cylinder
(like bone) surrounded by fluid (like muscle), 3) the boundary of the estimated
geometry is very blurry, it will be difficult to distinguish when the cortical thickness
is relatively thin.

The main difficulty of bone Ultrasonic computed tomography (USCT) is the
large impedance contrast between hard bones and the surrounding soft tissues. In
that context, ray-based Born approximation methods commonly used in USCT
for imaging of soft tissues ((Li et al., 2009)) do not provide quantitative images.
CQUT has been proposed for high-contrast target by iterative procedure can give
the quantitative images with a time-consuming iterative procedure, shown in Fig.
1.6. Recently, a Born-based inversion method was proposed to image the inter-
nal structure of long bones from reflection data acquired in an axial configuration
((Zheng et al., 2015)), but no quantitative assessment of the wave speed was ob-
tained.



16 Chapter 1. Introduction

It is difficult to breakthrough in the frame of traditional method, which is based
on Born approximation. And the restriction of high frequency applying in cortical
bone is also need to be improved.

1.2.2 Full waveform inversion

In the committee of geophysics, Full waveform inversion (FWI), which is used to
compute parametric images of the speed of waves inside the Earth, is very popular
and well development in recent years. FWI is a nonlinear fitting procedure, which
aims to minimize the misfit between recorded and reference seismic data by iterative
updating the reference model. Non-linear gradient based optimizations are used
in (Ma and Hale, 2012; Ravaut et al., 2004; Sirgue and Pratt, 2004) with complex
strategies. (Tarantola, 1984, 1987, 1988), and (Mora, 1988) reduces computational
cost significant, thus, increases efficiency of the model parameter estimation. So
far FWI has demonstrated its ability to produce high-resolution parameter models,
including the velocities of P- and S-waves ((Brossier et al., 2009)), density ((Jeong
et al., 2012)), attenuation ((Bai et al., 2013)) and anisotropic parameters ((Operto
et al., 2009; Plessix and Rynja, 2012))

Theoretical analyses suggest that FWI includes two modes: tomography and
migration ((Mora, 1989)). Conventional acquisition geometries are dominated by
reflections. Applying standard FWI on the reflections from this type of data sets
is essentially equivalent to carrying out nonlinear least squares migration (e.g.,
(Wu et al., 2016; Yao and Jakubowicz, 2015)). Thus, the migration mode of FWI
dominates the inversion. For only imaging purpose, seismic migration, which are
mainly based on approximations to the seismic wave equation, plays a central role
in imaging the internal spacial distribution of earth. It is actually the first iteration
of FWI. It has been demonstrated in Tarantola (Tarantola, 1984) that the seismic
inverse problem can be solved iteratively by numerically calculating the gradient
of a waveform misfit function with respect to a set of model parameters. and this
gradient can be realized by the integrate between the wavefield of reference model
and a wavefield obtained by using time-reversed differences between the data
and the current synthetics at all receivers. It is very correlated with the imaging
principle, which was proposed by Talagrand and Courtier (COURTIER and
TALAGRAND, 1987), a general concept of an ?adjoint? calculation to determine
the gradient of a misfit function. Tromp et al. (Tromp et al., 2004) has illustrated
the connections between seismic imaging, adjoint methods and time-reversal
mirrors. And the introducing of spectral-element method in numerical simulation
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provide an opportunity to tackle the full 3D inverse problem.

In the minimizing of misfit function, the introducing of adjoint method
simplified the gradient minimizing procedure. The imaging method involves the
time-integrated interaction between the current forward wavefield and a second
adjoint wavefield generated by using the time-reversed differences between the
data and the current synthetics at all the receivers that recorded the signal
as simultaneous sources. Thus, the adjoint wavefield can be calculated based
upon the same simulation that is used to generate the forward wavefield. The
only difference it the source, which is the time reverse of the difference of
real received data and forward received data. The contribution of each shot in
time serials to the misfit function and its gradient may be calculated once at a time.

In recent years, FWI methods have also started to be applied in ultrasound
breast tomography, see e.g. (Sandhu et al., 2015a,b; Wang et al., 2015) and Pérez-
Liva et al (Pérez-Liva et al., 2017) , as well as shear wave elastography, (Arnal et al.,
2013). FWI is used in these contexts to improve the image quality offered by time-
of-flight methods, in terms of resolution and contrast. Applications in ultrasonic
non-destructive testing also exist (e.g. (Jing et al., 2016; Nguyen and Modrak,
2018)), here we give a numerical example of FWI in NDT shown in Fig. 1.2.2.

1.2.3 Time domain topological energy

In nondestructive testing domain, localization and characterization of defects or
obstacles in a fluid or solid elastic medium is still an open problem. Especially,
it is very challenge, when the inspected object is heterogeneous and has com-
plex geometry. The DORT (a French acronym for Decomposition of the Time
Reversal Operator) relies on the theory of iterative time reversal mirrors which
was presented by (Prada et al., 1995). In another committee of mathematical
community, the topological gradient approach in shape optimization can also
provide an imaging approach. This method has been originated introduced by
(Eschenauer et al., 1994), partially generalized by (Sokolowski and Zochowski,
1999) and then developed and extended by (Garreau et al., 2001) to linear
elasticity.(Dominguez et al., 2005) develop another extension for the elastodynamic
case in non-destructive testing. M. Bonnet has also develop the topological
derivative (different name of topological gradient) in acoustic, elastic, anisotropic
elasticity (Bonnet, 2006; Bonnet and Delgado, 2013; Guzina and Bonnet, 2004). It
has been first developed by (Dominguez et al., 2005) in ultrasonic target detection
with time domain topological gradient. The main principle is to minimize a cost
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Figure 1.7: An example ((Nguyen and Modrak, 2018)) of quantitative imaging by
FWI results of the synthetic test: (a) true model, (b) initial model, (c) inverted
model by FWI.

function which evaluates the difference between the measurements obtained for
the inspected medium and measurements performed on a reference medium, which
shares the familiar principle of migration imaging in geophysics. We will illustrate
the connections of the two methods later.

It is assuming a reference medium with known information, a cost function
which evaluate the distance between the reference medium and inspected medium
by the received waveform. To minimize the cost function is equal to add in-
finitesimal holes in the reference domain in physically. If we white an asymptotic
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expansion of the cost function with respect to the topology of the medium, the
first order terms of the asymptotic expansion give the expression of a ’topological
gradient’. The topological gradient indicates the direction where to insert the
hole in the reference medium could lead to the minimum of cost function. The
procedure of imaging is constructed from two fields, which are forward field and
adjoint field, in time domain. The forward field is the ultrasonic temporal field
in reference medium, and the adjoint field is the time reversal of the difference
between the ultrasonic response of the reference medium and the response of
the currently inspected medium. Then these two fields are combined through
an integration over the acquisition time, in an adequate way, to give rise to the
image of the medium. The forward field can be seen as playing the role of a
’photographic developer’ spatially intersecting the adjoint field at the focusing
times (Dominguez et al., 2005). As a result, the method combines the advantages
of a focusing technique, through the adjoint field and the time reversal analogy,
and of a spatio-temporal correlation technique due to the developer-like role of the
forward field.

Since those formulas of gradient have the common feature to involve a product
of two fields in the reference medium, integrated in time from 0 to T, N. Dominguez
et al. (Dominguez and Gibiat, 2010) simplify the TDTG to time domain topolog-
ical energy (TDTE) by simplify the gradient to a waveform integration. Samuel
Rodriguez et al. developed a fast topological imaging method (Rodriguez et al.,
2012). (Gibiat et al., 2010) developed the wave guided imaging based on TDTE.
P. Sahuguet has applied TDTE in biological tissue imagine (Sahuguet et al., 2010).

To have a more intuitive capacity of TDTE, we give an example performed by
P. Sahuguet and V. Gibiat (2015), shown in Fig. 1.8. Now, it is clear to see that
the analogy between full waveform inversion and time domain topological gradient.
They share the same principle, which is to minimize the difference between the
reference medium and inspected medium. The difference are presented in following
aspects: 1) the TDTG (TDTE) is driven from the optimization of topological,
the minimization is by accessing the gradient respected to the shape. 2) the
minimization in FWI (migration) is accessing the gradient respected to the model
parameters, including density, P-wave and S-wave velocities. As a consequence, the
TDTG can only give the structure information and FWI can give the quantitative
image, which the distribution of density, P-wave and S-wave velocities.
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(a)

(b)

(c) (d)

Figure 1.8: (a) Scheme of the experimental setup by P. Sahuguet and V. Gibiat
(2015), (b) Resulting topological energy image with a logarithmic scale of 45dB
dynamic. (c) Numerical setup of Density map of the inspected medium (in black
1000 kg/m3 and white 1051 kg/m3), (d) Image of the topological energy with a
logarithmic scale of 45dB dynamic

1.2.4 The improvement of cortical bone imaging in this thesis

After the above illustration and analysis, the ultrasound tomography, FWI and
TDTE shows a promising in cortical bone imaging with the disadvantage of high
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computation requirements, since the wave propagation in additional reference
medium need to be simulated. The high requirements of computation and
appropriate medical application scenarios may be the main obstacles of these kinds
of methods applying in medical imaging. The ultrasound tomography based on
high-order Born Diffraction Tomography has its limitation in cortical bone imaging
on the resolution. In these thesis, we mainly introduce the TDTE and FWI
imaging method on cortical bone imaging, and some advanced signal processing
methods have been embedded.

The most advantage of TDTE is the high efficiency of obtaining the structure
information, since we chose the reference medium as a homogeneous fluid (similar
with soft tissue), the displacement of wavefield can be calculated by analytical
solution. And TDTE only compute the product of two displacement of wave fields,
no wave filed needs to be recorded. These make TDTE if the most efficient way to
obtain the structure information.

In the applying TDTE in cortical bone imaging, better resolution of cortical
bone requires higher frequency. For high frequency, the internal boundary of corti-
cal bone is difficult to observe. Meanwhile, the internal boundary exist mismatch
of position, caused by the velocity mismatch between the reference medium and
inspected cortical bone. To deal with the two problems, we proposed two solution:
First is TDTE combined sparse signal processing, according to the characters
of received signal, we design an efficient over-completed dictionary for OMP,
which can successful separate the overlap and locate the time delay accurately in
noise, vibration and perturbation. Consequently, the echoes corresponding to the
external and internal boundary of cortical bone can be separate. This approach
can benefit from the fast computation of one time TDTE with analytical solution,
and obtain the internal boundary of cortical bone at same time.

The second approach is iterative TDTE, use the external boundary obtained
from the first TDTE as the reference medium, and to run with TDTE again
to obtain the internal boundary of cortical bone. In first iteration of TDTE,
the reference medium can be considered as only homogeneous fluid. In the
second iteration, the reference medium is the the cortical bone material with the
shape from the last iteration, surrounding by homogeneous fluid. No analytical
solution can be provided to calculate the wave-filed here, the forward and adjoint
displacements require numerical simulation and huge storage. The other benefit is
the small holes inside the cortical bone can be reconstructed with high frequency,
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this is promising in imaging of osteoporosis in cortical bone.

Furthermore, to obtain the distributions of density, P-wave and S-wave
velocities of cortical bone, we introduce FWI as well as migration in this thesis,
migration, which is only taken the first iteration of FWI, can give us a rough
estimation of these distribution, especially in low frequency (the wave-length is
closed to cortical thickness). FWI with more iterations can give us more precise
distributions of density, P-wave and S-wave velocities. The cortical bone imaging
usually include the acoustic part (soft tissue) and elastic part (cortical tissue) in
one domain, to reduce the computation, the TDTE can combined with FWI to
give the external boundary of cortical bone. Only the elastic domain need to be
update in FWI to update distribution of density, P-wave and S-wave velocities of
cortical bone. Overall, The TDTE with high frequency can give the clear boundary
and small holes inside cortical bones, FWI and migration can give the ultrasound
quantitative image of cortical bone.



Chapter 2

Sparse signal processing in the evaluation of
the cortical bone

Osteoporosis fracture risk prediction is assessed based on clinical factors and, in
the standard approach, using dual energy X-ray absorptiometry (DXA) in order
to assess bone mineral density (BMD). However, BMD assessed with DXA has
strong limitations, in particular it has a lack of sensitivity (Briot and Roux,
2013; Siris, 2004). Cortical bone, the dense tissue that forms the outer shells
of the bones, represents about 80% of the human skeleton mass and plays an
important role in the skeletal bio-mechanical stability (Bala et al., 2014; Holzer
et al., 2009; Zebaze et al., 2010). Aging and osteoporosis are associated with a
thinning of the cortical shell (Nishiyama et al., 2009). It follows that including an
accurate evaluation of cortical thickness (Co.Th) in skeletal status assessment could
improve osteoporosis diagnosis and treatment monitoring. DXA, which provides
a projection image of bone can not be used to quantitatively assess cortical bone
thickness. High-resolution peripheral computed tomography (HR-pQCT) allows
a quantitative analysis of the cortical and trabecular bone compartments with a
physical resolution of the order of 100m̃. It is widely used in clinical research to
measure Co.Th at the distal radius and tibia. However this modality will unlikely
be used as a widespread diagnostic tool for osteoporosis due to cost issues and
ionizing radiations.

Quantitative ultrasound (QUS) approaches have been proposed to measure
Co.Th at the radius and tibia such as pulse-echo (Karjalainen et al., 2008b), axial
transmission (Moilanen, 2008), and through transmission measurements (Sai et al.,
2010). The pulse-echo technique is currently implemented for the clinics with a
single transducer (Karjalainen et al., 2018), but can also be used to perform an im-
age of the cortical thickness with a transducer array (Renaud et al., 2018). In that
respect, the signal processing of pulse-echo measurement is a topic of interest for
the future development of bone QUS. As the ultrasound probe is placed on the skin
on top of the bone, echoes can be recorded stemming from the normal-incidence
reflection on the soft tissue-bone periosteal interface and bone-medular cavity en-
dosteal interface, i.e., from the two sides of the cortical layer. The times of flight
(TOF) of the echoes are recorded and used to calculate Co.Th assuming a certain
value of the speed of sound in bone.
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Several signal processing approaches have been implemented to retrieve the
TOF of echoes in vivo. Wear (Wear, 2003) use autocorrelation and cepstral
methods, Karjalainen et al. used envelop and cepstral methods (Karjalainen
et al., 2008b; Schousboe et al., 2016) and demonstrated a good agreement between
Co.Th measured with ultrasound and with HR-pQCT. The range of values of the
thickness of the cortical layer (Co.Th) across individuals is typically 1 to 4 mm
in radius and 1.5 to 5 mm in tibia (Karjalainen et al., 2008b; Vallet et al., 2016).
These dimensions are close to the wavelength of ultrasound in bone which is about
1.7 mm at 2 MHz, a typical frequency used in bone QUS. Although echoes can
be measured in vivo using slightly higher frequencies, e.g., of 3 MHz (Karjalainen
et al., 2018), there is a compromise between a small wavelength and exploitable
amplitude of echo from the endosteal surface. Because Co.Th is of the order of the
wavelength, temporal overlapping of echoes occurs when measuring thin bones.

Ultrasonic absorption in bone is relatively poorly documented but is known
to be related to bone density (Bernard et al., 2015) and could be indicative
of the mechanical quality of bone. Ultrasonic absorption in cortical bone can
be recovered in vivo using guided wave (Minonzio et al., 2011) and pulse-echo
techniques (Zheng et al., 2007) through the measurement of broadband ultrasound
attenuation (BUA), i.e. the slope of the linear regression of attenuation vs.
frequency. The measurement of absorption using multiple echoes may fail in case
of signal temporal overlapping. In (Dencks et al., 2008), a model-based signal
processing approach was proposed to reconstruct the overlapping echoes, then
the BUA can be calculated based on the shift of the central frequency of echoes
(Kuc et al., 1976). Signal processing methods dedicated to the measurement of
absorption need to be critically assessed with in vivo signals.

The Orthogonal Matching Pursuit algorithm (OMP) (Pati et al.), as an efficient
sparse signal processing method, provides an accurate waveform parameter estima-
tion. The method uses an over-complete dictionary of Gabor functions associated
different combinations of a large range of waveform parameters values. The OMP
method searches for the best set of Gabor functions fitting the experimental signal.

The aim of this paper is to introduce a model-based approach to retrieve
the TOF and ultrasonic absorption in a pulse-echo configuration. The signal
back-scattered from bone is considered to be the superposition of two echo
waveforms which are reconstructed using an over-complete dictionary of model
signals and the OMP method. The Co.Th calculated from TOFs retrieved in vivo
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with the technique is compared with reference values obtained from HR-pQCT
measurements. The main advantage of this approach is to obtain a precise
reconstruction of the waveform of each echo. We also discuss the potential of the
technique in case of temporal overlapping.

OMP provides a new perspective for the pulse-echo ultrasound system by
estimating all the ultrasound waveform parameters at high frequency as well
as low frequency. With these waveform parameters, the cortical thickness
can be deduced from the time delay between echoes, and the BUA from the
frequency and bandwidth of each individual echo. As far as we know, this
is the first application of the OMP approach in reflection for the estimation of
the BUA and Co.Th. The basic principle of the experiment is illustrated on Fig. 2.1

Thanks to the simplicity of the OMP approach, it can be expanded in order to
separate overlapped echoes in phased array ultrasound imaging, resulting in higher
resolution at low frequency.
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Figure 2.1: principle of the ultrasound pulse-echo measurement to estimate the
thickness of the cortical bone
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2.1 Sparse signal processing

2.1.1 Signal model

The ultrasonic pulse-echo method aims to characterize the physical properties
of the inspected medium in terms of size, location, frequency attenuation. The
variation of these parameters between the different echoes and the excitation is
related to the properties of medium. For that purpose, a signal model is required
to quantify this variation. The excitation can be considered as the input of a linear
system, which output is made of the backscattered echoes that are influenced by
the medium. This linear system includes the frequency effects of the propagation
due to the frequency-dependent absorption and scattering. In the temporal
domain, these effects are visible through dispersion, diffraction, phase shift, and
attenuation of the original pulse-echo wavelet.

The arrival time of the backscattered echoes can be linked to the location of
the target. Furthermore, the time delay between different echoes can be used
to estimate the thickness of a layer structure, based on the assumption that the
ultrasound velocity is known. The central frequency and bandwidth can be related
to the properties of the medium, like the BUA for example. The frequency varia-
tions between the emitted and received pulses are due to the frequency-dependent
absorption and scattering, which is, in turn, governed by the microstructure of the
material

In pulse-echo ultrasound measurements, considering a Gaussian pulse excita-
tion, the received signal of QUS measurements can be modeled in the time domain
by superimposed Gaussian pulses. Demirli and Saniie ((Demirli and Saniie, 2001))
have introduced this model for echoes from a flat reflector, and Dencks et al.
((Dencks et al., 2008)) have successfully introduced this model for transmission
measurements at the proximal femur.

Since Gabor functions (product of a Gaussian function with a complex sinusoid,
characterized by time, frequency, and scale) are qualitatively and quantitatively
very similar to the expected ultrasonic echoes, Matching Pursuit with Gabor func-
tion has been frequently used to identify echoes in a wide range of ultrasonic signals
in the domain of Non Destructive Evaluation (NDE) as well as structural health
monitoring applications. Hong et al. ((Hong et al., 2005)) use this method for
damage inspection with guided waves. Ruiz-Reyes et al. ((Ruiz-Reyes et al., 2006))
apply it to enhance echoes in scattered ultrasonic waves. Lu and Michaels ((Lu and
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Michaels, 2007)) show the ability and efficiency of the Matching Pursuit method to
identify separated and overlapped echoes from ultrasonic signals with reverberation.
We use the following model (Gabor function) for the received signal

y(t) = <{
P∑
i=1

Ai exp[−si(t− τi)2] exp[j2πfi(t− τi)]}+ n(t) (2.1)

where <{} is the real operator, P is the number of echoes, si denotes the bandwidth
factor, fi the central frequency, τi the group delay and Ai the amplitude of i-th
echo. In this expression, n(t) stands for the error between the model and the
measured signal, including noise.

2.1.2 Dictionary

To implement the sparse signal processing method, the first issue is to discretelize
the Gabor function into an over-complete dictionary D, where the columns are built
resorting to the Gabor function basis

d(Θ, t) = ζΘ exp[−s(t− τ)2] exp[j2πf(t− τ)] (2.2)

Θ = [s, τ, f ], (2.3)

where ζΘ is a normalization parameter that ensures ‖d(Θ, t)‖2 = 1 (l2-norm). To
build a suitable elementary atom of D, the columns use a discretization of the
different parameters that characterize each Gabor function. The possible values of
the set of parameters Θ are sampled on M discrete points. For this purpose, we
define an a priori pertinent range for s, τ and f , these ranges being subdivided into
L, S and K regular intervals, respectively. And each Gabor function is sampled
at N discrete times t = [t1, t2, · · · , tN ]. Thus the dimension of the over-complete
dictionary is M = L× S ×K, with M � N . The dictionary can be represented as

y1

y2
...

yN


D =



d(Θ1, t1) d(Θ2, t1) · · · d(ΘM , t1)

d(Θ1, t2) d(Θ2, t2) · · · d(ΘM , t2)
...

... . . . ...

d(Θ1, tN ) d(Θ2, tN ) · · · d(ΘM , tN )





x1

x2
...

xM


(2.4)

where
Θm = [sl, τs, fk],

l ∈ [1, L], s ∈ [1, S], k ∈ [1,K],m ∈ [1,M ]
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The ranges of variations of s, τ and k are defined as follows. The range of
frequency f can be obtained by choosing a portion of the largest peak in the
spectrum of the received signal, as discussed in (Mor et al., 2010). Similarly,
the range for the bandwidth factor s can be deduced from the bandwidth of the
emitted signal. The time delays τ of the different echoes are searched around the
peaks of the envelop of the received signal (obtained by Hilbert transform of the
corresponding analytic signal). Overall, the selection of the parameter intervals is
quite flexible due to the robustness and efficiency of the OMP method.

We evaluated the numerical cost of the OMP algorithm. For a dictionary
size varying from 1000 (N = 1000) × 50000 (L = 20,K = 10, S = 250) to
1000 (N = 1000) × 80000 (L = 20,K = 10, S = 400), the computation time of
OMP is approximatively 0.2 ∼ 0.7s on a standard personal computer (Intel(R)
Xeon(R) CPU E5-2620 v2 at 2.10GHz, 32Gbytes memory).

It is now important to determine the pertinent intervals for each of the three
above parameters. The frequency range can be obtained by choosing a portion
of the largest peak in the spectrum of the received signal, as discussed in (Mor
et al., 2010). Similarly, the range for the bandwidth factor α can be deduced
from the bandwidth of the emitted signal. The time delays of the different echoes
are searched around the peaks of the envelop of the received signal (obtained by
Hilbert transform of the corresponding analytic signal). Overall, the selection of
the parameter intervals is quite flexible due to the robustness and efficiency of the
OMP method.

2.1.3 Orthogonal Matching Pursuit

The Orthogonal Matching Pursuit (OMP, (Sahoo and Makur, 2015)) and Basis
Pursuit (BP, (Chen and Donoho)) are two well-known recovery algorithms in com-
pressed sensing and sparse signal recovery. OMP can recover a high-dimensional
sparse signal based on a small number of noisy linear measurements. Besides
OMP, there are several algorithms to solve sparse signal recovery: Sparse Bayesian
Learning (SBL, (Wipf and Rao, 2004)(Zhang and Rao, 2011)) and FOCUSS
((Gorodnitsky and Rao, 1997)). OMP is an iterative greedy algorithm that selects
at each step the column of the dictionary that is mostly correlated with the current
residuals. Compared to BP, OMP is a more appealing algorithm due to its greater
execution speed ((Sahoo and Makur, 2015)). In the next paragraphs, we give a
brief introduction of the main principles of OMP.
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We consider the above signal model (2.2) and assume that the measured signal
y ∈ RN is a K-sparse signal: this means that we approximate the real signal
y(t) as the sum of K elementary basis functions from the dictionary. Thus, the
objective of the algorithm is to determine the most suitable K-sparsity from the
over-completed dictionary D. It is a so-called ill-posed inverse problem when the
dimension N � M . To solve this problem, there is an a priori condition, called
Mutual Incoherence Property (MIP), introduced in Donoho and Huo ((Donoho and
Huo, 2001)):

µ = max
i,j
| < di,dj > | (2.5)

where di and dj are two different columns of D. This coefficient µ can be
interpreted as a measure of the decorrelation between the different columns of D:
if two columns are too much similar, µ can be near 1. Otherwise, a small value of
µ implies that all pairs of columns are significantly decorrelated.
The MIP condition requires that the incoherence parameter µ is small enough to
ensure a unique solution for x. It has been reported in ((Tromp et al., 2004))
that µ ≤ 1

2K−1 is a sufficient condition for an precise recovery in the absence of noise.

In particular, it is known that the l1 norm minimization provides an effective
way for reconstructing a sparse signal. In this case, the error results from noise and
disturbance, and we finally prefer the l2 norm constraint. Thus the problem can be
illustrated as follows:

x̂ = min
x

{1
2‖y−Dx‖22 + λ‖x‖1

}
(2.6)

In the context of cortical bone measurement, the received signal contains two
main echoes, respectively reflected by the external and internal boundaries of the
bone. The precise evaluation of the cortical thickness requires that these two main
echoes are recovered accurately, such that we are mainly interested in the two dom-
inant components of x. There are two different versions of the OMP, the first one is
error-constrained, and the second one sparsity-constrained. In our application, the
optimal sparsity is equal to 2, which are corresponding to the echo from external
and internal boundary of cortical bone. So, we prefer the K-sparsity constrained
version of OMP. Finally, the different steps of the OMP process are summarized in
Algorithm 1.

Steps #4, #6 and #7 correspond to the main structure of the OMP algorithm.
The first step consists in finding the column of D that is mostly correlated with
the current residual, this column is then added to the support set. The extracted
coefficients are updated by computing the orthogonal projection of the signal on



30
Chapter 2. Sparse signal processing in the evaluation of the cortical

bone

the elements of the support set. This process provides better results than standard
MP. It is important to observe that the current residual is always orthogonal to
all the elements of the support set. Therefore, the algorithm always selects a new
atom at each step.

Algorithm 1 Orthogonal Matching Pursuit algorithm
Input: y ∈ RN , Dictionary D ∈ RN×M , target sparsity K

Output: sparse solution x ∈ RM

1: construct D with different time delays of emitted signal

2: Set I = (), r = y

3: while true do

4: î = arg maxi |D(:, i)T r|

5: I = (I, î)

6: x(I) = D(:, I)†y

7: r = y−D(:, I)x(I)

8: if ε ≤ threshold and ‖x‖0 = K then

9: break

10: end if

11: end while

2.1.4 Adapted Orthogonal Matching Pursuit

Since the columns of the dictionary defined in (2.4) are complex-valued, the corre-
sponding steps of the OMP have to be adapted. The first step consists in searching
the most matching column with the residual from the previous iteration. In the
case of a complex dictionary, the matching between a particular complex column
and the given signal can be found in (Lu and Michaels, 2008) as

< r,dH(t) >= dHr = Ceiφ (2.7)

where r is the residual from the previous iteration, H denotes the complex conjugate
transpose operator, C indicates the matching level and φ is the phase of the given
signal.

In the particular case of strong overlapping of echoes caused by the unknown
multi-scatters (in vivo) or too thin cortical thickness, as illustrated in Fig. 1.1.1. To
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identify the main echoes, a matching time interval contained the main echo should
be defined. The derivation of the envelop can provide further information to locate
the time interval, of which derivation is equal to zero. A circumstance is illustrated
in Fig. 2.2, eq. (2.7) is used instead

< r,dH >= dH(t1 : t2)r(t1 : t2) = Cejφ (2.8)

where the match procedure is limited in a time interval [t1, t2] which only contains
the waveform of main echo, as shown in Fig. 1.1.1. This can avoid OMP processing
two overlapping echoes as a single one in the matching step.
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Figure 2.2: OMP for strong overlapping case: up: the received signal from sim-
ulation and its envelop, down: derivation of the envelop and its correspond time
matching interval

The best correlated column from the dictionary D corresponds to the largest
value of |C|, where | · | denotes the modulus. The corresponding position index in
vector x is denoted

imax = max
i
{|D(:, i)Hr|}. (2.9)
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and the phase is given by

φ = angle{D(:, imax)Hr}. (2.10)

It should be noticed that the residual can not be iterated directly, since it is defined
as the linear combination of two real Gaussian pulses instead of complex-values
Gabor functions as introduced in (2.1). After computation of (2.9) and (2.10), we
can return to the real Gaussian pulses Dr(imax) by the relationship

Dr(:, imax) = <{D(:, imax)e−iφ}. (2.11)

The adapted OMP is illustrated in Algorithm 2.

Algorithm 2 Adapted Orthogonal Matching Pursuit algorithm
Input: y ∈ RN , D ∈ RN×M , target sparsity=2

Output: sparse solution x ∈ RM

1: Set I = (), r = y

2: for target sparsity do

3: imax = maxi |D(:, i)Hr|

4: I = (I, imax)

5: φ = angle{< r,D(:, imax)H >}

6: Dr(:, imax) = <{D(:, imax)e−iφ}

7: x(I) = Dr(:, I)†y

8: r = y−Dr(:, I)x(I)

9: end for

2.2 Estimation of the Cortical Thickness and Broad-
band Ultrasound Attenuation

Pulse-echo ultrasound measurements for the assessment of the cortical bone thick-
ness are proposed in (Wear, 2003) by using autocorrelation and cepstral methods,
which are evaluated with human tibia samples and one volunteer. As in vivo
ultrasound signals are usually more noisy than in vitro signals, the autocorrelation
method may exhibit false peaks. Also, in (Karjalainen et al., 2008a) (Schousboe
et al., 2016), the envelop and cepstral methods are evaluated on a large range of
thickness for the in vivo samples. The two methods show a good correlation with
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the measurements obtained by pQCT, with almost same performance. However,
if we reduce the range of possible cortical thicknesses, it is observed that the
correlation with pQCT decreases. As we know, human radius cortical shell has a
smaller thickness than tibia, therefore resulting in a smaller time delay between
the two main echoes. This is a quite important challenge for envelop and cepstral
methods, due to the strong overlapping effect of backscattered echoes. The OMP
algorithm appears as a promising tool in such situation, by dividing the time delays
between echoes in smaller intervals and performing an iterative reconstruction of
the signal. The algorithm first determines the most correlated column with the
residual from the last iteration. This column is associated with a unique set of
possible ultrasound parameters from the sampling used to build the dictionary
(time-delay, frequency and bandwidth). It results therefore that OMP can estimate
the BUA and Co.Th., even in the particular case of the thin cortical bone, such as
radius. This sparse method to estimate the ultrasound parameters of the cortical
bonet, BUA and Co.Th., will be evaluated in vivo and ex vivo.

After the completion of OMP, two Gabor functions matching the two echoes
from the external and internal bone boundaries are characterized. In particular τ1

and τ2 denote the time delays and f1 and f2 denote the central frequency of the
two echoes. The Co.Th. is obtained by following equation

Co.Th. = SOS · τ2 − τ1
2 (2.12)

where SOS is the speed of sound which is assumed to be a constant (Grimal and
Laugier, 2019; Karjalainen et al., 2008b).
In appendix, we will formally illustrate the advantages of in vivo BUA evaluation
in reflection configuration, compared to transmission configuration. In most
published studies ((McCloskey et al., 1990; Prins et al., 1998; Töyräs et al., 2002)),
BUA was measured in the frequency range 200 ∼ 600 KHz. On the other hand,
(Sasso et al., 2008) suggest that the BUA measurements performed around 4MHz
are more sensitive to the cortical bone microstructure.

The BUA parameter is obtained from the slope of the frequency-dependent
attenuation ratio between the amplitude response of the received signal and the
reference signal within a characteristic frequency range of 200 ∼ 600 kHz, using a
logarithmic scale. Traditional in vivo BUA measurements are mainly performed in
transmission through the heel, where the calcaneus is approximately 90% composed
of trabecular bone.



34
Chapter 2. Sparse signal processing in the evaluation of the cortical

bone

In the next paragraph, we formally illustrate in what sense the BUA evaluation
can be more efficient in reflection than in transmission, as illustrated on Fig. 2.3.
For the in vivo measurement of the BUA through the heel in transmission, the
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Figure 2.3: (a) measurement of the BUA in transmission: 1 and 5 correspond to soft
tissues, 2 and 4 to the cortical bone and 3 to the trabecular bone (b) measurement
of the BUA in reflection

influence of the cortical bone is usually considered as negligible, and the received
signal can be formally written in the frequency domain as follows:

ỹT (f) ∝ T13T35ẽ(f)H̃1(f)H̃3(f)H̃5(f) (2.13)∣∣∣∣ ỹT (f)
ẽ(f)

∣∣∣∣ ∝ T13T35|H̃1(f)| × |H̃3(f)| × |H̃5(f)| (2.14)

where Tij represents the transmission coefficient from medium i to j and H̃i(f) the
transmission function (propagation) of medium i. If the influence of the cortical
thickness 2 and 4 is effectively negligible, T13 and T35 do not depend on frequency
and describe the transmission between two propagation media, involving the me-
chanical parameters (density and ultrasound velocities) of each layer.

Using the reflection mode to measure the BUA, the received signal yT (t) is now
replaced by the echo coming from the internal cortical boundary yR2(t), while the
reference signal is now the echo coming from the external cortical boundary yR1(t).
This new measurement protocol can be formally described as follows:

ỹR1(f) ∝ ẽ(f)R̃12H̃1(f)2 (2.15)

ỹR2(f) ∝ ẽ(f)T12R23T21H̃1(f)2H̃2(f)2 (2.16)∣∣∣∣ ỹR2(f)
ỹR1(f)

∣∣∣∣ ∝ T12R23T21
R12

|H̃2(f)|2 (2.17)
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where Rij is the reflection coefficient in medium i at the interface between medium
i and medium j. Here, the transfer functions describing the propagation H̃1(f)
and H̃2(f) are squared because the wave travels each medium twice. If we compare
the two formal models, we observe that the calculated ratio only depends on the
bone characteristics in reflection, while an additionnal term appears in transmission,
corresponding to perturbations induced by soft tissues. Consequently, we can expect
a better determination of the BUA in reflection than in transmission.

In plenty previously works ((McCloskey et al., 1990; Prins et al., 2008; Töyräs
et al., 2002)), the linear dependence of the measured attenuation with frequency
mainly occurs in the frequency range 200 ∼ 600 kHz. On the other hand, (Sasso
et al., 2008) suggest that the BUA measurements performed around 4MHz are
more sensitive to the cortical bone microstructure. Also, it is of course easier to
separate the echoes at higher frequency.

In this study we used pulse centered at 3.5 MHz and the parametric BUA esti-
mation proposed by (Kuc et al., 1976). This method assumes that the attenuation in
the propagation medium varies linearly with frequency such that the relative band-
width remains unchanged. It follows that BUA can be estimated from the shift
of the center frequency of the Gaussian pulse. This parametric estimation is well
adapted in both transmission and reflection, (Dencks et al., 2008) have successfully
applied this method to evaluate the BUA in transmission in in vitro measurements.
In reflection, the parametric estimation of the nBUA (normalized BUA, which is
the BUA divided by distance of wave propagation) can be written as

nBUA = −17.4 · π2

2Co.Th. · s1
· (f2 − f1) (2.18)

where s1 denotes the bandwidth of the echo reflected by the external boundary
of the cortical bone, f1 and f2 are the central frequencies of the echoes from the
external and internal boundaries, respectively. It should be noted that the nBUA is
divided by two times of cortical thickness, which is the distance of wave propagating.

2.3 Numerical simulation of the OMP in the cortical
bone assessment

2.3.1 2D numerical simulation

To evaluate the performance OMP for the evaluation of cortical bone thickness, a
2D numerical simulation has been performed with a Finite-Difference Time-Domain
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(FDTD) numerical scheme implemented in SimSonic2D (Bossy et al., 2004a,b).
We simulated the propagation of an ultrasonic pulse in a plate of bone mate-
rial immersed in water, shown in Fig. 2.4. The parameters considered for these
simulations are summarized in Table 2.1 (Foiret et al., 2014). A mono-element
transducer (size: 1.5mm, 100% -6dB bandwidth) emits a Gaussian pulse and
records the reflected echoes. The central frequency of Gaussian pulse was cho-
sen as {0.5, 0.75, 1, 2, 4} Mhz to reach the corresponding ratio Co.Th./λ relevant
for cortical bone is {0.25, 0.38, 0.5, 1, 2}. The grid step of simulation field is 0.025
mm, which corresponds to λw/60 (λw is the wavelength in water).

Table 2.1: Properties of sawbone used in the numerical simulation and water. L
and T stand for longitudinal and transverse waves

Co.Th. (mm) vL (mm/µs) vT (mm/µs) density (g/cm3)

water 1.5 0 1.0

bone 2 4 1.8 1.85

The precision of estimated Co.Th. according to (2.12) is shown in Fig. 2.5(a)
under different ratio thickness/wavelength. Looking at this figure, we observe that
OMP reaches a ≥ 95% precision as long as the ratio thickness/wavelength is larger
than 0.38. The corresponding Mean Square Error (MSE) between the received and
reconstructed signals is shown in Fig. 2.5(b). Here we illustrate the overlapping
case, which the ratio Co.Th./λ is 0.25 and 0.38. It can be observed that the ratio
0.35 is the limitation in Fig. 2.6. Without attenuation in this simulation, the nBUA
suppose to be zero.

2.3.2 Application of OMP in imaging with a phased array trans-
ducer

The OMP can be also applied to ultrasound imaging to increase the resolution.
Once the different echoes have been separated by determination of the time delays,
the received signal can be reconstructed by increasing the frequency. To perform a
numerical simulation, a 64 elements transducer array is placed in front of a tube of
bone-mimicking material, as described in Table 2.1. The signals, received by the
64 channels after reflection by the tube, is shown on Fig. 2.7(a). In this simulation
we have considered a plane wave illumination. The OMP algorithm, applied on
these signals, allows to evaluate the temporal delay between the different echoes.
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Figure 2.4: (a) the numerical map of a tube with sawbone-equivalent material
immersed in water, (b) the received signal when the frequency is 1MHz (c) its
reconstruction by OMP

Then we can simulate the reconstructed signal from a 3MHz Gaussian pulse with
the same time delays, as shown on Fig. 2.7(b), and the two echoes are now
well separated in space and time. Meanwhile, the second echo from the internal
boundary of the tube (or cortical bone in a real experiment) is usually highly
attenuated, it can be enhanced in the reconstruction. To validate the accuracy, the
same simulation is run, using now a plane wave with a 3MHz Gaussian pulse. The
obtained signals are shown on Fig. 2.7(c). On Fig. 2.7(d), we have superposed the
time delays calculated by OMP and the reflected signals from the 3MHz excitation.
This figure illustrates a good correspondence.
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Figure 2.5: (a) mean square error of the reconstructed signal for different values of
the ratio thickness/wavelength (b) estimated thickness precision in percentage

The successful separation of overlapped components in the reflected signals
provides makes this process an interesting tool in ultrasound cortical bone imaging,
and ensure that the ultrasound imaging of thin cortical bone is possible, like at the
femoral neck or radius. It can also be used in other medical and industrial domains
to image layer-based structured.

2.4 Experimental validation

The OMP in pulse-echo ultrasound to evaluate the Co.Th. and the BUA has been
validated experimentally with plane plates of sawbone, and real bones (ex-vivo and
in vivo).

2.4.1 The sawbone plates

The bone-mimicking material used in this experiment is a transverse isotropic
composite made of short glass fibers embedded in an epoxy matrix (Sawbone,
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Figure 2.6: (a) the separation of two echoes when the Co.Th./λ is 0.38, (b) its
reconstruction, (c) the separation of two echoes when the Co.Th./λ is 0.25, (d) its
reconstruction.

Pacific Research Laboratories Inc., Vashon Island). The plane plates have a
thickness of 3 millimeters and its ultrasound properties is illustrated in Table 2.2.
An ultrasound transducer (Olympus) with central frequency 1MHz is used to
produce the ultrasound excitation and record the reflected signal. The plate and
transducer are both immersed in water. The transducer is connected to a Olympus
5077PR SQUARE wave pulser/receiver and a PicoScope 5000 Series Oscilloscope,
which is shown on Fig. 2.8(a).

Table 2.2: the ultrasound parameters of sawbone, where L and T stand for longi-
tudinal and transverse components

cL(m · s−1) cT (m · s−1) ρ(kg ·m−3) αL(dB · cm−1 ·MHz−1)

2870 1520 1640 2.63



40
Chapter 2. Sparse signal processing in the evaluation of the cortical

bone

2 

4 

6 

8 

10

12

14

Ti
m

e(
7

s)

10 20 30 40 50 60
Transducer array

(a)

2 

4 

6 

8 

10

12

14

Ti
m

e(
7

s)

10 20 30 40 50 60
Transducer array

(b)

2 

4 

6 

8 

10

12

14

Ti
m

e(
7

s)

10 20 30 40 50 60
Transducer array

(c)

10 20 30 40 50 60
Transducer array

2 

4 

6 

8 

10

12

14

Ti
m

e(
7

s)
time delay of first echo
time delay of second echo

(d)

Figure 2.7: numerical validation of OMP in B-scan view: a) the received signals
from a 1MHz excitation, b) the reconstructed signals by OMP with a 3MHz pulse,
c) the received signals from a 3MHz excitation and d) superposition of (b) and (c)

The estimated parameters and corresponding Co.Th. and nBUA are shown in
Table 2.3. Under 1MHz excitation, the ration of thickness/wavelength is 1.05 for
sawbone plant, the corresponding precision of Co.Th. is 93%, and the nBUA is
comparable to the parameter given in Table. 2.2.

Table 2.3: the ultrasound parameters estimated by OMP in bone phantom plate,
using 1MHz excitation

Co.Th(mm) f1(MHz) f2(MHz) α1 nBUA(dB MHz−1cm−1)

sawbone
plate
(3mm)

3.2 0.89 0.87 1.45 3.94
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Figure 2.8: pulse echo ultrasound experimental setup for (a) bone phantom (b)
tibia (ex-vivo) and (c) radius (in-vivo)

2.4.2 Ex-vivo measurement of the cortical bone

The ex-vivo validation has been performed on human tibia specimens provided
by the B2OA laboratory (Bioingénierie et Bioimagerie Ostéo-Articulaire) at the
Lariboisière hsopital in Paris, according to the French program for voluntary corpse
donation to science. The donors have been informed and have signed a written
consent, in accordance with legal clauses stated in the French code of public health.
Three tibia specimens without overlying soft tissues have been tested in this work.
These samples are stored in a freezer before performing tests, and returned to the
room temperature in a natural way. During the measurement, the tibia samples
are covered by a 5mm-thick soft tissue-mimicking layer made of a solid water-
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based polymer (CIRS, Norfolk, Virginia, USA), whose ultrasonic properties (cF =
1540m · s−1, ρF = 1.03g · cm−3, and αF = 0.52dB/cm at 1 MHz) are close to those
of soft tissue ((Culjat et al., 2010)). The experiment protocol is the same as above
with the sawbone plates, shown on Fig. 2.8(b). The only difference is the central
frequency of the transducer that is now 3.5MHz. This higher frequency is preferred
as M. Sasso et al. ((Sasso et al., 2008)) suggest that the BUA measurements
performed around 4MHz are more sensitive to the cortical bone microstructure,
because the wavelength is close to the typical size of the bone heterogeneities.
Meanwhile, the attenuation of the amplitude of the second echo coming from the
cortical internal boundary remains acceptable. This explains that the cortical bone
measurements (ex vivo and in vivo) are done at this frequency. An example of
received signal and its OMP reconstruction is illustrated on 2.9.
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Figure 2.9: the two main echoes reconstruction, ex-vivo tibia measurement, using
a 3.5MHz excitation

The estimated parameters and the corresponding Time delays and BUA are
shown in Table 2.4

For some reason, only the cortical thickness of Sample #2 (No.331) has been
measured by High resolution X-ray peripheral computed tomography (HRpQCT),
which is 4.4 mm. the Co.Th. of Sample #2 (No.331) estimated by OMP is 4.3
mm, by using the SOS= 3710 m/s evaluated by the cepstrum method reported
in (Karjalainen et al., 2008b). Its corresponding nBUA is 2.95 (dB MHz−1cm−1)
normalized by its thickness 4.4 mm.
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Table 2.4: parameters estimated by OMP on in-vitro tibias

Time delay(µs) α1 f1(MHz) f2(MHz) BUA(dB MHz−1)

Sample #1
(No.388)

2.19 6.0345 2.8947 2.7368 4.4934

Sample #2
(No.331)

2.31 10.4138 2.8947 2.7368 2.6038

Sample #3
(No.414)

2.28 16.8966 3.0526 2.5000 5.6168

2.4.3 In-vivo measurement of the cortical bone

Five healthy subjects (24-38 years old) were recruited to be included in this study
and signed a written consent in accordance with legal clauses stated in the French
Code of Public Health. Subjects were firstly scanned with High resolution X-ray
peripheral computed tomography (HR-pQCT, XtremeCT, Scanco Medical, Brut-
tisellen, Switzerland) using the standard manufacturer’s in vivo parameters (60kVp,
1000mA, 100ms integration time), the measurements are located at the one-third
distal left radius. Each section encompassed 100 slices and correspond to 9.02 mm
measured with an 82 µm voxel size. Cortical thickness and vBMD (Dcomp) are au-
tomatically provided by the device software, averaging the values obtained in the 3D
matched volume (Boutroy et al., 2005). The ultrasound measurements have been
performed at the same site with a mono element transducer (Olympus No.:V384,
element size: 25 in DIA., bandwidth(-6dB): 2.03MHz) with a central frequency of
3.5 MHz. At this frequency, the thickness to wavelength ratio is 2.62 for a 3 mm
radius cortical bone, which is a favorable ratio to obtain thickness with a good
precision according to simulation results presented above. On the other hand, at
this frequency, the attenuation of the amplitude of the echo coming from the corti-
cal internal boundary remains acceptable for the experimental measurement. The
transducer is connected to an Olympus 5077PR SQUARE wave pulse/receiver and
a PicoScope 5000 Series Oscilloscope. The experimental configuration is illustrated
in Fig. 2.1, 30 measurements are performed for each subjects. The received signals
which contain two main identified echoes are remained to process by OMP, and
5 examples for each subject are shown in Fig.2.13 (Appendix), where an excellent
match is obtained between them.
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2.4.4 Results

For in vivo measurements, the received signal is very sensitive for slight movement of
transducer by hand. In order to remove the abnormal data, the following strategies
has been used here. Firstly, only the half shortest time delays are taken into consid-
eration, which can avoid the influence when the transducer is not perpendicular to
the cortical bone, and the time delays exceeded the interval [µτ −2στ , µτ +2στ ] will
be removed, where µτ , στ are the mean value and standard derivation of the half
shortest time delays. Secondly, nBUA are exceeded the interval [µb−σb, µb+σb]will
be removed, where the µb and σb are the mean value and standard derivation of all
the nBUA. Finally, the signals of which satisfy the both criterions used to analysis.
The number of selected signals by the two criterions are [13, 12, 4, 8, 9] for subject
1∼5 correspondingly. The mean and standard derivation values of the parameters
for each subject is reported in Table. 2.5.

Table 2.5: the ultrasound parameters estimated in in vivo measurement at radius

Subject No. Time delay (µs) f1 f2 s1

(µs) (MHz) (MHz)

1 (n=13) 1.71±0.03 3.1±0.04 2.92±0.04 16.18±1.29

2 (n=12) 1.73±0.04 3.0±0.18 2.68±0.08 14.76±3.51

3 (n=4) 1.71±0.02 2.84±0 2.34±0.05 12.35±0.24

4 (n=8) 2.04±0.10 2.95±0 2.60±0.16 16.85±1.47

5 (n=9) 2.32±0.01 2.88±0.06 2.46±0.23 14.39±0.75

In order to obtain Co.Th from the time delays, the value of the SOS in Eq. (2.18)
must be chosen. Following (Karjalainen et al., 2008b), we used a value of SOS (the
same for all subjects) which minimized the bias between Co.Th determined from
ultrasound signals and from HR-pQCT measurements. Precisely, we solved the
minimization problem by a linear fitting between the value of SOS and the thickness
determined form HR-pQCT; the slope of the linear model is equal 2×SOS. The
calculated SOS is 3500 m.s−1, which is used here to achieve the cortical thickness
by Eq. (2.12). nBUA of each subject calculated using Eq. (2.18) based on the data
of Tab. 2.5 is given in Tab. 2.6.
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Table 2.6: the time delays, corresponding Co.Th. and nBUA of in vivo measurement
at radius

OMP HRpQCT

Subject
No.

Co.Th.
(mm)

nBUA (dB
MHz−1cm−1)

Co.Th.
(mm)

vBMD (g
cm−3)

1 3.00±0.06 3.20±0.56 3.11±0.08 1.226±20

2 3.03±0.078 6.25±1.34 3.13±0.02 1.125±22

3 3.00±0.029 8.12±2.51 3.28±0.06 1.056±26

4 3.57±0.18 5.68±2.74 3.43±0.02 1.144±21

5 4.05±0.019 6.47±1.78 3.79±0.03 1.158±25

Highly Pearson correlation were found between Ct.Th. determined by OMP
and HRpQCT at the one-third distal radius (r2 = 0.92, p < 0.009, RMSE = 0.22
), shown in Fig. 2.10(a). Meanwhile a significant correlation between nBUA and
vBMD was observed at same site (r2 = 0.90, p < 0.013, RMSE = 0.64), shown in
Fig. 2.10(b), the linear regression between them is: nBUA= −27.6 vBMD+37.5.
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Figure 2.10: (a) linear correlation between the values of the cortical thickness by
HRpQCT and OMP ; (b) linear correlation between the vBMD by HRpQCT and
nBUA by OMP
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2.5 Discussion

In numerical simulation, the OMP show promising reconstruction in small ratio
of Co.Th./λ = 0.38. However, deformation and unknown multi-scatters are
frequently overlapped on the main echo in vivo measurement. It is better to avoid
the overlapping between two main echoes corresponding to the cortical interface,
meanwhile the amplitude of echo from the endosteal surface need to be exploitable.
Consequently, 3.5 MHz pulse is considered in this study. Pulse-echo ultrasound is
mainly used for tibia based on the envelop method. The OMP based on estimation
of all the waveform parameters at the same time, provides better precision to
overcome the deformation of signal, which makes the measurement on radius
possible.

The OMP increases the resolution in the experimental determination of
physical parameters of the bone, by building an over-completed dictionary that
contains all possible combinations of each parameter sampled in user-defined
ranges. Combining with the information obtained by difference of envelop, OMP
shows good robust in dealing with the deformation and unknown scatters of in
vivo signal. In this study, the OMP has been used in cortical bone assessment
by QUS to estimate both the cortical thickness and broadband attenuation.
As far as we know, this is the first application of such advanced sparse signal
processing method in the domain of cortical bone evaluation by QUS, and it
exhibits promising performances (better resolution in cortical thickness estimation
and successful estimation of the BUA in vivo). The traditional method for cortical
thickness estimation by envelop and cesptral method are performed on bones
with a thickness from 1.5∼6mm in (Karjalainen et al., 2008a), it shows good
correlation (r = 0.96) in this wide range with 59 samples, as shown on Fig. 2.11.
If the range is decreased to 3∼4mm (domain identified by the two red lines, and
corresponding to most radii), the correlation is not so good. However, the OMP
still can provide a good correlation (r2 = 0.92) in such a small range. And the
SOS obtained by linear fit between the time delays and the thickness measured by
pQCT is 3770m/s, which is close to 3800m/s, reported in (Karjalainen et al., 2008a).

The calculation of nBUA were started from the formulation given in (Kuc et al.,
1976), and is now adapted to the pulse-echo mode. For in vivo measurements,
the main interest of the pulse-echo mode is that we can neglect the influence of
soft tissues, since all the components (and particularly the waves coming from the
external and internal boundaries of the cortical shell) travel through the same path
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is estimated as the root mean square of the standard de-
viations (RMS SD) of ultrasonic measurements [12]. The 
Bland-Altman plot was used to demonstrate the agree-
ment between the ultrasound and pQCT measurement 
techniques [13]. The coefficients of variation (CV) were 
calculated by dividing the root mean square of standard 
deviations of 5 repeated measurements by the mean of all 
measurements (n = 59). Due to the excessive amount of 
overlying soft tissues or irregularity of the cortical sur-
face at one proximal tibia measurement site, no intensive 
ultrasound echoes could be acquired. For this reason one 
measurement was excluded.

III. RESULTS

A. In Vitro Measurements

The in vitro accuracy of the ultrasound measurements 
of cortical thickness was 5.4% for the envelope and 7.6% 
for the cepstrum method. The thickness values determined 
with the ultrasound correlated significantly (r > 0.98, p 
< 0.01, n = 12) with the values measured using a caliper 
(Table I). Similarly, the cortical thickness determined with 
the pQCT correlated significantly with the caliper mea-
surements (r = 0.98, p < 0.01, n = 8). The accuracy of the 
pQCT measurements was 9.8%.

B. In Vivo Measurements

The values of cortical thickness determined with both 
the envelope and cepstrum methods correlated significant-
ly (r > 0.95, P < 0.0001, n = 59) with the cortical thick-
ness determined using pQCT (Fig. 4). The in vivo accu-
racy was 7.0% for the cepstrum and 6.6% for the envelope 
method. The corresponding values for precision were 0.26 
mm and 0.29 mm, respectively. The coefficients of varia-
tion (CV) for the envelope and cepstrum techniques were 
7.9% and 7.5%, respectively.

The radial speed of sound (SOS) showed minor varia-
tion between the sites (CV, 2.6% and 3.4% with the enve-
lope and cepstrum method, respectively) and the individ-
uals (CV, 5.8% and 6.1% with the envelope and cepstrum 
method, respectively). The mean speeds of sound were 
3545 m/s and 3585 m/s, as determined with the envelope 
and cepstrum methods, respectively. The SOS (3565 m/s) 
used for the in vivo analyses of this study was obtained 
as the mean of the speeds of sound determined with the 
two ultrasound methods. Site-specific speeds of sound are 

reported in Table II. The cortical thickness values de-
termined with the two ultrasound techniques correlated 
strongly with each other (r = 0.99).

In Bland-Altman analysis, a good agreement of ultra-
sound and pQCT measurements was demonstrated (Fig. 
5). Importantly, no systematic error related to cortical 
thickness was shown with either of the ultrasound meth-
ods.

IV. DISCUSSION

In this study, the in vivo applicability of a simple ultra-
sonic methodology for measuring the bone cortical thick-
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TABLE I. BOTH ULTRASOUND METHODS (ENVELOPE AND CEPSTRUM) 
SHOWED SIMILAR LINEAR CORRELATIONS WITH THE REFERENCE 

CORTICAL THICKNESS, AS MEASURED USING A CALIPER IN VITRO. 
THE ENVELOPE METHOD EXHIBITED SLIGHTLY BETTER ACCURACY 

(MEAN RELATIVE ERROR %). 

Method r Accuracy (%)

Envelope 0.99 5.4
Cepstrum 0.98 7.6

 

Fig. 4. Linear correlation between the values of cortical thickness deter-
mined with pQCT and ultrasound a) envelope and b) cepstrum meth-
ods. The correlation coefficients were significant and similar for both 
techniques.

Figure 2.11: The linear fit between the cortical thickness determined by pQCT and
time delay estimated in (Karjalainen et al., 2008a)

of soft tissues.

Simon et al (Bernard et al., 2015) has illustrated that the axial shear damp-
ing ratio Q44 (approximately equal to the damping factor of the first resonant
peak) shows a linear negative correlation with the bone mass density. Sasso et al
(Sasso et al., 2008) has reported nBUA is correlated with both vBMD (r2 = 0.57,
p < 10−5, RMSE=1.6) in the radial direction for in vitro bovine femur, and the lin-
ear regression between them is nBUA=-25.2vBMD+40.6, which are comparable to
our results (r2 = 0.90, p < 0.013, RMSE=0.64, nBUA=-27.6vBMD+37.5). Mean-
while, the Mean value and standard derivation of nBUA between the 5 subjects
are 6.65±2.83 dB MHz−1cm−1, which are comparable with the one obtained from
in vitro measurements and perviously reported in (Han et al., 1996; Lakes et al.,
1986; Lees and Klopholz, 1992; Sasso et al., 2008; Zheng et al., 2007), summarized
in Tab. 2.7.

From these results, we can conclude that the values of the cortical thickness
determined by HRpQCT and OMP are highly correlated, as well as the vBMD
determined by HRpQCT and the nBUA determined by OMP. Overall, the
combination of OMP and pulse-echo ultrasound provides a powerful and efficient
tool to evaluate the nBUA and Co.Th. of the cortical bone, with a good resolution
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and robustness in vivo. This work is a primary study which shows promising and
reasonable result, a more wide volume study is needed for further validation.

2.6 Appendix: Comparison between OMP and the en-
velop method

The traditional methods for cortical thickness measurement consist in envelop
and cesptral methods, which show similar performance. The envelop method is
performed on bone samples with a thickness in the range 1.5 ∼ 6mm in (Kar-
jalainen et al., 2008a), and a good correlation is obtained (correlation coefficient
r = 0.96) in this wide range made of 59 different samples. If the thickness
range is decreased to 3 ∼ 4mm (this corresponds to the usual thickness of the
radius), the correlation decreases significantly. Here we give an example for in
vivo signal, there is always exist some interference such as multi-scaters and
reverberations, which will influence the shape of the envelop. Consequently, the
maximum of envelop is not always refer to the time delays of echoes. Since the
OMP search the best match of signal by a Gabor function, which consists of all
best matches parameters, it will absolutely give a more precisely estimations.
It can be observed in Fig. 2.12, the time delay between two echoes by OMP
is τ = τ2 − τ1 = 7.384 − 5.08 = 2.304µs, however, the time delay between
two echoes by envelop is τ = τ2 − τ1 = 7.464 − 5.12 = 2.344µs. The time de-
lay between the two echoes and themselves by envelop are mismatch with the OMP.

2.7 Appendix: Received in vivo signal and reconstruc-
tion by OMP

Here is the example of received signal of each subject and its reconstruction by
OMP, illustrated in Fig. 2.13.

In the in vivo data acquisition, 30 measurements are recorded for each sub-
jects. The received signals which contain two main identified echoes are remained
to process by OMP, the selected signal are processed by adapted OMP, the cor-
responding Co.Th and nBUA are illustrated in Fig. 2.14 for each subject. It can
be observed that the parameter are sensitive with the movement of transducer, so
it is important to ignore the bias data, and use the mean value. The criterions
for choosing data used in this study are: firstly, only the half shortest time delays



2.7. Appendix: Received in vivo signal and reconstruction by OMP 49

3 4 5 6 7 8 9

Time ( s)

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

a
m

p
lit

u
d

e
s

received signal

reconstructed echoes

1
=5.08

2
=7.384

(a)

3 4 5 6 7 8 9

Time ( s)

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

A
m

p
lit

u
d

e
s

received signal

envelop

1
=5.12

2
=7.464

(b)

Figure 2.12: Up: the time delays estimated by OMP (in vivo signal), the black
arrow indicates the reverberations. Down: the time delay estimated by the envelop
method (in vivo signal)

are taken into consideration, which can avoid the influence when the transducer is
not perpendicular to the cortical bone, and the time delays exceeded the interval
[µτ − 2στ , µτ + 2στ ] will be removed, where µτ , στ are the mean value and stan-
dard derivation of the half shortest time delays. Secondly, nBUA are exceeded the
interval [µb − σb, µb + σb]will be removed, where the µb and σb are the mean value
and standard derivation of all the nBUA.
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Figure 2.13: 5 samples of received signals in-vivo (gray line) and its reconstruction
(red dashed line) by OMP, the line array indicates the unknown deformations and
multi-scatters
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Figure 2.14: 5 samples of received signals in-vivo (gray line) and its reconstruction
(red dashed line) by OMP, the line array indicates the unknown deformations and
multi-scatters



Chapter 3

Cortical bone imaging by Time Domain
Topological Energy

The structure of the cortical bone has a great influence on the skeletal bio-mechanics
stability. Thus, the determination of this structure and the material properties of
the bone is important in predicting the risk of fracture and osteoporosis. Ultra-
sound tomography technologies have been developed as an alternative to X-ray
methods for bone quality assessment of the mechanical characteristics of the bone,
as well as geometrical image. However, these technologies are limited by the poor
resolution and are highly time-consuming, due to the large impedance contrast
between hard bones and the surrounding soft tissues. Improving the resolution of
ultrasound tomography and decreasing time-consuming are two essential targets to
converge to a comprehensive clinical mean in accessing bone structure information.
During the last decades, the Time Domain Topological Energy (TDTE) has been
developed and used in Non Destructive Testing ((Dominguez and Gibiat, 2010)).
Here, we introduce the TDTE method and two necessary additional strategies in
imaging of the cortical bone at the femoral neck. The first strategy consists in
using the combined sparse signal processing to enhance the echoes coming from
the internal boundary of the cortical bone in the image resulting from the first
iteration of TDTE. As for some relevant irregular shape of the internal boundary
of the cortical bone, this sparse signal processing is limited and an iterative TDTE
(second strategy) is required to obtain the cortical internal geometry, and this step
is much more time-consuming than the first iteration. The validation of these two
adapted TDTE approached has been studied through 2D numerical simulations
using a bone-mimicking phantom of the real femoral neck, with promising results.

In literature, we can find that the geometry and microstructure of the bone
are significantly more correlated with bone fractures than bone mineral density
((Beck et al., 2006; Ritchie et al., 2009; Snedeker et al., 2006)), particularly for
the cortical bone, where most osteoporotic fractures occur. Methods for assessing
the microstructure and geometry of the cortical bone with high resolution include
DXA and microCT ((Donnelly, 2010; Hangartner and Short, 2007; Ström et al.,
2011)). The main inconvenience of these methods is i) the exposition to ionizing
radiations and ii) the lack of availability and accessibility compared to ultrasound
systems. Quantitative Ultrasound (QUS) appears as a promising tool to access
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the quality of the cortical bone by providing information on the bone mechanical
parameters (speed of sound and/or attenuation), as well as geometrical information
((Laugier, 2008; Laugier and Haïat, 2010)). With the two considerable advantages
of non-ionizing and low cost device, QUS appears as an attractive approach of the
cortical bone imaging.
The localization and characterization of flaws or obstacles in a fluid or solid elastic
medium is the most classical problem in domains like non-destructive testing,
medical imaging and geophysics. This often involves solve an inverse problem,
which is still an open question that is widely studied in many research teams.
The Time Domain Topological Gradient (TDTG) is based on the same main
principle as Full Waveform Inversion, which consists in minimizing the misfit
between the signals coming from the inspected medium and the ones from the
reference medium, but the formulation has been adapted by the mathematical
community interested in shape optimization. The method has been first initiated
by (Eschenauer et al., 1994), and (Sokolowski and Zochowski, 1999). Then it has
been extended by (Garreau et al., 2001; Masmoudi et al., 2005) to electromagnetics
and linear elasticity. (Dominguez et al., 2005) develop another extension for the
elastodynamic case in non-destructive testing. M. Bonnet has also develop the
topological derivative (different name of topological gradient) in acoustic, elastic,
anisotropic elasticity (Bonnet, 2006; Bonnet and Delgado, 2013; Guzina and
Bonnet, 2004). The TDTG method consists in the computation of the gradient
relaying on the combination of two simulated ultrasonic fields (forward and adjoint
fields), similar to the adjoint problem used in FWI. The gradient has different
formulations depending on the boundary conditions, including Neumann and
Dirichlet conditions, also depending on the kind of defects that may exist in the
material. An alternative solution consists in using another quantity derived from
the gradient, and called Time Domain Topological Energy (TDTE, (Dominguez
and Gibiat, 2010)). This alternate approach is less rigorous and precise, but is
faster and more representative. (Sahuguet et al., 2010) have first applied TDTE
in biological soft tissues imaging. TDTE has also shown promising performances
in experiments with porous and weakly reflective materials, and carbon epoxy
composite materials ((Dominguez and Gibiat, 2010)). Based on these experiments,
we can expect some potential performance of this approach for the cortical bone
imaging.
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Figure 3.1: principle of the topological asymptotic method

3.1 Time Domain Topological Gradient

3.1.1 Cost function

The Time Domain Topological Gradient (TDTG) was derived from the mathemat-
ical concept of topological optimization developed by Schumacher ((Eschenauer
et al., 1994)), and partially generalized by Sokolowski ((Sokolowski and Zochowski,
1999)). In this section, we introduce the major principles and notations of the topo-
logical asymptotic method, the details of the mathematical demonstrations can be
found in the reference (Dominguez et al., 2005) (Sokolowski and Zochowski, 1999).
The process is initialized with an initial guess, denoted as the reference domain
Ω0. The aim is to modify the topology of this initial reference domain by inserting
zones with strong contrast of the elastic properties (or density) with the rest of the
medium. This optimization process is repeated until the modified topology of the
reference domain tends to the topology of the inspected medium Ωinsp, which is
illustrated on Fig. 3.1.1.

The initial guess and inspected medium are not observed directly, but through
their response to an incident an acoustic wave. We use a cost function j(Ω) to
estimate the distance between the two media. Starting from Ω0 and building Ωε
by adding a small hole of radius ε at position x, the variation of the cost function
can be written at the first order as

j(Ωε) = j(Ω0) + f(ε)g(x) + o(f(ε)) (3.1)
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with limε←0 f(ε) = 0 and f(ε) > 0.

In this expression, the gradient g(x) represents the sensitivity of the cost function
to the insertion of a small hole at location x. In other words, the more g is negative
at x, the higher is the possibility to insert a hole of radius ε at x. To quantify the
gradient of the cost function, we use the ultrasound response of the corresponding
domain. Then the cost function is written as follows

j(Ω) = 1
2

∫ T

0

(∫
|uΩ − um|2dx

)
dt (3.2)

where the uΩ is the ultrasound response of reference medium Ω, and um the
ultrasound response of the inspected domain.

3.1.2 The topological gradient for linear elasticity and elastody-
namics

First of all, the physical meaning of creating a hole depends on the condition im-
posed on its boundary. The type of boundary condition on the edge of the hole is
essential in establishing the topological asymptotic expansion. In the case of flaw
investigation with ultrasound in acoustic or elastic media, three types of boundary
conditions can be considered:

• the Dirichlet condition corresponds to the insertion of an infinitely rigid ball
and imposes the displacements at the medium/ball interface to be zero,

• the Neumann condition models a cavity (a hole) and imposes the normal
stress at the boundary of the hole to be zero

• the impedance type boundary condition corresponds to an elastic inclusion,
this case is not considered in this work.

For the case of a classical linear elasticity problem with the following conditions:

−divσ(u) = 0 in Ω

σ(u)n = F Neumann condition on the boundary of Ω

u = 0 Dirichlet condition on the boundary of Ω
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where σ denotes the stress tensor. To calculate the topological gradient, we need
both the solutions of the forward and adjoint problems in the reference medium
Ω. Garreau et al. ((Garreau et al., 2001)) give the expression of the topological
gradient in the case of linear elasticity, solved using the adjoint method. The results
are shown in Table 3.1, where

• u0 and σ(u0) are respectively the displacement and stress field solutions of
the forward problem in the reference medium Ω0,

• u†0 and ε(u†0) are respectively the displacement and strain field solutions of
the adjoint problem in the reference medium Ω0,

• λ and µ are the Lamé coefficients of Ω0, ε is the radius of the ’hole’.

For the case of elastodynamics, the topological gradient based on the same
principle has been deduced by (Dominguez et al., 2005), where the formula are
shown in Table 3.2. From these expressions of the topological gradient, we can
observe that the dominant terms are scalar products of the solutions to the forward
and adjoint problems at every point of the space domain and integrated over the
acquisition time. In the particular case of rigid ball inclusions, the scalar products
involve the displacement fields, while in the case of cavities, they involve the
tensorial products of the stress tensors. Practically, the solutions are available in
a time interval [0, T ]. In such case, T must be chosen such that the displacement
fields in the domain after T are weak enough to be neglected in the computation
of the topological gradient.

To implement the computation of the Topological Gradient, we need the dis-
placement fields and/or stress tensors for the forward and adjoint problems. The
forward problem can be formulated in the time domain as

∂2u

∂t2
+Au = F t ∈ [0, T ] (3.3)

with the initial condition u(x, 0) = 0, where A = ∆ + k2, k is the wave number.
The the associated adjoint problem is described by

∂2u†

∂t2
+A∗u† = −DuJ(u0) t ∈ [T, 0] u†(x, T ) = 0 (3.4)

where u0 is the solution to the forward problem, DuJ the derivative of J with
respect to the variable u, and A∗ the adjoint operator of A. In both cases of
Laplacian and elastodynamics, this operator is self-adjoint (A∗ = A), and adjoint
operator of (∂2

t + A)is(∂2
t + A∗). The initial condition of the associated adjoint
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problem can be set occurring at t = T − t (Dominguez et al., 2005). By assuming
no intrinsic attenuation in the medium, A is self-adjoint and (3.4) becomes:

∂2u†(x, T − t)
∂2
t

+Au†(x, T − t) = −DuJ(u0)(x, T − t) t ∈ [T, 0] u†(x, T ) = 0

(3.5)
From this expression, it can be observed that the adjoint problem in the time

domain is identical to the forward problem, except that time evolves in the opposite
direction. In other words, the adjoint problem can be solved using the forward
solver, with time-reversed sources. So the adjoint problem becomes:

∂2u†(x, T − t)
∂t2

+Au†(x, T − t) = −(u0 − um)(x, T − t) t ∈ [T, 0] (3.6)

where u0 is the solution of the forward problem in the reference medium Ω0 and
um the measurement obtained from the inspected medium Ωinsp.

3.1.3 Iterative process for the Time Domain Topological Gradient

From the above discussion, we can now give the iterative procedure of the time
domain topological gradient method:

• measurement from the unknown medium Ωinsp with a linear array of ultra-
sonic transducers, and record the response um(t), t ∈ [0, T ],

• numerical resolution of the forward problem in the reference medium Ω0 with
the same excitation as used experimentally, and record the response u0(x, t),
x ∈ RΩ0 ,

• numerical resolution of the adjoint problem in the reference medium Ω0 with
the source (um − u0)(T − t), for t ∈ [0, T ], and record u†(x, T − t) on Ω0,
x ∈ RΩ0 ,

• computation of the topological gradient according to the formulas given in
Tables 3.1 and 3.2,

• update the reference domain Ω0: modify the state of the β% most negative
points.

Rigorously, applying the TDTG requires an iterative procedure to extrude the
most negative point. The parameter β controls the speed of convergence. High
values of β give a quick but poorly accurate solution, while small values of β yield
a slow but very accurate solution. There are several methods to choose the proper
value of β, including Tikhonov regularization (Engl et al., 1996), etc. The iterative
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process is expensive in terms of memory resources and computation time, since
at each iteration, the forward and backward simulations need to be performed
and the resulting displacement fields in time and space should be stored. As one
step of the TDTG process corresponds to time reversed propagation, the natural
refocusing of time reversal avoids falling in a local minimum, which means that
the optimization procedure follows the physical solution as iterations increase.
This iterative process will converge to a topology that is finally very close to
the real one. However, it has been observed through simulations and experi-
ments that TDTG provides good imaging results without iterating the process.
This makes it a very promising method since it is very few time consuming and
numerical instabilities due to the ill-posed nature of the inverse problem are avoided.

To avoid the iterative procedure of the topological gradient method, an
alternative approach, called "Time Domain Topological Energy" (Dominguez and
Gibiat, 2010), has been proposed, based on the common property of the different
formulas given in Tables 3.2, which all involve a product of two simulated fields
integrated over a given temporal interval.

TDTE gives a faster result, it is defined as the product of the energies of the
forward and adjoint wavefields, integrated in time:

KTE(x) =
∫ T

0
‖u†(x, T − t)‖2‖u(x, t)‖2dt (3.7)

where ‖u‖ is the Euclidean norm of the vector u. This quantity KTE removes the
natural oscillations of the topological gradient. It has been proved in (Dominguez
et al., 2005) that the isometric curves of the topological energy give a good idea
of the sizes and positions of the flaws in the medium. The topological energy is
straightforward, and gives an approximate but usually sufficient distribution of the
flaws with only one iteration, therefore reducing the computation time. The TDTE
imaging procedure can be illustrated as follows:

• measurement of the response y(t) from the unknown medium Ωinsp to a tran-
sient plane wave with an array of ultrasonic transducers during a given time
T ,

• measurement of the response u†(x, t) from a reference medium to the same
ultrasonic excitation, the reference medium should be defined as close as pos-
sible to the inspected medium,
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• computation of the time reversal of the difference (u†−y)(T−t), which is used
as adjoint source term to obtain the resulting field u†(x, t) in the reference
medium,

• the kernel of topological energy is finally evaluated by integrating the product
of ‖u†(x, T − t)‖2 and ‖u(x, t)‖2 over time, as expressed in equation (3.7).

reference medium reference mediumreference mediumreference medium
reference mediumreference mediumreference mediumreference medium
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…
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…
t
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Figure 3.2: numerical scheme of TDTE

The spatial resolution of the method is governed by parameters such as the
limited aperture of the sensor array and its discretization sharpness. Moreover, the
focusing effect of the time reversal operation is not perfect, even in the case of a
time reversal cavity, due to the absence of acoustic well at the location of the flaw.
In such conditions, a focal spot of half the wavelength can be reached at best (Fink,
1992).
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3.2 Numerical simulations

3.2.1 Image of a 2D cross-section of cortical bone

To validate the imaging capacity of the adjoint method and the advantages of the
combination of the above strategies, we have run various numerical simulation. We
first started with a thin slice of a real femoral neck sample obtained from an X-ray
image and used to represent the cortical shell in the numerical simulation. The
material properties of the cortical bone (Foiret et al., 2014; Laugier and Haïat,
2011) and its surrounding and inside medium, assumed to be water, are given in
Table 3.3.

Table 3.3: Properties of the cortical bone phantom and water. L and T stand for
longitudinal and transverse components

elastic parameters velocity volumic mass

c11 c22 c12 c33 vL mm/µs vT mm/µs ρ g/cm3

water 2.25 2.25 2.25 0 1.5 0 1.0

cortical bone 29.6 29.6 17.6 6.0 4 1.8 1.85

In the numerical simulation, a linear array of 128 ultrasonic elements is used
to transmit and receive signals. It is located at a proper distance from the cortical
shell, and then rotated by steps of 45 degrees as shown on Fig. 3.3(a). This gives
8 positions of the transducer array surrounding the bone phantom. Considering
the special geometry of the bone phantom considered here, an additional position,
corresponding to a rotation of 160 degrees, shown in Figure 3.4(a), has been con-
sidered to enhance the quality of the final reconstructed image. The emitted signal
is a 3.5MHz sinusoid pulse modulated by a Gaussian envelop, with a bandwidth of
1MHz. We use SimSonic2D (Bossy et al., 2004a) to simulate the wave propagation
and record the temporal signals measured by the transducer array. The simulation
grid is set as the 1/60 of the wavelength in water, which is enough to avoid
numerical dispersion. The reference is simply defined as homogeneous water, and
the boundary conditions are PML (Perfect Matching Layer).

Here, SimSonic2D is used only to simulate the propagation in the inspected
medium. For the forward and adjoint problems in the reference medium (homo-
geneous water), we have preferred an analytic formulation based on the following
assumptions:
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Figure 3.3: the numerical simulation setup

• the elements of the transducer array are small enough and can be considered
as point-like sources,

• the 3D free space Green’s function is usable, although the SimSonic simulation
is 2D.

These assumptions allow to perform this simulation step without computational cost
compared to the purely numerical approach. The analytic formulation is governed
by the following expressions:

u0(x,xe, t) = e(t) · δ(t− r/v)
r

(3.8)

u†0(x,xe, t) = y(T − t) · δ(T − t+ r/v)
r

(3.9)

r = ‖x− xe‖ (3.10)
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Figure 3.4: (a) numerical simulation setup with the transducer array at 160 degrees,
(b) received signals (c) TDTE image and (d) TDTE image and original map

where u0(x,xe, t) is the field generated at x by an array element at xe (same nota-
tion for u†0), e(t) is the excitation, and y(T − t) represents the time reversal of the
received signal from the inspected medium (the received signal from the reference
medium in the forward problem is 0). Then, the TDTE image is calculated by
the formula 3.73.8. Fig. 3.4(a) illustrates the considered configuration when the
transducer array angle is 160 degrees. The B-scan view of the received signals is
shown on Fig. 3.4(b). The resulting TDTE image is shown on 3.4(c), overlapped
with the original Map on Fig. 3.4(d).

For each position of the probe with respect to the cortical shell, an independent
image is obtained by applying one-time adjoint method at this position. For
all positions, the reference medium remains unchanged, made of homogeneous
water. We finally sum all the images obtained for each angle to reconstruct the
complete image shown on Fig.3.5(a). To validate this result, the obtained image
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Figure 3.5: (a) reconstructed image of the cortical bone by TDTE, (b) reconstructed
and original images of the cortical bone

is superposed with the original image on Fig.3.5(b). We clearly observe that the
external boundary is reconstructed precisely. However, the internal boundary
is not clearly visible, due to the strong contrast between the cortical bone and water.

3.3 Result Discussion

By applying directly TDTE to cortical bone imaging, we can see some impressive
result, with the external boundary that is recovered precisely. The remaining diffi-
culty is that the interior structure of the cortical bone is difficult to identify and is
not found at the correct position. In the next section, we will discuss the reason of
this mismatch of the internal boundary, and also the influence of the time interval
and the sampling frequency in the integration of (3.7).

3.3.1 Velocity mismatch

On Fig. 3.5(b), we can observe that the internal boundary is weak and not
located at the correct position, while the external boundary appears correct. To
understand this situation, we need go back to the reference medium, which is
assumed to be water materials. In the reference medium, the waves travel in
water, while the echoes reflected from the internal interface propagate in bone
with a larger velocity. Here is the mismatch between the real experiment and the
reference medium. This explains why the external boundary is correct, while the
internal boundary is misplaced.
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Figure 3.6: (a) the points locations chosen in TDTE image and original image,
(b) the estimated cortical thickness and real thickness corresponding to the chosen
points

According to this principle, the position mismatch ratio can be approximated
by the velocity ratio σ = vb/vw ≈ 2.67 from Table 3.3. In order to validate this
ratio, we select several points on the external boundary of the TDTE reconstructed
image. The corresponding positions are shown on Fig. 3.6(a), where the red circles
describe the internal interface obtained from the numerical map, while the blue
stars correspond to the internal interface resulting from the reconstructed image.
On Fig. 3.6(b), the red solid line represents the thickness obtained from the adjoint
method, and the green solid line the thickness corrected by applying our correction
factor σ. This green line appears to be very close to the blue line that corresponds
to the real thickness, which demonstrates that mismatch of internal boundary is
caused by the velocity mismatch.

Another approach to validate this explanation is to replace water material by
a homogeneous fluid whose longitude wave-speed is 4000 m/s, which is same with
cortical bone. By keeping the rest parameters unchangeable, we run the above sim-
ulation again. The corresponding TDTE image and its reconstruction with original
images of the cortical bone is shown in Fig. 3.7, where it can be observed no more
mismatched reconstruction on both external and internal boundary. However, in
the real experiment, the longitude wave-speed cannot be changed as our expecta-
tion, two strategies have been proposed in next Chapters to solve the mismatch
problem.
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Figure 3.7: the water is changed by homogeneous fluid longitude wave-speed is 4000
m/s: (a) the TDTE image, (b) its superposition with original map

3.3.2 Sampling frequency and time interval in TDTE integration

Basically, TDTE imaging calculates the integration of two wave-fields in space
and time domain. In this chapter, the numerical simulation of two wave-field is
taking place in a homogenous fluid, where exist an analytical solution of wave-filed
displacement, instead of recording by the numerical simulation software. If the
reference medium is not a mono-medium, there is no analytically solution for
wave-field displacements, which must be recorded by the simulation software. This
will require a significant storage for the forward and adjoint simulation. So, the
down sampling of wavefield on the time domain and decrease the time interval of
integration are very important, which could reduce the required storage.

The spatial resolution of the TDTE image is obviously influence by the simula-
tion grid, that represents an important parameter of the numerical simulation. The
space resolution in simulation should be chosen according to the stable condition of
the SimSonic2D. The following discussion is based on this precondition. Another
two impact factors of TDTE is the time interval of integration and the sampling
frequency of wavefield in time domain. In order to evaluate the two influence
factors, we considering the above numerical simulation when the array located in
160 degree. According to Eq 3.8, the wave field is in the form of amplitude of
received signal, so the sampling of wavefield in time domain can be represents by
the sampling of received signals.

To evaluate the influence of the sampling frequency during the temporal inte-
gration step, we keep the length of time interval constant, and reduce the sampling
frequency to fe/10, fe/30 and fe/100, where fe is the initial sampling frequency
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Figure 3.8: TDTE image for an integration frequency (a) fe/10, (b) fe/30 and (c)
fe/100

of the received signal used in previous section . The obtained result under such
sampling frequencies are shown on Fig. 3.8, we observe here that the intermediate
frequency fe/30 can be considered as acceptable. It means that under the situation
of assuring the imaging resolution, the storage requirements are decreased 30 times.

Since the two main echoes are main interest in cortical bone imaging, the in-
fluence of long coda after the main echoes is unknown. To evaluate the influence
of time duration of coda, we chose three different time intervals. We start with
a time interval that is only contains the two main echoes, which is [0, 30]µs, the
corresponded TDTE image and its logarithm scale are shown in Fig. 3.9, where the
cortical bone can be observe in both linear and logical scale.
Then, we increase the time interval to [0, 40]µs, the corresponded results are

shown in Fig. 3.10, where the linear scale TDTE image is same with Fig. 3.9(b),
the logarithm scale contains more information, marked by white arrow.
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Figure 3.9: the received signal with short time duration and its TDTE image
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Figure 3.10: the received signal with medium time duration and its TDTE image
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Figure 3.11: the received signal with long time duration and its TDTE image

To exam if the logarithm scale TDTE can provide deeper structure, we continue
increase the time interval to [0, 60]µs, the corresponding results are shown in
Fig. 3.11, where the TDTE image is also the same the Fig. 3.9(b). The logarithm
scale TDTE image can provide more information of deeper structure, which is the
contrary side of cortical bone. However, it is very rough imaging for the deeper
structure, with some certain degree of deformation .
Looking at these figures, we observe that the longer time integration we used,

the deeper information of structure we can obtain, and the precision is decrease
along to the deeper structure. If we only need the front portion of cortical bone,
the received signal only contains the two main echoes is sufficient.

3.4 in vitro femur neck cortical bone validation

The numerical simulation of TDTE shows a promising results on imaging of
cortical bone, we will evaluate the TDTE imaging on the femur neck cortical bone
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in vitro. in this subsection. The in-vitro validation performs on human femur
neck specimens, which are provided by LIB (Laboratoire d’Imagerie Biomedicale),
according to the French program for voluntary corpse donation to science. The
donors provide their tissues are informed written consent in accordance with legal
clauses stated in the French code of public health. The soft tissue of femur has
been removed. The femur was placed in a water tank, and the ultrasound probe
was immersed in water for signal acquisition. The probe was place along the orange
line, illustrated in Fig. 3.12(a), in order to produce an image in the corss-section
view of femur neck. The inter-element pulse-echo signals were recorded using a
fully programmable ultrasound system (Vantage 64LE, Verasonics Inc., Redmonnd,
WA, USA) equipped with a 5.2 MHz linear array transducer (L7-4 ATL, Bothell,
WA, USA; pitch 0.298 mm, 128 elements).

(a)

Figure 3.12: the experimental setup for in vitro cortical bone imaging

The reference medium is set to be water material, which is same with the nu-
merical simulation. We make signal acquisition in one specific location with micro
CT image has been measured and process the received signal to obtain TDTE im-
age. The B-scan view of received signal and the corresponding TDTE image are
shown in Fig. 3.13. It should be noticed that the CT measurements contain more
than 1000 image slices, which is difficult to locate the precise slice corresponded to
the position of TDTE measurement. As a consequence, some slight mismatch may
exist between them.
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Figure 3.13: (a)the B-scan view of received signal in position 1, (b) the corre-
sponding TDTE image, (c) the micro CT image of femur neck, where the white
rectangular is the reconstructed area
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The TDTE reconstruction is shown in Fig. 3.13(b), which the external can
be reconstructed well. Since this cortical bone of femur neck is with osteoporosis
shown in Fig. 3.13(c), where the endosteal interface is irregular and discontinuous,
the internal structure is poorly imaging by TDTE at such circumstance. This result
indicates that the iterative procedure of TDTE is required.



Chapter 4

TDTE with Sparse Signal Processing for
Cortical Bone Imaging

When we try to use TDTE for the cortical bone imaging, the interior structure
of the bone remains a challenge due to i) the strong contrast between the bone
material and the surrounding soft tissues, and ii) the strong attenuation in bone.
Meanwhile, there exist a mismatch of internal boundary of the TDTE reconstruc-
tion, caused by the pre-defined reference medium, of which velocity is different
from cortical bone. To overcome these difficulties, one possible idea consists in
artificially enhancing the echoes reflected from the internal boundary and increase
their time delays using adapted signal processing methods. Another strategy is
second iteration TDTE by considering the area inside external boundary as cortical
bone material in reference medium, which can illuminate the influence of velocity
mismatch. However, in the first TDTE iteration, we can use a simplified numerical
solver based on an analytical formulation as the reference medium reduces to a
homogeneous fluid, and the computation requirement is small. For the second iter-
ation, the reference medium is modified and now includes a domain made of bone
material, resulting from the identification of the external interface of the cortical
bone. Consequently, the solver is now based on a purely numerical approach, and
the storage and computation requirements increase significantly.

In this chapter, we will introduce the first strategy to enhance the internal
boundary and amend its position mismatch by sparse signal processing method.
For only this purpose, the second step of TDTE is no more required.

During the last years, the sparse signal processing appears as an attractive
approach, particularly in signal and image reconstruction. In our case, the
objective is to localize the echoes from the internal boundary, mainly through
time delays. For that purpose, we use the Orthogonal Matching Pursuit (OMP)
(Mor et al., 2010) introduced in Chapter 2 to separate the two main echoes
corresponding to external and internal boundary. Once we have identified the
second main echo that corresponds to the internal boundary, it becomes possible to
artificially amplify its amplitude and increase its time delay before applying TDTE.
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Imaging

4.1 Sparse Signal Processing

4.1.1 Signal Model

In ultrasound echography, given a Gaussian pulse excitation illuminating the corti-
cal bone sample, the received signal of QUS measurements can be modeled in the
time domain by P superimposed Gaussian pulses, as follows:

y(t) =
P∑
i=1

Ai exp−si(t−τi)2 cos[2πfi(t− τi) + φi] + n(t) (4.1)

where si denotes the bandwidth factor, fi the central frequency, τi the time
delay, φi the phase and Ai the amplitude of the i-th echo. In this expression,
n(t) evaluates the error between the simplified model and the effective measurement.

4.1.2 Simplified version of OMP

In Chapter 2, we have proposed a complex version of OMP, which is used to
estimate the parameters of the Gaussian pulses: bandwidth, time delay and
frequency. In TDTE imaging, our objective consists in the reconstruction of weak
and overlapped echoes, and the practical estimation of all parameters is expensive
and unnecessary in this case. Since the amplitude spectrum of a Gaussian pulse
reduces to its envelope, the Gaussian pulse can be characterized by only two
parameters, bandwidth and time delay. Consequently, the complex-valued version
of OMP proposed in Chapter 2 can be simplified here. The main difference
between the two approaches is that we do not need the complex formulation steps.
Meanwhile, the size of dictionary is only containing the possible combinations of
time delays and bandwidth, which is smaller than the dictionary in Chapter 2.

Thus, the model (4.1) can be simplified as follows:

ỹ(t) ≈
M∑
i=1

Aid(si, t− τi) + n(t) (4.2)

where ỹ(t) represents the envelop of the received signal y(t). It should be noticed
that there is an approximated relation in Eq. (4.2), which will be deliberated in
Appendix. The envelop of the i-th echo is expressed as

di ≡ d(s, t− τi) = ζe−si(t−τi)2
. (4.3)
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where ζ is a normalized constant. It results therefore that the discrete signal model
can be represented as

y = Dx + n (4.4)

where y = [ỹ(t1), ỹ(t2), · · · , ỹ(tN )] is the sampled envelop of the received signal,
x ∈ RM is the vector of coefficients, which indicates the amplitudes and locations
of the different echoes, D ∈ RN×M is the dictionary made of the columns di.
In Chapter 2, we have seen that the dictionary results from all the possible
combinations of the Gaussian parameters, including bandwidth s, frequency f and
time delay τ , and how to seek the suitable sampling intervals for each of these
parameters. In the simplified version used here, only s and τ are required.

As described in Chapter 2, the possible values for each parameter are sampled
on M discrete points. We define an a priori pertinent range for s and τ , these
ranges being subdivided into L and S regular intervals, respectively. Thus, the
dimension of the over-completed dictionary is M = L × S, with M � N . Each
coefficient of x corresponds to a specific combination of s and τ , and (4.2) can be
rewritten as follows:

y = [d(Θ1) d(Θ2) · · · d(ΘM )]x (4.5)

where

Θm = [sl, τs],

l ∈ [1, L], s ∈ [1, S],x ∈ R1×M

Meanwhile, since the signal model is only the envelop in real form, the
complex-valued version of OMP needs to be modified to the real version, which is
the standard version of OMP shown in Algorithm 2-1.

We have applied this new OMP treatment to the temporal signal shown on Fig.
4.1(a) with a signal model that reduces to two Gaussian pulses. The obtained result
is illustrated on Fig. 4.1(b) and we can conclude that the two overlapped pulses in
the initial signal are correctly reconstructed.

4.1.3 Model based OMP without building dictionary

Considering in the array signal processing for imaging purpose, the possible interval
of time delay will be much larger than mono transducer in Chapter 2, leading to
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Figure 4.1: (a) received signal and envelop, (b) envelopes reconstructed by OMP

a large dimension of dictionary. To avoid the computation burden, there is an-
other version of OMP combining dictionary learning, which can avoid to build the
over-complete dictionary containing all the possible combinations of the parameters.

Physically we can consider that the different echoes coming from the external
and internal interfaces of the cortical bone look similar, up to a time delay and
possible small deformation. Mathematically, the time delay with respect to the
emitted signal can be realized by a unitary shift operator in the time domain. And
the deformation can be adapted by least square minimized optimization. Doing
this, it is no more necessary to build a complete dictionary.

Firstly, the signal model from (4.1) can be interpreted in terms of a linear
combination of time delayed versions of the emitted signal e(t), without distortion.
Concerning the dictionary D, each column is obtained from a unitary time delay
applied to the former one, up to the first column d1 that corresponds to the emitted
signal. This operation can be illustrated by applying a right unitary-shift operator
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defined by the following matrix:

T =



0 1 . . . 0

0 0 . . . ...

...
... . . . 1

0 0 . . . 0



(4.6)

In this case, the columns are built as follow:

d1 = emitted signal

di = Tdi−1, i ≥ 2

(4.7)

However, the version of the dictionary considers that the different echoes
are just time-delayed and keep a constant temporal shape. In our case, it is
necessary to take into account a possible deformation of the echoes. By applying
standard OMP, the error of reconstruction will be large if we chose the K-sparsity
constrained OMP, and the sparse solution will contain more non-zeros entries than
expectation if we chose error constrained OMP. Obviously, due to the excessive
simplicity of the dictionary built by (4.7), it will result in wrong time delays of the
echoes, or more columns of the dictionary need to be superimposed to match the
received signal.

For that purpose, we introduce a column updating method to deal with the
deformation of the echoes, least mean square optimization is used here to searching
the right value of bandwidth factor. The principle under the procedure is: firstly,
an initial uncompleted dictionary is assumed, where the most correlated column
with target signal is chosen; secondly, the least mean square optimization is used to
minimize the difference between the chosen column and target signal by searching
the bandwidth factor.
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As discussed in the above section, the echoes can be characterized by their
bandwidth and time delay, the envelop of the i-th echo being expressed as

d(s, t− τi) = exp{si(t− τi)2}. (4.8)

Updating the selected column consists in modifying its bandwidth factor s. During
the k-th iteration of OMP, the most correlated column d(k) and the corresponding
x(k) have been obtained. then the selected column is modified in the frame of the
Gaussian model according to the following relationship:

d̂(k) = arg min
s
{r(k−1) − x(k−1)d(k−1)(s} (4.9)

where r(k−1) and x(k−1) represent the residual and vector of coefficients from
the (k − 1)-th iteration. This minimization can be easily solved by first order
derivative-based search algorithm.
This Least square minimization embedded with OMP is called Model Based OMP,
which have the same reconstruction with the previous OMP (over-completed
dictionary). The advantage of model based OMP is the smaller dimension of
dictionary. Both OMP have the similar performance.

4.2 Additional processing

4.2.1 Envelope processing

There are several ways to determine the envelop of the received signal ỹ(t) such
as peak connection, Hilbert transform, root-mean-square. Since the received signal
may include some temporal deformations and high frequency noise, a hybrid ap-
proach should be applied to obtain an acceptable envelope for processing with the
model based OMP. The hybrid approach is described as:

1. use the Hilbert transform to obtain a roughly envelope with high frequency
noise,

2. perform peak interpolation to eliminate the high frequency noise: a smooth
envelope ỹ(t) can be obtained using spline interpolation between local maxima
separated by enough sample points.

An example of this hybrid approach is illustrated on Fig. 4.2.
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Figure 4.2: (a) the envelope by Hilbert transform (b) peak interpolation of the
Hilbert transform

4.2.2 Curve fitting

By applying the OMP to the received signal, we cannot be sure to obtain correct
time delays in case of strong overlap between the different echoes that may come
from different angles. For example, the received signals illustrated on Fig. 4.3(a)
correspond to the transducer array located at an angle of 225 degrees in the numer-
ical simulation presented in the previous chapter. By applying the OMP method,
the time delay for the first echo (corresponding to the external boundary of the
bone) is shown on Fig. 4.3(c), similarly Fig. 4.3(d) represents the time delay for
the second echo (corresponding to the internal boundary of the bone). On these two
figures the evaluated time delays are compared to a high order polynomial curve fit
over the different elements of the array. We can observe a mismatch, particularly in
the domain between element #100 and element #120, that can be interpreted as a
consequence of the overlap between echoes coming from different angles. To correct
these time delays estimated by OMP, curve fitting is introduced here to fitting the
times delays. The fitted time delays of two echoes are shown in Fig. 4.3.

4.3 Numerical simulation

In this section, we use the received signal calculated by the numerical simulation
presented in the previous chapter. The objectives here are

1. identify the echo corresponding to the internal interface of the cortical bone,

2. amplify its amplitude to the same level as the echo corresponding to the
external interface,

3. back-propagate the modified received signal in the reference medium (homo-
geneous fluid, classical first step of TDTE).
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Figure 4.3: (a) received signals for the array located at an angle of 225 degrees (b)
its envelop (c) time delays corresponding to the first echo by OMP and fit (d) time
delays corresponding to the second echo by OMP and fit (e) time delays after curve
fit (f) difference between original and reconstructed envelopes
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This process is applied with two different geometrical configurations: continuous
part and discontinuity part. Here we give two examples represent two different
configurations, which are the array located in 315 degree and 270 degree.

(a)
(b)

Figure 4.4: the configurations when the array located in (a) 270 degree and (b) 315
degree

We first start with the transducer array located at an angle of 315 degrees,
corresponding to a region of continuous external boundary of the cortical bone.
The corresponding B-scan view on Fig. 4.5(a) shows the temporal signals received
by the different elements of the array. This figure shows a regular wavefront, such
that OMP does not have any real difficulty to evaluate the time delays correctly,
as shown on Fig. 4.5(b). As discussed in the previous chapter, the location of
the internal boundary of the cortical bone does not mismatch the original image,
due to the fact that the propagation in reference medium is performed in water,
therefore resulting in a propagation velocity mismatch between water and bone.
Using the mismatch ratio defined as σ = vL{water}/vL{bone} ≈ 2.67, we can
recalculate the second time delay τ2 according to the expression τ2 = (τ2 − τ1) ∗ σ.
Applying this correction, the modified temporal signals are shown on Fig. 4.5(c),
and the image resulting from TDTE and original map on Fig. 4.5(d). On this
figure, we observe that both the external and internal boundaries are correctly
obtained.
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Figure 4.5: (a) received signals for the array located at an angle of 315 degrees, (b)
time delays by OMP, (c) corrected time delays and amplitudes, (d) reconstructed
TDTE image

The second geometrical configuration corresponds to the array located at an
angle of 270 degrees, where the front interface of the cortical bone sample shows
a spatial discontinuity. The corresponding B-scan view of received signalis shown
on Fig. 4.6(a): we clearly see that the wavefronts are significantly more complex,
compared to the previous case. In particular, we can visually identify two different
wavefronts, and an intersection zero between elements #60 and #70. The presence
of two wavefronts can be easily understood as resulting from the inflection of the
external boundary of the sample for this particular angle. Due to the finite thick-
ness of the bone sample, this means that the received signals are mainly made of
four echoes, and the sparsity of OMP has to be reset to 4 consequently. The time
delays obtained by the 4-sparsity OMP process are shown on Fig. 4.6(b). Applying
the same correction to the second series of time delays as in the previous case, the
modified received signals are shown on Fig. 4.6(c). Fig. 4.6(d) shows the recon-
structed image obtained by TDTE: once again we clearly see that both the external
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and internal boundaries are correctly obtained, on both sides of the geometrical
inflection.

18.8 21.3 23.8 26.3

Time ( µs)

20

40

60

80

100

120

tr
a
n
s
d
u
c
e
r 

a
rr

a
y

(a)

18.8 21.3 23.8 26.3

Time ( µs)

0

20

40

60

80

100

120

tau
1

tau
2

tau
1

tau
2

(b)

18.75 21.25 23.75 26.25

Time ( µs)

20

40

60

80

100

120

T
ra

n
s
d

u
c
e

r 
a

rr
a

y

(c)

0 5 10 15 20 25 30

X-axis (mm)

0 

5 

10

15

20

Y
-a

x
is

 (
m

m
)

(d)

Figure 4.6: (a) received signals for the array located at an angle of 270 degrees, (b)
time delays OMP, (c) recorrected time delays and amplitudes, (d) reconstructed
TDTE image

The same process can be repeated for all simulated angles of the transducer array
with respect to the bone sample, and the different TDTE images obtained for each
angle are finally assembled together. The complete TDTE image is superimposed
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on the original image, which is shown in Fig. 4.7 that the internal boundary is
visible same with the external boundary and without mismatch.
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Figure 4.7: full reconstructed image of the cortical bone sample with TDTE and
OMP, superimposed with the original map

4.4 Experimental validation using the cortical bone
phantom

In order to validate the former approach, we have run an experiment with a cortical
bone-mimicking tube (Sawbone, Pacific Research Laboratory Inc., Vashon, WA)
with a geometry obtained from CT measurements of a real portion of femoral neck.
Sawbone consists in short glass fibers embedded in an epoxy resin. The fibers of
the manufactured tube are aligned with the axis of the cylinder. Thus this sample
is transverse isotropic, the plane of symmetry being perpendicular to the axis of
the cylinder. The material properties of sawbone are summarized in Table 4.4, in
addition to previously measured ((Minonzio et al., 2011)) and usually considered
as representative (Foiret et al., 2014; Laugier and Haïat, 2011) characteristics of
the human cortical bone. Figs.4.8(a) and 4.8(b) show the phantom and its main
geometrical properties.
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Sawbone Human bone Water

cL(m · s−1) 2870 3205 4000

cT (m · s−1) 1520 1495

ρ(kg ·m−3) 1640 1879 1850

sL(dB · cm−1 ·MHz−1) 2.63 2.56

sT (dB · cm−1 ·MHz−1) 8.40 Unknown

Table 4.1: Comparison of longitudinal and transverse velocities, mass densities and
attenuation coefficients between Sawbone (bone-mimicking material) and human
cortical bone (mid-diaphysis of the femur), measured in the plane of isotropy. L
and T stand for longitudinal and transverse components.

(a) (b)

Figure 4.8: (a) femoral neck bone phantom, (b) geometrical parameters of the bone
phantom

The ultrasonic transducer and receiver is a linear array of 128 cylindrically
focused elements (Imasonic, Besancon, France), shown in Fig. 4.9(a) , with the
following properties:
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• focused length: 160 mm ±10 mm

• array pitch: 1.1 mm

• center frequency (-6 dB): 1MHz ±15%

• bandwidth (-6 dB): 0.6MHz

The transducer array is used in emission to produce a plane wave that prop-
agates in direction of the bone phantom. In reception, the 128 elements work
independently, and we record the temporal responses on each element. The
probe and the phantom are placed in a water tank (dimension 1.40m × 1m ×
0.50m, such that the reflections from the tank walls can be neglected). The
phantom is located at the focal length of the probe, i.e. 160mm. The excitation
signal is a 1MHz Gaussian modulated sinusoid signal of temporal duration 1µs.
The reflected signals are recorded from t0 = 200µs on a temporal duration of
79µs (containing the two main echoes) at a sampling frequency of 80MHz. The
value of t0 corresponds to approximatively twice the focal length of the probe
at a propagation velocity of 1.5mm/µs (ultrasound velocity in water), thus to
the time after which the reflected signals are expected, after propagation from
the probe to the sample and back. A multi-channel electronic device (Lecoeur
Electronique, Chuelles, France) is used to manage the 128 elements of the probe
in reception. In vivo, it is impossible to obtain the whole image of the femoral
neck, as the transducer array cannot be completely rotated around the femoral
neck. So our experiment only tests 6 particular angles (0 degree, 22 degrees,
90 degrees, 140 degrees, 180 degrees and 270 degrees). The bone phantom is
fixed on a support, whose rotation is controlled remotely. The complete exper-
imental setup is shown on Fig.4.9. Once the measurements are done for each
of the 6 angles mentioned above, the recorded data is processed by TDTE and OMP.

For a center frequency of 1.1MHz, the resolution is not enough to distinguish
between the external and internal boundaries of the cortical shell and the corre-
sponding echoes overlap in time. Nevertheless, the OMP allows to evaluate the
time delays, even in the case of strong overlap of echoes. Once the time delays have
been obtained, it is possible to simulate the received signals at a higher frequency,
and the TDTE method produces an image of higher resolution. We have seen
previously that the correct location of the inner interface requires a correction
ratio to be used on the time delay evaluation. In the particular case of the bone
phantom used in this experiment, the velocity ratio is σ = vb/vw ≈ 1.9.
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As an illustration, we can consider here the particular case of the transducer
array located at an angle of 0 degree (cortical thickness ≈ 1mm). The received
signals are shown on Fig. 4.10(a), and the corresponding TDTE image on Fig.
4.10(d). In this case, only the outer interface appears visible. After evaluating
the time delay by OMP, we simulate new received signals using a 3MHz Gaussian
pulse: new received signals and resulting TDTE image are shown on Figs. 4.10(b)
and 4.10(e), respectively. Here we clearly see that both the outer and inner
interfaces are visible. The inner interface is not at the correct location due to the
velocity mismatch between water and sawbone. We finally apply the correction
ratio σ, and the obtained results are shown on Figs. 4.10(c) and 4.10(f). Now both
interfaces are reconstructed correctly.

These figures illustrate the necessity of using OMP before the application of the
TDTE process in the case of strong overlap between the echoes coming from the
outer and inner interfaces. OMP allows to evaluate the time delays, and then to
simulate new received signals at higher frequency. This alternative to the standard
TDTE process allows to reconstruct the image of a thin interface (thickness less
than or similar to one wavelength). Finally figures 4.10(c) and 4.10(f) illustrate
again the necessity of the correction ratio, that evaluates the propagation velocity
mismatch between the bacl-propagation (done in water) and real experiment (in
the sawbone material, the ultrasonic wave propagates with a higher velocity).

The 6 series of measurements are processed using the same procedure, and the
6 resulting TDTE images are assembled together to form the global image shown
on Fig. 4.11. One key point here is the correct evaluation of the time delays by
OMP, and the application of the correction ratio to take into account the velocity
mismatch. If this estimation is not correct, the TDTE result will be very sensitive
to the wrong time delays. This figure proves that OMP is a performant add-on to
standard TDTE that significantly enhances the capacity of TDTE imaging.

In this chapter, the OMP method shows efficient performance to solve the mis-
match and weak of internal boundary in TDTE imaging. This strategy can keep
the efficient of TDTE when there is analytical solution for the reference medium,
and it can deal with normal discontinue boundary structure, such as the portion in
front of transducer array located in 270 degree. However, this strategy is limited
when the discontinuity of boundary structure is high, such as the portion in front of
transducer array located in 0 degree, and also porous structure inside the cortical
bone. Under such circumstance, the second iteration of TDTE is required, which
will introduce in next chapter.
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4.5 Appendix

As mentioned above, formula (4.2) is based on an approximation in the case of
overlapping between echoes. The envelop of a temporal signal y(t) is obtained by
computation of its Hilbert transform. In the particular case of a Gaussian pulse
g(t) given by

g(t) = e−s(t−τ)2 cos[2πf(t− τ) + φ] (4.10)

its Hilbert transform gh(t) is

gh(t) = e−s(t−τ)2 sin[2πf(t− τ) + φ] (4.11)

such that the envelop of g(t) is

g̃(t) =
√

g(t)2 + gh(t)2 = e−s(t−τ)2 (4.12)

The envelop of the received signal (4.2) with K = 2 and in the absence of noise
can be written as

ỹ(t) =
√
e−2s1(t−τ1)2 + e−2s2(t−τ2)2 + 2e−s1(t−τ1)2 · · ·

· · ·
√
e−s2(t−τ2)2 cos[2π(f2τ2 − f1τ1)]

(4.13)

When the cos[2π(f2τ2 − f1τ1)] ≈ 1, which means the time delay the previous
expression simplifies and we obtain

ỹ(t) ≈
√
e−2s1(t−τ1)2 + e−2s2(t−τ2)2 + 2e−s1(t−τ1)2e−s2(t−τ2)2

≈e−s1(t−τ1)2 + e−s2(t−τ2)2

≈g̃1(t) + g̃2(t)

(4.14)

To understand this approximation better, we give an illustration when the two
echoes with and without overlapping. Fig. ?? and ?? illustrate the two echoes
are without overlapping, the sum of envelop of each echo is equal to the envelop
of the whole signal. When the echoes are overlapping shown in Fig. ??, there is
mismatch between the two kinds of envelop, which is why we use approximation in
Eq. 4.2. However, it can be observed that the mismatch don’t influence the time
delays basically. It means that the envelop of the received signal, written as the
sum of two Gaussian pulses, can be approximated by the sum of the envelopes of
each pulse. This justifies that the initial OMP, written on the temporal signals,
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can be derived as an alternate and simplified version of OMP working on envelopes
only.
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(a) the 128 elements transducer array

(b) data acquisition

(c) control system for position and angle (d) underwater perspective

Figure 4.9: Experimental setup
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Figure 4.10: TDTE at 0 degree: (a) received signals without any processing, (b)
reconstructed signal by OMP and increase of the frequency, (c) corrected time
delays for the echoes from the inner boundary, (d-f) corresponding TDTE images.
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Figure 4.11: reconstructed image by TDTE and OMP, blue lines represent the
contours of the bone phantom





Chapter 5

Iterative TDTE applied to cortical bone
imaging

It has been illustrated in Chapter 3 that the principle of TDTE is to find the
differences between a reference medium and the real inspected medium. Practically,
this means that the reference medium should be chosen as close as possible to the
real medium. For cortical bone imaging, the biggest challenge is that the inner
structure of the bone (including the irregular boundary and porous structure) is
difficult to obtain. If the reference medium is set to be homogeneous fluid, as
done in Chapter 3, the displacement fields for both forward and adjoint problems
can be approximated by an analytic formulation, based on the assumption that
the elements of the array are small enough. Consequently, the cost in terms of
computation time and memory storage is reasonable.

For cortical bone imaging, the first iteration of TDTE is enough to achieve the
external boundary. The acoustical signature generated by the interior structure of
the bone (including the inner boundary) is weak, mainly due to i) the attenuation
in bone and ii) the strong contrast of acoustic impedance between soft tissues and
bone. According to the principle of TDTE, if the external boundary information
is used to construct the reference medium, the difference between the reference
medium and inspected medium will focus on the interior structure.

The main difficulty of iterative TDTE is that the homogeneous fluid reference
medium cannot be used in the second iteration. It is therefore no more possible
to take advantage of analytic solutions, and the problem must be treated purely
numerically, for the forward as well as the adjoint problems. The immediate conse-
quence is the computation time and storage requirements that increase significantly.

5.1 Iterative TDTE

To enhance the interior structure of the cortical shell, we have introduced sparse
signal processing applied to the received signals before TDTE integration. This
strategy can avoid iterative TDTE but can be applied only for a regular internal
boundary. In a real bone, the internal boundary is generally not so regular, and
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also with some porous structure. For this reason, and also due to the porosity
of the cortical shell, the performance of sparse signal processing is limited as we
cannot find a well-identified echo from a straightforward interface. In this case,
iterative TDTE appears as the only feasible alternative, despite its cost in terms
of computation time and memory storage.

Iterative TDTE is based on the same general principles as standard TDTE, just
adapting the reference medium used in the back-propagation step from the image
obtained at the previous iteration. As a consequence, the general scheme can be
summarized as follows. Here we give an illustration of iterative TDTE imaging of
cortical bone, which is represent by a tube in Figure 5.1. With an plane wave
excitation e(t) to the inspected medium, the received signal denotes y(t).

���� ����

(a)

Figure 5.1: the numerical setup for TDTE cortical bone imaging

• the first iteration uses a homogeneous fluid as reference medium: this first
step allows to clearly identify the external boundary of the cortical bone, and
can be performed numerically in an efficient way, using analytic solutions.
The procedure is shown in Fig. 5.2(a), the external boundary is represented
by bold orange circle, and internal boundary is weak and in a mismatch
position, represented by dash orange circle.

• once the external boundary has been identified, we can imagine a modified
reference medium made of two layers: 1) a homogeneous fluid between the
transducer array and the previously obtained external boundary of the bone,
and 2) a homogeneous elastic medium inside the external boundary of the
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Figure 5.2: the scheme of first iterative TDTE

bone. With the same excitation e(t) to the reference domain, the received
signal is y1(t), illustrated in Fig. 5.3.

• the second iteration of TDTE will then exhibit the differences between this
new reference medium and the real inspected medium, denoted y(t)− y1(t),
making visible the effects of the internal boundary, represented by bold orange
circle in Fig. 5.3, and porosity inside the cortical shell.

It is important to note that the modified reference medium implies the a prior
knowledge of the elastic properties of the bone. For that purpose, we can use data
that have been measured experimentally and published in literature. As mentioned
earlier, one inconvenient is the large increase of the computation time and storage
requirements, since the forward and adjoint fields need to be recorded in time and
space for the TDTE integration. In chapter3, we also illustrated the wave field
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Figure 5.3: the second iteration of TDTE, reference medium is modified according
to the result from first iteration

sampling frequency in time can be decreased in 30 times, and the integration time
interval also can be reduced, these can also decease the storage significantly.

5.2 Numerical simulation

5.2.1 Cortical bone with irregular internal boundary

In the previous chapter , it can be observed in Fig. 4.6(b) that, for a transducer
array located at 0 degree (where the internal interface of cortical bone is quite ir-
regular, the corresponding numerical setup is shown in Fig.5.4(a)), OMP cannot
distinguish the echoes from the internal interface. In such circumstance, the inter-
nal boundary can’t be obtained by first iteration of TDTE. In this condition, we
will try to use second iteration of TDTE to obtain the internal boundary of corti-



5.2. Numerical simulation 99

cal bone for irregular boundary case. For the first iteration TDTE, the reference
medium is homogeneous water shown in Chapter 3. For the second iteration TDTE,
the reference medium is improved by considering the material inside the external
boundary as bone material, shown on 5.4(b). The parameters of bone material in
inspected cortical bone and reference medium of second iteration are both defined
as the same with the previous chapter, illustrated in Table. 3.3.
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Figure 5.4: (a) numerical setup, the red area represents the bone material, (b)
reference medium used for the second iteration of TDTE

For the inspected cortical bone (Fig. 5.4(a)), the corresponding received sig-
nal is shown in Fig. 5.5(a):left. And for the reference medium (Fig. 5.4(b)), the
corresponding received signal is shown in Fig.5.5(a):middle. To perform the sec-
ond iteration of TDTE in the adjoint domain, the adjoint source was calculated
by the difference between the received signals (Fig. 5.5(a):left) from the inspected
medium and the received signals from the reference medium (Fig. 5.5(b): middle).
This difference, shown in Fig. 5.5(a):right, is used as new transmission for the ad-
joint problem in second iteration of TDTE. If we compare the different figures in
Fig. 5.5(a), we can observe that

• the received signals from inspected cortical bone (Fig. 5.5(a):left) mix multiple
information from the external and internal boundaries of the sample used in
the simulation,

• the received signals from reference medium (Fig. 5.5(a):middle) principally
contain information from the external interface only,

• their difference (Fig. 5.5(a):right) naturally enhances the effects of the internal
boundary, since the effects of the external boundary, that are dominating the
the full B-scan, have been removed by calculating the difference.

To see more clearly how the iterative TDTE enhance the internal boundary of
cortical bone, we also give their waveform from one transducer, which is No.110 in
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Figure 5.5: (a) left:received signals from inspected medium, middle: received signals
from reference medium, right: their difference. (b) up: the signal from inspected
medium and reference medium from one transducer (No.110), down: their difference

this 128 transducer array. It can be observed in Fig. 5.5(b) that the signal from
both medium have the same first echo, which corresponding to external boundary.
Their difference is enhanced naturally the second echo from internal boundary
of inspected medium. This is the reason why the iterative TDTE can help us to
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obtain some additional information about the internal structure of the cortical shell.

SimSonic2D is used here to calculate the displacement fields in both forward
and adjoint domains, both domain are occurred in reference medium shown in
Fig. 5.4(b). For forward problem, the excitation is same with original excita-
tion e(t), the received signal y1(t) and displacement fields u(x, t) are recorded
by SimSonic2D. For adjoint problem, the transmitted signal it the time difference
of y(t) − y1(t), which is shown in Fig. 5.5(c), and the displacement fields u†(x, t)
are recored. Then, the two displacement fields u†(x, t) and u(x, t) are integrated
over time, with a time duration T , which is length of received signal [0, 12.5] µ s.

KTE(x) =
∫ T

0
‖u†(x, T − t)‖2‖u(x, t)‖2dt (5.1)

The reconstructed image in second iteration of TDTE and its overlapping
with original image are shown in Fig. 5.6. From this figure, we observe that the
reconstructed image matches the original map. Since the bone material in second
reference medium is same with the inspected bone, which means the speed of wave
is transmission in the bone is same with inspected medium, no more mismatch of
internal boundary occurred in first iteration of TDTE.
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Figure 5.6: reconstructed image from the second iterations of TDTE and its over-
lapping with original inspected cortical bone

Finally, the reconstructed images from first and second iterations of TDTE are
assembled together and the result is shown on Fig. 5.7, illustrating that we can
successfully obtain an accurate map of the initial sample.
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Figure 5.7: the reconstructed image by 2 iterations of TDTE and its overlapping
with original image of cortical bone

5.3 bone phantom validation

For the bone phantom used in previously chapter, there is only one portion with
irregular boundary, which is shown in Fig. 5.8, denoted by red dash rectangular. In
this part, the thickness of sawbone is 1 mm, the structure in this part contains two
different curvature. The sawbone was placed in a water tank, and the ultrasound
probe was immersed in water for signal acquisition. The probe was place along
the red bold line, which the cross-section view is illustrated in Fig. 5.8, in order
to produce an image in the cross-section view of the irregular portion. The inter-
element pulse-echo signals were recorded using a fully programmable ultrasound
system (Vantage 64LE, Verasonics Inc., Redmonnd, WA, USA) equipped with a
5.2 MHz linear array transducer (L7-4 ATL, Bothell, WA, USA; pitch 0.298 mm,
128 elements).

In the first iteration of TDTE, the reference medium is homogeneous water.
Since the measurement is real experiment, an initial simulation domain including
the size and position of transducer array should be defined for the TDTE. The pitch
of each element of transducer array should be defined as the reality (0.298mm).
Then the TDTE imaging can be obtain by analytic solution introduce in Chapter
3, the result is show in Fig. 5.9(a), where it can be observed that external boundary
of cortical bone are clear visible. Since the thickness of cortical bone phantom
in this part is 1 mm, the internal boundary is still visible, but with a mismatch
position caused by the velocity mismatch we discussed above. Its B-scan image is
shown in Fig. 5.9(b), where can be observed that the resolution is less than TDTE
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(a)

Figure 5.8: the cross-section view of experimental setup for measuring the bone
phantom, where the red bold line represents the ultrasound transducer array

image.
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Figure 5.9: (a) the TDTE image by first iteration, where the red stars represent
the transducer array (b) B-scan image

To build the reference medium for second iteration, the external boundary of
TDTE image need to be extracted. By choosing the highest value of pixel in
each column of TDTE image, we can located the external boundary with some
turbulence, shown in Fig. 5.10(a). After processing by high order curve fitting, the
external boundary are more smooth, which is used in the second iteration shown
in Fig. 5.10(b), where the red pixels represent bone phantom material, while blue
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pixels represent water, where the parameters are illustrated in Table 4.4 (Chapter
4).
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Figure 5.10: (a) the external boundary extracted from TDTE image, (b) curve
fitting of the extracted point from (a), (c) reference medium used for the second
iteration

Then the second iteration of TDTE is performed on the new reference medium
as follows,

• Firstly, the forward simulation is excited by the same Gaussian pulse with
real experimental measurement, the corresponding received signal and dis-
placement of wavefield are recorded.
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• Secondly, calculating the adjoint source: the adjoint source is obtained by
the time difference between the real received signals and signals from forward
simulation.

• Thirdly, running the adjoint simulation, which is also performed by Sim-
sonic2D, the displacement of wavefield are recorded.

• Integration: integrating the two displacement wavefields on time, the TDTE
image and its overlapping on the original structure of bone phantom are shown
in Fig. 5.11, we can observe that the internal boundary is successfully obtained
in right position.
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Figure 5.11: the TDTE image in second iteration and its overlapping with original
bone phantom

5.4 Iterative TDTE of cortical bone with osteoporosis
(pores inside cortical bone)

In the previous section, we have shown that iterative TDTE is able to reconstruct
the irregular internal boundary of the cortical shell. However, the cortical shell
may also contain small pores that are involved in the mechanical characteristics
of the bone. Once again it is important to evaluate the structure and dimensions
of this porosity, especially, one mainly repression of osteoporosis is the porosity
increasing of cortical bone. To imaging the pores in cortical bone will be important
to evaluate the cortical bone, and iterative TDTE may help for that particular
purpose.
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A portion of osteoporosis cortical bone with several pores is shown on Figure
5.12(a). This image is used to build a numerical map with two kind of materials
usable in SimSonic2D: the yellow pixels represent bone material, while blue pixels
represent water. A transducer array of 128 elements (array pitch 1.5mm) is placed
on the top of the map shown on Fig.5.12(b). The transmitted signal is a Gaussian
pulse of central frequency 3.5MHz and bandwidth 1MHz.
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Figure 5.12: (a) CT image of a cross-section of cortical bone, (b) numerical config-
uration

The first iteration of TDTE is performed by the reference medium, which is
homogeneous water. The TDTE image is shown on Fig. 5.13(a), where the external
boundary is obtained, and the pores is shown in low contrast and mismatched,
caused by the high contrast between cortical bone and surrounding medium, and
also velocity mismatch as we discussed above.

For the second iteration of TDTE, we replace the medium below the external
boundary by bone material to build a new reference medium. The resulting image
is shown on Fig. 5.13(b), where the biggest pores are effectively identified. We can
also observe that the central part of the reconstructed image has a larger intensity
than the left and right sides: this is due to the fact that i) the central part is closer
to the transducer array and ii) the shape of the external boundary appears parallel
to the array, therefore resulting in less losses of reflected and refracted components
due to geometrical effects.

In order to compensate this geometrical effect, we can rotate the transducer
array and run iterative TDTE separately. The transducer array is placed in three
different angles, which one is in the central front of the cortical bone, the other
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Figure 5.13: (a) first iteration of TDTE, (b) second iteration of TDTE
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two angles are rotated 5 degrees in clockwise and counter-clockwise separately. The
three configurations are shown in left column of Fig. 5.14, and the corresponding
second iteration TDTE image are shown in the right column of Fig. 5.14. It can
be observed that the left, central and right parts are effectively enhanced indepen-
dently.

The last three TDTE images, resulting from 3 different angles of the transducer
array with respect to the simulated sample, can finally be assembled together to
produce the final image shown on Fig. 5.15, that now contains more details than
the image on Fig. 5.13.

Furthermoree, it can be observed some tails behind the reconstructed pores in
Fig. 5.13, which are not the real defects in cortical bone. Especially more seri-
ously below the internal boundary of cortical bone. In Fig. 5.15, the tails of the
reconstructed pores are improved significantly, there is no visible fake shadows be-
low the internal boundary of cortical bone. And the pores are reconstructed with
more clear boundary. The principle is very similar with CT scanner. For one angle
projection, there will exist shadow behind the defects. By assembling several pro-
jections from different angles, the contrast between the real defects and fake shadow
will be increased, the shadow will become invisible. This numerical simulation in-
dicates us in two aspects: (a) the second iterative TDTE has a good potential in
imaging the pores and defects, which is important in evaluate the osteoporosis. (b)
the TDTE imaging combined with computed tomography configurations provides
better performance, increase the resolution of pores.

In the above simulation, it can be observed that the smallest reconstructed
pores with a diameter of 0.16mm, and the central frequency of excitation is 3.5
MHz, which the corresponding ratio of diameter/wavelength is 0.14.

Normally, the saying of porosity is referring the diameter from 0.05 to 0.2 mm.
To validate the performance of second iterative TDTE in osteoporosis cortical bone,
a CT image from a femur neck cortical bone with osteoporosis is shown in Fig. 5.16.
The zoom out area is set to be the simulation area.

By taking consideration of the above resolution (ratio of diameter/wavelength
is 0.14), we set our excitation to be 10 MHz Gaussian pulse. the simulation setup
is same with above. The reconstruction of second iterative TDTE overlapping with
its original map is shown in Fig. 5.17, where some diameter of Pores equaling to
0.05 mm can be reconstructed. The corresponding ratio of diameter/wavelength is
0.13. It can be also observed that it is sensitive with perpendicular narrow crack,
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Figure 5.14: Left: numerical configuration, Right: corresponding TDTE image from
the second iteration

and the reconstruction precision decreases with depth. Overall, the second iterative
TDTE shows significant promising result in osteoporosis cortical bone imaging by
high frequency ultrasound.
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Figure 5.15: the summation of three TDTE images, from three different angles

In this chapter, we introduce the second strategy to enhance the performance
of TDTE imaging. Although loosing sort of efficiency compared to sparse signal
processing, the benefit of second iterative TDTE, which is in dealing with irregular
inner boundary and porous structure cortical bone, is irreplaceable. The increasing
of storage caused by the second iterative TDTE can be acceptable, and more im-
portant, it shows promising result in small pores (0.05mm) in osteoporosis cortical
bone, which is a significant improvement in ultrasound cortical bone imaging.
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Figure 5.16: CT image from a femur neck cortical bone with osteoporosis
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Figure 5.17: the second iterative TDTE image of osteoporosis femur neck





Chapter 6

Quantitative Imaging of Cortical Bone by Full
Waveform Inversion

In geophysics community, the seismic migration as well as Full Waveform Inversion
(FWI) has played a central role in constructing the subsurface images and multi-
parameters of Earth’s interior currently (Luo et al., 2009; Virieux and Operto,
2009). They are base on optimizing a misfit function between the observed data
and synthetic data using gradient-based algorithm, which can be calculated via
the adjoint method both in time (tromp et al. 2004 (Tromp et al., 2004); liu et al.
2006 (Liu and Tromp, 2006)) and frequency ((Plessix, 2006; Pratt et al., 1998))
domains, resulting with "sensitivity kernels" respect to density, shear modulus
and bulk modulus. The calculation of kernels involves the time-integrated inter-
action between the current forward wavefield and an adjoint wavefield generated
synthetically. However, not until recently has FWI brought insightful results, the
significant acceleration provided by parallel processing with graphics processing
units (GPUs) has allowed a considerable reduction in execution times. Recently,
FWI methods have also started to be applied in medical ultrasound imaging, par-
ticularly focus on the breast tomography, see e.g. (Sandhu et al., 2015a,b), Wang
et al 2015 (Wang et al., 2015) and Perez-Liva et al 2017 (Pérez-Liva et al., 2017)
and references therein, as well as shear wave elastography ((Arnal et al., 2013)).
(Bernard et al., 2017) has applied FWI for quantitative cortical bone imaging in
2D numerical simulation. The high time consuming and storage requirements are
the main obstacles of Full Waveform Inversion applying in medical imaging. The
time domain topological gradient (TDTG) share the main principle of FWI, which
is to minimize the misfit waveform between the inspected medium and reference
medium, but it is derived from the mathematical community of shape optimization.

FWI is an established tool for building high resolution velocity model of earth
interior. Seismic migration, which attempts to map reflected and/or refracted
signals to their actual spatial origin, plays a central role in imaging. Migration
techniques are frequently based upon approximations to the seismic wave equation.
(Tarantola, 1984) demonstrates that the seismic inverse problem may be solved
iteratively by numerically calculating the gradient of a waveform misfit function
with respect to a set of model parameters. This gradient may be constructed from
the interaction between 1) the wavefield resulting from the current model and 2)
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a wavefield obtained by time-reversal of the difference between the experimental
data and the temporal signals at all receivers, once again resulting from the current
model. This processing requires two numerical simulations per iteration: one for
the current model and the second one for the time-reversed differences between
experimental and simulated data ((Luo et al., 2009; Zhu et al., 2009)). It is also
widely known that the gradient of the previous misfit function can be solved using
the adjoint method ((Plessix, 2006; Tromp et al., 2004)), which has been also
applied to Full waveform inversion ((Virieux and Operto, 2009)). (Mendel, 1983)
and (Tarantola, 1984) have shown that the gradient of a least-squares waveform
misfit function is equivalent to the images resulting from seismic migration. (Mora,
1987) has developed a numerical implementation of these ideas for nonlinear
inversion of multioffset seismic reflection data. In addition, an iterative waveform
minimization procedure in the frequency domain has been developed by (Pratt
et al., 1998).

Migration has played a central role in constructing subsurface images by pro-
jecting reflections recorded at the surface back to their origins. Although various
migration techniques have been consistent with Claerbouts generic definition, the
imaging principle has also been related to the gradient of a waveform misfit func-
tional in the context of an optimization problem, in which we seek to determine a
model that minimizes a misfit function ((Luo et al., 2009; Zhu et al., 2009)). Mi-
gration can then be treated as a partial inversion or the initial step of an iterative
inversion. It is widely known that the gradient of such a misfit function may be cal-
culated via the adjoint method ( (COURTIER and TALAGRAND, 1987; Plessix,
2006; Tarantola, 1984; Tromp et al., 2004)), which has been applied to full waveform
inversion in exploration seismology as well as in regional tomography. For easier
understanding, we will introduce migration first and Full Waveform Inversion after.

6.1 Migration by adjoint method

As above discussion, the migration can be started from waveform inversion problem,
as the partial of it. According to (Tarantola, 1984) and (Tromp et al., 2004), a least-
squares waveform misfit function is used to solve the inversion by quantifying the fit
between experimental and simulated data. The experimental data is the reception
from a phased array with N independent elements and their emission.

The waveform misfit function χ is defined as

χ = 1
2
∑
r

∫ T

0
[s(xr, t)− d(xr, t)]2dt (6.1)
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where r corresponds to a particular receiver of the array, [0, T ] denotes the time
interval of interest, d(xr, t) the series of experimental measurements (temporal sig-
nals measured by each receiver), and s(xr, t) the simulated received signals. The
vector xr corresponds to the spatial position of the receivers. For simplification, we
will use d and s to denote experimental and synthetics data, omitting the explicit
dependence with xr and t.

(Tromp et al., 2004) has discussed the minimization of the misfit function us-
ing the adjoint formulation, we give a brief introduction of the adjoint method
here. Minimizing the misfit function must satisfy the constraint that the synthetic
displacement s satisfies the wave equation. Mathematically, this implies the PDE-
constrained minimization of the action

χ = 1
2
∑
r

∫ T

0
[s(xr, t)− d(xr, t)]2 −

∫ T

0

∫
Ω
λ(ρ∂2

t s−∇ ·T− f)d2xdt (6.2)

Where the vector λ remains to be determined. Taking the variation of the Eq. 6.2,
through integrating terms involving spatial and temporal derivations, we will obtain

δχ =
∫ T

0
∫
Ω

∑
r[s(xr, t)− d(xr, t)]δ(x− xr)d2xdt

−
∫ T

0
∫
Ω(δρλ · ∂2

t s +∇λ : δc : ∇s− λ · δf)d2xdt

−
∫ T

0
∫
Ω[ρ∂2

t λ−∇ · (c : ∇λ)]δsd2xdt

−
∫
Ω[ρ(λ · ∂tδs− ∂tλ · δs)]Td2x−

∫ T
0
∫
∂Ω n̂ · (c : ∇λ) · δsd2xdt

(6.3)

To make the variation in the 6.3 be stationary with respect to perturbations of
displacement δs. The perturbations of the model parameters δρ, δc and δf can be
ignored, the Lagrange multiplier λ is required to satisfy the equation

ρ∂2
t λ−∇ · (c : ∇λ) =

∑
r

[s(xr, t)− d(xr, t)]δ(x− xr) (6.4)

Introducing the above solution of the Lagrange multiplier λ into Eq. (6.3) with free
surface condition, the variation in the action (6.3) can be reduced to

δχ = −
∫ T

0

∫
Ω

(δρλ · ∂2
t s +∇λ : δc : ∇s− λδf)d2xdt (6.5)

If the Lagrange multiplier wavefield λ is defined as the adjoint wavefield s†,
which is

s†(x, t) = λ(x, T − t) (6.6)



116
Chapter 6. Quantitative Imaging of Cortical Bone by Full Waveform

Inversion

Thus the adjoint wavefield s† is equal to the time-reversed Lagrange multiplier
wavefield λ. The adjoint wavefield s† is determined by

ρ∂2
t s† −∇ ·T† =

∑
r

[s(xr, t)− d(xr, t)]δ(x− xr) (6.7)

Where the adjoint stress T† is defined in terms of the gradient of the adjoint dis-
placement as follows,

T† = c : ∇s† (6.8)

It can be observed that the adjoint wavefield is governed by the same wave equa-
tion, up to the source term: for the real wavefield, the source term corresponds
to the real excitation, while for the adjoint wavefield it results from the time re-
versed difference between the synthetics s and experimental data d at the different
receivers. Replacing the Lagrange multiplier by the adjoint wavefield, the gradient
of the misfit function can be rewritten as

δχ = −
∫ T

0

∫
Ω

(δ ln ρKρ + δc : Kc)d2xdt+
∫ T

0

∫
Ω

s† · δfd3xdt (6.9)

Where we have defined the following primary sensitive kernels

Kρ(x) = −
∫ T

0
ρ(x)s†(x, T − t) · ∂2

t s(x, t)dt (6.10)

Kc(x) = −
∫ T

0
∇s†(x, T − t)∇s(x, t)dt (6.11)

The elastic tensor in Eq. (6.9) can be repressed in terms of bulk and shear
moduli denoted by κ and µ, consequently, the misfit function (6.9) becomes

δχ =
∫
Ω

(Kρδlnρ+Kκδlnκ+Kµδlnµ)d2x (6.12)

Where the corresponding primary kernels are just linear combinations of Kρ and
Kc given by

Kρ(x) = ρ(x)
∫
∂ts†(x, T − t) · ∂ts(x, t)dt (6.13)

Kκ(x) = −κ(x)
∫

[∇ · s†(x, T − t)][∇ · s(x, t)]dt (6.14)

Kµ(x) = −2µ(x)
∫

D†(x, T − t) : D(x, t)dt (6.15)

Where D = (1/2)[∇s+(∇s)T ]− (1/3)(∇· s)I. Instead of density and the shear and
bulk moduli, it is physically more significant to rewrite the derivation with respect
to density and shear and compressional velocities. The corresponding volumetric
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kernelsKρ̂,Kα andKβ represent the sensitivity of the misfit function with respect to
small perturbations of the density, shear and compressional velocities, respectively.

Kρ̂ = Kρ +Kκ +Kµ (6.16)

Kβ = 2
(
Kµ −

4
3
µ

κ
Kκ

)
(6.17)

Kα = 2
(
κ+ 4/3µ

κ

)
Kκ (6.18)

With this new parametrization, the perturbation of the misfit function (6.12) can
be rewritten as:

δχ =
∫
Ω

(Kρ̂δlnρ+Kαδlnα+Kβδlnβ)d2x (6.19)

6.1.1 The connection between imaging and adjoint kernels

Claerbout’s imaging principle states that ’reflectors exist at points in the ground
where the first arrival of the downgoing wave is time coincident with an upgoing
wave’ (Claerbout, 1971). Basically, this principle gives us an approximation to
the spatial distribution of reflection coefficients. (Tarantola, 1984) realized that
the density waveform sensitivity kernel is closely related to the imaging principle.
The relationship between the density kernel Kρ and the imaging principle can
be briefly illustrated as follows. The image formation can be understood as an
integration of the up- and down-going wavefields in time. In seismic migration,
the down-going (resp. up-going) velocity wavefield is related to the forward (resp.
adjoint) displacement field. By substituting these relationships into the imaging
formation, which is an integration of the up- and down-going wavefields in time,
the imaging formation becomes familiar with the definition of density kernel Kρ.
For multicomponent data in an elastic medium, (Kiyashchenko et al., 2007))
proposes a modified imaging formulation by involving an additional term similar
to our bulk kernel Kµ. This modified imaging formulation looks very similar to the
sum of our density and bulk kernels, i.e., our impedance kernel Kρ̂ in the acoustic
approximation. In the next sections, we will see that the impedance kernel is
indeed a more natural choice for image formation, leading to crisper images of the
reflectors in the medium.

6.1.2 Numerical implementation of sensitive kernels

In order to calculate the primary and secondary kernels defined in the above
section, we have used the software Specfem2D ((Komatitsch and Tromp, 2002;
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Komatitsch et al., 2016; Liu and Tromp, 2008)). This software allows to simulate
both the forward and adjoint seismic wave propagation in two dimensional acoustic,
elastic, poroelastic or coupled acoustic-elastic-poroelastic media, including PML
(Perfectly Matched Layer) absorbing conditions. The specfem2D suits well to
parallel implementation on very large supercomputers.

It can be also used in the previous TDTE imaging by adding the definition
of TDTE kernel (3.7), which are involving the production between forward and
adjoint wavefield same as sensitive kernels.

The mesh generation is a critical point for a spectral-element simulation.
Ideally, the mesh should honor all first- and second-order discontinuities in the
geologic model, contain at least five points per shortest wavelength.

By observing the mathematical formulation of the different kernels of interest:
Eq. (6.13,6.14,6.15), we simultaneously need the forward wavefield s at time t

as well as the adjoint wavefield s† at time T − t. This condition rules out the
possibility of carrying both the forward and adjoint simulations simultaneously in
a unique simulation scenario, as both wavefields would be calculated at the same
time t. The most intuitive approach consists in running the forward simulation
first and record the resulting wavefield at all points of the spatial domain and
time, then launch the adjoint simulation. Once both simulations have been fully
completed, the two forward and adjoint fields can be mixed together and integrated
in time, according to Eq. (6.13,6.14,6.15).

The main inconvenient of this approach is that a large simulation (large spatial
domain and/or simulation on a large time interval) may require a large amount
of disk storage. This issue is efficiently managed by Specfem2D in the particular
case of non-attenuating propagation media: in this case, the forward and adjoint
problems are solved simultaneously, such that the final temporal integration can be
realized directly, without saving huge data on the disk. The backward wavefield,
which is forward simulation on the time direction of T − t, is determined by

ρ∂2
t s = ∇ · (c : ∇s) + f (6.20)

s(x, T ) and ∂ts(x, T ) given (6.21)

n̂ · (c : ∇s) = 0 on ∂Ω (6.22)
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This initial and boundary value problem can be solved to reconstruct the
forward wavefield s(x, t) in the time interval [0, T ], which is the same as the
wave equation solved for the forward simulation. Technically, the only difference
between the backward and forward problems reduces to a change of the sign for
the time variable. This gives the possibility to perform both the forward and
adjoint simulations simultaneously, the forward wavefield at time t corresponding
to the adjoint wavefield at time T − t, resulting in an immediate computation of
the product and resulting integration over time. The immediate consequence is
that it is no more needed to store the whole wavefields in space and time. An
advantage of this approach is that only the wavefield at the last time step of the
forward simulation needs to be stored and finally reloaded for the reconstruction
of s(x, t) and the computation of the kernels.

So, we can give a procedure of numerical implementation of computing kernels
by specfem2D: firstly, define the reference medium and mesh the medium with
embedded or third-party mesh generator, then run the forward simulation, the
received synthetic seismograms are used to be constructed the adjoint source, only
the last frame is recoded (for solving backward wave equation). Secondly, operate
the adjoint simulation, which this procedure consists in: 1) the adjoint wave filed
by adjoint source in time t = {0 → T}, 2) reconstruct the forward wavefield in
time t = {T → 0} from the recoded last frame at T through (6.20), 3) compute
the adjoint kernel by accumulating the product between the forward and adjoint
wavefield along time. The first three sub-procedures are performing simultaneously
in Specfem2D.

Practically, the computation of the kernels follows the steps below:

• we first define the reference medium and create a mesh of it using a mesh
generator (embedded or third-party software),

• this mesh is used by Specfem2D to calculate the received synthetic seismo-
grams that will be used as adjoint sources (after a time-reversal operation),

• the last frame is recorded to solve the backward wave equation,

• we then simulate the adjoint problem and reconstruct the forward wavefield in
time from the last recorded frame; meanwhile, the adjoint kernel is processed.
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6.2 Numerical imaging of cortical bone internal bound-
ary by adjoint kernels

The migration principle by adjoint method is similar to Time domain Topological
energy, in the sense that a reference medium close to the real model produces
better results. If the reference medium is water (acoustic medium), the adjoint
method will encounter a mismatch in the spatial domain that corresponds to
cortical bone (elastic medium) in the computation of the elastic kernel.

Considering the previous chapters, TDTE is an efficient approach to obtain the
external boundary of the cortical bone with just one iteration. This preliminary
information will reduce the calculation significantly. Here we use this information
to build the new reference medium before applying the migration principle.
Consequently the new reference medium is now made of two materials, with a
boundary that results from the previous TDTE processing. The medium above
the boundary is water, while the medium below the boundary is made of bone ma-
terial. This is fundamentally equivalent to the second iteration of TDTE discussed
in chapter 5. The elastic kernel is finally calculated to obtain a spatial distri-
bution of density, and longitudinal and transverse velocities inside the cortical bone.

The initial reference medium is illustrated on Fig. 6.1 (identical to Fig. 5.4 in
Chapter 5). A linear array of 128 elements (spatial pitch 1.1mm, represented by
the green stars), is used to transmit and receive signals. The emitted signal is
a 3.5MHz sinusoid pulse modulated by a Gaussian envelop, with a bandwidth of
1MHz at -6dB. The parameters for the bone-mimicking material (Sawbone) are the
same as those used in Chapter 4 Table. 4.4. The other important parameters are
as flow:

• the temporal sampling: 2.5e−2µs (sampling frequency 40MHz),

• total number of temporal steps: 48000 (total duration 1200 µs),

• boundary condition: PML,

• horizontal number of grid points: 400 (spatial step 0.35mm).

• recorded type of seismography: pressure

Firstly, the received signal y(t) back-propagated from inspected cortical bone is
recorded by performing the simulation on the medium Fig. 6.1(a). In this regular
simulation, the simulation type of SPECFEM2D was set to 1, which is indicated
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(a)

(b)

Figure 6.1: (a) the numerical setup of cortical bone when array located in 0 degree
(b) the numerical setup of reference medium in specfem2D (the gray and blue areas
correspond to the cortical bone and water, respectively, the green stars represent
the transducer array)

forward simulation. Option of SAVE_FORWARD was set to false, which means
the last frame don’t need to be saved.

The following step for the migration in cortical bone imaging is illustrated on
Fig. 6.2. We first run the forward simulation with Specfem2D (simulation type
=1, SAVE_FORWARD = true), consequently, the resulting outputs are i) the
wavefield at the last temporal frame and ii) the received signals y1(t). Then we
calculate the adjoint source resulting from the difference between the real received
signals y(t) and y1(t). The last step consists in using Specfem2D (simulation type
=3, which indicates the adjoint simulation, SAVE_FORWARD = false) again to
calculate the adjoint simulation and perform the temporal integration described
by Eq. (6.14, 6.15,6.16). As discussed above, i) the wavefield integration between
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forward and adjoint fields and ii) the sensitive kernels are computed simultaneously.
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Figure 6.2: the scheme of numerical simulation perform by Specfem2D

The six primary and secondary kernels are illustrated on Fig. 6.3 (left: density,
shear and bulk modulus kernels, right: Impedance, transverse and longitudinal
velocities). On this figure, the obtained kernels are shown only inside the elastic
domain. As discussed previously, the density kernel Kρ is equivalent to the imaging
principle. Notice that, the Kρ, Kκ, Kµ, Kα are representative of the internal
boundary of the cortical bone. On the contrary, Kµ, Kβ are not sensitive to this
internal boundary.

However, when Kρ, Kκ and Kµ are summed to produce the ’impedance’ kernel
Kρ̂ (Figure 6.3(b)), the low-frequency artifacts disappear. It can be observed that
the impedance kernel (Kρ) looks similar to the density kernel (Kρ̂) for internal
boundary of cortical bone, but with better contrast. The density represents the
main contribution to the impedance kernel, while the shear modulus kernel plays
a secondary role in the production of the impedance kernel.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.3: (a) Kρ kernel (b) Kρ̂ kernel (c) Kκ kernel (d) Kα kernel (e) Kµ kernel
(f) Kβ kernel
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It can be also observed that Kµ and Kβ, both related to the shear modulus,
have weak amplitudes in the top of the spatial domain, corresponding to the
acoustic area.

For better observation of the internal boundary of cortical bone, we change the
color bar to disable the miner?s value of Kα kernel, where the internal boundary
are more visible, shown in Fig. 6.4.

Figure 6.4: Kα kernel

In this simulation we used the same central frequency 3.5 MHz of excitation
as the TDTE. It shows the same performance with the TDTE in the aspect of
imaging the boundary of cortical bone. However, the migration should give more
information on the distribution of density, P-wave and S-wave velocity, since the
migration is the first iteration of FWI, where the minimization of misfit is based
on gradient descend. This means the first iteration should provide a sufficient
solution. By observing the Fig. 6.3, almost all the information focus on the internal
boundary of cortical bone. To obtain more information on the distribution of
density, P-wave and S-wave velocity, we decrease the central frequency of excitation
to 800 KHz, of which the half wavelength is approximate to the cortical thickness.
The corresponding six kernels are shown in Fig. 6.5. It can be observed that
the Kρ, Kρ̂, Kκ, Kα kernels can give a rough distribution of density and P-wave
velocity of cortical bone, Kµ and Kβ kernel give a relevant poor distribution of
S-wave velocity of cortical bone, however, they can indicate where the S-wave
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velocity equals to zero (above cortical bone).

Based on these results, we can conclude that the migration principle can
give information about the internal boundary of the cortical bone, and a spatial
distribution of density and transverse and longitudinal velocities. High frequency
can provide better interface information with poorer distribution of density, P-
and S-wave velocity, vice versa, low frequency can provide better distribution but
poor interface information.

To obtain a more accurate spatial distribution of these physical parameters, an
iterative procedure (known as Full Waveform Inversion) is needed.

6.3 Full waveform inversion

Theoretical analyses suggest that FWI includes two modes: tomography and
migration ((Mora, 1989)). The tomographic model are normally related to data
with large offsets, which are rich in refractions and wide angle reflections. Applying
standard FWI on the reflections from this type of data sets is essentially equivalent
to carrying out nonlinear least squares migration (e.g., (Wu et al., 2016); (Yao and
Jakubowicz, 2015)). Migration model of FWI dominates the inversion. Although
the inversion also includes the tomographic mode, it is much weaker than the
migration mode.

Once again, FWI searches for a velocity model that produces a full wavefield
that best fit the observed full wavefield. This is generally performed by an iterative
non-linear optimized approach using a gradient method, represented as formula
(6.1). The gradient is formula (6.11) calculated by adjoint method, the negative
gradient shows the steepest descent direction, i.e. where the data residuals decrease
the most. The obtained model of one iteration, provides the starting model for the
next iteration. So the misfit function can be rewritten in the form of

χ(m) = 1
2
∑
r

∫ T

0
[s(m,xr, t)− d(m,xr, t)]2dt. (6.23)

Though the above misfit function, represented a conventional waveform-difference
measure of fit, FWI explicitly casts the inversion problem as a nonlinear optimiza-
tion procedure. In this approach, the wave speed model m is iteratively improved
by using a nonlinear optimization algorithm to minimize the waveform differences.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.5: (a) Kρ kernel (b) Kρ̂ kernel (c) Kκ kernel (d) Kα kernel (e) Kµ kernel
(f) Kβ kernel
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This minimization can be solved by the l2 norm. In the vicinity of m, the misfit
function can be expanded into a Taylor series:

χ(m + δm) = χ(m) + g(m) · δm + δm ·H(m) · δm (6.24)

Where the g(m) is the gradient of the waveform misfit function, and has been solved
in above section. H(m) is the Hessian:

H(m) = ∂2χ(m)
∂m2 . (6.25)

By assuming the gradient and Hessian on the model are dependent, a Hessian-
based algorithm utilized both the gradient and Hessian can be obtained a model
update. The model update is determined by Newton method,

δm = −H−1 · g. (6.26)

The local minimum of (6.23) is thus given by perturbing the model in the direction
of the gradient preconditioned by the inverse Hessian.

The Hessian-based algorithm has a quadratic convergence rate; however, it
suffers from exorbitant computational costs as well as huge storage requirements.
Quasi-Newton methods, such as L-BFGS (Liu and Nocedal, 1989), estimate the Hes-
sian based on gradients from previous iterations, and thus have good convergence
rates yet relatively modest computational costs. Limited-memory BFGS (L-BFGS
or LM-BFGS) is an optimization algorithm in the family of quasi-Newton methods
that approximates the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm using
a limited amount of computer memory. By applying L-BFGS to estimate Hessian,
we can update the model by

mk+1 = mk − σkH−1
QNgk (6.27)

where H−1
QN is the L-BFGS approximation to the inverse Hessian, σk is the step

length determined by the line search, k represents the k-th iteration. And each
step of gradient is illustrated in above section, which is the sum of kernels (6.19) by
adjoint method. Actually the standard FWI is the iterative procedure of migration.
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6.4 Numerical Implement

The iterative inversion workflow may comprise three main steps for which tools are
provided:

• Summing event kernels, Kα, Kβ, Kρ̂ to build the misfit gradient g(m)

• Smoothing and post-processing of the gradient g(m)

• Updating the model based on (6.27)

For both the nonlinear optimization procedure itself and related pre- and post-
processing tasks, it can be applied with the SeisFlows framework (Modrak et al.,
2018) (github.com/rmodrak/seisflows). Forward and adjoint modelings are carried
out using SPECFEM2D. The workflow of SeisFlows are shown in Fig. 6.6.
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Figure 6.6: the scheme of Full waveform inversion

6.4.1 pre-processing, post-processing, Nonlinear optimization

In Seisflow framework, preprocessing refers to operations carried out on seismic
traces, encompassing both χ(m) and s(xr, t) in Eq. 6.1. The name reflects the fact
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that such operations are usually performed prior to data residual back-projection.
The default preprocessing class works with time-domain data and relies on obspy
(a Python framework for processing seismological data, https://docs.obspy.org) for
reading and writing data and signal processing.

Post-processing refers to image processing operations on models, sensitivity
kernels, or migrated images. Post-processing operations are usually performed
after data back-projection. A wide variety of operations are included this category
in seisflow. Workflow including smoothing, basis projection, and Tikhonov and
total variation regularization. Because post-processing operations are sometimes
performed directly on the model or kernels as expressed in the spectral element
basis used by SPECFEM2D solver, there may be some overlap between the
solver and post-processing component. SeisFlows use standalone utilities in the
SPECFEM2D packages for smoothing operations on spectral-element bases, rather
than reimplementing these operations in Python.

The nonlinear optimization of model update is divided into two steps. First,
a search direction is computed based on the gradient of the objective function.
Second, a step length is determined along the search direction through a line search
procedure. The Limited-memory BFGS algorithm (L-BFGS) (Liu and Nocedal,
1989) is a quasi-Newton method, which means that search directions are based on
a low-dimensional quadratic model of the objective function. After several decades
of experience with such methods, L-BFGS is generally regarded as the most
effective quasi-Newton method ((Nocedal, 1992)). L-BFGS uses an estimation to
the inverse Hessian matrix to steer its search through variable space, it stores only
a few vectors that represent the approximation implicitly. Due to its resulting
linear memory requirement, the L-BFGS method is particularly well suited for
optimization problems with a large number of variables. It is limited-memory in
the sense that results from only the most recent gradient evaluations need to be
stored.

Here we give an illustration of the LBFGS. For a given initial model m0,
objective function f is being minimized, diagonal scaling D, memory value l, and
stopping threshold δ > 0, the pk is descent direction H−1

QNg in the k-th iteration.
The L-BFGS algorithm is as follows:

It should be noticed that the symbols λ, µ are irrelevant with same symbols
that appear elsewhere. L-BFGS’s relatively modest memory usage rests on the fact
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Algorithm 3 Limited-memory BFGS algorithm
1: Evaluate f0 = f(m0), g0 = ∇f(m0).

2: Set p0 = −g0, k = 1

3: while gTk+1gk+1 < δ do

4: Set q = gk, i = k − 1, j = min(k, l)

5: Performing j times: λi = sT
i p

yT
i si

, q = q − λiyi, i = i− 1

6: Set γ = sT
k−1yk−1

yT
k−1yk−1

, r = γDq, i = k − j

7: Performing j times: µ = yT
i r

yT
i si

, r = r + si(λi − µ), i = i+ 1

8: return pk = −r

9: Compute ζk by line search and set mk+1 = mk + ζkpk

10: Evaluate fk+1 = f(mk+1), gk+1 = ∇f(mk+1).

11: Set sk = mk+1 −mk, yk = gk+1 − gk, k = k + 1.

12: end while

that if k is the current iteration number and l is the memory value, then vector
pairs prior to {sk−l, yk−l} are no longer needed and can be removed from storage.
The scaling factor γ, which accounts for differences between the true Hessian and
the approximation thereto, is essential to the good performance of the algorithm.

6.4.2 Numerical implement

In this simulation, the map, initial model and transducers are set the same as the
last section, other main parameters are as follow:

• number of iterations: 15

• step thresh in each optimization of line search: ζ = 0.2

• maximum trial steps for each optimization: 10

• central frequency of emitted signal f0 = 800 kHz

• solver: SPECFEM2D

• optimize algorithm: LBFGS

Unfortunately, after 15 iterations of FWI, the FWI couldn’t obtain sufficient
distribution of shear wave, more times iteration is still required. Since the reason
of limited time, we didn’t obtain a satisfied final result in the end of thesis writing,
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this work needs to be gone further in future with more iterations. According to
the experience from (Nguyen and Modrak, 2018), the reconstruction of elastic
medium shown in Fig. 1.7 is not accurate enough, even with a sufficient iterations.
However, in the perspective of efficiency, the migration with low frequency has
already given us sufficient result with only one iteration. It seems migration is a
better strategy than FWI in cortical bone imaging.





Chapter 7

Summary and conclusion

Applying ultrasound into cortical bone evaluation has been attracted significant
attention in past decades, since the affordable and non-radiation of ultrasound.
The evaluation of cortical bone including the mechanical properties: cortical
thickness, density, elasticity and stiffness. On the other hand, the imaging of
cortical bone is also providing us more information on structure with a more
intuitively and macroscopically.

The mechanical parameters of cortical bone mainly involving in parameter
estimation, which is a classical and well-developed issue. In this study, the sparse
signal processing shows promising performance compared with traditional signal
processing methods in ultrasound parameter estimation, especially the sparse
signal processing method open a new way for broadband ultrasound attenuation of
cortical bone in vivo estimation.

In other committees such as NDT and geophysics, they face the same challenge
with cortical bone imaging by ultrasound. TDTE shows a promising result in
imaging the low impedance contrast media and porous media. For quantitative
imaging, seismic migration and Full waveform inversion are playing the central
role in geophysics for reconstruction interior of earth, which can provide density,
P-wave velocity and S-wave velocity distributions.

7.1 Summary

The contributions of this thesis are in two aspects: First is introducing sparse
signal processing to estimate the cortical thickness and broadband attenuation in
vivo with a mono ultrasound transducer efficiently. Second is introducing Time
Domain Topological Energy and adjoint tomography to cortical bone imaging with
ultrasound transducer array.

Compared to traditional method with a mono transducer array, only the time
delay can be estimated. By introducing the OMP on the same configuration,
a more precisely result can be obtained and with an additional benefit, which
the broadband attenuation can be estimated in vivo simultaneously. As far as
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we know, this is the first time the BUA (Broadband Ultrasound Attenuation) of
cortical bone estimated in vivo at radius. This work is a preliminary study with
only several volunteer?s validation, which has shown a promising result, a widely
validation need to be done in the future.

The meaning of this part of work is by introducing advanced signal processing
method, endowing a traditional approach with more parameters estimation. It
will accumulate the promotion of clinical application, as a simple configuration to
estimate the thickness and BUA of cortical bone. Especially as an affordable mean
for high risk population screening

Imaging methods based on time reversal is limited in cortical bone domain,
since the high contrast between the soft tissue and cortical bone, the signal from
the inner bone is usually very weak. With the development of computational
capacity recently, one kind of imaging method based on numerical simulation has
been risen. Time domain topological energy, based on the principle of inserting
the hole in the reference medium to make it closer to the real inspected medium,
shows a promising result in NDT. And it has a primary application is medical soft
tissue imaging. This is the first time we introduce TDTE in cortical bone imaging.
By using a simple homogeneous fluid reference medium, the TDTE image can
be obtained efficiently. However, this efficient choice of reference medium, only
the external boundary of cortical bone can be reconstructed well, the internal
boundary of cortical bone is week in the TDTE image and mismatched with its
real position.

There are two different ideas to deal with this problem: one is to increase
the time-delay and amplify the amplitude of the second main echo, which is
corresponding to the internal boundary. This involves the signal processing of time
delay estimation. By applying the OMP we used in previously part, the second
main echo can be reconstructed by amplifying the amplitudes and increasing the
time delays, which is the ratio between the wave velocity in cortical bone and
reference medium (water). This approach can successful reconstruction the external
and internal boundary of cortical bone in numerical simulation and sawbone of
femur neck. However, it only can handle the regular internal boundary. For
irregular internal boundary, the echoes corresponding to the internal boundary are
difficult to identify. Under such circumstance, the iterative TDTE by improving the
reference medium with previous iteration information is the only option. In cortical
bone imaging application, the reference medium in second iteration should utilize
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the information from the first iteration, by setting the material under external
boundary to be bone. So, the second iteration of TDTE can reconstructed the
difference between the real inspected cortical bone and updated reference medium,
which is the internal boundary of cortical bone. The disadvantage of iterative
TDTE is the computation and storage burden. For a homogenous reference
medium, the displacement wavefield can be obtained by analytical solution, for
the non-homogenous medium, the displacement of wave filed can be obtained
only by the numerical simulation software. So, both of the forward and adjoint
wavefield need to be stored. The iterative TDTE are also show a good performance
in numerical simulation and sawbone of femur neck. For the irregular internal
boundary and osteoporosis, the iterative TDTE is irreplaceable, especially the 2nd
iterative TDTE can reconstruct the pores with diameter equaling to 0.05mm.

The TDTE with sparse signal processing or iterative TDTE can give a satisfied
solution on cortical bone imagine. However, it only can give the geometry structure
information, but can’t give a quantitative image. In geophysics domain, migration
and Full waveform inversion are widely used to give the image as well as the
quantitative information of earth interior, including distribution of density, P-wave
velocity and S-wave velocity. It has the familiar principle with TDTE, which
is trying to minimize the difference between the reference model and inspected
model. Both of them are solving minimization of misfit function by adjoint
method, involving simulating the forward and adjoint field on reference model.
The difference between them is the derivation of misfit function. TDTE is driven
from topological optimization, the derivation of misfit function is mainly based on
the structure of reference medium. In the migration and FWI, the minimization is
respected on the model parameters: density, P-wave velocity and S-wave velocity.
So, the minimization of misfit function yields six sensitive kernel, represented the
distribution of density, P-wave velocity and S-wave velocity.

The migration imaging by six sensitive kernels are produced by one step
gradient minimization, which means the migration only gives a rough quantitative
distribution of parameters. It tries to provide the solution which is most closed
to the real model in one iteration. In the numerical simulation, we can observe
that, the density and impedance kernels can provide us the internal boundary of
cortical bone, but the accurate parameters distribution is not sufficient. If we want
to obtain more accurate distribution, the iterative procedure is required, which is
full waveform inversion.
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7.2 Comparation between TDTE, migration and full
waveform inversion

In the second part of this thesis, we use one category of imaging method based on
the minimization of the difference between real medium and reference medium, this
category including: TDTE, migration and full wave form inversion. Each of them
has different advantages and disadvantages. Based on the validation in numerical
simulation and bone phantom, we give the following comparison in Table. 7.1.

Here we give some explanation of the Table:

1. Both of the three methods require compute two wavefield: forward and ad-
joint. Among them, one-time iteration of TDTE do not require simulation
software. For second iteration of TDTE, a FDTD based software is used here
and it is also efficient in recording the two wavefield.

2. For migration and FWI, a widely used software Specfem2D based on spectral
element simulation is used here. One special feature of this software is which it
can avoid store the displacement of the two wave-fields. It uses backward sim-
ulation from the last frame, so in the integration, the displacement of forward
and adjoint wavefield can be multiplied simultaneously. As a consequence,
the forward simulation needs to run two times.

3. In imaging the small holes inside the cortical bone, the iterative TDTE is more
promising, since the FWI requires computationally expensive high-frequency
numerical wave simulations.

All these imaging methods introduced in this thesis are based on to minimize the
distance between the reference medium and inspected medium, the minimization
is solved by introducing adjoint method. The gradient of Full waveform inversion
gives a descent direction for the optimization of continuous parameters that are
defined on the whole domain, it minimizes the cost function through modify the
parameter distribution. TDTE (Topological gradient) allows a real modification
of the topology of the domain, it minimize the cost function through topology
modification. Consequently, the TDTE is more sensitive in structure imaging and
FWI (migration) is more sensitive in reconstruction of parameter distribution. Here
we also give a capacity illustration between them:

Where the number of + quantification of the capacity.
By the above illustration, the three methods can be a compensation for each

other. There is one idea need to be noticed recently, which is combing of the time
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Table 7.2: the quantify comparison of three imaging method

Method TDTE
migration

FWI
Low frequency High frequency

Structure information +++ + ++ +

Parameter distribution - ++ + +++

Efficiency +++ +++ ++ -

reversed migration and elastic FWI ((Nguyen and Modrak, 2018)). Reverse-time
migration (RTM) can reconstruct reflectors and scatters by cross-correlating the
source wavefield and the receiver wavefield given a known velocity model of the
background. Ultrasonic waveform tomography based on full-waveform inversion
(FWI) has succeeded in detecting anomalous features in engineered structures. But
the reconstruction of the wave velocity model of the small-size and high-contrast
defects is difficult because it requires computationally expensive high-frequency nu-
merical wave simulations. To reduce computational cost and improve detection of
small defects, a useful approach is to divide the waveform tomography procedure
into two steps: first, a low-frequency background reconstruction aimed at recover-
ing background structure using FWI, and second, a high-frequency imaging step
targeting defects using RTM. In our case, the RTM can be replaced by the TDTE.
This kind of combination might provide an new perspective in cortical bone imaging
for both the small holes inside the cortical bone and the distribution of density, and
elastic parameters.
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