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Résumé

La présente thèse fait partie d’un projet destiné à améliorer l’efficacité et la stabilité des
piles à combustible à membrane à échange de protons. Elle présente des expériences et des
simulations visant à faire évoluer en ce sens la géométrie de canaux véhiculant des fluides à
travers les plaques bipolaires à l’anode et à la cathode. En effet, l’electricité produite dépend
en particulier d’écoulements diphasiques couplés avec divers phénomènes physiques et très
impactés par les forces interfaciales sur les surfaces solides qui les limitent. Nous avons utilisé
des codes indutriels ainsi que la méthode des réseaux de Boltzmann pour simuler les sytèmes
complexes en jeu. Le chapitre 1 rappelle le principe de base des piles à combustible ainsi
que le rôle des fluides s’écoulant dans les canaux des plaques bipolaires. En partant de piles
standard, nous jetons les bases des modifications étudiées ici. Le chapitre 2 détaille un modèle
classique du fonctionnement des piles à combustible en régime stationnaire, supposant des
écoulements monophasiques dans les canaux. Une expérience réalisée sur une unique pile de
ce type valide la formulation mathématique du modèle ainsi que l’outil numérique (Comsol).
La simulation met en évidence l’hétérogénéité des flux dans les différents canaux, alors qu’on
connait l’influence négative de cette hétérogéneité. Cependant le modèle utilisé ne tient
pas compte de la possibilité d’avoir de l’eau en phase liquide (et pas uniquement gaseuze)
dans les écoulements. Pour y remédier, le chaptitre 3 décrit un code LBM fondé sur le
modèle du gradient de couleur pour les écoulements diphasiques. Ce code est validé à partir
d’une expérience réalisée sur une jonction en T, un dispositif applicable bien au delà du
contexte des piles à combustible. Le chapitre 4 reste dans le cadre d’écoulements stationnaires
gazeux dans des canaux parallèles, mais cependant différents de ceux de piles standard. Un
algorithme uniformise automatiquement les écoulements des différents canaux en modifiant
leur géométrie, dans certaines limites cependant. Il fait pour cela varier des paramètres
comme le nombere de canaux et leurs largeurs. Les dispositifs répartissant ou collectant
le fluide entre les différents canaux à l’entrée ou à la sortie influencent aussi le résultat.
Nous proposons des géométries uniformisant les écoulements des divers canaux. Hélas le
résultat n’est pas satisfaisant en terles de production électrique . Le chapitre 5 décrit les
déplacements dirigés et spontanés de gouttes d’eau sur des structures métalliques pourvues
de canaux d’axes parallèles, mais dont la forme rappelle des nageoires: une expérience met
en évidence une direction nettement privilégiée pour l’étalement des gouttes. Les simulations
tri-dimensionnelles en LBM et par la méthode du volume de fluide corroborent la tendance
observée tout en révélant à plus petite échelle des détails qui échappent aux visualisations
mises en oeuvre: l’effet des forces capillaires est clairement dominant, et s’exerce dans des
régions bien précises du dispositif, alors que dans d’autres régions l’inertie est essentielle
aussi. Les simulations d’écoulements diphasiques décrits aux chapitres 3 et 5 représentent
les résultats principaux.



Abstract

This thesis is part of a wider project that aims at improving proton exchange membrane fuel
cell (PEMFC) efficiency and stability. Our contribution aims at improving the geometry
and structure of channels in anode and cathode bipolar plates (BPP) using experiments
and simulations. The operation of a PEMFC involves multiphase flows and multiphysics
phenomenon such as reactant concentration and electron exchange between the components.
To simulate such a complex system employed industrial codes as well as Lattice Boltzmann
Method. Chapter 1 reminds the basic principle of PEM fuel cell and the role of the fluids
that flow through BPP channels. We describe a standard version of the latter and the
modifications which we consider here. Chapter 2 details a classical model that describes
PEM fuel cell operation in steady regime and assumes single phase flows in channels. The
underlying equations and their simulation (using COMSOL) are validated by an experiment
performed on standard single cell. The simulation evidences channels exhibiting unequal
fluid fluxes while the literature points the negative effects of such heterogeneity. Since the
used models disregards the possibility of having water in two phases, Chapter 3 describes a
LBM color gradient code for two phase flows. We validate it against an experiment performed
of a T-junction, a device that has applications beyond fuel cell. Chapter 4, differently, is
devoted to steady gas flows in parallel channels that differ from standard fuel cell. An
algorithm automatically homogenizes the fluid flow by modifying domain geometry within
definite limits. It applies to diverse settings, and manages parallel channels by varying
parameters as channel number and widths. However, the distributing channels that span
the fluid between channels at BPP inlet and recollect it at outlet also matter. The author
thus proposes designs that equalize channel flows. The author creates a new design to study
the manufacturing feasibility of BPP. Chapter 5 describes water drop directional spreading
on metallic structures decorated with fin shaped channels of parallel axis: experiments reveal
almost total spreading only in one direction. Three dimensional LBM and Volume of Fluid
simulations retrieve the observed trend and capture smaller scale details suggesting subsets of
the fluid domain where capillary forces or inertia dominate. Most significant results are two
phase flows simulations. They describe the different regimes of films or drops at the outlet of
a T-junction whose other branches are fed with immiscible wetting and non-wetting fluids.
Moreover, they describe how water drops spread on a microscopic relief which results into
skewed capillary force.
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General introduction

For the past century our demand for electricity has increased. The required energy in
many factories and cities are Increasing, the fossil fuel resources are depleted. Moreover,
the pollution causes many problems in large cities for example, the CO2 as it is shown in
Figure 2 has increased in the past years drastically. In addition, mean temperature on the
earth surface has increased about 1 degree Celsius. Therefore, the demand for the renewable
energy is increasing. 21th century will be the turning point from fossil fuels to electric
vehicle. The drastic change on how the people travel depends on the development of the
batteries. Batteries are the first factor limiting the use of electric vehicle. Batteries bound
the user by their capacity which lead to limited range moreover, slow recharging process.
Is another disadvantage of batteries. Larger batteries result in increase in total weight of
the vehicle which then influences other parameters such as: increase in consumption costs
of moving the additional mass, decrease in drive agility, drive dynamics and total efficiency.
In contrasts, fuel cell is a type of battery with unlimited reactants. It will operate as long
as the reactants exists. Refilling a hydrogen tank does take about three minutes compare to
hours for electric vehicle. Generally hydrogen fuel cells have higher energy density compare
to batteries [1], [2].

Figure 1: Increase in carbon dioxide in the
world [3].

Figure 2: Temperature rise on earth sur-
face(right)[4].

FCs are not new inventions, the principal of what became the first FC was demonstrated by
Humphry Davy in 1801. In 1832 William Grove made the first gas voltaic battery. The pro-
ton exchange fuel cells are invented by general electric in 1950. Ten years after NASA used
fuel cells in space missions. In 20th century with manufacturing methods improvements,
sensors and electronic management systems the fuel cells became more efficient and reliable.
An example is the first commercial fuel cell car Hyundai Tucson FCEV was introduced in
2013. FCs are very promising energy technology. They are very efficient compare to inter-
nal combustion engines. FCs combined with batteries as hybrid cars have high conversion
efficiency. Theoretical maximum possible energy efficiency of a FC is 83% [5]. They are
emission free solutions. Product of the hydrogen and oxygen reaction is water in moisture
and fluid form. FCs have no moving parts and therefore, it promises longer lifetime com-
pared to the mechanical components which needs more maintenance. The average lifetime of
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a vehicle is 10 to 12 years, the FCs with the 3000 to 5000 operation hours meet the life time
expectancy in the automotive industry. They are modular, they can be stack up to upscale
the system. The hydrogen is non-toxic. Hydrogen has some properties which makes it safer
compare to other fuels for example it has 3 times less energy density compares to natural
gas in the case of a leakage it is less dangerous compared to natural gas. Moreover, due to
its small molecules it dissipates much faster into the air than natural gas. These properties
make hydrogen safer than other gas fuels. The product of hydrogen reaction is water which
is harmless however, inhaling the fumes and soot of gasoline are hazardous. With a proper
design the water generated in the system can be reused for drinking or other applications.
FCs are quiet and can be made in various size and weights [5] These advantages make FCs
distinctive devices to convert the energy, environmentally friendly. However, fuel cells are
still less used as other kinds of batteries, especially in automotive industry. The present work
contributes to general active research that tends to overcome some obstacles that make them
more efficient than other solutions. To give a flavor of it, remind that fuel cells are based
on an electrochemical reaction that returns electric current. Avoiding too large variations of
the latter is highly desirable, and this depends on bipolar plate (BPP) carry reactants and
products. The operation of the fuel cell is highly dependent on correct feeding of reactants
and removing reaction products to harvest electric current in various conditions.
This thesis aims at improving the intensity and the stability of the electric current produced
by fuel cells by optimizing the geometry of monopolar plate. Computational fluid dynamics is
our basic tool. However, the link between current intensity and fluid flow involves a number
of coupled quantities, and empirical equations. Various limitations restrict the validity of the
solution of this system that assumes steady operation and purely gaseous flows. However,
the solution agrees with experiments performed in steady conditions. It also points out the
necessity of designing channels that distribute the reactants equally. Therefore, the author
uses the above system to check the efficiency of fuel cells involving innovative geometries of
fluid flow domain. He separately studies two phase flows that can occur in cathode. To this
end, the author performs fluid simulation which he validates against available experimental
data. In addition, to solve flooding in BPP a pattern to transport the liquid water out of
the channels is proposed. The innovative structure applies a special pattern on the surface
which enhances wicking effect in a privileged direction. This study uses the two phase fluid
LBM, compares it with volume of fluid (VOF) method and corroborates it with experimental
study.
Before completing this program, in Chapter 1 the author provides fundamental information
about the fuel cells that are considered here, and specifies his approach. Chapter 2 enters
deeper into the details of steady fuel cell operation, and the here considered modifications
of fluid flow domain. Chapter 3 details the Lattice Boltzmann method (LBM) that simu-
lates two phase flow, and its validation against experimental data. Chapter 4 documents
discoveries regarding the electric current produced by fuel cells using different geometries.
Section 5 opens new perspectives by combining numerical and experimental approach to
passive directional transport on surfaces with bio-inspired patterns.
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Chapter 1

Objective of the thesis: fuel cell
optimization

1.1 Introduction

PEM fuel cells have existed around two decades. However, there has been many challenges
until now to make them more common and usable at large scale. All fuel cells are based on an
electrochemical reaction that yields electric current when they are supplied with reactants. In
the PEM fuel cells that we consider here the latter are hydrogen and oxygen in gaseous form,
while reaction by product is water (liquid or gaseous). Moreover, electric current stability
is absolutely necessary for automotive applications, and depends on flow of reactants and
water inside the fuel cells. Here we concentrate our attention to PEM fuel cells designed to
optimize the transport of reactants. The main flow field which transports the reactants is
parallel flow field in BPPs. There have been various attempts to design and manufacture
bipolar flow fields to improve the transport of reactants (hydrogen and air). This thesis
aim is to enhance low temperature fuel cell performance and stability by improving BPP or
here monopolar plate channel design. To this end the author starts from PEM fuel cells that
resemble the commonly used ones, and then modifies the geometry of specific elements. This
approach is part of a project driven by DHBW in view of improving fuel cell efficiency by
modifying the internal geometry of selected elements. The numerical simulation of fuel cell
operation and flow of reactants and products inside them is the main task in this project.
In view of fuel cell complexity, the simulations are compared with experiments conducted
by another researcher in DHBW. The present chapter recalls essential of PEM fuel cells and
explains the global philosophy of these objectives. Since PEM fuel cells are very diverse,
firstly the author describes the ones which he consider in this work. Chapter structure is
as following: it starts with the general principle of current production (in section 1.2). On
this basis, in section 1.4 the author explains which fuel cell elements will be improved, and
specifies details of their manufacturing. There are specific material constraints in designing
latter which is explained in section 1.5.
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1.2 Standard fuel cell and principle

1.2.1 Classical fuel cell element

At the heart of a fuel cell is the electrolyte where the reaction occurs. The reaction takes
place on catalyst layers. Therefore, it is a surface-based reaction. The electrolyte is located
inside the proton exchange membrane (PEM), schematically represented on Figure 1.1. Low
temperature PEMFC works between 60-80 C◦ [5]. The operating principle of PEM is rela-
tively simple. However, it is a complex dynamic system. Hydrogen fuel cells are limited by
either nature of chemical reaction (Equation 1.1) or by the supply of the reactants which take
place in BPPs. The PEM separates oxidation (electron discharge in anode) and reduction
(electron consumption in cathode). It is a polymer membrane which conducts protons but it
is not electrically conductive and it is impermeable to gases. The membrane behaves as an
electrolyte; it is packed between two porous electrically conductive electrodes. Between the
membrane and each electrode there is a thin catalyst layer to accelerate the chemical reac-
tion described below. During the reaction protons are conducted through PEM to cathode.
Since the PEM is not electrically conductive the electrons travel through the external circuit
and generate electrical current. The reaction releases -237.1 kJ/mol energy which leads to
1.23 V open cell potential under reversible operation.

H2 
 2H+ + 2e−

1
2
O2 + 2e− 
 O2−

1
2
O2 + H2 
 H2Oliq ∆fG

◦ = −237.1kjmol

U0 = −∆G
z·F = −∆fG◦

2·F = 1.23V

(1.1)

z is the number of electrons in reaction, F is the Faraday constant, ∆G is Gibbs free
energy and ∆fG

◦ corresponds to 298.15 K and 100 kPa temperature and pressure.
The reactants are fed to the system inside BPPs. Hydrogen breaks into electrons and pro-
tons. Protons pass through the membrane and electrons travel through the external circuit
including collectors. BPPs are conductive and transfer the current to current collectors.
After the work is done in the external circuit, the electron joins to the hydrogen and oxygen
which forms water near the cathode. Since water has less entropy than reactants, it can be
pushed away from the cell by the excess amount of oxygen or air.

1.2.2 Fuel cell stack

In subsection 1.2.1, we mentioned the theoretical fuel cell voltage 1.23 V. However, in practice
it is lower than 1 V. We increase the voltage of a single fuel cell by packing multiple of them
together , each cathode being connected to next anode BPP in series. Such a pack is called
a stack, and is shown in Figure 1.2.
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Figure 1.1: Structure of a fuel cell.

Figure 1.2: Fuel cell stack [6].

1.2.3 The roles of the components of a fuel cell

Each elementary fuel cell is composed of several elements that play different roles. They are
a proton exchange membrane, two electrodes, two gas diffusion layers, two BPPs.
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1.2.3.1 Proton exchange membrane

Polymer electrolyte membrane, proton exchange membrane (PEM) or ionomer membrane
[7]is a non-conductive thin layer with thickness ranging between 50 and 175 µm [8]. PEM
is a solid polymer film made of a thin plastic film such as perfluorosulfonated acid polymer.
It is permeable to protons even thought the membrane could be fully saturated by liquid
water. This forces the electrons to travel in the external circuit to generate power. Per-
fluorosulfonic acid (PFSA) membranes have a low cell resistance (0.05 Q cm2 ) for a 100
µm thick membrane with a voltage loss of 50 mV at 1 A/cm2 which is fairly low [8]. In
many applications and here also the membrane is integrated in an assembly called membrane
electrode assembly (MEA) with gas diffusion layers (GDLs) and catalyst layers (Cls).

1.2.3.2 Electrodes

Each electrode is made of a catalyst layer sandwiched between membrane and electrically
conductive porous material. The reaction takes place on triple phase boundary where the
catalytically active electrode particles electrolyte phase and gas pores intersect. The role
of the electrodes is to provide local sites for the reaction where the proton, electron, and
surface meet each other. The catalyst is often made of Platinum particles with 4 nm surface
size or smaller and 0.3-0.4 mg cm−2 surface distribution. The porous material is typically
made of carbon powder with about 40 nm surface size and high mesoporous area less than
75 m2 g−1 [5]. In order to accelerate gas transport, the electrode must be porous and as thin
as possible, in contrast to the catalyst that must have large surface area to accelerate the
reaction.

Figure 1.3: Simplified diagram of the triple phase where the reaction take place [9].

1.2.3.3 Gas diffusion layer

Gas diffusion layers (GDL) located between catalyst layer and BPPs consist of two parts.
One is made of dense carbon fibers which build a porous material. The other one is a
microporous layer (MPL) at the interface of GDL and catalyst layer. MPL is a coating that
consists of composite layer of carbon particles with PTFE [7]. GDL provides mechanical
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support, ease the transport of reactants and water. They are electrically and thermally
conductive, and collect the current from the catalyst and pass it to the BPP. They create
reaction zones not just in the channels but also in the contact zone (also known as rib,
channel support, or land) between BPP and GDL presented in Figure 1.4.

Figure 1.4: Rib and channel positions are shown in the anode side.

The manufacturing process [10] of the GDL consists of several steps shown in figure 1.5. The
carbon fiber paper are manufactured similar to papermaking. The chopped carbon fiber
which are in a solution of water and alcohol are placed wet on a web. Then, it get dried and
winded on a spool. In the next step the porosity of the fabric is defined by amount of the
resin and the graphite added to the paper. This fabric then oxidize and graphitize by heat.
In the next step wetting condition can be adjusted by adding fluorinated ethylene propylene
(FEP). In the last step an MPL is laid on the substrate and sintered to fabric to achieve
required porosity.

Figure 1.5: Process of GDL manufacturing.

1.2.3.4 Bipolar plate (BPP)

Transporting water and reactants is the function of bipolar (or monopolar) plate. The dif-
ference between monopolar plate and BPP is that the first one has single flow field and is
adapted to a single FC. BPP, differently, has flow field in both sides and is adapted to FC
stacks. BPP has two sides in which the cathode of a cell is the anode of the neighbor cell,
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which makes it more compact. For research focused on single FC, however, one commonly
uses monopolar plate. The bipolar or monopolar plate must fulfill mechanical and mate-
rial requirements. Moreover, from the fluid mechanic perspective the requirements are low
pressure drop in gas flow, and continuous transport of liquid water and coolant distribution.
The material must be electrically conductive, dissipate heat, resist corrosion, be mechani-
cally stable and manufacturable. Therefore, our designed geometry must be compatible with
these requirements for a stable performance.
Since BPP has direct influence on the transport of the reactants, its design strongly influ-
ences fuel cell efficiency. Hence, optimizing the BPP geometry was a subject of study of
various researchers. We mention a number of these researches [11]–[15] and their outcomes
are mentioned. In general, the flow domain in BPP should avoid head losses and enhance
flow homogeneity. Wang et al. [16] studied pressure drop and volume flow rate inside the
various geometries of BPPs. They highlighted four types of conventional BPPs depicted in
Figure 1.6. The first type shown in Figure 1.6.a is a single serpentine, which has the best
flow distribution. However, it implies high pressure drop in the channel. The pressure drop
can be as large as thousand times the one observed on parallel configuration. Therefore, the
FC with single serpentine requires a powerful pump. The second type shown in Figure 1.6b
is multiple serpentine configuration which has the lowest pressure drop. However, the flow
field is non-uniform. The third configuration is pin typed flow field. It easily distributes the
gases on membrane surface. However, the gases are unevenly distributed and the flow ex-
hibits stagnation areas which lead to water blockage due to uneven flow distribution: liquid
water cannot be removed from the flow field. The fourth configuration is straight parallel.
This is one of the most interesting flow fields, it is easy to manufacture and has low pressure
drop. However, it has some drawbacks such as inhomogeneous flow field and is prone to
water blockage in channel. Wang et al. suggest that this configuration can be optimized by
varying the structural parameters. Two years later Guo et al. [15] made a mathematical
model to optimize this structure. They proved that varying the channel width homogenize
the flow field.

Figure 1.6: Flow field layout configuration: a) single serpentine, b) multiple serpentine
with two channels, c) pin typed flow field, d) straight parallel. [12].

In addition to the above-mentioned flow fields some researchers find inspiration in Nature
in view of optimizing the flow fields. This is called biomimetic (or bio-inspired, bionic) design.
Example of such geometries are tree liked structure, fractal design and lung flow field.
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Figure 1.7: Biomimetic flow fields from left to right. Fractal design(e), tree-liked de-
sign(f,g), lung inspired design [13].

After the flow distribution pattern, channel section in geometry plays an important role in
the design of the channel geometry. As we have mentioned the two-phase flow appears in the
cathode side: at least on this side the channel design should limit water blockage. Another
important aspect of the flow field is the shape of the channel section. Salah et al. [14] studied
the triangular, rectangular and trapezoidal shaped channel section using multiphase LBM
and concluded that for water removal the rectangular shaped channel is optimum. Ahmed
et al. [17] found rectangular channel cross-section produce higher cell voltage. However, the
trapezoidal channel produces more uniform reactant and local current density distribution.
They concluded optimum channel-to-land ratio for a fixed channel width of 0.8 mm and
height of 1 mm. At high operating current density, an optimum channel-to-land ratio is 1.3
to 1.4. Another important parameter which influences the transport is surface wettability.
It was studied by [14], [18]. Lu et al. found by experiment that hydrophilic channel surface
has more stable performance than non-treated channels. Moreover, they found hydrophilic
channel surface might be advantageous for transport of large droplet volume.
Next section describes the problems which this work focused on to, and the solutions that
the author proposes in this thesis.

1.3 The improvements which we want to study

This work has two aims. The first one is integrating GDL into BPP. Another one is managing
the liquid water produced by electrochemical reaction. These two aims are pursued in view
of increasing fuel cell power and efficiency.

1.3.1 Integrating GDL into BPP

Integrating GDL into BPP is expected to reduce the number of components in the FC. It is
a milestone if a new design can distribute the flow of reactants evenly in new BPP geometry.
This work exploits the flexibility of design offered by the additive manufacturing (AM). This
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technique may reduce manufacturing costs and become a competitive alternative for internal
combustion engines. The use of AM in PEMFC was not studied before, more specifically
using micro selective laser melting (SLM) and the material of stainless steel . In order to use
this method, the author investigates the feasibility of such work and discover its potentials.
During the manufacturing of integrated GDL in BPP, the author researched various flow
fields in BPP. In the next step an algorithm for geometry optimization was developed to
optimize the parallel channel geometry.

1.3.2 Water management

An electrochemical reaction resumes the very basic principle that allows fuel cells to yield
electric current when they are fed with oxygen and hydrogen. However, current stability
is absolutely necessary for any use of such devices, and more especially for FCs designed
in view of automotive transportation. It turns out that stability depends on appropriate
evacuation of reaction products, especially liquid water. This depends on fluid flow that
occurs at microscopic scale in BPPs of FC stack. One of the products of the reaction in
the cathode side of conventional fuel cells is liquid water. A minimum level of hydration is
required to facilitate efficient ionic conductivity in the PEM. Fuel cell dehydration decreases
the conductivity and the excessive amount of water disturbs the flow of reactants and leads
to flooding in cathode side. The relation between cell voltage, current and pressure drop is
depicted in Figure 1.8. Flooding causes various problems such as: voltage loss at high current
density due to limitation in mass transport [16], and voltage instability at low current density
[19]. Therefore, maintaining the adequate amount of water in PEM fuel cells is essential.
There are various approaches to solve water management such as increasing the temperature
of the reactants or changing the stoichiometry in the FC [20]. Here an innovative approach
were taken to drain the liquid water using passive transport which is described in the Chapter
5.

Figure 1.8: Cathode flooding in current density above 0.55 lead to increase in pressure
drop and decrease in the cell voltage (cell temperature 51◦) [21].
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1.3.3 Power and efficiency

The efficiency of the fuel cell is defined by the ratio of produced power (Pel) to theoretical
power (P0).

ηel =
Pel
P0

=
UI

U0I
=

U

U0

(1.2)

U and U 0 are potential and theoretical rest potential. I is electric current. The efficiency
of the fuel cell is related to the drawn current. Therefore, the potential-current density is
important for the fuel cell assessment. The efficiency and power density relation to current
density is shown in Figure 1.9. The potential loss appears in three main groups. (I) The
kinetic region in which the drawn current is small and is related to reaction. (II) The
electrolyte or ohmic losses region, in this region the conductivity of the electrolyte and the
internal FC components are main limiting factor and (III) the mass transport region, this
region present the concentration of the reactants limits the FC performance in the maximum
current density [22], [23]. An important point is these regions are not separate, the I, II, III
presents which losses are dominant in that region.
This diagram presents the importance of reducing the mass transport loss specially in peak
current density. Minimizing the dominant transport losses increase the power and efficiency
of the FC.

Figure 1.9: Efficiency and power density relation to current density [24].

1.4 Strategic two-phase fluid flows in GDL and BPP

Water management is the biggest challenge in the PEM fuel cells. Hence, new concepts of
heat and water exchange in PEMFC must be investigated [2]. Water management influences
significantly the catalyst and membrane’s lifetime [7]. Water dissolves Pt from the catalyst
layer and damages the supporting material in GDL. Flooding can block the pores of the
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GDL and dramatically reduce the mass transfer into the catalyst layer. Moreover, reactant
starvation damages the catalyst support. In flooding the water progressively dissolves and
washes out the GDL and catalyst layer. This contaminates the PEM and modifies its me-
chanical properties. This causes other problems, such as interrupting proton transfer and
fracturing the membrane. Flooding is mostly appearing in cathode. It is possible to see the
excess water in anode side. However, it takes time for water to spread to anode side. Water
blockage can be measured using the reactants pressure drop in the cell. High pressure-drop
at current peak causes flooding. In order to solve flooding two solutions are used: immedi-
ately increase the hydrogen flow rate or increase cell temperature [7].
Dehydration can reduce the membrane mechanical stability by forming tearing and cracks.
Anode is more prone to dehydration at high temperatures and currents because of electro-
osmosis forces which take the water from anode with back diffusion to cathode. Dehydration
increases the electric resistance inside the cell and reduces the generated voltage. Strong
dehydration can cause permanent damages in short time as 100 seconds to PEM [25]. De-
hydration can be diagnosed by monitoring the membrane resistance. The increase of the
resistance reveals the membrane dehydration level.

1.5 Solutions studied in this work

Section 1.4 suggested preventing flooding and dehydration while distributing the flow uni-
formly provides a good chance of improving battery yield and electric current stability.
Hence, the present thesis aims at discussing innovative designs that help progressing in this
direction. To this end we study new geometries for the flow field. However, we account for
limits imposed by manufacturing process and material properties. Our main tool is CFD
simulation, but we already have seen that fuel cell behavior depends on several coupled
quantities: checking simulation against experiment is mandatory, especially in view of in-
dustrial applications. Therefore, we perform our simulations in conditions that are those of
an experimental device, of which we give an idea below.
In classical PEM fuel cell most of fluid flows through a domain composed of two different
adjacent media: channels carved in BPPs at their interface with GDL, and GDL is a porous
medium. In the above-mentioned experimental device, we form a new device that replaces
the ensemble made of channels and GDL. In the new device there is no porous material. A
new grid made of metal was designed to be placed on the parallel channels instead of GDL.
In order to use the smaller monopolar replacement it must be put in another larger compo-
nent with a cavity to hold the monopolar plate in place. We embedded it into a metallic
parallelepiped. We excavate the necessary room in the classical BPP, so as to easily insert
the metallic parallelepiped. In this work the BPP with the GDL is called reference system.
Additive manufacturing(AM) offers new possibilities to create prototypes and test new ideas.
Here a special AM method was used that manufactures fine parts with stainless steel ma-
terial which outperforms the requirements in BPPs. In contrast, AM introduces specific
constrains which we comment at the end of the chapter. This thesis proposes new designs
for anode and cathode using AM method. These designs benefit from the advantages of AM
and account for its limitations. In anode and cathode there are different parameters which
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should be considered to improve the performance of the FC. Hydrogen and air have different
viscosity, that means the resistance in the flow is higher for air compare to hydrogen. For
example: to achieve same flow rate in a channel air needs higher inlet pressure compared
to hydrogen. The flow field in anode side is optimized separately on the basis of gaseous
hydrogen, this topic is explained in Chapter 4. Water management in monopolar plate will
be studied in Chapter 5. The basic of discoveries in anode design can be applied to cathode
flow field however, the focus in cathode was to manage the liquid water by innovative micro
structure pattern.

1.6 Additional constraint: 3D printing manufacturing

Micro laser sintering is a powder bed-based AM technology, often called selective laser sin-
tering or selective laser melting. A 3D-CAD model is used to print the product. The model
is divided into various layers. In the manufacturing, a thin layer of powder is applied to build
the platform (Figure 1.10). The powder is fused by a laser beam according to each layer.
The platform is lowered and this process continues until all the layers are completed and the
part is finished. Our project partner, 3D MicroPrint, can manufacture various materials such
as stainless steel , molybdenum, and tungsten. One of the key issues is that 3D MicroPrint
works with metal powders with a maximum grain size of 5 µm. Therefore, the resolution of
the final product is limited by the focus of the laser beam; which is approximately 30 µm.
Moreover, the maximum size of the printed component can be 4x4 cm2. Since the AM is
a new method. The limits of using this method is not known for manufacturing the high
precision parts of the fuel cell. More specifically, influence of the long flat thin surfaces and
complex geometry in manufacturing and removing the residue powder. In this study first the
feasibility of the AM will be discussed and then the author deploys this method to propose
a new design which integrate the GDL with BPP in a single product.
Now the basic principles of fuel cell operation were explained the author can explain more
details of the considered modifications for FC improvements. The author analysis FC on
the basis of a classical model that allows us to simulate the fuel cell operation. Some of the
proposed geometric modifications can partly be studied with the help of this model which is
not sufficient for water management, and will be complemented by other approaches.

Figure 1.10: Manufacturing process using micro laser sintering [26].
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Chapter 2

Fuel cell physical model and
methodology

2.1 Introduction

Simulating fuel cell operation is a challenging CFD problem because it involves several
coupled quantities that vary on different scales [27]. Moreover, the various couplings return
a highly interdisciplinary problem. The actual FC operation is dynamic and responds to
possible fast pressure and temperature changes. Moreover, hydrogen and oxygen are in
gaseous phase while water may be in gaseous or liquid phase, especially near the cathode.
Nevertheless, various simplifications are necessary to simulate all the quantities that are
coupled with the delivered electric current. Here, the author starts from a model restricted
to significant particular conditions of steady fuel cell operation, disregarding cathode flooding
but conserving the symmetry between anode and cathode side. In this chapter the problem
and the new adjustments are described in the thesis. Ferreira et al. [28] studied unsteady fuel
cell operation and especially considered possible cathode flooding. However, their approach
used a one-dimensional model for anode side, and a three-dimensional one for cathode side.
In this chapter and in Chapter 4, we follow a symmetrical approach of steady fuel cell
operation. In other chapters we will separately study non-steady aspects of two-phase fluid
flows that may occur in strategic parts of the device. In this chapter we set the corresponding
equations of our first approach of steady fuel cell operation in Section 2.2. In Section 2.3 we
describe some innovative designs that we want to investigate in our simulation of working
fuel cell. Then, in Section 2.4 we detail the fluid domain that will later host these innovations
and its boundary conditions. We also demonstrate how solving the equations of Section 2.2
actually represents steady fuel cell operation. Solving these equations should clarify the fluid
flow inside the fuel cell, and justifies deeper approach. In Section 2.5 the author mention
detail and objectives on the basis of his findings, especially regarding the innovative designs
in Section 2.3.
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Figure 2.1: The fuel cells are highly multiscale systems.

2.2 The physical model that governs fuel cell operation
in steady conditions

This section describes the equations that govern fluid velocity, reactant concentrations, and
electric current density in steady conditions. For the latter quantity, different equations near
anode and cathode were used. Moreover, the flow in the FC is considered as single phase
gas in BPP channels.

In the channels, with the latter assumption we have free gaseous flows described by the
steady compressible form of continuity and Navier-Stokes equation:[29]–[32]

∇ · (ρu) = 0 (2.1)

∇ · (ρu⊗ u− µ∇u) = −∇
(
p+

2

3
µ∇ · u

)
+∇ ·

[
µ(∇u)T

]
(2.2)

where u is the gas velocity (ms-1), ρ is gas density (kgm-3), P is pressure (Pa), and µ is the
dynamic viscosity of gas mixture (kgm-1s-1).

In standard fuel cells the gas flows through a porous domain that represents GDL and CL.
The GDL is adjacent to the channels, and the CL is between GDL and membrane. In the
porous medium, instead of Navier-Stokes equation we use the Brinkman equation. Moreover,
the latter and the continuity equation exhibit Q that is mass source or sink (kg m-3.s-1)

(µ
κ

+Q
)
u = ∇ ·

[
−pI +

µ

ε

(
∇u + (∇u)T − 2

3
(∇ · u)I

)]
(2.3)

∇ · (ρu) = Q (2.4)
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and ε is the GDL porosity and κ is the GDL permeability (m2), and Q is mass source or
sink (kg m-3.s-1).

Species mass transport in channels is described by Equation 2.5 Maxwell-Stefan equations.
Species are hydrogen and water (vapor) on anode side: in this case k=2. On cathode side
the reactant is oxygen, in fact inserted as a component of air that mixes several species.
Only accounting for nitrogen returns k=3 in Equation 2.5.

∇ ·

(
ωiρu− ρωi

k∑
j=1

D̃ij

(
M

Mj

(
∇ωj + ωj

∇M
M

)
+ (xj − ωj)

∇p
p

))
= Ri (2.5)

ρ =

(∑
i

xiM

)
p

RT
(2.6)

In this equation ωi, xi and Mi are mass fraction, molar fraction and molecular mass (kg
mol-1) for species i, R is the universal gas constant (8.314 J mol-1 k-1). D̃ij is the binary
diffusion coefficient of species and (m2 s−1), and T is the operating temperature of the cell.
Moreover, M is the sum of the of the xjMj . Equation 2.5 is easily deduced from the
system of equations that represent the Maxwell-Stefan equations in [33]. In Equation 2.5
the Equations 27 is solved from same reference for molar fluxes before inserting them in the
usual transport equation. In general the D̃ij that we have in Equation 2.5 are not the binary
diffusion of species i and j. They are other parameters, the Bij is given by Equation 26 in
the latter reference: in general they depend on the molar fraction. Generally they consider
binary diffusion in mixing of two chemical species in anode side. In contrast, on cathode
side, three species (oxygen, nitrogen and water vapor) exists but Equation 2.5 remains valid.
It provide two of them that have small mole fractions. This approximation is acceptable for
air, and assumed in cathode side [29]–[32]. In porous GDL, the D̃ij depend on the porosity
and tortuosity of the medium. Apparently, all these elements are accounted by "batteries
and fuel cells module" in COSMOL.

Ri is the reaction rate of the species i in catalyst area. The reaction rate can be calculated
using

RH2 = −MH2

2F
ia

Ro2 = −Mo2

4F
ic

RH2O =
MH2O

2F
ic

(2.7)

∇ (−σs∇ · φs) = Ss

∇ (−σm∇ · φm) = Sm
(2.8)
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Where σ is the electric conductivity (S m-1), φ is the phase potential and S is current source
(A m-3) in which is define by:

Anode: Sm = ia and Ss = −ia
Cathode: Sm = ic and Ss = −ic

(2.9)

Moreover, subscripts m and s denote membrane and solid, i.e. monopolar or BPP itself .
To calculate current at the anode Butler-Volmer equation is used:

ia = airef0,a

(
CH2

CH2,ref

)0.5(
αa + αc
RT

Fη

)
(2.10)

ic = −airef0,c

(
Co2

Co2,ref

)
exp

(
− αc
RT

Fη
)

(2.11)

Where i is current density, α is transfer coefficient, T is the operating temperature and η
is the over potential. To calculate the current at the cathode Tafel equation would be used
because the reaction kinetics is slower there than at the anode.

Here we describe how the simulation is performed and the order in which these equations
are being solved. The simulation process iterates four successive steps. In the first step the
current distribution is calculated by the Butler Volmer equation. In second step the flow pa-
rameters (such as velocities and pressure) are determined using Navier Stokes and Brinkman
equations. In third step the concentration of the species is calculated using Equation 2.5 .
In fourth step these results are coupled with the equations solved at first and second steps.
Equations 2.1–2.11 describe the steady states of coupled gaseous flow (gaseous hydrogen and
water on anode side, gaseous oxygen, nitrogen and water on cathode side), hydrogen and
oxygen concentrations, electric current density and heat in cell compartments on anode and
cathode sides. This thesis is part of a wider project that tends to improve intensity and
stability of delivered electric current by adapting these compartments. The next section de-
scribes the initial standard fuel cell, then the adaptations are proposed for modified version.
It describes how classical and modified version will be compared, and the constraints that
limits the parameters of the latter in its optimization.

2.3 A new concept in fuel cell: integrating BPP channels
and GDL

The aim of this work is to introduce innovative design to improve standard fuel cells. The
manufacturing method is SLM that imposes constraints in dimensions. The constraints
cause that instead of comparing with common standard we compare with a copy that satis-
fies them. This copy of the common standard will be our reference system.
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The here planned improvements regard the fuel cell part that includes GDL and the BPP
channels that supply the heart of the device with reactants and evacuate excess water pro-
duced by the electro chemical reaction. In standard fuel cell the GDL is a porous material
sandwiched between channels carved in graphite BPP and rib on one side, and catalyst layer
(another porous material) on the other side. Each classical fuel cell exhibits two samples
of such element, on cathode and anode sides. Such classical fuel cell is schematically repre-
sented at the left of Figure 2.3. The plan in this work consists in replacing the set composed
of channels and GDL by a single metallic element so as to decrease interfacial electric resis-
tance. The replacement occurs on anode side only for the moment, and returns a fuel cell
schematically represented at the right of Figure 2.3. In view of easily exchanging reference
system and innovations, we managed it so that they all occupy the same volume that itself
just fills a void created in a composite plate. Thus, the reference system is made of porous
GDL and monopolar plate channels that are a rescaled copy of standard ones. Alternative
devices will still have channels, and the porous GDL will be replaced by a metallic grid. Such
alternative device will be called “integrated channel and GDL”. Integrated channels and GDL
as well as reference system have exactly the same shape and dimensions, and occupy exactly
the same position in the void created in the monopolar plate: the void is the insertion area
milled in a composite plate which we see this position on Figure 2.2. More details will be
given after essentials of the standard channels + GDL set are discussed.

Figure 2.2: The assembly of the fuel cell. Either the composite plate with milled insertion
area or reference plate can be used in the assembly.
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2.3.1 Reference system

The reference system can be viewed as a part of the monopolar plate containing the paral-
lel flow field channels which exchange the matter with outside. In the standard FC these
channels are milled in a graphite composite plate adjacent to the GDL. This composition is
illustrated in Figure 2.5 left. In the reference system the GDL is still a porous layer packed
between monopolar plate and catalyst layer but the part (of the monopolar plate) that en-
closes the channels is made of metal. It is presented in Figure 2.5 right. It is manufactured
by SLM and has size of 4x4 cm so as to fit into the insertion area milled in composite part.
The milled composite plate and insertion area are depicted in Figure 2.4. This construction
allows to replace reference and new prototype geometries without changing the other ele-
ments of the monopolar plates i.e. the composite plate. Moreover, the geometries which are
being compared are made of same stainless steel material. Figure 2.2 one can see how the
composite plate with insertion area is placed in the assembly, In addition a flow field made
by SLM (demonstrated in 2.5 left) is necessary to make the FC operational. In Figure 2.5,
the standard composite flow field (right) and the new replaceable flow field made of metal
(left) are demonstrated. With this assembly new monopolar plates can be compared conve-
niently. In the Chapter 4 the author attempt to integrate the GDL by special structure in
the monopolar plate using additive manufacturing and the results are compared to standard
flow field made of metal.

2.3.2 Devices made of new BPP channels that do not need any
porous GDL

The alternative devices are made of metal and include parallel channels, as the reference
system. However, we vary the channel geometry, and remove the GDL. It is not longer the
latter that serves as an interface with the catalyst layer, but a mesh made of stainless steel
which will be described in Chapter 4. As the reference system, the new prototype just fits
into the slot milled in the graphite structure and presented in Figure 2.4.

2.3.3 Additive manufacturing and channels with integrated GDL

In chapter 1 section 1.4 the AM is introduced. This method is used to manufacture as many
channels as are needed. The manufactured part fits in the milled insertion area. Therefore, it
is possible to compare new designs with old ones with same material. This is very important
because different materials change the internal resistance of the FC. The new assembly is
a versatile platform that houses old and new designs. However, AM technique imposes
some constraints. Here the maximum manufacturable size by AM was considered, a system
was selected. Since the materials are important for the performance of the cell Table 2.1
specifies the components of the reference system including GDL and their material properties.
Experiment and simulation of reference system have the same boundary conditions.
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Material Thickness

Membrane Umicore pMembrain H300 25 µm

Electrode Graphite with 0.4 mg/cm2 platin –

GDL Carbon made from Freudenberg 206 µm

Sealing PTFE 180 -200 µm

Milled composite plate Composite (BMA5) 5.8 mm

Bipolar plate BMA5 and stainless steel 1.4404 1mm

Current collector Copper, gold plated 3 mm, 2 µm

Table 2.1: List of components, materials and their properties for reference system.

Figure 2.3: The standard assembly of the fuel cell (left), the reference fuel cell (right). The
difference in these assembly is monopolar plate splits into milled composite plate which
houses the monopolar plate. Moreover, removing the GDL is possible in new design.

In section 1.6 the maximum manufacturable size of the BPP with 4x4 cm2 was mentioned the
monopolar plate has the 3x3 cm2 active surface area which comes to contact with membrane
and the reaction happen in active surface area. The remaining 1 cm area is being used for
sealing the active area from the surrounding by putting a sealing layer on it (Figure 2.4
right). Reference monopolar flow field which is commercially available consists of 11 parallel
channels with 2 mm channel width.

2.4 Simulation of steady fuel cell operation in the case of
reference system

Simulations approximate the steady fluid velocities, volume mass, concentrations, temper-
ature and electric current densities satisfying the equations of section 2.2 . They will help
us discussing in Chapter 4 fuel cell operation using various geometries of monopolar plate

20



Figure 2.4: Dimensions of the milled composite plate (left). Anode side composite plate
with milled insertion area made from BMA5 (right).

Figure 2.5: Same flow field for anode side monopolar plate, SLM manufactured (left), com-
mon standard composite flow field (right).

channels with integrated GDL. However, in the next section steady FC operation of reference
system is the main focus.

2.4.1 Boundary conditions

In order to limit the system to study one must define boundary conditions. In order to be
able to compare the simulation with experiment a set of parameters must be defined which
are equal in both systems. In the section 4.4 the test rig in experiment is presented. Here
are the boundary conditions provided which were used to perform the test in the test rig
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Volume flow rate for 1.1 A cm−2
H2 1.7167e− 06

m3 s−1

air 5.4667e-06

Inlet/Outlet surface area 1.26e-05
m2

Membrane surface area 9e-04

Velocity
anode 1.37e-01

m s−1

cathode 4.35e-01

Viscosity
anode 9.9e-6

kg m−1 s−1

cathode 2.08e-5

Density
anode 0.706e-1

kg m−3

cathode 1.029

Temperature
anode 70.3

C◦

cathode 78

Pressure
anode 1.6

bar
cathode 1.5

Table 2.2: Boundary conditions for PEMFC simulation and experiment.

using the composite part with insertion area in Figure 2.4. This test provides the polarization
curve information, polarization curve provides key information about the fuel cell behavior in
various conditions. In the test rig and the followed-up simulation. The boundary conditions
for experiment and simulation are shown in Table 2.2.

2.4.2 Reference FC simulation

For simulation of the equations of Section 2.2 the author uses the finite volume method in
COMSOL Multiphysics, the Batteries and Fuel Cells Module.
The flow field related variables such as pressure and velocity distribution in the parallel chan-
nels of the reference system are key components to predict the concentration distribution
and the electric current delivered by the fuel cell. The uneven pressure distribution repre-
sented on Figure 2.6 results into the heterogeneous velocity profiles observed in the parallel
channels according to Figure 2.7 on anode side as well as on cathode side.

The simulation uses finite volume method (FVM) to discretize the domain. The simulation
predicts reactants concentration at various operating voltages. Figure 2.8 shows cathode
water concentration maximum near the outlet, and hydrogen concentration maximum near
the inlet.
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Name Value Description

H_electrode 5e-5 m Porous electrode thickness

H_membrane 1.8e-5 m Membrane thickness

eps_gdl 0.4 GDL porosity

kappa_gdl 1.18e-11 m2 GDL permeability

sigma_gdl 222 S/m GDL electric conductivity

wH2_in 0.85 Inlet H2 mass fraction (anode)

wH2O_in 0.023 Inlet H2O mass fraction (cathode)

wO2_in 0.228 Inlet oxygen mass fraction (cathode)

U_in_anode 0.137 m/s Anode inlet flow velocity

U_in_cathode 0.435 m/s Cathode inlet flow velocity

mu_anode 9.9e-6 Pa·s Anode viscosity

mu_cathode 2.08e-5 Pa·s Cathode viscosity

MH2 0.002 kg/mol Hydrogen molar mass

MN2 0.028 kg/mol Nitrogen molar mass

MH2O 0.018 kg/mol Water molar mass

MO2 0.032 kg/mol Oxygen molar mass

T 343.15 K Cell temperature

p_ref 1.01e5 Pa Reference pressure

V_cell 0.935 Cell voltage

cO2_ref 40.88 mol/m3 Oxygen reference concentration

cH2_ref 40.88 mol/m3 Hydrogen reference concentration

kappa_cl 2.36e-12 m2 Permeability (porous electrode)

sigma_m 6 S/m Membrane conductivity

Table 2.3: Table of variable names used in the simulation of the reference PEMFC.
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Figure 2.6: Pressure distribution in anode (left) and cathode (right).

Figure 2.7: Velocity distribution in anode (left) and cathode (right).

Figure 2.8: Anode side, water and hydrogen concentration distribution, voltage of the cell
0.4V.
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Figure 2.9: Cathode side, water and hydrogen concentration distribution, voltage of the
cell 0.4V.

In addition, the simulation predicts the current distribution on the membrane. The Figure
2.10 specifies two points: 1) The model prediction in steady condition is reliable. 2) The
concentration distribution influences directly the current density in the membrane. As it
was described before inhomogeneous transport speeds up cell degradation and decreases
lifetime performance. In specific subsets of the membrane the reaction starves due to low
reactants concentration while water concentration peaks are observed elsewhere and can lead
to channel blockage. Therefore, it is essential to improve the flow field for homogeneous flow
distribution. Attempts to achieve more homogeneous flow are described in Chapter 4.

Figure 2.10: Current density distribution inside the membrane (left), polarization curve for
simulation and experiment (right).

In the simulation the voltage is given. Then, for each given voltage, the current is calculated
according to Equations 2.1–2.11 (last step of the simulation process). In the experiment,
differently, the cell is attached to an adjustable load: increasing it decreases the voltage.
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The experimental polarization curve exhibits a local voltage jump between 3 and 4 amps; it
may be experimental error. The simulation returns slightly smaller voltage between 0 and
2, and is much closer to the experimental value above 2 amps. Note that the simulation
does not only predict the flow field parameters, but also the concentration distribution in
the channels and the current distribution in the membrane. Therefore, the author decided
to use COMSOL to simulate fuel cell operation.

2.5 Refining thesis objectives and workplan

Equations 2.1–2.11 are implemented in COMSOL modules which describe fuel cell operation
in steady conditions, assuming purely gaseous flows in BPP channels. Hence, we will use this
model and this numerical tool to search for channel geometries that return pressure fields
and velocities as uniform as possible in addition to checking that the electric production
is sufficient. However, such approach does not help us preventing cathode water flooding
or improving two phase fluid evolution. Therefore, an additional numerical approach of
two-phase fluid flows evolution in channels is necessary, for water management, in addition
to refined channel design. That approach is possible by a Lattice Boltzmann Method that
separately studies two phase flows. We describe it and validate it in Chapter 3, using
comparisons with experiment performed in collaboration with the University of Mannheim.
Separately applying this method to two phase flows in parallel channels should help us
detecting flooding or blockage. In Chapter 4 we investigate innovative designs of parallel
channels, mainly using COMSOL and the model of Section 2.2. Chapter 5 is dedicated to
two phase fluid flows in innovative channels, in this chapter the author studies the feasibility
of integrating a special pattern to the parallel channels. Additionally, the LBM described
and validated in Chapter 3, is compared with volume of fluid method (VOF). Lastly the
numerical study is validated by comparing with an experiment performed by the author.
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Chapter 3

Numerical method for two phase flow

3.1 Introduction

The fuel cell operation model described in sections 2.2 and 2.4 does not account for liquid
water that may exist at the here considered operating temperatures. In this section we
describe a tool that helped us studying the evolutionary two-phase flows that can occur in
BPP channels. This tool is a Lattice Boltzmann method-based code which we used to solve
three kinds of problems listed below.
1) Droplet generation In T-junction. Which is the topic of application of LBM code based
on Rothman-Keller model for two phase flow in T-Junction section in this chapter. This is
an extended version of published paper in journal of ChemEngineering which presents the
simulation of droplet generation and influence of the flow rate for two immiscible fluids. This
work focus on various flow forms in the T-junction, it compares qualitatively and experi-
mentally the results with the LBM simulation.
2) Calculating the flow field in BPP. This application considers the homogeneous flow as the
first priority in the design of the geometry. The application aim was to optimize the flow
field inside the BPP. Hence, the author extended the 2D LBM code to couple the flow field
with the structure. This code is an adjoint flow-structure coupling for LBM. The developed
algorithm does change the geometry to achieve homogeneous distribution inside the domain.
This application is the topic for the chapter 4.
3) Directional passive water transport in open micro channels. Focus of this application
is to improve the water transport in a microstructure to transport the liquid water out of
the BPP. It considers a microstructure that transports the water passively in a preferred
direction. Before manufacturing the microstructure, this concept was tested using 2D LBM
simulation and for more accuracy it was followed up by a 3D simulation. In both 2D and
3D LBM was compared to VOF model. Moreover, all of the simulations are validated by an
experiment. This application is discussed in chapter 5.
In view of these applications in Section 3.2 we remind the principles of our LBM model and
present how it calculates single and multiphase flow evolution. This provides an overview
on the implementation of this method and defines parameters such as velocity, pressure,
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or contact angle. Section 3.3 validates the two-dimensional variant by comparing problems
designed for simulation against well-known analytical solutions. Final section 3.4 of this
chapter validates the code by applying it to the specific microfluidics problem described in
number 1 of the above list.

3.2 Lattice Boltzmann method for two phase flow

The LBM assumes phases composed of particles whose microscopic velocities e0,. . . ,eN be-
long to a finite set of N+1 vectors improperly named velocity lattice. In two (or three) -
dimensional simulation N=8 (or N=18) and the velocity lattice is noted (D2Q9) or (D3Q19).
At each time step the distribution of these velocities determines the particle positions on a
discrete lattice that represents the flow domain. Interactions between phases are accounted
by the collision operator that manages the distribution of the particle’s velocity at the end of
each time step. The simulations presented here are performed with the LBM using Rothman
Keller model (RK) The LBM multiphase method in this study is based on publications of
Liu and Leclaire et al. [34]–[36]. They have presented a detailed derivation of the model
in their publication. The advantages of this method are the surface tension, viscosity and
contact angle are independently adjustable. Moreover, this method separates the phases
with a clear phase interface.

3.2.1 Basic principle and collision operator

Each phase k (for example, 1:water, 2 : heptane) is described by a probability distribution
function (PDF) fki (x, t) , where index i represents the velocity vector ei. Rothman and
Keller (RK) [37] originally used the color ‘red’ or ‘blue’ (here water and heptane) to identify
each phase ( k ). Hence, this method is known as color model [38]. The total PDF is:

fi(x, t) =
∑
k

fki (x, t) (3.1)

The macroscopic properties are defined by the sum of all probabilities in all velocity vectors.
As an example, the density ρ can be written as:

ρ =
∑
i

∑
k

fki (3.2)

The macroscopic velocity v of the flow is calculated using density and average weight of
discrete velocities:

v =
1

ρ

∑
i

∑
k

eif
k
i (3.3)
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ei for 2D (D2Q9) and 3D (D3Q19) is defined as:

e = c

(
0 1 0 −1 0 1 −1 1 −1

0 0 1 0 −1 1 1 −1 −1

)
(3.4)

e = c


0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0

0 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1

0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1


And the pressure pk for the D2Q9 and D3Q19 is calculated using equation of state as:

pk = ρk
(
cks
)2

= 3
5
ρk (1− αk)

pk = ρk
(
cks
)2

= 1
2
ρk (1− αk)

(3.5)

Where, cs is the speed of sound and, αk is a free parameter to set the pressure level in the
system. For more information about the parameters please refer to [39].

The LBM advances in time. There are three main steps in each iteration in RK model,
streaming, collision and, recoloring. The evolution of the distribution function in time for
each phase k can be expressed as:

fki (x + ei∆t, t+ ∆t) = fki (x, t) + Ωk,1
i

(
fki (x, t)

)
(3.6)

3.2.2 RK calculation process

The collision operator Ωk
i in equation 4 is calculated using three sub operators:

1) Single phase collision (SRT-BGK)

fki (x, t∗) = fki (x, t) + Ωk,1
i

(
fki (x, t)

)
(3.7)

This equation is for the relaxation in the single-phase system. It assures that the
system obeys the macroscopic values of the Navier-Stokes equations.

Ωk,1
i = −f

k
i (x, t)− fk,eqi (x, t)

τk
(3.8)
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Where τk is the relaxation time of the collision process and, fk,eqi is the local equilibrium
distribution of the fluid velocities. Relaxation time is related to kinematic viscosity vk
by:

τk =
3vk
c2∆t

+ 0.5 (3.9)

In this project we use a single relaxation time for both phases. Density average of
kinematic viscosity v is defined as:

v̄ =

(∑
k

ρk
ρvk

)−1

(3.10)

The local equilibrium function fk,eqi is determined by Maxwell-Boltzmann distribution.

fk,eqi = ρ

(
φki + wi

[
3
eiv

c2
+

9

2

(eiv)2

c4
− 3

2

v2

c2

])
(3.11)

Where φki adjust the compressibility of the fluid and wi is weighting parameter for each
node [39].

φki =


αk i = 0

(1− αk) /5 i = 1 . . . 4

(1− αk) /20 i = 5 . . . 8

(3.12)

φki =


αk i = 0

(1− αk) /12 i = 1 . . . 6

(1− αk) /24 i = 7 . . . 18

(3.13)

wi =


4/9 i = 0

1/9 i = 1 . . . 4

1/36 i = 5 . . . 8

(3.14)

wi =


1/3 i = 0

1/18 i = 1 . . . 6

1/36 i = 7 . . . 18

(3.15)
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2) Two phase collision (Perturbation)

fki (x, t∗∗) = fki (x, t∗) + Ωk,2
i

(
fki (x, t∗)

)
(3.16)

Perturbation operator fki (x, t∗∗) introduces the surface tension in the model. To sep-
arate the phases a color-field ψ (x, t) can be defined:

ψ(x, t) =
ρk1 − ρk2

ρk1 + ρk2

(3.17)

Reis and Phillips [40] introduced:

Ωk,2
i

(
fki (x, t∗)

)
=
Ak
2
|∇ψ|

[
wi

(ei∇ψ)2

|∇ψ|2
−Bi

]
(3.18)

The interfacial properties adjusted by Ak and Bi can recover the Navier-Stokes equa-
tions. Oψ is the color gradient in the water/heptane region.

3) Two-phase collision (Recoloring)

fki (x, t∗∗∗) = Ωk,3
i

(
fki (x, t∗∗)

)
(3.19)

This step is the characteristic of the RK model. The recoloring separates two fluids
from each other. The R-K model significantly reduces spurious velocities compare to
other methods [36].

Ωk1,3
i

(
fk1i (x, t∗∗)

)
=
ρk1
ρ
fi + β

ρk1ρk2
ρ2

cos (ϕi) f
eq
i

∣∣∣∣
v=0

(3.20)

Ωk2,3
i

(
f liqi (x, t∗∗)

)
=
ρk2
ρ
fi + β

ρk1ρk2
ρ2

cos (ϕi) f
eq
i

∣∣∣∣
v=0

(3.21)

where ϕi is the angle between the color gradient and the velocity vector. fi and ϕi
take values between 0 and 1.[38], [41]]

cos (ϕi) =
(ei∇ψ)2

|ei| |∇ψ|
(3.22)

The operator allows the mixing at the interface between the phases. The interfacial
thickness can be adjusted by β but the interfacial tension is determined by Ak .

4) Streaming

This step updates the particle distribution functions the new values are written to neighbor
nodes. Then the boundary conditions can be applied. This completes a single iteration of
the simulation and prepares the system for next iteration.
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3.3 Implementation and validation in the 2D

In order to verify our model, we performed the Laplace test, static contact angle test, layered
flow for two immiscible fluids test benchmark usually are applied to LBM method. Here we
describe each test and its validation result.

3.3.1 Laplace test

There is a force balance at the interface between the two phases. The change in interface
form, result in the pressure difference between the fluids. Surface tension can be described
using the Laplace law [42]:

∆p =
σ

r
(3.23)

Where σ is the surface tension and ∆p is the pressure difference. This equation represents
the linear relationship between surface tension and curvature 1/r. The surface tension can
be estimated by simulating a series of drops with various radii. (see Figure 3.1)

Figure 3.1: Change in pressure drop across the droplet surface with bubble radius, in
simulation domain of 100x100 lattice unit (lu).

3.3.2 Static contact angle

To validate the contact angle, it should be implemented in a capillary free model. Therefore,
the system in Figure 3.2 (left) can be used to assign two contact angles for each surface.
The model size is 32x200 lattice units (lu) and, in x direction, a periodic boundary condition
was applied. Figure 3.2 was calculated using density ρ = 1 and viscosity (v) =1/6. In each
simulation a contact angle was assigned to top and bottom (for instance 85 and 95 degrees).
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σred , blue · cos(θ) = σblue, solid − σred , solid (3.24)

Figure 3.2: Force balance between the two fluids and the solid phase. In the LBM, the fluids
are indicated as hydrophobic (index b) and hydrophilic (index r). Depending on the model
parameters, the LBM can be used to simulate a contact angle between 0◦ and 180◦ (right).

3.3.3 Layered flow for immiscible two-phase flow

In the Laplace test, we verified the surface tension, and the fluid interaction with the sur-
face was verified with the contact angle. These methods are mostly steady; however, the
fluid behavior in T-junctions is dynamic. The last validation method verified the numerical
method in a dynamic test. The analytical solution for the layered flow was calculated from
the Navier-Stokes equation [43].

ur = dp
dx

(
1

2µr
y2 + h(µb−µr)

2µr(µb+µr)
y − h2

µb+µr

)
ub = dp

dx

(
1

2µb
y2 + h(µb−µr)

2µb(µb+µr)
y − h2

µb+µr

) (3.25)

Where dp
dx

is the pressure gradient, h is channel radius, x is position in the channel, µb and
µr are kinematic viscosity for red and blue phases.
We simulated the layered flow for a 40-lu channel as shown in Figure 3.3. The viscosity
ratio was chosen as 1:5 at a Reynolds numbers of Re= 25 with respect to the higher viscous
fluid and for Re = 125 . At the solid walls, the half-way bounce-back boundary was used to
reproduce the non-slip boundary condition.
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Figure 3.3: Velocity profile in two phase layered flow.

3.4 Application of LBM RK to two phase flow in T-
Junction

3.4.1 T-junction as droplet generation system

In recent years microfluidics became an attractive field of research, since it has a wide range
of applications such as Lab-on-a-chip devices, cosmetics, drug delivery, microfabrication, and
chemical synthesis [44], [45]. In continuous-flow microfluidics, a droplet flow can be used to
act as an isolated reactor with the minimum consumption of reagents [46], [47]. Therefore,
the droplet formation for liquid/liquid or gas/liquid systems is important: in this study we
concentrate our attention on droplet formation in a 1-mm channel geometry. In this range,
droplet flow is successfully used in liquid/liquid systems for extraction [48]–[50] and synthesis
of fine chemicals and pharmaceuticals [51]–[53]. In gas/liquid systems, applications include
membrane fuel cells [54] and chemical synthesis [55]–[57]. For liquid-liquid extraction (LLE)
processes, flow chemistry offers the benefit of excellent control over interfacial exchange
parameters. In combination with chemical reactions in flow LLE can be integrated as in-
line purification technique. Due to the combination of process steps, faster exchange of
matter, and reduction in chemical consumption, LLE in microsystems leads to highly efficient
processes [48]–[50]. For chemical synthesis, the short diffusion times for mass and heat
transfer lead to a new field of process intensification which includes high temperatures, high
pressures and high concentrations (solvent-free) to explosive conditions [51]–[53]. To achieve
high productive microfluidic systems, a parallelization of the microchannel is crucial [58]. To
build precise, uniform flow distributors a good knowledge of the droplet formation process
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is necessary.

One of the simplest but most common methods to generate droplets is applying appropriate
channel geometries [59]–[61]. The T-junction is the simplest microfluidic geometry for pro-
ducing droplets. This study focuses on a specific configuration of the T-junction which is
called head-on device [59], [62]. It consists of three channels that scatter a fluid (the disperse
phase) in an other one (the continuous phase), given that both are not miscible. In this
device the dispersed phase (DP) and the continuous phase (CP) flow toward each other,
as depicted in Figure 3.4. The dispersed phase should not wet the walls. Shear stress and
pressure drop play an important role in droplet generation. The continuous phase creates a
shear stress which detaches the dispersed phase and generates a droplet. Droplet length and
frequency in T-junctions depend on various parameters such as flow rate, geometry, viscos-
ity, surface tension, and contact angle. Over the last few years, numerous experimental and
numerical studies aimed at determining the effect of each parameter on droplet formation.
In the following sections, we discuss these parameters in detail.

Figure 3.4: Head-on device geometry.

3.4.1.1 Geometry

Shi et al. [63] studied numerically the droplet formation in a T-junction using a lattice
Boltzmann (LB) free-energy model. They concluded that the ratio of the main channel
width to the lateral channel width of the T-junction plays an important role in the droplet
formation. They found that the droplet length increases for a fixed capillary number with
an increase in the ratio of dispersed to continuous phase inlet.

3.4.1.2 Contact angle

Shazia Bashir et al. [44] found that the surface properties of the main channel in T-junctions
determine the droplet length. The contact angle describes the interaction between the fluid
and the channel wall. The contact angle is the angle between channel wall and the interface
between wetting and non-wetting fluid when these two meet the surfaces. They found that
the droplet break-up time decreases as the contact angle increases from 120 to 180 degrees.
Moreover, the fluid velocity in the microchannel increases with incrementing contact angle.
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Finally, when the wetting property of the channel wall is hydrophilic, the advancing and
receding contact angle changes [63].

3.4.1.3 Flow rate

Haihu Liu et al. [64] studied the influence of the flow rate ratio on droplet formation. They
found in both simulation and experiment that the droplet diameter decreases gradually upon
increasing the capillary number. They separated the capillary number using a critical value
into large and small capillary numbers. Droplet size variation with increase in contact angle
is higher in small capillary numbers; however, it decreases in high capillary numbers [64],
[65]. Gupta et al. [66] found that the droplet volume grows when the dispersed flow rate
increases. Moreover, a linear relationship between the droplet volume and flow rate for low
capillary number was reported by De Menech et al. [65].

3.4.1.4 Viscosity

The viscosity of both the continuous phase and dispersed phase influences the droplet di-
ameter. For a fixed continuous phase viscosity, an increase in the dispersed phase viscosity
results in a decrease in droplet length [33]. Similarly, the droplet volume grows as the
viscosity increases [66].

3.4.1.5 Surface tension

The droplet length increases for higher surface tension values and viscosity ratios of the
fluids [44][33]. In this paper, we present the simulation result of the droplet formation in
a head-on device using a two-phase LB method (LBM). We compare the numerical results
to experimental data. The size of the microfluidic channels of our system is 1 mm to reach
relatively high volumetric fluxes as used in chemical synthesis reactors. Thus, the lateral
dimension of our microchannel is large compared to the majority of other publications in this
field [67]. As a consequence, the capillary number of the flow regimes is smaller than 10−5,
which is approximately two orders of magnitude smaller than other studies. Additionally,
we use T-junctions made from poly (methyl methacrylate) (PMMA) and a water/heptane
system which has no clear distinction between the dispersed and the continuous phases due
to a contact angle of approximately 90 degrees. For this system, we show the influence of
the volumetric flux on the droplet formation in the head-on device.
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3.4.2 Simulation of two-phase flow in T-junction

3.4.2.1 Model implementation and hardware requirements

The described LB model was implemented in Matlab (version R2017a). The required memory
was very moderate. Typically, a lattice of 512 × 512 = 262,144 nodes requires about 20 Mb
of random-access memory (RAM). The bottleneck of the transient simulations was given by
the time steps. As pointed out in the previous section in Equation 3.9, the time step ∆t is
closely related to the parameters of the simulated fluids. (Therefore, the generation of one
flow pattern, as shown in Section 5, takes several hours on a modern 3 GHz central processing
unit (CPU). The exact values of CPU time depend on the chosen volumetric flux.)

3.4.2.2 T-Junction simulation

There are different methods to stimulate the flow in LBM. Velocity and pressure boundary
conditions are two possible approaches. These boundary conditions operate by varying the
densities at specified points. Another method is to initiate the flow by volume or external
force. This method is convenient to implement especially in combination with periodic
boundary conditions. In this study, all the mentioned boundary conditions were applied. In
the following sections, we discuss each method in detail.

3.4.2.3 Velocity-pressure boundary conditions

The head-on device geometry is shown in Figure 3.5a. The velocity boundary condition was
defined at the inlets, and the pressure boundary condition was defined at the outflow. These
boundaries were implemented based on Sukop et al. [68]. Unfortunately, the application of
these boundary conditions in LBM led to several problems. At first, reproducing the flow
rates of the experiment at a Reynolds numbers of approximately 10 resulted in an unrealis-
tically high-pressure gradient in the main channel. Consequently, the droplet size expanded
gradually in the main channel. In addition, at low flow rates, these boundary conditions
corresponded to a compressible behavior of the fluids. Finally, the velocity boundary con-
dition did not satisfy the conservation of mass in the system, which was also reported in
references [67], [69]. To overcome these drawbacks, we used a volume force in combination
with periodic boundary conditions as explained below.

Figure 3.5: a) Standard geometry of the T-junction, b) modified geometry for periodic
boundary conditions.
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3.4.2.4 Periodic boundary conditions and volume force

As mentioned before external or volume force is another method to initiate the flow field.
The external force can be set for each fluid separately in the domain. We combined the
volume force with periodic boundary conditions, which required a modified geometry as
depicted in Figure 3.5b. As a result of the periodic boundary condition, we guaranteed the
conservation of mass for both phases exactly [68].

As shown in Table 3.1, we wanted to simulate the same flow rate for both phases. This
required a proportional integral (PI) controller. We placed sensors 1 and 2 close to the inlet
and sensor 3 on the main channel. Sensors 1 and 2 controlled the flow for an equal flow
rate simultaneously, while sensor 3 was used to maintain the defined flow rate in the main
channel (Figure 3.6). The values of the sensors were constantly monitored. Based on these
values, the controller changed the external force to achieve the desired flow rates.

Figure 3.6: Sensor positioning and the flow direction to adjust the flow rate.

3.4.2.5 Flow conditions

Experimental validation of the T-junction. The simulation was performed on three different
grid resolutions, i. e. a channel width of 10, 20, and 40 lu corresponding to a channel width
of 1 mm. Additionally, we could match exactly the viscosity ratio of heptane/water with
the experiment. There was a small difference between the contact angle in the simulation
(80◦) and the experiment (70◦) in order to increase the numerical stability of the simulation.
Moreover, we could perform stable simulations with a Reynolds number of 1–17, which was
comparable to the range in the experiment. Finally, it was not possible to match the capillary
number between experiment and simulation. This was due to the relatively large channel
width. The simulation of capillary numbers down to 10−5 would require a grid resolution one
hundred times higher and was not feasible. Nevertheless, the simulation results show that
the simulation and the experiment are comparable, since both two-phase systems were in a
similar regime. All flow parameters for simulation and experiment can be found in Table
3.1.

3.4.2.6 Computational efforts

The simulations were performed on an intel(R) Core(TM) i5-4590 CPU 3.3 GHz processor
and 16 GB of Ram. The computational time varies depend on the grid resolution. For 10,
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Parameter Dimension Simulation Experiment

Channel width (mm) 10, 20, 40 lu ≈ 1 mm 1

Viscosity ratio (mm) 0.6839 0.6839

Density ratio (mm) 1 1.468

Contact angle (θ) (◦) 80 About 90

Flow rate ratio (–) 1 1

Reynolds number (Re) (–) 2–9 2–12

Capillary number (Ca) (–) 10−3–10−1 10−5–10−4

Flow rate (mL/min) 0.13–0.58 0.13–0.72

Table 3.1: T-Junction Boundary condition in simulation and experiment. The 1-mm channel
was simulated using 10, 20, 40 lu channel sizes.

20, 40 lu each case took approximately 0.5, 4, 19 hours. Moreover, the time step size varies
between 1.6×10−3 to 1.0×10−4 and the time step range (iteration) is from 1 to 5000-289000.
All flow parameters for simulation and experiment can be found in Table 3.1.

3.4.3 Experimental validation of the T-junction

The experimental work performed in collaboration with Hochschule Mannheim. The flow
experiments were carried out in a self-build micro structured head-on device made from
poly (methyl methacrylate) (PMMA) (Figure 3.7). The design consisted of a square cross
section of 1 x 1 mm which was manufactured by mechanical milling (MD24 CNC, GOLmatic
Werkzeugmaschinen, Birkenau, Germany). The head-on device was cautiously bonded with
a second PMMA plate (100 x 100 x 15 mm) using acetone. The second PMMA plate was
made to be slightly thicker due to the fluid connections (1/4” - 28 UNF-Flat-Bottom port)
for the inlet and outlet streams. The inlet and outlet streams were maintained with a 1/16”
FEP capillary (Fluorinated ethylene propylene). The continuous feed stream of the liquid
reactants was provided by a syringe pump (Pump 11 Elite, Harvard Apparatus, United States
of America) equipped with two 25 mL glass syringes (ILS GmbH, Stützerbach, Germany).
The outlet stream was collected in a headspace vial. For the determination of the two-phase
flow characteristics, the liquid stream was imaged with a digital camera (modelEOS 60D
EF-S 15–85 mm, Canon, Osaka, Japan). The T-junction was illuminated with a light source
(ACE Light Source, Polytec GmbH, Waldbronn, Germany) for improved visualization. The
experimental set-up is displayed in Figure 3.7.

The droplet formation process was studied in a head-on-device with heptane (VWR, United
States of America) which was used without further purification and deionized water. No
surfactants were used in this study to stabilize the flow pattern. We used water and heptane
since they have similar densities. The water in contact with PMMA was hydrophobic and
the heptane was hydrophilic. The experiments were carried out at room temperature and
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Figure 3.7: Experimental set-up for the flow experiments (left), and the head-on-device made
from poly (methyl methacrylate) (PMMA) by mechanical milling (right).

atmospheric pressure. The operating parameters of the flow experiments including channel
dimensions, flow rates, and characteristic dimensionless numbers are displayed in Table 3.1.

3.4.4 Droplet formation process

Thorsen et al [70] first introduced the droplet generation using T-Junctions and his work was
followed by Shui et al. [71] in head-on devices. In our simulations and in the experiments,
we observed five steps of droplet generation. This is depicted in Figure 3.8 as follows: (1)
The disperse phase enters the junction; (2) it grows until the entire width of channel is filled;
(3) the continues phase squeezes the disperse phase at the junction, (4) the disperse phase
begins to break at the junction; (5) finally the droplet dispatches into the continuous phase.
These steps correspond to the data published by Shui [71].

Figure 3.8: Five steps of droplet formation at the T- junction, the simulation is shown on
the left (channel width 10 lu) and the experiment is shown on the right.

Additionally, Shui et al. [71] reported three different flow regimes at the outlet of the head-on
device. In their publication, they called these flow regimes as follows: (I) dripping–squeezing,
(II) jetting–shearing, and (III) threading. In this study, we were able to reproduce the three
flow types using LBM. In the following sections, each flow form is discussed in detail.
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1) Dripping-Squeezing: In this regime, the droplets are mostly homogeneous and equal
(Figure 3.9). Here, the surface tension forces are greater than shear forces. The flow
is stable, and droplets form rapidly. The homogeneous droplets have practical use in
microfluidics, as these droplets act as individual reactors.

Figure 3.9: Simulation of squeezing regime for 40 lu.

2) Jetting-Shearing: this range initiates with transition from homogeneous droplets to
varying droplet sizes. The increase in flow rate result in a new flow form. In this
range the viscosity is dominant at the junction and, therefore, the tip of the disperse
flow enters along continues phase in the main channel and form a parallel/layered flow
(steps 1-3 in Figure 3.10). The surface tension force creates a round form at the tip of
the flow (step 4). The tip advances prior to the wall surface. As it contacts the wall,
the continues phase squeezes the disperse phase and a droplet detaches (step 5). The
droplet generation cycle progresses and a continuous phase droplet form (step 6). At
this point in simulation, this process ends as the main channel is filled with layered flow
and droplets detach downstream. In the experiment, we observed that the flow changes
its behavior in a cycle as follows: the droplets are generated rapidly with various sizes;
afterward, the flow changes to layered flow and the cycle continues.

Figure 3.10: Droplet generation process in middle flow for 40 lu.
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3) Threading: as the flow rate increases, the stable droplet flow turns into unstable flow
with various droplet sizes. In the experiment the droplets are generated rapidly yet
they are non-uniform. At this point, by increasing the flow rate the viscous forces
are dominant with neither surface tension nor shear stresses existing. At higher flow
rates pressure drop is eliminated at the junction; hence, the tip of the dispersed flow
does not have the time to grow or block the channel and shape the layered flow [71].
However, in this regime, the droplets are generated downstream of the T-junction. We
observed this phenomenon in the experiment and simulation, as depicted in Figure 3.8.
The transient flow was also reported by References [64], [66], [71].

Experiment and simulation showed a transition between jetting-shearing and threading at
comparable Reynolds numbers of Re > 9 in the simulation and Re > 12 in the experiment.

3.4.5 Mesh properties

The mesh independence study was performed on a uniform rectangular 2D grid. The optimal
channel width was found in the 20 lu. Lower resolution lead to a less accurate interface and
higher resolution create sharp interface with oscillations, that can be observed in the slug
meniscus of Figure 3.11c. Moreover, higher resolution increases the computational time
dramatically.

Figure 3.11: Influence of the resolution in the flow rate of 0.26 ml/min. The channel reso-
lution is 10, 20 and 40 lu which correspond to 42600, 170400, 681600 domain grid points.

3.4.6 Discussion

In addition to the qualitative agreement between our LBM simulations and the flow experi-
ments, we discuss here the size of the generated droplets as a quantitative measure. However,
we must note that we are comparing two-dimensional (2D) simulations to three-dimensional
(3D) experimental results. As one can see from Figure 3.12, the length of the droplets in the
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experiments was more or less constant over the investigated range of flow rates. Additionally,
the droplets of the continuous phase (water) were slightly larger than those of the dispersed
phase (heptane). The LBM simulation results were comparable but showed some remarkable
differences.

We performed a range of simulations to study the droplet diameter’s relationship with the
flow rate. In the simulations, a Reynolds number larger than nine led to the jetting-shearing
regime, while, in the experiments, the droplet formation was stable up to a Reynolds number
of approximately 12.

As seen in Figure 3.12, the droplet lengths between the simulations and experiments were
comparable. Interestingly, both methods showed larger droplets for the continuous phase
(water) and smaller ones for the dispersed phase (heptane). This was independent of the flow
rate and, obviously, a result of the difference in the viscosity of both fluids. In the simulations,
smaller flow rates corresponded to an increased variance in the droplet length. This variance
was directly linked to our simulation approach where we used PI controllers to generate
constant volumetric fluxes. Additionally, we saw a similar effect when we changed the lattice
resolution, whereby we got larger variances in droplet length with higher resolution.

In summary, we found a good agreement between the simulations and the experimental data.
To our belief, the observed differences were mainly an effect of the simulation being reduced
to 2D and that the boundary conditions required the use of a PI controller.

Figure 3.12: Flow rate relation with droplet size in simulation and experiment.
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3.5 Chapter 3 summary

In this chapter, multi-phase LBM with RK model was used to simulate the head-on device
with a channel width of 1 mm channel. Compared to other microfluidic devices, a channel
width of 1 mm is relatively large, but is required for relevant volumetric fluxes in chemical
synthesis reactors. The simulation on this scale was challenging due to the small capillary
number of the flow regime. Additionally, we encountered several problems using pressure
and velocity boundary conditions with the LBM which were already reported in other pub-
lications. We overcame these problems by forcing periodicity of the geometry and the use
of a volume force. The volume force acted differently on both fluids and equal volumetric
fluxes for both fluids were regulated by a PI controller.

Although the simulations were only performed in 2D, we could reproduce the three main flow
regimes squeezing, dripping, and jetting. The transition between these regimes depended on
the Reynolds numbers which were comparable between simulation and experiment. For the
experiment, we used a self-built micro-structured head-on device with water and heptane as
the continuous and dispersed phases, respectively.

We used the observed droplet length as a quantitative measure to compare our simulation
results to the experiments. There was relatively good agreement between the simulation
and the experiment regarding the length of the droplets, while the variance of the length
in the simulation was rather large. The variance was caused by the PI controller. To our
understanding, significant differences between the simulations and experiments were due to
the comparison of 2D LBM results with 3D experimental data.
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Chapter 4

From reference system to integrated
BPP and GDL

4.1 Introduction

In section 1.2.3.4 the role and various BPP designs were described. Then, in Section 2.4.1 a
set of operating parameters were introduced. Their values are specified in Table 2.2. These
parameters set the boundary conditions of the flow domain of our simulation and experiment.
The reference fuel cell and the numerical methods for the simulation of fuel cell operation
have been detailed in the present chapter. Moreover, the focus will be on improving the
equal distribution of flow in BPPs. Since the characteristic behavior of the flow depends on
the gas properties such as viscosity, the anode and cathode are considered separately. In this
chapter the focus is on the anode side. The new design modifies the flow field within limits
imposed by manufacturing constraints.

In section 2.4.2 CFD simulation demonstrated already known inhomogeneous flow distribu-
tion of the flow field in BPP of standard design. In the present chapter the optimization of
the flow field starts with one of the geometries which were introduced in BPPs for anode
side. Then, the author has developed an extension code for LBM simulation to optimize
the flow field. This extension code couples the geometry with the flow field. The program
decide to modify the geometry based on the optimization parameters provided by user and
the velocity or pressure parameters from two-dimensional flow field. This method has it
challenges which will be described for 2D simulation. In Section 4.2.c.ii after presenting the
challenges between the 2D and 3D design, the author proposes a solution to 2D optimization
limit and tests proposed geometries by 3D flow field simulation in 4.3.3 section.

In the Section 1.2.3.4, the author presented various flow forms used in BPPs. He will
demonstrate his findings in pin typed and parallel flow field. In this chapter the LBM code
described in Chapter 3 is used to predict the flow field and propose new geometries with the
help of an adjoint algorithm which designs the geometry according to conditions provided
by user.
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4.2 Anode side flow domain

Prior to the optimization the flow field parameters (velocity, pressure) should be calculated.
Then the algorithm written by the author can adapt the geometry step wise to the flow field
parameters. This capability is presented in next sections for the pin typed flow field and for
parallel flow field. The author will describe extensively the advantages and disadvantages of
each type and the 2D algorithm itself.

4.2.1 Pin typed flow field

LBM is very flexible when it comes to geometry. It is possible to change the flow field in a few
iterations to achieve the ideal flow field. However, the predefined criterion that quantifies
the deviation from the aim of the optimization plays a crucial role. Here optimization
algorithm and the optimization sequence are demonstrated. This simulation aim is to achieve
a homogeneous flow field to have equal distribution in a square surface. The algorithm first
calculates the flow field until the steady state. In algorithm the domain is divided into 20x20
cells. Average of the monitored variable (which is velocity in this case) is written for each
part of domain. In the next step it creates a map with average velocity of each blocks of the
square shape domain. Figure 4.1 illustrates these two steps. Finally, this information will
be used to change the geometry. Where the averaged velocity is high, more resistance will
be introduced in the geometry by adding solid blocks (obstacles) to flow. Moreover, where
average velocity is low, these solid blocks will be removed.

Figure 4.1: Pin typed initial geometry (left), velocity map, white represents high mean
velocity and dark represents low mean velocity inside a 20x20 cell (right).

There are various possible methods to alter the domain based on the predefined criteria.
Here two methods were implemented and tested. First method which can be used, in the
pin typed domain is the changes can be done immediately to entire domain. This method
does influence the geometry drastically in each iteration therefore, it was not used here.
Second method is to, apply the changes sequentially for each zone (20x20 cell) in specific
iterations. In this simulation the second method is used. Figure 4.2 represents the result of
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the algorithm. In the regions with high mean velocity the geometry is dense (creates higher
resistance to flow) and in the regions with lower mean velocity it is less dense to decrease
the flow resistance.

Figure 4.2: Optimized geometry introduces more resistance in the shortest path of reac-
tant.

Flexibility and relatively easy implementation, highly adjustable with respect to the bound-
ary are the advantages of this method. In contrast, the preconditions for geometry opti-
mization can become complex since they can lead to unwanted changes in geometry. In this
specific case the author run the simulation for various domain size and pin distribution to
vary the porosity in the domain.
The pin typed geometry has a number of disadvantages for example: This structure should
support the membrane therefore, if the pins are too small, they can pierce into membrane.
Moreover, the structure does not offer enough contact to membrane for harvesting the elec-
tricity. It is possible to include various parameters such as the minimum thickness of the
pin to perform the optimization to avoid having small pins that can pierce the membrane
however, that will make the optimization more complex specially in third dimension. Consid-
ering the minimum and maximum size of the pins, the hazards of damaging the membrane,
and LBM code limitation (single processor) the author did not continue the optimization of
pin type structure.

4.2.2 Parallel flow field

The second candidate for optimization is the parallel flow field. The anode side parallel flow
field should distribute the hydrogen on the catalyst layer and should have good contact to
membrane to transport the electrons during the operation of the PEMFC. Hydrogen viscos-
ity is about half of the air and it creates less pressure loss in small channels. Therefore, the
anode can have more channels than the cathode.
Simultaneously to algorithm development and geometry optimization author made the first
prototype. First prototype is a design for manufacturability (also known as design for man-
ufacturing or DFM) study. In first prototype the author objective is to understand the
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capabilities of SLM with important criteria which are required for an optimized flow field.
One of such criteria is to increase the parallel channels from 11 to 60 channels in monopolar
plate. This means the wall surface between the channels were shrunk to 100 µm. These
parallel channels are located vertically behind the mesh in figures 4.3 and 4.16 right. Second
criterion is integrating GDL into the parallel flow field. In the first prototype the active
surface consists of a mesh superimposed on the parallel channels (Figure 4.5). The mesh
on the surface of the parallel channel has two purposes: firstly, it improves the mechanical
stability of individual walls, secondly it increases the channel to land ratio. Another objec-
tive of this work is to understand if this geometry provides enough mechanical stability or
not. A detailed view of the mesh is demonstrated in Figure 4.3 Detail C. Third criterion
is to design a support structure to close the top layer of the channels. The details of that
geometry is shown from top view in Figure 4.3 in Detail F. It presents the rectangular shape
with rounded corners structure in the middle which lies on the bottom of the channel(3D
view the supporting geometry is in 4.6 right) and it rise up to the rectangular shape of the
top layer. 0.5 cm frame size of the design is being used to place a 200 µm sealing.
The manufacturing method of the first prototype is explained in section 1.6. The target is
to understand the limits of this manufacturing method with respect to our application and
to answer which kind of manufacturing challenges will be associated with first prototype,
which is a flat thin complex geometry.

Figure 4.3: CAD drawing of first prototype. Inlet and outlet are visible on top left and
bottom right. Notice the support geometry near inlet/outlet. "Detail F" displays a single
support structure and "Detail C" displays mesh on the channels.

48



Figure 4.4: Front and back as well as inlet and outlet of the first prototype.

Figure 4.5: First prototype for anode side manufactured on the platform (left), mesh like
structure on the parallel channels (right top), deformation caused by the internal stresses
inside the 1.4404 stainless steel part (right bottom).

The design of this product had challenges because the author must consider various variables
such as the minimum thickness possible to cut from the platform to have structural integrity
and minimum thickness in the mesh in addition to specially made support structure to close
the channels on the top. Moreover, electrical discharge machining (EDM) and Sinker EDM
have been used to cut the product from the prototype platform and create inlet and outlet in
the structure. In Figure 4.6 the inlet/outlet is shown under microscope. It was not possible
to create this product using conventional additive manufacturing technique. Therefore, the
sandwich build process was selected. In this method the platform which builds the back face
is represented on Figure 4.6. It is integrated into the structure of the laser sintered powder.
A and B present two parts of base platform and powder sintered material. After cleaning the
component were sent to tempering to reduce the internal stresses in the manufactured part.
Although tempering was performed to reduce internal stresses and by selecting the 1.4404
stainless steel in addition to adapting the design the product was slightly curved at the end.
Since the product thickness is only 1 mm by applying slight force (during tightening the
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screws in assembly) we could test this part inside the fuel cell. As it was mentioned before
another challenge was to build the supporting structure to close the 0.5 cm wide frame
surface on the front side. The inlet and the outlet were removed from the structure by sink
EDM. For better visualization the CAD design of the product is on the right side before
EDM. The supporting structure has four sides and in design the author tried to decrease the
lower contact surface to as small as possible while covering the maximum surface possible
on the top. This was challenging because the support structure had only 0.3 mm height.

Figure 4.6: First prototype contains two components: A side which is the material from the
base platform and B powder sintered material which was added to the top layer (left), CAD
design of the supporting structure (right). It present the support geometry prior its removal
by sinker EDM.

4.3 Parallel flow field optimization

The parallel flow field of the reference system has been described in Chapter 2, where the
fluid flow in the monopolar plate has been studied as well. The flow field of the first prototype
is the focus of this chapter. The first prototype consists of 60 parallel channels which
are separated by walls with thickness of 100 µm. Here the author investigates the flow
field in first prototype and tries to optimize the flow field in order to achieve homogeneous
reactant distribution on the membrane. To achieve this target LBM method a self-developed
algorithm to optimizes the geometry based on the flow field are used.

At the time of manufacturing the first prototype the author dedicated the time to calculate
the flow field of the structure using 2D LBM. Figure 4.7 displays the average velocity (right
panel) in each channel of the first prototype (left panel). Here specific simplifications are
required to employ the existing code. For example, the inlet and the outlet in the simulation
are necessarily different from the actual first prototype which has the third dimension. More-
over, the domain is limited to 1100x1000 cells. The pyramid shaped supporting structure in
simulation is represented by the blue rectangular structure. The 3D pyramid shape is shown
in Figure 4.6 right and 2D shape is in detail F of Figure 4.3. This supporting structure
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influences the flow of reactant in the channels and create resistance in flow. This leads to
inhomogeneous distribution in the channels. On the other hand this structure is necessary to
close the top layer because this component is built layer by layer and in order to build a new
layer there must be a support structure underneath it. On the top of the closed channels
sealing will be placed in the assembly as it was described in section 4.2.2.

Figure 4.7: Slice from the first prototype, flow field is yellow and solid walls are in blue (left),
average velocity in each channel computed by LBM (right).

The 2D Simulation of steady gas flows is obtained with an existing evolutionary LBM code.
Running it in the channels of the first prototype returns an unequal flow rate distribution
(Figure 4.7 right). This is due to the pressure loss in the inlet and the outlet channels.
We used the simulation to find better geometry, i.e. changing the thickness of the walls
along the channels. To this end, we inserted the steady flow simulation in an algorithm that
uses it to determine the flow rates v̇ in any considered set of channels. Hence, the algorithm
quantifies the degree of non-uniformity of the channel flows by computing the deviation
between the maximum and minimum volume flow rate, a quantity that plays the role of an
objective function. The algorithm uses this information to automatically modify channel
widths so as to decrease non-uniformity. The procedure block diagram of the algorithm is
depicted in Figure 4.8. The algorithm stops when the objective function is smaller than
a prescribed quantity. The block diagram functions as following. First step calculates the
primary values in steady state, second step calculate the flow rate in each channel based
on velocity and the channel width, third step check if the difference between maximum and
minimum flow rate is above or below the given value. If it is below then the solution is
converged and will be terminated if not it will go to fourth step. Based on the value of ∆Q
the channel wall thickness increases accordingly the channel length. If the value is maximum
compared to the predefined constant value for optimization total length of the channel will
be thickened, whereas if the deviation is half of the predefined constant value half of the
length of the channel will be thicken. After some iterations a new value determine if the
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optimization was enough or another channel still has high flow rate compare to the minimum
flow rate in the channels.

Figure 4.8: Algorithm to change individual channel width.

The algorithm changed the initial geometry Figure 4.7 to 4.10 left. The algorithm reduced
the channel width near inlet and outlet and maintained the original channel width in the
middle as in Figure 4.9. In the Figure 4.10 right the volume flow rate is shown there still
exists some deviation between the channels. These deviations can be reduced if the grid
resolution is higher. This resolution was at the edge of the balance between the maximum
achievable accuracy and the performance. Although, the 2D LBM simulation works for
the first study it has some limitations. The code is not designed for parallel processing.
Therefore, the grid resolution limits the accuracy directly. As the result, the author made
the decision to validate the result using COMSOL. It is a well-known conventional CFD
program and it is capable of parallel processing.
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Figure 4.9: Channel width distribution in the channels.

Figure 4.10: The optimized channels (left), the algorithm has thickened the walls differ-
ently to reduce the flow rate locally. Volume flow rates in each channel (right).

4.3.1 2D LBM comparison with COMSOL

Due to the limits of the LBM code which was used in the institute, parallel processing was
not possible. Therefore, in order to proof the results are not mesh dependent a comparison
between the 2D LBM simulation and COMSOL was performed. This has important role on
the accuracy of the optimization algorithm in LBM. The geometry presented in Figure 4.7
has a velocity distribution shown in Figure 4.11 in 2D simulation. 1 million grid points in
the LBM compared to 2.5 million cells in COMSOL present that LBM requires higher cell
numbers to capture the flow field velocity distribution. This resulted in jumps instead of
small deviation visible in COMSOL simulation.
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Figure 4.11: 2D simulation of initial geometry with COMSOL left and with LBM right.

In the last paragraph the first prototype was simulated in two separate methods (LBM
and commercial software COMSOL) to evaluate the influence of the mesh on results. The
second comparison is between the optimized channels in 2D using COMSOL and LBM.
The optimized geometry is shown in Figure 4.10 left. The COMSOL and LBM simulations
consist of 2 million cells and 1 million grid points accordingly. Again the influence of the grid
points in optimization are clear. Therefore, the parallel calculation capability is essential for
geometry optimization. In this part 2D LBM simulation was compared to COMSOL, the
difference between two methods was number of cells and parallel processing capability. Now
how does this difference influence same simulation in the 3D flow field.

Figure 4.12: 2D simulation of optimized geometry, COMSOL (left) and with LBM (right).

4.3.2 2D and 3D comparison with COMSOL

It is common to simplify the problem by reducing the dimension of the problem from 3D to
2D or cleaning the geometry to calculate the solution efficiently. However, the simplification
must not have a major impact on the solution. Hence, the author made a 3D geometry
deduced from the optimized flow field shown in Figure 4.10 left then performed a 3D sim-
ulation with optimized shaped. 2D and 3D simulation for optimized shape were performed
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with COMSOL to evaluate if the flow distribution differs. They return different results,
more specifically parabolic distribution in the 3D simulation which is similar to the initial
flow field before optimization. In the 2D simulation the third dimension is always considered
as infinitely long. However, this simplification is true in many applications which the third
dimension is considerably larger compare to the other dimensions. In the 2D simulation the
third dimension is considered as infinitely large compared to channel width but the channel
depth here is 0.8 mm which cannot be considered large compared to length of the channel
(30 mm) and width of the channel (0.4 mm). Therefore, the 2D optimization is not sufficient
to design a 3D product when the third dimension is small compared to channel width.

Figure 4.13: 2D (left) comparison to 3D (right) simulation for optimized geometry with
COMSOL.

The above results prove that a 3D design with respect to the flow conditions is necessary.
Therefore, the author designed logical pathways to eliminate the inhomogeneous flow dis-
tribution and verified them using 3D simulation using COMSOL. The work here can be
followed up by a 3D LBM simulation capable of parallel multi-processor computing.

4.3.3 Three-dimensional flow field

The logic of the 3D flow field design idea lies on two important aspects. First aspect is
homogeneous flow field using repetitive structure and second is manufacturability. In this
section the author attempts to minimize the pressure difference in the channels by introducing
channel grouping. Channel grouping connects a group of channels together near the inlet or
outlet area. The channels on the active area remain identical. By grouping the channels, the
total traveled distance for the gas is nearly identical for each group of channels and the gas
cannot travel the shortest path compared to first prototype. The second aspect is to focus on
a design manufacturability by the AM. As it was mentioned before maximum manufacturing
size is 4x4 cm with 3x3 cm active surface which is equal to the size of the membrane.
In the fluid dynamics the flow always takes the shortest path to confront the least resistance.
In the CFD simulations the author understood the structure outside the active surfaces
region influences strongly the flow field in the channels inside the active surface region.
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Therefore, the new design must focus on channels near inlet/outlet to improve uniform
distribution of reactant in flow field. Therefore, two designs were proposed here to increase
the homogeneity of flow distribution with respect to limits in manufacturability. These
designs are called "sloped parallel flow" and "cross-flow field". Each six channels are packed
together to exhibit the nearly identical total traveled distance; hence they present similar
pressure drop. Figure 4.14 shows the two new designs and the first prototype. In addition,
the grouping provides the necessary support to build the top surface on the support structure
outside active region. A graphical demonstration of the support structure is given in Figure
4.3 and 4.5, As it is shown top layer of the inlet and outlet channels are closed to avoid
leakage and placement of the sealing outside the active region. The principles of the two
new designs are detailed below.

Figure 4.14: Proposed 3D flow field geometries for AM, from left to right, first prototype,
sloped parallel flow field, and cross-flow field.

Sloped parallel flow field has inclined channels. This design reduces the length of the channels
to minimum. The cross-flow field has 90 degree edges and all of the channels have arcs these
arcs should provide the support structure for the top layer. A view from bottom side of the
structure is provided in Figure 4.15 right.

Figure 4.15: channel grouping in the inlet area for sloped parallel flow field (left). Cross
parallel flow field (right) this geometry has an small arcs inside the channels to create the
support structure for the top layer of the channel.

4.3.4 Parallel flow field CFD simulation

The flow field is simulated for all the above structures. Flow distribution in the first pro-
totype in Figure 4.17 presents high velocity near the inlet and outlet channels, the middle
channels has the lowest velocity. All the channels have equal width. The difference between
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Figure 4.16: Flow field inside the cross-flow field structures, bottom view (left), inlet/outlet
supporting structure (right).

the low and highest velocity is 88%. In comparison the reference cell has 73% difference
between highest and lowest velocity. Here the objective was to prepare the first structure
with stainless steel and understanding limits of SLM and stainless steel material. More
information regarding the experiment of the manufactured part is presented in section 4.4.

Figure 4.17: Velocity distribution in the first AM prototype (left), velocity distribution in
the midsection of the channels (right).

Sloped Parallel flow field, present better flow distribution in the domain. Here the maximum
to minimum velocity ratio is 30%. In each channel group, first and the last channels have
the highest velocity. This effect was seen in the first prototype but in smaller scale, since
the channels are spread in 10 groups instead of 60 individual channels.

cross-flow structure has the best flow distribution compared to the other two designs. Figure
4.19 present the pressure difference between the geometries. The maximum to minimum
velocity ratio is 20%. 10% difference in velocity distribution between the sloped parallel flow
and crossed flow is due to the difference in structure. In the first design the channels are
rounded in the both sides near the active surface. However, in crossed flow they have sharp
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Figure 4.18: Velocity distribution in sloped parallel flow field (left), velocity distribution in
the midsection of the channels (right).

edges (Figures 4.18 and 4.20).

Figure 4.19: Pressure distribution in different flow field.

The pressure drop between the inlet and the outlet is a reliable parameter to differentiate
between the three designs. The first prototype and the crossed flow field present similar
pressure drop in domain. The first prototype presents a more drastic pressure change in
each channel therefore, the velocity distribution is inhomogeneous compared to crossed flow.
The sloped flow presents the highest pressure drop between the three designs. In the first
and the last design the highest possible surface was used in the geometry however, the least
surface or volume was used in the sloped structure. This is the main reason for the highest
pressure drop in the sloped parallel flow structure.
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Figure 4.20: Velocity distribution in crossed flow field (left), velocity distribution in the
midsection of the channels (right).

4.4 Reference system comparison to first prototype

With the first prototype the limitations of additive manufacturing were tested. Moreover,
the performance was measured with our in-house designed test rig. The test rig measures
the polarization curve which documents the relation between current and potential in the
fuel cell. The importance of this diagram was mentioned in 1.3.2 section.

Until now we have presented the simulation results in the flow field and reference system.
In order to have a better understanding this result we perform the experimental study. The
simulation provides insight on parameters which are hard to determine in the experiment
such as, local velocity, pressure, local concentration of reactants. Therefore, the author
performed the simulation to determine these parameters and validate the reference FC by
simulation analysis.
The experiment in the test rig was performed by another PhD student. She measured the
polarization curve for both first prototype and the reference fuel cell. The polarization curve
shown in Figure 4.21 present that the reference FC is capable of generating more current with
less voltage drop. In other words, the first prototype generates less power than the reference
system. This might be due to unequal velocity distribution between channels and the land
to channel ratio. Moreover, the channel to land ratio in the reference system is 1 whereas it
is 2.7 in first prototype. Hence the reactants have more contact with the membrane in the
first prototype. The generated electricity cannot transfer well from the membrane surface
due to insufficient physical surface contact with the metal grid.

4.5 Conclusion

In conclusion the first prototype presents that manufacturing monopolar plate with SLM
method is feasible. However, as it was expected from non-optimized flow field this prototype

59



Figure 4.21: Polarisation curve of the first prototype and reference system in experiment
(left), The fuel cell assembly in the DHBW test rig. Voltmeter shows the operating voltage
of the PEMFC (right).

harvests less energy from the membrane compare to the reference system. This is due to
non-uniform flow field created by the supporting structure before the parallel channels as
we have presented it in Figure 4.17 right. Moreover, the channel to land ratio influences
this result as it was mentioned before. This chapter details the numerical and experimental
tools that help us improving our knowledge of BPP channel fluid flows in operating fuel cell.
Moreover, it describes the innovative designs suggested by the numerical approach for the
fluid domain.
Since 2D and 3D codes return different results, accurate flow simulations require the third
dimension. Ratio of the height of the channels to the width is small which makes the influence
of third dimension not negligible. In this case the here used LBM code requires considerably
long computation time to drive the algorithm that uniforms the maximal velocities in the
channels by adapting their widths. Appropriate design of inlet in the set of the channels
proved necessary to achieve almost uniform velocity distribution in the parallel channels.
Nevertheless, the monopolar plate prototype issued from this approach was found to produce
less electrical power than the reference system. This study can support the future studies
for manufacturing the monopolar plate using SLM method by providing a holistic view from
DFM to CFD. Moreover, the mentioned optimisation criteria can support the researchers in
future studies to design and build improved flow fields in monopolar plates.
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Chapter 5

Application of passive directional
transport in PEMFC

5.1 Introduction

Chapter 4 discussed innovative designs of anode side BPP channels: they supply the fuel
cell membrane with hydrogen. Cathode side channels instead carry air, and manage the
water produced by the electrochemical reaction. It is known that the dynamic viscosity of
air and hydrogen are in 2.01 ratio. Moreover, stoichiometry defines cathode and anode flow
rates to be in a ratio of 3.18. Hence, cathode BPP channels must be wider to decrease the
pressure drop. Moreover, the water produced by the reaction is in liquid and/or vapor phase
depending on cell temperature. Water vapor is added to the cathode (by the humidifier) to
increase the membrane conductivity [72]. The liquid water tends to cause channel blockage
and irregular flow distribution: both decrease the cell power by limiting the reactants and
the chemical reaction. This was mentioned in section 1.3.2.
Therefore, in this chapter we study how appropriately modifying a planar surface may help us
evacuating superfluous liquid water without any external energy input. This means that we
concentrate our attention on passive transport. The liquid water can be transported actively
or passively. Active transport occurs when a pump activated for a short period of time
increases the flow rates to blow the liquid water out of the fuel cell. By contrast, no external
energy is needed for passive transport caused by capillary forces, i.e. by the interaction
between solid surface and fluid that lifts water in a thin pipe, for instance. We moreover
say that the transport is directional when liquid motion exhibits a privileged direction. We
will see that super-imposing appropriate relief to planar surface facilitates directional passive
transport of water drops. We postpone to the future the task of applying the result of this
chapter to new design of cathode bipolar channels. If the author can validate directional
transport it may be applied to the bottom of cathode as it is depicted in Figure 5.1. The
chapter begins by Section 5.2 that specifies our approach of passive directional transport
on almost planar surfaces patterned with fin shaped parallel channels already described in
literature. However, our ultimate aim requires specific materials. This approach combines
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Figure 5.1: Top view of possible integration of fin-shaped geometry in single first channel
from left (left), cutaway side view (right) the structure is removed for the visibility.

numerical simulation and experiment . The experiment is described in Section 5.3, since
it prescribes the conditions of the simulation. The latter uses two methods, among which
the LBM code already considered in Chapter 3. Section 5.4 is devoted to a complementary
approach based on VOF method. Section 5.5 discusses the results and compares with the
experiment.

5.2 Problem and method

In view of improving liquid transport in parallel flow field BPP, we apply numerical and
experimental approaches to predict and evaluate spontaneous liquid displacement on manu-
factured structures made by micro laser sintering with stainless steel .

5.2.1 Foreword

In microfluidics, water forms droplets which remain pinned on the surfaces. The transport
or spread of these droplets is a challenging task in an industrial framework as lubrication,
chemical reaction, heat exchanger, and water circulation in fuel cell. In most microfluidic
devices, liquid motion is provided by a pump or an external energy input such as piezo
elements. Nevertheless, surface heterogeneity as a gradient of wettability enhances droplet
spreading without any external energy input. It is a relaxation dynamics of the drop/surface
system which decreases its free energy. Such liquid movement is usually called passive
transport when the liquid flow has a privileged direction. Passive transport becomes highly
desirable in industrial processes [73], [74].
Such a directional transport is involved in living world. Some species like insects, lizards
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and plants living in deserts use it to harvest water [75]–[78]. Heterogeneous wettability
driven liquid motion was also observed on wharf roach skin [79], and its frequent use by
living organisms inspired a variety of industrial applications [80]–[82]. In all these situations,
it is the surface heterogeneity that causes liquid drops to move. Heterogeneity can result
from spatial variations of the wettability [83]–[87], i.e. solid-liquid contact angle. This
is done usually by physio-chemical treatment applied to solid surface [88]–[90]. Surface
heterogeneity can also be caused by small scale (micrometric) topographic structure on the
smooth solid surface acting as capillary [75]–[77], [91]–[93]. The water spreading through
these microchannels is called water wicking in the literature [91].

In the present chapter we focus on the latter case, and more specifically on spontaneous
directional liquid drop wicking caused by patterns forming channels added on solid plate.
Motivated by the design of BPPs that evacuate water excess in Proton Exchange Membrane
fuel cells [94], we consider fin-shaped channels as those proposed by [91]. Inspired by the
latter reference, we present an experiment that shows the direction spreading of a water
drop on the patterned surface. We prepare it and interpret it by numerical simulation of
the evolution of the drop. Moreover, we choose materials compatible with low temperature
hydrogen fuel cell constraints, i.e. robust and conducting electricity. Various experiments
analyze passive directional water motion driven by geometry [75]–[77], [79] or by wettability
gradient [88]–[90] as well. Various numerical simulations analyze the evolution of velocity
field, water content, interfaces and pressure in the latter case [83]–[90], [95]. However, the-
oretical approaches to drop wicking in channels of complex geometry [91][92] merely use
semi-empirical formulas, and such domains do not simplify numerical simulation. No refer-
ence attempted simulating liquid drops evolution on channels as complex as the fin-shaped
ones first considered by [91] or limited by tilted pillars [93].

Figure 5.2: Fin shaped structures added to a flat surface. Top views of the fin-shaped
structure studied here and manufactured by SLM in a picture from above (left), CAD in
an isometric view (middle), and original PDMS part (right). Notice the different scales and
compare the rough metallic structure manufactured by SLM (left) with the smooth surface
considered in [91] made of resin (right).

5.2.2 Structure geometry

We modify the flat and smooth surface by building micro-channels on it. The structure of the
micro-channels is inspired from the the fin-shaped one on which [91] observed one-directional
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wicking (Figure 5.2 right). represents these micro-channels: (left panel) here considered ones
and (right panel) the original version of [91]. In this chapter, the term "channel" refers to
fin-shaped micro-channel and no longer to the fuel cell channel.
According to , the studied channels are about four times wider and two times deeper than the
original version of [91]. Whether we still observe at larger scale the one-directional wicking
is not a priori guaranteed, since experiments of [92] demonstrate that pattern scale does
influence spontaneous directional wicking, which [91] found more rapid on thinner channels.
The fuel cell framework imposes also a material that significantly differs from the ones of [96],
these changes are discussed in the following.

5.2.3 Material constraints

A robust material that conducts electric current and resists corrosion and heat is highly de-
sirable for our purpose. Stainless steel satisfies these requirements. Since [91] found smaller
patterns more efficient, we manufacture our structures by the Selective Laser Melting (SLM)
technology that adapts to steel and achieves high resolution. Nevertheless, sizes as small as in
this reference are out of reach. Moreover, the SLM technique cannot avoid slight deviations
between CAD design and manufactured component, which we also expect to influence wick-
ing. Finally, the reaction product in PEM-fuel cell is pure water, which returns a water/steel
contact angle larger than in the drop transport experiment [26, 1]. It turns out that the lat-
ter was performed on Polymethylmethacrylate (PMMA) and Polydimethylsiloxane (PDMS)
substrates, which of course do not satisfy our robustness and electric conductivity require-
ments. Moreover, reference [96] associates these substrates with IPA and soapy water. Since
it seems that drop wicking on a given structure is decreased when we increase the contact
angle, we expect uncovering optimal conditions upon exploring the 0-70-degree range. The
numerical simulation is the most flexible tool to study the influence of contact angle. How-
ever, it needs being validated against real life experiments. Our method consists in combining
these two approaches.

5.2.4 Method

Numerical approach using either the interface tracking by Volume of Fluid (VOF) or the
Lattice Botlzmann Method (LBM), captures drop motion in a channel limited by the patterns
described in Figure 5.2. We will see in Section 5.5 that interface tracking suggests directional
drop motion at contact angle smaller than 70 degree. We validate the numerical approach
by experimental set-up on steel structures based on the geometry introduced by [87]. We
do observe liquid transport right after a distilled water drop is set on each one of three steel
structures manufactured by ourselves and exhibiting the fin-shaped geometry of Figure 5.2
with slightly varied scales. It turns out that channel width influences spontaneous drop
displacement. Manufacturing and measurements are detailed in Section 5.3. After a brief
description of the underlying physical model in Section 5.4, numerical issues are detailed in
Section 5.5 which also compares with the experiment.
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Figure 5.3: The pictures represent the basic element of structure manufactured by SLM. [left]
Structure A and [right] structure C of the experimental set-up (Figure 5.4) corresponding
to the smallest and largest lengths specified in Figure 5.5. Colours indicate height measured
from the steel platform.

5.3 Experimental study of liquid wicking on fin-shaped
patterns

Figure 5.4: Three adjacent structures exhibiting fin shaped channels added to the steel base
by SLM. [left] Actual A, B and C structures. [right] CAD design documenting the total
length and width of each structure, in millimeters.

The manufacturing process of adding fin-shaped pattern of various width on steel surface is
the first step of our experiment. The next step consists in observing drop evolution on the
obtained structure.
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5.3.1 Substrates manufacturing and physical properties

As in [91] the substrates on which we study drop wicking are flat surfaces with fin patterns
forming channels. One of them is shown in Figure 5.2. Platform and patterns are here
made of 1.4112 stainless steel , and we build three such structures denoted A, B, C on a
single platform. Figure 5.3 shows the final appearance of the modified platform. Each of
the three structures A, B, and C is progressively grown on steel platform by an additive
process that repeats two successive steps. The first step consists in applying an uniform thin
steel powder coating to build the channel walls on a definite subset of the platform. The
second step improves the consistency of the resulting ensemble by Selective Laser Melting
(SLM). These two steps are repeated until channel wall height reaches the desired value
which here is 100 µm. However, at the first step of the first repetition the powder coating
is set on a subset of the platform. We call this subset R, and define it immediately below:
each structure has its own R region which will serve as a basement for its channel walls.
R region is an essential element of additive process definition. Two sets of transformations
deduce it from the elementary pattern R0 colored in blue inside rectangle ’abcd’ which we
see on Figure 5.6. The transformations are i) a finite number of translations of amplitude
(L1+L2) in longitudinal axis direction (x) with maximum achieving 24mm total length and
ii) adjacent copies periodically added in the transverse horizontal direction y. This forms
the basis for the walls of between 5, 8, and 15 adjacent identical channels for structure B, C
and A respectively. Each such channel is itself made of a finite number of elementary cells
(or voids) that are copies of the white surface inside ’abcd’ rectangle (the complement of R0
in this rectangle). The top view of the CAD drawing at the right of Figure 5.4 represents
the three sets of channels that constitute structures A, B and C. Total widths of them are
5, 5 and 6 millimeters.

Geometric specification is not enough to determine structure ability to promote directional
wicking, since initial surface properties and powder grain size do influence the wettability
of each structure. Indeed, slight initial platform roughness is necessary to enhance powder
adhesion. However, increasing roughness decreases the wettability. Here, initial platform
roughness is 207 RMS. Another influent parameter is surface roughness of laser sintered
part. We used steel powder with grain diameter of about 5 µm, which is very fine. However,
this is not the only factor limiting the resolution of the final product, strongly influenced
by laser beam focus. Here the final resolution is 30µm, and we see on Figure 5.3 that the
channel walls slightly deviate from the isometric CAD drawing of Figure 5.2 (middle) and
exhibit small scale defects. Moreover, one can observe that steel pattern surface (left) is
rougher than the resin surfaces (right) of [91].

We thus obtain three manufactured structures A, B and C positioned side by side on the
same steel plate. Each structure is wide enough to allow us setting a droplet on it without
touching its boundaries. A picture of the resulting device is shown in Figure 5.4, and a
drawing.
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Variable A B C

ϕ 27◦ 27◦ 27◦

L1=L2 (mm) 0.2 0.64 0.4

W1 (mm) 0.1 0.16 0.1

W2 (mm) 0.3 0.8 0.5

W3 (mm) 0.1 0.16 0.1

depth (mm) 0.1 0.1 0.1

Figure 5.5: The elementary pattern from which we deduce the channel wall basement called
R region. The elementary wall basement with a thickness of 0.1mm (R0 in the text) is in
blue. the channel elementary cell is in white. Both are included in the rectangle ’abcd’.
Adding copies of this rectangle adjacent to its parallel to y sides defines one channel and its
walls. Then, adding adjacent copies of the ensemble forms the channel walls basement for
structure A,B or C.

5.3.2 Experiment

The spontaneous drop motion on A, B and C is captured by videos of three liquid drops
successively set on these structures. For this purpose, we used Keyence VHX-600 microscope
equipped with VH-Z20R and VH-Z100R lens. The steel plate with the structures was hori-
zontal during the experiment and the microscope was positioned above. In addition, photos
and videos were captured using Samsung Galaxy Note 8. In all the tests distilled water had
contact angle of about 50 degrees.

Figure 5.7 displays four snapshots representing the different steps (t1, t2, t3, t4) of the evo-
lution of single drop set on the middle of structure B. The snapshots have been extracted
from a video. Drop motion on other structures only differ by the time instants at which the
drop completely wets the structure in x or −x directions. On all structures wicking starts
as soon as the drop is set on it at initial time t1. We quantify the mean velocity in x or
−x direction by recording x1, xf and tf that represent initial drop meniscus position and
structure end in the considered direction, and the time at which the fluid reaches structure
end. With these notations, the average velocity in each direction is

V =
xf − x1

tf − t1
. (5.1)

It is positive in +x direction, and negative in −x direction. Figure 5.6 documents absolute
values observed in these two directions on the three structures A, B, and C. On each of
these three structures the average velocity in the negative direction is nearly half the value
observed in the positive direction. Recalling Table in Figure 5.7 that documents channel
and wall widths Wi, we observe larger velocities in both directions x and −x on thinner
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Figure 5.6: Average velocity absolute values of water wicking in x and −x directions for the
three different channels A, B and C.

structures.
Wicking dynamics is fast but not uniform. Slowing down the videos suggests that front
velocities are uneven, intertwining slower and more rapid steps, especially in −x direction.
We discuss this point in Section 5.5, in view of numerical simulation that returns much
smaller time resolution. These videos will serve as basis to check a numerical method by
seeing whether it mimics the trends observed on the motion of a drop set on our fin shaped
channels.

5.4 Physical model and Numerical methods

In a single channel representing the fin-shaped geometry of structure A, B or C we simulate
two phase flow according to the Volume of Fluid (VOF) method [97]. After having briefly
set physical model and numerical VOF method, we describe the initial data which we use to
mimic the experiment detailed in Section 5.3.2.

5.4.1 Physical model and mathematical formulation

Among diverse interface tracking methods, we choose the Volume of Fluid approach that
assumes one (two phase) fluid of velocity −→u and volume density [98], [99].
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Figure 5.7: Time evolution (time unit in seconds) of directional drop wicking on structure B
(middle structure). The bottom of the structure appears as white and the top is dark. Water
is colored for better visibility. The first picture shows the pipette that places a water drop on
structure B at time t1. At time t2 the drop has already begun to wick through the channels.
At time t3, the structure has been completely flooded in the positive direction while wicking
is slower in the negative direction. Transport in the negative direction is completed at time
t4.

ρ = αρliq + (1− α) ρgas (5.2)

In which α and ρliq are liquid phase volume fraction and volume density, and the volume
density of the gaseous phase is ρgas . Moreover, the VOF approach assumes two phase fluid
viscosity µ related to liquid and gaseous phase viscosities µliq and µgas according to

µ = αµliq + (1− α)µgas. (5.3)

In this model, fluid velocity −→u and liquid volume fraction α evolve according to

∂(ρ−→u )

∂t
+∇.

(
ρ−→u ⊗−→u − µ

(
∇−→u +∇−→u T

))
= −∇p+

−→
f σ + ρ−→g (5.4)

and
∂α

∂t
+∇. (α−→u ) = 0 (5.5)

The momentum equation (5.4) includes the continuum surface force
−→
f σ introduced by [98].

In the VOF approach, α is assumed to continuously vary between 0 and 1 in a neighborhood
of the liquid gas interface. There, the continuum surface force is given by

−→
f σ = σ

ρκ∇α
1
2

(ρliq + ρgas)
, (5.6)

where κ is a continuous function representing the free surface curvature and is defined in the
interface vicinity by

κ = ∇.−→n (5.7)
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In which ~n is continuous and represents the unit surface normal to the interface. It is also
defined in interface vicinity and satisfies

−→n =
∇α
‖∇α‖

. (5.8)

Moreover, solid surface wettability prescribes −→n at the triple line that is its intersection with
the liquid/gas interface.

5.4.2 Triple line modeling

At solid boundaries we consider wall adhesion. At the triple air/liquid/solid interface there
is the so-called triple line. At equilibrium, the static contact angle θ characterizes the
wettability. Out of equilibrium, the macroscopic contact angle depends on the front dynamics
and it differs from the static contact angle [100]. However, at the mesoscopic scale, it is still
relevant to consider the contact angle θ [101]. Therefore, following [98] we assume that the
normal −→n at the interface satisfies

−→n = cosθ −→n w + sinθ−→n t (5.9)

in which θ is the equilibrium contact angle. Vector −→n w is the unit vector normal to the
wall, and −→n t is tangent to the wall and normal to the contact line. At the triple line,
equations (5.8) and (5.9) imply

cosθ −→n w + sinθ−→n t =
∇α
‖∇α‖

. (5.10)

The latter equation is a boundary condition for α. From this equation the code deduces k
and
−→
f σ.

5.4.3 2D and 3D geometry for the Simulation

The numerical simulation is performed within a simplified geometry because of the computa-
tional cost. Instead of the several parallel channels in experiment (Figure 5.6), we apply 2D
and 3D simulation in a domain that consists in a single channel composed of 5 to 8 elemen-
tary cells repeated in x direction. The 2D simulation is obtained by considering the vertical
z direction as the invariant direction. Most significant results are in 3D, but 2D simulation
helps understanding the key role of the different edges exhibited by the fin shaped geometry.
In both cases, we assume fixed and constant atmospheric pressure.
The 2D and 3D simulations do not only differ by the third dimension but also inlet conditions
are different. In the 2D simulation we inject the liquid at two inlets. They are positioned in
the middle of the channel boundary of one elementary cell, itself in the middle of the chan-
nel as indicated in Figure 5.8. Moreover, each inlet flow is fed at constant rate 1.06mm3/s.
The 3D simulation, differently, is started from an initial condition that resembles more the
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Figure 5.8: VOF two-dimensional simulation with θ = 50◦ and the geometry of the horizontal
section of channel A.

a) t=0.941ms b) t=1.38ms c) t =3.62ms d) t=3.91ms

Figure 5.9: Snapshots of the asymmetric transport using the 2D VOF simulation. Parameters
are as in Figure 5.8.

experiment: at time instant t = 0 we put on the channel a small cuboid of 0.3 millimeters
high and of same W2 width as the channel. The length is between one and two elementary
cells. The volume in the channel below the cuboid is filled up too.

The VOF simulation pursues an ultimate aim: being able of arbitrarily varying fin-shaped
channels geometry and surface wettability, in view of optimizing devices that enhance direc-
tional transport under some constraints. The next section checks that the numerical tool
returns issues appropriate to this aim although the simulation domain is not exactly equiva-
lent to the set of channels of A, B or C structures, even in the third dimension. Nevertheless,
we will see that simulations and experiments suggest similar trend.

5.5 Water wicking simulation

If we compare it with our experimental conditions, the 2D simulation amplifies the role of
the edges of the fin-shaped channel walls and retrieves (in Section 5.5) the selective pinning
predicted by Gibbs criterion near obstacles exhibiting edges [102]. In three-dimensional
geometry, however, the role of the edges is mitigated by channel bottom and the VOF
issues come closer to our experimental observations. This allows us specifying which force
dominates liquid flow in the different subsets of fin-shaped channel.
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5.5.1 2D simulation

The 2D variant of the numerical code described in Section 5.4 represents a three-dimensional
two phase flow invariant in z direction, between infinite walls based on the boundary of the
R region defined in Section 5.3. We do not expect that such flow resembles so much our
experiment, and especially its initial condition that indeed depends on z. Instead, we impose
a liquid flux (10.6 mm2/s) at inlets located on parts of the both sides of domain boundary,
in a region where these sides are parallel, as on Figure 5.8. These conditions are reminiscent
of reference [102] that describes a (z dependent) liquid flooding a flat surface decorated with
obstacles that exhibit wedges.
In our simulation we observe that the liquid, driven by the capillary force, begins by com-
pletely filling the narrow straight channel that includes the inlet (Figure 5.9a). The left and
right fronts are pinned at edges called Er and E`, respectively located at the left and at the
right of the inlet To move again, a driving force is required. In our context, it is the pressure
due to the continuous flow at the inlet. Since Er is much sharper than E`, the left front
rapidly depins whereas at Er the interface bulges gradually while the triple line remains
pinned (see Figure 5.9a to c). Right Er edges are thus responsible for front pinning while
edges at E` are not, and it is the key of the directional transport in 2D geometry. Note that
the acute wedges at the end of the fins do not pin the front moving to the left since they are
wetted by water on both sides (Figure 5.9c and d). References [87], [89] already suggested
this quasi-static explanation for the directional transport, based on contact angle hysteresis.
However, the 2D simulation does not accurately describe the flow in the fins. Indeed, it
suggests air trapped in fins and blocking water progression (see Figure 5.9d), a phenomenon
that we do not observe neither in the experiment, nor in the 3D simulation.

Figure 5.10: 3D simulation of liquid wicking driven by capillary forces on channel A. Blue
color represents liquid volume. Contact angle is 50◦. The simulation domain is eight ele-
mentary cells long. The parallelepiped size is `x = 0.7mm, `y = 0.38mm, and `z = 0.4mm.

5.5.2 3D simulation at 50◦ contact angle

In the 3D simulations the geometry of one cell is identical as in experiment. However, one
focuses on a unique series of lined up cells and one imposes periodic boundary conditions in
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Figure 5.11: Simulated liquid velocity and free surface height during the wicking of a paral-
lelepiped of liquid over a single fin shaped channel. The top of each sub-figure documents
the velocity, and at the bottom we see liquid height distribution. Contact angle is 50◦. The
simulation domain consists of 6 elementary cells. The initial liquid parallelepiped is one
elementary cell long.

lateral y direction. An initial condition similar to the experiment consists of a rectangular
’droplet’ placed on the structure (Figure 5.10). The case of water introduced by an inlet at
the bottom is studied at the end of Section 5.5.

In these two cases, 3D simulation mimics the intermittent behavior suggested by the videos
at the end of Section 5.3, alternating fast and quasi-static steps. Moreover, the smaller
resolution of the numerical approach uncovers the details of these different phases which we
now describe in the case of 50◦ contact angle.
Just after having initially been set on the structure (at t = 0) the liquid parallelepiped de-
forms quickly to smoother shape and begins to wick on channel bottom in the two directions
x and −x. We see it on Figure 5.10 that shows four snapshots of the simulated liquid volume:
at time t = 2.5ms it has flooded one cell to the right of its initial position, and two cells to
the left. However, the right front stays pinned until t = 4.4ms while the left front floods one
cell further and proceeds in x direction. After t = 4.4ms the right front floods one cell more
to the right before stopping. Meanwhile, the left front continues proceeding to the left until
it reaches, at t = 8.6ms, the end of the computational domain.
Figure 5.11 investigates the details of the above described pinning and fin filling processes
in −x and x directions. Figure 5.11 is issued from a simulation started from an initial par-
allelepiped shorter than in Figure 5.10, and slightly longer than the elementary cell. The
figure is divided into four panels captured at different times. Each panel documents liquid
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Figure 5.12: VOF simulation detailing fin filling in the x direction. The continuous color
represents the liquid free surface. Arrows display the velocity on the liquid free surface with
a color code for the amplitude. However, instead of being started from an initial condition
as for Figure 5.10 and Figure 5.11, the simulation is issued from the continuous fluid inlet
condition described in Section 5.5.4. The time is set to zero when the liquid enters the fin
region.

height below, and the velocity field at z = 0.05 mm above. Since the two-dimensional ap-
proach and the discussion of Figure 5.10 pointed the crucial role of convex edges, symbols
Ei
r and Ei

l (i = 1, 2 . . .) mark the channel cross-sections that include such elements at the
right and at the left of the initial liquid volume. At t = 0.34ms, shortly after the initial
condition, the first cell is filled and has let water spread to the left and to the right. The
view from above of the front evolution (especially the concave left front) is reminiscent of
the two-dimensional simulation sketched on Figure 5.9. However, this time the convex front
at the right stays pinned at E1

r for a finite time after which the liquid spreads out further to
the right into the wider part of the channel (Figure 5.11 at t = 0.64ms). Two main reasons
explain this discrepancy from Section 5.5.1. The first one is that a part of the triple line
now lies on channel bottom while contact angle hysteresis only occurs at edges. Advancing
by spreading on bottom surface and circumventing edges is easier, and it is what we observe
at t = 0.64ms. The second reason is the velocity field at t = 0.34ms which suggests not
neglecting inertia, differently from the quasi-static approach of [91]. Once the fins between
E1
r and E2

r are filled (shortly after t = 0.64ms) the right front continues to advance in the
straight narrow channel. At t = 1.56ms it is at E3

r . However, this time the flow velocity
is about two times slower. Therefore, the right front spreads a little beyond E3

r before im-
mediately receding (t = 1.94ms in Figure 5.11). Surface tension causes the back flow by
decreasing the free surface, and hereafter the front remains pinned. Kinetic energy is now
dissipated.
On the opposite side, the left front approaches E2

l at t = 0.64ms. When it touches the acute
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wedge E3
l at t=1.56ms, the flow suddenly accelerates. It can be seen between time instants

t = 1.56ms and t = 1.94ms, because the tapered geometry of the fin increases the ratio of
the wet solid surface to the liquid volume in the fin. Moreover, the kinetic energy is only
partly dissipated when the liquid completely wets the fin surface. This results into reverse
flow in the fins, converging to the middle of the channel between E2

l and E3
l (Figure 5.11

at t = 1.94ms). The volume increase in the center of the channel increases the free surface
area. This transforms a fraction of the kinetic energy into surface energy. Relaxation then
causes water to spread again, and to flood the straight channel between E3

l and E4
l which

acts as capillary. Same trend is observed on Figure 5.12 that details the fin filling process and
represents the free surface and its velocity issued from a simulation in which the water input
was different, however. The figure specifies the behavior of the front near a cross section that
it reaches at t = 1.3ms, and plays the role of E3

l . Observe the velocity increase that develops
in the fins before returning to median region. Meanwhile the front slightly advances in the
straight channel before receding during a pause that lasts over 0.8ms. The pause stops when
the higher velocity has returned to the median region to help the front flooding the next
straight channel to the left. Thus, in x direction the simulation alternates rapid straight
channel flow and much slower fin filling process, very similar to the quite uneven liquid front
progression described in Section 5.3.2.

However, the left directional transport is limited by the amount of liquid deposited and
our assumption is that the meniscus would stop before reaching channel end in a longer
device with the here considered initial condition. Likewise, the simulated meniscus at the
right of the fluid volume is pinned at E3

r whereas in the experiments it unevenly continues
to the right. A possible cause is the initial amount of liquid about 50mm3 in experiment
whereas it is only 0.1mm3 in simulation. An attempt to circumvent the problem of initial
volume is studied in Section 5.5.4.
The number of cells filled by the water depends also on the static contact angle between
liquid and the structure and on pattern size A, B or C. The next section investigates the
influence of the contact angle and the pattern size.
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Figure 5.13: Spreading of water beyond the pinning point (t = 1.17ms) and backflow (t =
1.70ms) for a static contact angle θ = 30◦. Velocities and liquid height are documented at
the top and bottom of each figure, respectively. The initial condition is a two elementary
cells long liquid parallelepiped. The channel geometry corresponds to the pattern A.

5.5.3 Influence of the contact angle and geometry

Figure 5.14: Average velocity of the front as a function of the static contact angle θ. Blue
crosses indicate front velocity in the +x direction while orange dots indicate the front velocity
−x. Beyond θ ≥ 30◦ the front in the−x direction is pinned and then velocity is not indicated.
The geometry corresponds to the smallest pattern A of Figure 5.5.
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Figure 5.15: Influence of the pattern geometry on the average velocity of the front in the
positive x direction. The contact angle is θ = 30◦.

In a first part, only the static contact angle θ varies but all other parameters remain the
same and the pattern size is that of A structure. In other words, we simulate a change of
substrate wettability.
Since capillary forces are smaller at larger contact angle slower wicking dynamics is ex-
pected also. This is corroborated by the simulation. Indeed, we observe that increasing
the static contact angle θ decreases the mean front velocity in the positive direction x. Be-
yond θlim ' 70◦, there is no longer water spreading through channels. The volume of water
converges rapidly to an equilibrium state which is reminiscent of the steady-ridge of partial
wetted liquid on a flat substrate with lateral boundary conditions described in [103].
Conversely, decreasing θ from 50◦ speeds up the wicking front progression in the x direc-
tion (Figure 5.14). However, this affects the front pinning at E3

r in the −x direction. At
θ = 30◦, the fluid spreads over a larger area before retracting and remaining pinned at
E3
r (Figure 5.13). This dynamics results from a competition between inertia and surface

tension. There is a critical value, noted θc < 30◦, below which the front is no longer pinned
at E3

r and water spreads in both directions. Even in this case the wicking is slower in −x
than in x direction. Though the front is no longer pinned, the E3

r edges constrain the flow to
spread out in a thin film beyond E3

r . Since the viscous dissipation is high for the spreading
of thin films, the kinetic energy is almost totally dissipated passing through E3

r in the −x
direction and explains the slower wicking than in x direction.
To quantitatively study the transport efficiency, we estimated the transport speed averaged
on the few cells that were filled in x direction (Figure 5.14). The mean velocity in both
directions decreases as the contact angle increases. The decrease in the x direction is not
linear. Between 0 and 10◦ the velocity is divided by 1.6 while in the larger range [10◦, 50◦]
it is divided by 2. For θ = 0◦ or 10◦ the asymmetry of the wicking is weak according to the
close values of velocity in x and −x directions. Thus, the contact angle θc ' 30◦ represents
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an optimal value of the direction wicking since it is the maximal velocity of the front in the
x direction for which the front is still blocked in −x direction.
We also simulated the influence of the other geometries B and C of the experiment. The
geometry does not qualitatively change the above described scenario. Indeed, the three struc-
tures exhibit similar trend for the contact angle dependency of the average velocity, showing
in all cases a superior limit θlim for the wicking in the positive direction and a critical value
θc below which the pinning effect vanishes in the negative direction.
The velocity of fluid wicking is influenced by pattern size (Figure 5.15). Especially, between
structures A and C, for which the velocity difference is at maximum for θ = 30◦. This result
is qualitatively very similar to the experiment (see Figure 5.6). Indeed the capillary force
over inertia ratio is larger in smaller cell: dividing the sizes in (x, y) plane by f factor divides
the water mass by f 2 whereas the capillary force, proportional to contact line length, is
divided by f .

Despite the qualitative agreement with experiment, the average velocity of the liquid spread-
ing through the channel is about ten times that of the experiment. Surface defects as shown
in Figure 5.3 are known to slow down the wetting dynamics [103]. Even considering smooth
surface, the low volume of water in simulation comparing to the experiment is another pos-
sible reason of this discrepancy. Firstly, the low volume does not allow to average out over
a large number of cells implying a large uncertainty. Secondly the Laplace pressure in a
small droplet is higher than in a larger one because the Laplace pressure is proportional
to curvature. In the next section, we propose a continuous flow to explore the dynamics
without the constraint of a limited volume.

5.5.4 Continuous flow

a) t=0 ms b) t=7.5 ms c) t =14.5 ms d) t=22 ms

Figure 5.16: 5. VOF simulation with an inlet at the bottom of channel A. Inlet flux is
1.06mm3/s and θ = 50◦,
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a) t=0 ms b) t=11 ms c) t =22 ms d) t=33 ms

Figure 5.17: LBM simulation with an inlet (red arrows) at the bottom of channel A. Contact
angle θ = 50◦.

To circumvent the problem due to the low volume of liquid in simulation, we impose con-
tinuous inlet condition at the bottom of the straight channel in similar way as in the 2D
simulation. An interesting feature is that this boundary condition is reminiscent the context
of the BPP of a fuel cell as the reaction at the cathode produces a continuous water flow. We
simulated the water production by constant flux (1.06mm3/s) through a rectangular surface
positioned at the bottom of the channel (Figure 5.16).

The simulation reveals a dynamics very similar to what we described in Section 5.5.2. This
time, the spread in the positive direction is no longer limited. However, the front is still
definitively pinned in −x direction at the E3

r edge. It may be due to front diffusion caused
by the interface modeling included in VOF method that excessively increases the transition
region at the interface: the resulting underestimation of the capillary force may cause more
damage in the direction that involves more severe obstacles (cross sections noted Ei

r) and
drains less liquid. Indeed, the main drawback of the VOF simulation is amplifying the nu-
merical interface diffusion. Figure 5.18a displays the large diffusion of the interface between
water and air by using Compressive Interface Capturing Scheme for Arbitrary Meshes (CI-
CSAM). The latter scheme revealed a better choice comparing to Geometric Reconstruction
Scheme (GRS) and High Resolution Interface Capturing (HRIC). To reduce diffusion at the
interface of water/air local mesh refinement can be used which adds to total computation
time by generation mesh for each specified timestep.

The color gradient Lattice Boltzmann Method (LBM) used in [104] provides an alternative to
model interfaces dynamics. The interface diffusion is drastically reduced by LBM simulation
compared to VOF for similar mesh refinement (Figure 5.18). Using similar inlet condition,
the LBM simulation mimics the above described fast/slow alternating steps without defini-
tively pinning the right front: the latter stops at fins entrance but continues its progression
after some time. Moreover, the spread is still asymmetric: the water fills up four cells in the
positive direction while in the negative direction only two cells are filled.
The steps of the front progression in the negative direction (Figure 5.19) are retrieved in
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the LBM simulation. Even if the front is pinned at the sharp corner Ei
r, a small amount of

water in the tip of the fin is present. The volume in this region growths and progressively
fills the volume of fins. Then, the water continues to the next channel. Indeed, it is not a
depinning but the water bypasses the Ei

r edges. The LBM simulation suggests a thin film
developing on the surface of the structure and opening a path to the fin. According to [105],
it is possibly an artifact of the LBM simulation due to instability at the interface between
the liquid and gas phases.
However, the similarity with the experiment leads us to infer that such thin liquid films ac-
tually exist. An explanation of these thin films could be the presence of surface irregularities
at microscale made by SLM manufacturing (Figure 5.3). The interstices between defects act
as capillaries into which water may infiltrate and overpass the corner Ei

r.
Therefore, the defects decrease the asymmetry of the water spreading.

(a) (b)

Figure 5.18: (a) Diffusion at the water/air interface in VOF simulation with compressive
scheme. Parameters are as in Figure 5.10. (b) LBM simulation performs clear phase sep-
aration without excess diffusion at the interface with an equal number of cell elements.
Parameters are as in Figure 5.17.

Figure 5.19: Evolution of water transport in channel type B in the negative direction.
Experimental conditions are the same as in Figure 5.7. In the first snapshot (t = 0ms) the
front is blocked at the Ei

r edge. At t = 12ms, the front is still pinned but a small amount
of water can be observed in the tip of the fin. The fin volume is progressively filled up till
t = 24ms. At t = 30ms the water continues into the next cell.
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5.6 Conclusion

Motivated by the problem of water drainage in the channels of the BPP, our study demon-
strated the feasibility of the directional spreading of a water drop on a structured steel
substrate. The fin geometry of the micro-channels was based on literature, in particular
[91]. However, we employed a conductive substrate in contrast to the non-conductive PDMS
polymer of [91] and to organic substrates [75], [77], [78], [80], [96]. Because of the low wetta-
bility of water on metal, there was no evidence that the devices in literature could apply in
the current framework. Moreover, the manufacturing of channels with complex small-scale
geometry was a challenging problem. To our knowledge, it is the first time that this type of
structure has been manufactured additively with a resolution down to about 50µm. Exper-
iments using three different pattern sizes provide a net directional wicking. Its efficiency is
correlated to the structure scale and this highlights the importance of making small struc-
tures.
For an in-depth understanding of the mechanisms involved in the liquid wicking we used a
three-dimensional numerical simulation of multiphasic Navier-Stokes equations taking into
account free surface, contact angle and inertia. This approach contrasts with the quasi-static
description in the literature [75], [91]–[93]. We used two complementary methods: Volume
of Fluids (VOF) and Lattice Boltzmann Method (LBM) to capture the complex dynamics.
The VOF and LBM simulation retrieved the jerky dynamics of the wicking in the desired
direction. The jerky dynamics brings into play inertia during burst phases. The fluid inertia
has an influence on the onset of depinning and has therefore to be taken into account in the
design of the channel shapes. This fact is reminiscent of the imbibition in porous media for
which inertial forces may affect fluid front displacement dynamics as revealed by [106].
Numerical simulation provides a limit angle around 70◦ beyond which the liquid will no
longer spread through the micro-channels, whereas the optimal contact angle of the asym-
metric spreading is about 30◦. This value is significantly below metal/water values which
are typically superior to 50◦. Consequently, the parameter range for designing efficient
microchannels is narrow, pointing out the key role of numerical simulation in the design
process.

LBM simulation tracks the gas/liquid interface better than VOF. Nevertheless, the BGK code
that we used can be unstable at realistic Reynolds numbers. Other classes of LBM deserve
being tried in the future, as proposed in [107], [108] for instance. Taking into account the
surface defects in the simulation is a crucial outlook since our study showed that defects
impact the directional wicking.
Finally, a path for improving the efficiency of the directional wicking is the surface treatment,
e.g. [109], in order to achieve a lower contact angle between steel and water closer to the
optimal one.
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Chapter 6

Conclusion

The author have investigated the fluid flows that carry reactants and products during the
operation of a PEMFC. We concentrated our attention on the BPPs with parallel flow field
in cathode and anode. Moreover, these channels have a common interface with a porous
GDL if the latter exists. If not, they have a common interface with a catalyst layer. Our
approach combines numerical simulation and experiments to understand and improve the
flow field. Moreover, it successively adopts two complementary viewpoints. The first one is
a global approach of fuel cell operation in steady regime assuming purely gaseous flows. The
second one separately studies the evolution of two-phase flow that mostly occur in cathode
side.

The global description of fuel cell operation in steady regime accounts for an ensemble of
physico-chemical phenomena that occur in the diverse fuel cell compartments. They all are
coupled together and among them we have fluid flows carrying reactants and water, and
the delivered electric current. We solved such complex system at the price of necessary
simplifying assumption. Among several possible choices, we followed the principles at the
basis of a numerical method that assumes single phase gaseous flows in fuel cell channels. This
approach was found to agree with measurements of the electric current delivered by actual
fuel cell. In agreement with the experimental validation, we still used the steady gaseous
flow simulation to search for innovative channel designs appropriate to anode side. Indeed,
the literature suggests that uniforms the maximal velocities of the diverse channels improves
fuel cell yield. The author combined the gaseous flow simulation with an algorithm that
modifies channel widths so as to minimize the variations of the maximal velocity. However,
the limiting factor here was the LBM code used. Better results are achievable using a three
dimensional LBM simulation capable of parallel processing and multiple relaxation time step
(MRT) with the same principle used in the algorithm proposed in this work for geometry
optimization.

Two phase flows can interrupt electric production in fuel cells, and they are mostly caused
by superfluous liquid water produced at cathode side. Hence, innovative fluid domains that
help liquid water to flow out of fuel cell may help us preventing channel flooding risk. In
view of exploring new designs, we have set up a LBM gradient color code for two phase
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flows. We validated it against measurements and visualizations recorded in a T- junction, a
simple device often used in microfluidics, not only in fuel cells. Experiment and simulation
observed the scattering of a non-wetting fluid in a wetting one, both being not miscible.
Though stability requirements on LBM parameters did not allow us comparing exactly the
same flow conditions, the two approaches revealed very similar trends on the different shapes
(droplets or films for instance) of the interface between these fluids over similar sequences
of flow regimes. The thus validated LBM code also allowed us to simulate water drop
spreading on structures exhibiting a set of parallel channels of non-uniform width forming a
periodic pattern resembling fins (or arrow heads). Most predictions of the VOF model were
corroborated by an alternative simulation using LBM. Experimental results reported in the
literature had evidenced drops spreading in a privileged direction on fin shaped structures
made of resin. We described a similar experiment performed on structures showing similar
geometry, but made out of materials more adapted to fuel cell requirements. Our experiments
returned videos of water drop wetting fin shaped patterns, confirming the same privileged
direction for water/air interface motion. Simulations retrieve the privileged direction, and in
addition the slip-stick dynamics shown by the videos, with almost quiescent steps intermixed
with very rapid interface displacement. However, the simulation documents the interface
dynamics details at much smaller scale (in time and space). It emphasizes the role of the
capillary forces without neglecting inertia.

The author dealt with multiple approaches such as: numerical methods, and AM to cre-
ate new enhanced product. Each method either numerical or experimental presented limits
which the author was not fully aware of them previously. This work presents the capability
and limits of various techniques in both numerical and experimental view. All of the limits
have the potential to improve. From the numerical perspective, higher computational ca-
pacity and parametric study can help to optimize the geometric parameters. Especially, it
was mentioned that the LBM code was used here not capable of handling large simulation
domains. Moreover, LBM has some disadvantages which limits the stability and accuracy
compared to experiment. Improving the accuracy of the LBM model such as decreasing the
spurious currents is the task which must be further studied. In specific cases interpreting
and calibrating the LBM simulation with experiment became very challenging. When the
boundary conditions are not exactly measurable or the problem does not have a analytical
solution, determining the boundary conditions for the dimensionless values in LBM become
difficult. The author confronted this issue in slip-stick water transport in micro structures.
When the problem is unsteady calculating the non-dimensional numbers and interpreting
them for comparison with experiment in small scales becomes challenging. Moreover, in
LBM initiating the flow requires changing the local densities which influences the conserva-
tion of mass. The author did explain these issues of LBM in the application of T-junction.
Here there is a potential of implementing boundary conditions which can conserve the mass
in the system for both phases while maintaining the stability in the simulation. Here the
author introduced a structure which is capable of transporting the water inside the parallel
channels directional and passively. A question which needs to be studied further to answer
is which direction should the fin typed pattern be placed (counter or parallel flow) in or-
der to increase FC performance. Each of this positioning can have specific advantages and
disadvantages which should be understood. Moreover, which contact angle can improve the
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performance of the FC while maintaining the manufacturability of the structures. Finally,
would it be possible to manufacture these patterns on the surface using another process
which is more cost efficient?

Answering the above questions needs more resources and time to study than this PhD but
they can improve our understanding of the fuel cells and applying innovative solutions to
well-known problems for optimization and development of new PEMFCs.
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