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Abstract

With the rising complexity of the underlying computer hardware, the analysis of
the timing behavior of real-time software is becoming more and more complex and
imprecise. Time-predictable computer architectures thus have been proposed to
provide hardware support for timing analysis. The goal is to deliver tighter worst-
case execution time (WCET) estimates while keeping the analysis overhead minimal.
These estimates are typically provided by standalone WCET analysis tools.

The emergence of time-predictable architectures is, however, quite recent. While sev-
eral designs have been introduced, efforts are still needed to assess their effectiveness
in actually enhancing the worst-case performance. For many time-predictable hard-
ware, timing analysis is either non-existing or lacking proper support. Consequently,
time-predictable architectures are barely supported in existing WCET analysis tools.

The general contribution of this thesis is to help filling this gap and turning some
opportunities into concrete advantages. For this, we take interest in the Patmos
processor. The already existing support around Patmos allows for an effective ex-
ploration of techniques to enhance the worst-case performance. This is delivered
through the interplay between the hardware, the compiler, and the timing analysis.
We thus not only provide some missing timing analysis support, but we also target
hardware/software optimizations to enhance performance.

Main contributions include: (1) Handling of predicated execution in timing analysis,
(2) Comparison of the precision of stack cache occupancy analyses, (3) Analysis of
preemption costs for the stack cache, (4) Preemption mechanisms for the stack cache,
and (5) Prefetching-like technique for the stack cache. In addition, we present our
WCET analysis tool Odyssey, which implements timing analyses for the Patmos
processor.



Résumé

En raison de la complexité croissante des architectures matérielles, l’analyse tem-
porelle du logiciel temps-réel devient de plus en plus complexe et imprécise. Les
architectures prédictibles des ordinateurs ont donc été proposées afin d’assurer un
support matériel dédié à analyse temporelle. The but est de fournir des estimations
plus précises de pire-temps d’exécution de programmes (WCET), tout en gardant le
coût et la compexité de l’analyse minimal. Ces estimations proviennent typiquement
d’outils dédiés à l’analyse WCET.

L’émergence de ces architectures spécialisées est, toutefois, assez récent. Bien que
plusieurs designs d’architectures ont été proposés, des efforts sont encore nécessaires
pour évaluer leurs capacités à améliorer les performances pire cas. Pour plusieurs com-
posants matériels prédictibles, l’analyse temporelle est manquante ou partiellement
supportée. En conséquence, les architectures prédictibles sont à peine supportées
dans les outils d’analyse WCET existants.

Cette thèse s’inscrit dans les efforts pour combler ce manque et transformer le poten-
tiel de ces architectures en avantages concrets. Pour cela, nous nous intéressons au
processeur prédictible Patmos. Le support existant autour de la plateforme permet
une exploration effective des techniques d’optimisation pour les performances pire
cas. Ceci se base sur trois composantes étroitement liées, à savoir : le matériel, le
compilateur, ainsi que l’analyse temporelle. Nous nous intéressons, donc, non seule-
ment au support d’analyse temporelle, mais aussi aux optimizations du compilateur
et du matériel en vue d’améliorer les performances pire cas.

Les principales contributions de cette thèse comprennent : (1) Une gestion des
prédicats dans le flux d’anayse WCET, (2) Une comparaison de la précision des
analyses d’occupancy pour le stack cache, (3) Une analyse des coûts de préemption
pour le stack cache, (4) Des mécanismes de préemption pour le stack cache, et (5)
Des techniques de prefetching pour le stack cache. En outre, nous présentons notre
outil d’analyse WCET Odyssey. Notre outil implémente plusieurs de ces analyses et
supporte le processeur Patmos.
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CHAPTER 1

Introduction

This first chapter provides a gentle introduction and lists our contributions. The rich
information provided here makes it accessible for a wide range of readers. Specialists
may find the first and the last sections sufficient for this matter. The chapter is
organized as follows: We start off by presenting the general context and the motivation
for our work. We then provide in Sections 2 and 3 basic background concepts related
to real-time systems and timing analysis. Section 4 covers the meaning of performance
in conventional vs. real-time computing systems. Section 5 reports some issues related
to timing analysis for conventional computer architectures. Some time-predictable
architectures are presented and compared in Section 6. Finally, we present our
contributions in the last section.

1 Toward High-Performance Safety-Critical Systems
Computer technology has profoundly changed our society and shaped the way we
live over the last few decades. Ever since the invention of the first transistor and the
emergence of early digital computers, advances in electronics and computer science
have made it possible to build computers that run software capable of supporting
increasingly demanding features. Attainable levels of circuit miniaturization made it
possible to realize faster and sophisticated computer architectures that implement
multi-core technologies and other performance enhancing features. In parallel,
compiler technology provided tools to build optimized software for the underlying
computer architecture, enabling software engineers to develop large scale and complex
projects. This multi-disciplinary synergy allowed use cases of computers to grow
in vast and unpredictable ways. Remarkable achievements like social-networking,
electronic voting, or some major scientific discoveries were not possible to attain
without the deployment of high-performance computers in the heart of machines of
all possible sizes.
There are other applications where computers showed most beneficial uses. In
avionics, the automotive industry, or nuclear plants, there is a need in developing,
so called, safety-critical systems. These systems are subject to special kinds of
requirements, and are characterized by their highest degree of reliability and safety.
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In contrast to other classes of systems, a safety-critical system failure may endanger
human lives, lead to economical loss, or cause disastrous harm to the environment.
They are often used as control systems that monitor the dynamics of a physical
environment in real-time and thus are subject to strict timing requirements. For
example, an automatic flight control system, like those used in most modern aircrafts,
needs to continuously check inputs, such as the air dynamics, and activate the right
controls in-time so that the desired flight conditions are maintained. These real-time
control tasks are merely software programs carried-out by embedded computers that
were specifically designed for that purpose. In that regard, one may think that these
computers must also inherit decades of progress and wisdom accumulated in terms
of high-performance computing.
Not quite, unfortunately. The problem is, because of their critical nature, these
systems need to pass the most rigorous and extensive tests and verification processes,
before being put in use. Particularly, timing analysis is crucial in order to check the
satisfaction of the system’s timing requirements and avoid failure. This typically
consists of statically1 analyzing the timing behavior of control tasks performed by the
embedded computer and making sure they meet their respective timing constraints
under all circumstances. The analysis identifies the worst-case timing behavior of
each task, and provides an upper-bound estimation of its worst-case executing time
(WCET). On the one hand, the WCET estimation has to be conservative in the sense
that it covers all contributing factors to execution time variation, as well as their
induced uncertainties. On the other hand, it is important that the estimated WCET
bound be tight and the closest to the actual WCET, so that hardware resources are
not wasted.
Modern computer architectures, however, are purposely designed to enhance the
average-case performance of programs. This is done by optimizing execution times of
frequent execution cases, which inevitably penalize those of infrequent cases. Unless
the program is of extreme simplicity or consisting of a single execution scenario,
the worst-case timing behavior is by definition extremely rare to occur and the
performance gap with respect to other cases may therefore be large. Moreover, many
of the built-in hardware components rely on complex and speculative behavior that
overly increases the complexity of the timing analysis and induces huge amounts of
uncertainties. The presence of uncertainties may seriously limit time-predictability,
that is, the ability to precisely predict the timing behavior of the system. As a
result, identifying the worst-case timing behavior becomes harder, and the computed
WCET estimation is overly pessimistic. Components like caches, dynamic branch
predictors, and deep out-of-order pipelines – often regarded as performance boosters
– are unfortunately problematic for tight and precise timing analysis2. From a global
standpoint, these architectures are often not timing-composable, meaning that a safe

1Before running the system.
2Depending on the memory hierarchy and performance, the timing behavior of a cache miss

compared to that of a cache hit can be measured in order of magnitudes. In case the timing analysis
is not able to predict, for instance due to complexity, the fact that some memory access is a cache
hit, then the analysis has to consider that access as a cache miss. The resulting WCET estimation
is indeed conservative. However, the system has to allocate more CPU time than what is actually
needed, leading to a hardware resource waste. This is not to mention timing anomalies that describe
non-intuitive situations where a local positive effect (say a cache hit) can lead to a global negative
effect (increased pipeline stalls). Timing anomalies are hard to spot as they require tracking a long
execution history which makes the timing analysis overly complex.
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WCET estimation cannot be derived by separately studying the timing behavior of
each component. The lack of this particular property prohibits the timing analysis
problem to be addressed in a composable manner, adding further complexity to the
issue. Due to these reasons, designers of safety-critical systems might sometimes be
confronted with a paradoxical situation, where introducing high-performance features
eventually leads to devastating loss in performance itself.
A typical workaround used in many system designs would consist of merely disabling
these hardware components, sacrificing overall performance over tight and more
predictable worst-case timing behavior [20]. Any more need in computing resources
would be filled by introducing more embedded computers with, unfortunately, im-
peded performance. The result is often excessively complex electronic structures
consisting of several distributed computers that need to interact and share resources
with each others. One has just to take a look at the electronic architecture on modern
vehicles to realize how complex this may turn out to be. It is estimated that modern
cars contain around 50 embedded computers that communicate through networks
consisting of kilometers of wirings and kilograms of copper [1]. To mitigate this
issue, more attention was directed toward multi-core platforms, especially after the
success they showed in the general-purpose computer market during the beginning of
the millennium. Due to their hardware parallelism capabilities, these new computer
architectures promise more computing power with little to no overhead as to cost,
space, and power usage. This seems very convenient for many industrial applica-
tions. However, some issues may emerge when designing software for multi-core
architectures. In fact, software that used to run in uniprocessor systems may not
always scale well and perform better when ported to multi-core systems. Cache co-
herence, synchronization, and distribution of software functionality across computing
resources are examples of typical issues that a software designer has to deal with
in order to build a safe but yet efficient system. Due to hardware resource sharing,
dependencies between applications may show up making it almost impossible to get
timing guarantees without seriously impacting the performance advertised by these
architectures.
On the other side, societal expectations for increased technology performance is
constantly growing. The safety-critical systems are requested to carry more demand-
ing features in need of computing power. In the automotive industry, for instance,
autonomous vehicles must implement automated driving systems, responsible of
processing huge amounts of information provided by networks of sensors and cameras
in real-time, in order to make split-second driving decisions. Meanwhile, the driver
is invited to take the seat of a mere passenger, enjoying the ride, and maybe all
kinds of entertainment services provided by the vehicle’s computer system. The
direct implication of this growth in functional requirements is of course a dramatic
increase in size and complexity of software to implement them. This phenomenon is
observed across all sectors and has been well captured by a NASA study that covered
various projects in the space and avionic domain [36]. In fact, the apparent increase
in performance of modern computer architectures seems to encourage industries to
rely on software to perform demanding safety-critical tasks.
Many computer vendors start to propose new computers with unprecedented levels
of performance to keep pace with these high expectations. The brand new Nvidia
computer Drive PX [6] is an example of such hardware platforms providing original
computing capabilities aimed to support autonomous driving functionalities. It
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embarks four high-performance artificial intelligence processors capable of performing
320 TOPS3 of deep learning operations. But what is the meaning of performance
anyway? Are such raw computational metrics a good way to realistically appreciate
the performance of computers in the context of safety-critical systems? The experience
accumulated in the matter seems to suggest otherwise, and the foreseen increase
of software complexity is only going to get the process even more complicated. In
fact, seeking more computing power without effectively addressing the problem of
timing analysis deems most of the performance to be stuck in the potential bucket
and never get a chance to be exploited in real life.
The work in this thesis is part of the efforts to reconcile performance with safety-
critical systems and unlock the potential modern computers have to offer. Prior work
already investigated computer architectures tailored for timing analysis [38, 120,
53, 91]. However, the T-CREST project [108] takes a comprehensive approach to
performance in the context of real-time systems. In fact, it is based on the observation
that performance depends not only on the architecture, but also on the timing analysis
tool as well as the compiler support. Patmos is a time-predictable processor resulting
from the T-CREST project. It implements special features and hardware components
intended to simplify the analysis process and derive tight WCET estimates. Moreover,
a port of the LLVM compiler infrastructure to Patmos is provided, which allows to
introduce and perform WCET-related analyses and optimizations. We participate
in this effort by providing several missing timing analyses for its time-predictability
features. In this process, we also introduce hardware extensions that aim not only
to derive more precise bounds, but also to reduce the actual WCET. Most of these
techniques are integrated in our WCET analysis tool Odyssey. The outcome of
this work may, ultimately, help defining computer architectures that are suitable
for high-performance safety-critical applications. A detailed list of contributions is
provided in Section 7.

2 Real-Time Systems
Safety-critical systems are often subject to timing requirements that should be
met in order to avoid failure. Such systems require their inputs to be regularly
controlled so that the adequate response is issued at the right moment, i.e., in real
time. Computer systems operating according to that scheme are known as real-time
systems. They retain special properties and functionalities necessary to handle
temporal and functional aspects of the containing safety-critical system. What do
we mean precisely by the term “real-time” and how do these systems manage these
aspects?

2.1 Definition and Key Properties

In the context of computing, the term “real-time” might be the subject of misinter-
pretations among people outside specialized communities. While many attribute
to it qualities such as speed or how fast some computer system may react to user
stimuli, this picture does not capture the true properties and characteristics this

3Trillion operations per second. Although this metric is straightforward, it only represents peak
execution rates of instructions performed by the CPU without considering other important elements
of the computer architecture and the program.
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concept actually grants. More exactly, computer systems qualified as real-time refer
to those in which the logical correctness of the results they provide, and the time by
which these results are provided, are of equal importance. It is a simple concept for
which many analogies could easily be found in everyday life. For instance, in many
combat sports like boxing or fencing, marking points is usually decided by how the
player is successful in executing the right action within the right time frame. Surely
the reaction time frame is usually perceived as fast with respect to human standards,
however, depending on the situation this may not always be the case. What if we
consider now the example of a ratepayer requested to submit tax returns within the
next two months? The reactiveness in the earlier example is not more “real-time"
than that in the later one by any aspect. A failure to correctly file and deliver the
requested documents within the imposed time frame will probably lead to undesirable
consequences. Applying this concept on computer systems is extremely useful in
applications requiring the physical environment to be permanently controlled in order
to produce and maintain the desired behavior. In that regard, the reaction speed
to stimuli is merely dictated by timing requirements relative to the environment’s
dynamics. Such requirements are often characterized by deadlines by which the
correct response has to be produced. The timeliness of a real-time system expresses
how successful that system is in meeting its timing constraints.
Given the criticality of some applications, it is necessary to derive proofs as to the
timeliness of the system before actually running it. However, not everything can be
known during design time. Many factors can influence the behavior of the system,
especially the evolution of input data. These uncertainties introduce non-determinism
that has to be considered in the verification process. Achieving this goal requires
the system to be predictable. This means that it must be possible to predict, at
least to some extent, facts or properties about the system’s evolution. Timing
predictability expresses the degree of certainty regarding the timing behavior of the
system. Therefore, it is desirable that the system allows to derive precise predictions
with respect to the actual timing behavior. A system that lacks an adequate level of
predictability will not be certified for use in safety-critical systems.
That being said, not all real-time systems are intended for safety-critical applica-
tions. Many do not require highest levels of timeliness to operate in acceptable
conditions. Depending on the strictness of timing requirements, real-time systems
can be categorized into three kinds:

• Hard real-time systems: as the name suggests they are subject to hard
timing constraints, meaning that the system experiences a failure if any of
the deadlines is missed. Hard real-time systems are typically used in safety-
critical applications and have the highest levels of reliability and timeliness.
Application examples include nuclear plants, power-train systems, flight control
systems, and spacecrafts.

• Firm real-time systems: a result that comes after a deadline is useless.
Missing the deadlines does not cause serious damage. However, the performance
of the system might be severely degraded. Examples of firm real-time systems
include robotic assembly lines or sensory data transmission.

• Soft real-time systems: deadline misses may be tolerated. A late result is
still useful, although a degradation of performance may be noticeable. Soft real-
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Figure 1.1 – Timing characteristics of task τi. Ti is the period of activation, Ci is the
computation time, and Di is the deadline relative to the activation date.

time systems are typically used in consumer applications such as audio-video
streaming or video games.

In this work, we focus on hard real-time systems.

2.2 Embedded Systems

Practically speaking, most real-time systems are realized using embedded computer
systems. In contrast to general-purpose computers, embedded computers are dedi-
cated for specific applications or products. They are designed to carry-out distinct
functionalities delivered by a larger system like those mentioned earlier. Like any
computer system, they are essentially composed of many hardware and software
parts. Performance and characteristics of embedded systems range widely, depending
on application domains. For consumer applications, they usually consist of System
on Chips (SoC) with multi-core processors, along with advanced peripherals such
as graphics processing unit (GPU), and connectivity modules. Examples include
Texas Instruments’ OMAP and Qualcomm’s Snapdragon Series. In real-time appli-
cations, embedded computers traditionally consist of simple micro-controllers with
basic elements of a computer architecture. These computers typically operate at
frequencies under 100MHz, and carry a memory system of several KBytes. How-
ever, as computing requirements increased lately, many industries get interested
in deploying computers delivering high-performance capabilities. Among them, we
can cite Renesas’ multi-core platform RCAR-H3, or Kalray’s many-core platform
Bostan. In any case, embedded computers are often subject to constraints regarding
hardware resources, price, space, or perhaps power consumption. For this reason,
the embedded software is usually optimized for the targeted embedded computer
architecture. In fact, software designers have to be mindful as to the strict needs of
the application being developed. In some cases, an operating system may even not
be required to properly implement and operate the desired functionalities.

2.3 Real-Time Tasks

Real-time systems typically control many aspects of system inputs at the same
time. To achieve reactiveness, a real-time system may consist of several tasks that
execute periodically, in a parallel fashion. A task is the basic unit of execution,
and merely consists of a software program that processes input data to provide
results. Depending on the adopted task model, each task is associated with different
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parameters capturing their timing characteristics. Figure 1.1 illustrates some of these
parameters for some task: (1) the period of activation Ti, (2) the CPU time needed
to fully execute the task Ci, and (3) the deadline relative to each of its activations Di.
The real-time operating system (RTOS) manages the computer’s hardware resources
(such as CPU time) and allocates them to tasks according to their respective timing
requirements. This is done using task scheduling that consists of finding a correct
execution order of active tasks that guarantees the satisfaction of all their timing
constraints. Scheduling has been (and still is) the subject of an extensive amount
of research since the mid-20th century. Many scheduling algorithms exist in the
literature along with several studies detailing advantages and drawbacks of each class
of algorithms. However, static scheduling is often preferred in safety-critical systems
due to its predictability and implementation simplicity [73]. In static scheduling all
tasks’ parameters involved in scheduling decisions are known in advance and may not
change during the system’s execution. An example of a static scheduling algorithm,
is called Rate Monotonic (RM), where task priorities are assigned according to the
task’s period of activation, commonly denoted as Ti. Tasks with shorter periods have
higher priorities to execute.

2.4 System Failure

Like any computer system, real-time systems are not totally spared from design
flaws and bugs that may compromise one or many of their aspects. There are many
examples of incidents that occurred in the past due to complications resulting from
what may appear as mere software bugs [8]. While some of these flaws can today
be detected using advanced software checking and testing techniques, failures due
violation of timing requirements may have different causes that cannot be spotted
via such methods. Missing a deadline can be the result of circumstances that the
software designer did not anticipate. For instance, a task that took more time than
expected to complete its execution. Or, a high peak load that the system cannot
handle. Temporal aspects are particularly hard to verify in situations where the
environment to be controlled is not reproducible in the lab. This is unfortunately
often the case, and given the criticality of some applications, the blue screen of death
is usually not an option. In the next section we discuss how timing guarantees could
be derived in order to ensure the timeliness of real-time systems.

3 Deriving Timing Guarantees
One of the main concerns of building real-time systems, is to ensure the satisfaction
of all their timing requirements. Due to many uncertainties, it may not be possible to
predict with absolute precision the evolution of every aspect of the system. Therefore,
some precision sacrifices are usually necessary, leading the designer to rather consider
the worst-case scenario. Generally, the approach to derive timing guarantees consists
of showing that in the worst-case all tasks fully terminate their execution by their
respective deadlines. A good system design is thereby characterized by its ability to
make reliable predictions based on the results obtained for the worst-case. In any
case, the problem has to be addressed at all levels of the computer system.
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3.1 Schedulability Analysis

Task scheduling offers means to find an execution order of tasks depending on their
timing characteristics. However, it does not necessarily guarantee, on its own, the
satisfaction of timing requirements4. Very often, a schedulability analysis is required
to verify that no deadline is missed. Schedulability analysis is usually expressed by
the mean of a schedulability test that answers the following question: Given a system
of tasks and a scheduling algorithm, will all tasks meet their individual deadlines?
In that regard, the test function takes as input the timing characteristics of tasks,
and attempts to provide a positive or a negative answer as to the schedulability of
the system. Equation 1.1 provides an example of a schedulability test for the Rate
Monotonic algorithm [79]. This simple test is based on the total CPU utilization of
the system, and a positive response is sufficient to declare all deadlines to be met.
There are many other approaches to schedulability analysis. For more details, a
comparative study of RM schedulability tests can be found in [35].

U =
n∑

i=1

Ci/Ti ≤ n(21/n − 1), (1.1)

where Ci is the computation time, Ti the activation period of the i-th task, and n
the total number of tasks.

From this standpoint, schedulability tests may determine if a system of tasks suc-
cessfully meets all its timing constraints. However, it is important to note that the
response provided by the test directly depends on the tasks’ parameters and how they
are chosen. To achieve this, the system designer has to combine timing characteristics
of both the environment to be controlled, and the computer performing the needed
computations. This is typically done by first formulating timing requirements given
the dynamics of the environment. Then, choosing the adequate computer system
allowing to carry-out tasks defined by the software architecture within the timing
requirements. In particular, the parameter Ci is tied to the computer architecture
and its determination is crucial to verify the timeliness of the system. Failing to
correctly fill this value may cause the schedulability analysis to provide a wrong
answer, potentially leading to a system failure. Assuming a scheduling algorithm
free of anomalies5, this falls into determining the worst-case execution time (WCET)
for each task program.

3.2 Timing Analysis

Intuitively, the determination of the WCET may look as a matter of execution
time measurement. Some approaches in fact consist of performing dynamic analysis
based on measurements. The principle consists of running the task, or parts of
it, under some circumstances and perform measurements of the execution times

4A very simple example would be to consider a system of periodic non-preemptive tasks where
some task never terminates its execution. Once started, the blocking task prevents all other tasks
from execution and subsequently to meet their individual deadlines.

5A scheduling algorithm suffers from anomalies when any positive effect on the system, such as
a relaxation of timing constraints or additional hardware resources, leads to an increase of task
response times.
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Figure 1.2 – Distribution of execution times. The actual WCET has to be upper-
bounded by the WCET estimate provided by the timing analysis. The precision of
the analysis determines the tightness of to the actual WCET.

in order to derive maximum bounds. While this method is simple and provides
accurate execution times based on the actual hardware platform, it has some major
issues. What exact circumstances should be applied in order to produce the WCET?
This question is hard to answer as many factors influence the execution time. The
evolution of system inputs as well as the initial hardware state may have a direct or
indirect implication. Consequently, not choosing the right circumstances may lead to
optimistic estimations for the WCET, and invalidate the results of the schedulability
test. A typical distribution of execution times related to a real-time task is shown
in Figure 1.2. Measurement-based approaches relying on optimistic circumstances
will probably observe an execution time below the WCET. Conversely, the worst-
case behavior is usually extremely rare to encounter. This rarity though does not
constitute an argument to dismiss it, as given enough time, the occurrence of rare
events become more probable. Therefore, there is a need in deriving the WCET
using more reliable approaches to timing analysis.
To achieve this goal, it is first important to capture all factors involved in the
execution time variation. Let us recall that a real-time system consists of a set
of tasks running in a computer system. A task is basically a program performing
computations on input data and producing results. The program is stored in the
computer system that executes its instructions in a sequential order. Hence, the time
spent on executing the program depends on these factors:

Input Data: Many of the program decisions are data dependent. The evolution
of input data may thus cause the program to process data differently, leading to
different execution times.

Program: The program may consist of many ”paths“ each representing a possible
execution scenario. Depending on the chosen path, different operations may be
performed leading to a variety of possible execution times.

Computer Architecture: The time spent on executing each instruction of a
program path is a function of the computer architecture and the performance of
its hardware implementation.

Other Tasks: Scheduling organizes tasks execution on the same hardware platform.
When some task is executed, it changes hardware states, which may have an
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influence on the execution time of subsequent tasks.

Therefore, determining the WCET requires the analysis to consider the combination of
circumstances, on all these factors, that lead to the worst-case timing behavior. Safety-
critical systems require maximum confidence about the derived timing guarantees.
Also, they have to be obtained statically, i.e., before running the system. This process
has therefore to be formally established using analytical methods. Static program
analysis offers means to satisfy these two requirements. Static program analysis is a
generic method [30, 48] that consists of determining facts or properties about the
dynamic behavior of a program without actually running it. The idea consists of
gathering information about possible execution scenarios of the program and then
to use that information to track and predict the processor’s timing behavior. The
WCET will then correspond to the worst-case timing behavior produced by running
the program on that specific processor.
That being said, uncertainties and precise predictions are two opposite things. Not
everything can be known in advance regarding the aforementioned factors. For
instance, some CPU vendor may decide not to provide every detail about the
computer architecture. Furthermore, the evolution of input data is by definition
non-deterministic in most systems. The implication on the timing analysis is that
the determination of the exact WCET becomes often intractable. Rather, the timing
analysis aims to provide an upper-bound estimate of the actual WCET. The good
news is that static program analysis can take these uncertainties into consideration in
order to conservatively derive those worst-case bounds. However, this is done at the
expense of precision. The gap between the actual WCET and the WCET estimate
is known as pessimism. Pessimism is the natural response of timing analysis that
needs to be conservative in the presence of uncertainties. Therefore, it is important
to keep them as low as possible for tight WCET estimates.
We cover more in detail the WCET analysis flow and its different steps in Chapter 3.

4 Meaning of Performance
Computers are built to process information and perform computing tasks. Evaluating
how good computers are in performing these tasks is regarded as computer perfor-
mance. Studying computer performance allows to spot performance bottlenecks
within the computer system in order to build computers that are a better fit for
the application. For this, the meaning of performance has to capture all important
criteria relevant for the application in question. In real-time systems, time is one of
the most primordial aspects that need to be considered for performance. However,
the fact that real-time systems are computer-based systems impels us to consider
performance in a more general manner. This section provides a clarification as to
the meaning of performance in our context and whether standard architectures are a
good fit for real-time applications.

4.1 Performance in Standard Computer Systems

During the past six decades, making the common case fast has been one of the
design philosophies that were prominent in computer architecture [31]. This idea
makes sense, because computing resources are limited, so they better be exploited
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for what the user experiences most frequently. Making the common case fast is
usually addressed by improving either the throughput, i.e., the amount of work
done in a unit of time, or the observed execution time as previously depicted in
Figure 1.2. Comparing computer systems with respect to these two aspects requires
looking at the computer subsystem in a basic level and spot the involved factors.
In the single CPU model, there are basically three low-level factors contributing
to performance: (1) the operating frequency, i.e., the clock rate to run the CPU,
(2) the instruction count, that is, the total number of instructions executed to fully
complete the program, and (3) the average clock cycles per instruction (CPI) as
each instruction may take a different amount of time, depending on operations they
induce. Many of the software and hardware performance enhancing features that
were gradually introduced during the single CPU era aim at enhancing these factors.
In the micro-architectural level, making the common case fast has been achieved
through the introduction of extra hardware components to the basic computer
architecture. The general idea behind all these techniques is to make the CPU
execute multiple instructions in a single CPU cycle, thus reducing the average CPI
number. Here below we list some of these components, and how they improve
computer performance:

Pipeline: A technique that implements a form of parallelism known as instruction-
level parallelism (ILP). It works by dividing the execution of incoming instructions
into different stages, allowing multiple instructions to overlap part of their execution
(see [31] Section 4.10).

Branch Predictor: Attempts to predict the outcome of a branch. Instead of
waiting for the branch to be resolved in a late stage of the pipeline, a branch
predictor guesses its outcome so that the CPU can proceed with its execution (see
[31] Section 4.8).

Superscalar pipeline: This is a more advanced form of ILP. Multiple-issue
pipelines enable the CPU to execute more than one instruction per cycle by
dynamically scheduling instructions, while respecting data/control dependencies
(see [31] Section 4.10).

Cache: A fast and small memory structure holding frequently referenced data.
Caches are part of the memory hierarchy, and provide a fast access to cached data
preventing the CPU from stalling due to time consuming requests to main memory
(see [31] Section 5.3).

Prefetcher: Attempts to anticipate future memory accesses by fetching the needed
data from the main memory to the cache, before it is actually requested (see [31]
Section 5.16).

These hardware components are popular techniques to enhance performance and
thereby are found in almost every modern computer architecture. However, it is
important to note that some of them rely on assumptions, speculations or predictions
that may turn out to be true, but also may turn out to be wrong, depending on
the behavior of the program. Logically, their individual effectiveness has a direct
implication on the overall performance of the system. Therefore, specific metrics
for each component can be defined in order to study their behavior. For caches
usually the miss or hit rates are used, whereas the mis-prediction rate is often used
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to compare branch predictors. Huge research efforts were conducted in order to
come up with strategies based on heuristics that attempt to maximize the profit in
different situations. For instance, the Least-Recently Used (LRU) cache replacement
policy is most effective when accesses to the same data are likely to happen again
soon. The same policy may however exhibit side effects if data are accessed in a
different pattern.
Despite the introduction of these innovative techniques in computer architectures,
increasing the frequency has been a more tempting approach to achieve performance.
However, due to power consumption issues that emerged at high frequencies, other
approaches to performance had to be found. This is when multi-core architectures
emerged. Multi-core architectures provide task-level parallelism (TLB), a technique
through which tasks or sequences of instructions can run simultaneously, taking
advantage of the potential parallelism offered by additional cores. There exist
different ways to exploit the parallelism in order to enhance different aspects of system
performance. One way consists of scheduling different programs in dedicated cores,
which favors the utilization of subsystem resources and improves global responsiveness.
Another way is by speeding-up the execution of a particular program by dispatching
parts that can be parallelized over different cores. Multi-core architectures provide
potential to considerably increase performance. However, this does not come for
free, nor without concerns. For instance, any speedup improvement depends on the
degree to which the program can be partitioned into parallel tasks that may run
cooperatively. This implies the use of communication protocols and synchronization
mechanisms that usually come with extra latencies and overheads. Contentions may
also show up due to resource sharing among cores. To many of these problems,
a good answer cannot be guessed by the computer architecture on its own. The
programmer is requested, more than ever, to consider computer architecture to
achieve performance, exposing many difficulties that were once abstracted. The
software is thereby another contributor to performance.
Software can intervene at various levels of the computer system. In a high level, the
organization of software architecture can have a considerable impact on performance.
Decomposing the problem into smaller tasks can not only simplify the software
development process, but also helps in allocating appropriate hardware resources for
specific tasks and achieve better utilization of the system. Parallel programming is
necessary to take advantage of underlying parallel hardware resources and achieve
higher throughput. The algorithm used to solve a particular problem directly affects
the system performance. Programmers use high-level programming languages such as
Java, Python, or C++ in order to implement algorithms, which require (optimizing)
compilers.
Compiler technology is used to transform the high-level language to a low-level
language runnable by the machine. The compiler therefore has a fine knowledge of
the program behavior, the underlying computer architecture, and its instruction-set
architecture (ISA). It is a crucial component of performance as it affects both the
instruction count and the average CPI count in various ways. This is typically done
through optimizations that attempt to maximize or minimize certain aspects of the
program such as the code size or its execution time. For instance, the compiler may
inject special instructions in particular locations of the program telling the prefetcher
to fetch data that will be used in the near future. In this case, the code size is
increased. However, it potentially saves valuable CPU cycles spent on cache misses.
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More about high-performance computing, challenges, and trends in the future can
be found in this report [101].

4.2 Worst-Case Performance

Real-time systems are mostly concerned with respecting timing. Specifically, whether
the system meets all its deadlines in the worst-case as discussed previously. Schedu-
lability analysis combined with timing analysis can provide a positive or a negative
answer. However, is a binary response enough to evaluate performance in the worst-
case? Probably not. In fact, behind this response lays also the precision of the
WCET estimates provided by the timing analysis. Pessimism represents imprecisions,
that is the gap between the actual WCET and the estimated WCET bound. High
amounts of pessimism can lead to devastating loss of performance, increase the cost,
or deem the system infeasible when it perfectly is. For instance, a system for which
its WCETs are overly pessimistic may cause the schedulability analysis to emit a
negative response. Possible solutions may include reducing the workload through
the removal of some features initially provided by the system, or deploying faster
computers, probably more expensive, more energy consuming, and for which the
resources are actually under-utilized. Improving the worst-case performance thus
requires dealing with pessimism.
In addition to the precision of WCET bounds, reducing the actual WCET is also
desirable. The main function of a computer is still to process information and perform
computing tasks. In that regard, the actual WCET is still an interesting aspect to look
at. Indeed, systems requiring a maximum control on timing behavior, not necessarily
interested in performance, can rely on simple embedded processors. However, this
might not be an option in complex projects where portability, productivity, and short
time-to-market are required. We want to exploit performance enhancing features
offered by the platform just as in standard computer architectures.

Computer Architecture: In a basic level, achieving more precision along with
a reduced WCET relies on the computer architecture. On the one hand, the
timing behavior of the processor is a function of the micro-architecture and its
subsystems. On the other hand, the behavior of individual hardware components
or the architecture as a whole may introduce uncertainties. These uncertainties
are due, for instance, to a complex behavior that is hard to track by the timing
analysis. In general, the predictability can be seen as the degree of certainty that we
have regarding the future hardware states of the architecture. In order to increase
predictability, while keeping the timing analysis simple, the architecture has to
justify: (1) timing-composability, i.e., the timing behavior of a particular component
is independent from that of other components. (2) timing-predictability, i.e., the
ability to derive useful worst-case timing behavior of it hardware components, with
reasonable overhead. The random cache replacement policy found in Cortex-R4-core-
based processors [2] is not predictable as its behavior prevents a static prediction of
its future states.

Predictability is thus an essential component of performance. But is predictability
quantifiable? This question has been specifically investigated in [107]. It is argued
that predictability on its own does not allow a meaningful comparison between
computer architectures. We believe this is true because the process of deriving timing
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guarantees involves more than the computer architecture itself. In fact, there are
other factors that are worth the attention on an equal footing:

Timing Analysis Tool: This is obvious, the quality of the analysis tool certainly
affects the results it provides. Timing analysis involves many successive steps during
which lots of information is gathered, but also lost due to abstraction. Abstractions
are often necessary to make the analysis practically feasible. Depending on the
discarded information, some pessimism may sneak in due to the conservative nature
of the analysis. Possible sources of uncertainties may include control-flow joins or
simply the absence of an appropriate analysis that takes fully advantage of capabilities
offered by a particular hardware component. In any case, there is always a trade-off
to be found between the precision of the analysis and the induced overhead, i.e., time
and memory footprint. Therefore, two timing analysis tools considering different sets
of information, and adopting different analysis approaches, will probably yield more
or less precise WCET estimates. Moreover, a timing analysis tool that takes overly
long to provide extremely tight results might not be useful. We review some existing
WCET analysis tools in Chapter 3.

Compiler Support: As in standard computer systems, compiler technology plays
an important role in influencing worst-case performance. Through program analysis,
the compiler gathers information regarding the program and its behavior. Therefore,
it is a natural candidate to automatically perform WCET-related optimizations.
This is done, for instance, through the reduction of execution time variations using
techniques such as predication. A radical way to this approach is the single-path
programming [97, 95]. This technique aims to produce a code with constant execution
time in all circumstances, avoiding the need of timing analysis. Alternatively, the
compiler can perform optimizations that help the timing analysis yield more precise
results. A first attempt to WCET-aware compilation was proposed by Falk et al.
using the WCC compiler [42]. WCC integrates the WCET analysis tool aiT [43] and
provides a mapping between the internal program representations of the compiler
and the analysis tool. In another work [24], Brandner et al. investigated means
to identify program paths that are critical with respect to the global WCET. The
criticality metric is obtained through a set of static analyses on the program. This
opens an opportunity for the compiler to target parts of the program that are more
relevant for optimizations.

The computer architecture, the timing analysis tool, and the compiler technology, all
combined, constitutes building blocks of performance in our context. Their individual
effectiveness and interplay will be reflected in the reduction of both the actual and
upper-bound WCET.

5 Issues with Standard Architectures
Standard computer architectures are designed to make the common case fast. Real-
time computing, on the other hand, requires worst-case performance. Historically,
real-time applications relied on standard architectures that were once simple and
very time-predictable. Today, however, these architectures evolved to include many
sophisticated hardware techniques whose behavior depends on a long execution history,
and dynamically tweak hardware states. As computing requirements increased in real-
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time applications, it sometimes became obvious that these two visions of performance
cannot cohabit, or even be compatible. By making the common case fast, techniques
deployed in standard computer architectures tend to penalize infrequent cases by
excluding them from performance enhancements. The worst-case is usually among the
most infrequent ones. The induced time variation might therefore be spectacular and
not help the timing analysis deriving precise WCET bounds. Here below we identify
some important issues related to timing-analysis on conventional architectures.

Lack of timing-composability: One obvious problem observed in modern com-
puter architectures is that they lack timing-composability. The behavior of some
hardware components may have a major influence on others. The actions taken by
the prefetcher might change the data cache state and potentially its future timing
behavior. A guess from the branch predictor may cause the out-of-order pipeline to
continue speculating on the predicted branch, leading to a variety of complex behav-
iors each with different outcomes on the execution time. Enumerating and analyzing
these potential interactions introduces a considerable amount of complexity. To keep
the analysis practically feasible abstraction is often needed. However, this usually
comes at the expense of precision. Nevertheless, some efforts were conducted in order
to model such behaviors. A model of an out-of-order processor is provided in [76].
However, there is some skepticism regarding the applicability of the approach [106].

Timing-anomalies: An unfortunate consequence of aggressive hardware optimiza-
tions is the presence of timing anomalies. A timing anomaly is a counter-intuitive
situation where a local positive (negative) effect on timing behavior, induces a global
negative (positive) effect on the execution time of the whole program. For instance,
a cache miss that is a local negative effect may, in some circumstances, lead to a
shorter execution time. Timing anomalies prevent the analysis from relying only on
the worst-case timing behavior of individual instructions to compute a safe WCET
bound. This adds even more complexity due to state-explosion. The presence of
timing anomalies therefore impacts the applicability of timing analysis methods.
All modern computer architectures exhibit timing anomalies. Processors based on
out-of-order execution are found to cause timing anomalies [76]. The same holds
for modern two-level branch predictors, where it is observed that a decrease in the
number of loop iterations can actually increase the execution time [40]. Pseudo
Round-Robin Cache policy is also found to cause timing anomalies even in an in-order
execution scheme [116].

Unadapted compiler support: The compilers used for standard computer ar-
chitectures traditionally perform optimizations to speed-up the common case. This
introduces further variation on execution time as the worst-case is usually not opti-
mized. Furthermore, it is not always possible to extract raw information from the
already optimized machine code. This information has been discarded during the
compilation process, maybe due to its irrelevance with respect to the common case
performance. Also, it is sometimes difficult to tell what optimizations were exactly
applied and transformations they induced. This makes it hard to map the source code
to the machine code on which the timing analysis is actually performed. Therefore,
it might not be possible to highlight, for the programmer, the parts responsible for
performance problems.

Lack of documentation: Another recurrent concern when using standard com-
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puter architectures is the absence of a detailed documentation that precisely describes
the micro-architecture and the timing behavior of instructions. This documentation
is necessary to build an accurate model of the processor, based on which precise and
safe WCET estimates could be derived. Unfortunately, processor vendors sometimes
do not provide such level of details, which may compromise the validity of the whole
timing analysis approach [104].

The NGMP case: An example of conventional architectures sensitive to some
of these issues is the Next Generation Microprocessor (NGMP). The NGMP is a
multi-core architecture that was designed by Cobham Gaisler and the European
Space Agency to enable future space missions. The platform is intended to carry-out
applications with hard real-time requirements. In its current implementation, the
GR740 [4] combines four LEON4 cores each implementing a single-issue in-order
pipeline with an always-taken branch predictor. The memory hierarchy provides two
levels of caches: two private L1 caches per core dedicated to instructions and data, as
well as an L2 cache shared between cores. Moreover, a bus arbiter running a round-
robin policy connects the L2 cache to the memory controller. In a quantitative study
that evaluated inter-core interferences in the NGMP platform [46], it was observed
that benchmarks exhibit slowdowns up to 20x when compared to an execution in a
single-core configuration. The main issue was related to heavy contentions in the bus
resulting from memory transfers issued by tasks being executed in different cores.
Due to the round-robin policy, the timing behavior of some task may depend on the
number of stores performed by other tasks and whether all their data fit into the
L1 cache. This lack of timing-composability as well as the existence of an L2 cache
makes the WCET analysis extremely complex as it needs to account for potential
interferences in order to provide safe bounds.

Analyzing the processor’s timing behavior in standard computer architectures is a
difficult matter. The induced complexity makes the timing analysis pessimistic, if
not infeasible. New alternatives were to be found.

6 Predictable Architectures as an Alternative
From the realization that conventional architectures, as of today, might not be the
best fit for hard real-time applications, efforts recently multiplied to investigate new
architecture philosophies. In particular, the so called time-predictable architectures
are designed with worst-case performance in mind. The promise is that by providing
hardware support for predictability, one can build a WCET analysis that is simpler
and more precise. We review in this section most notable efforts and compare the
architectures they resulted in.

6.1 Notable Efforts and Architectures

Many architectures have been proposed so far with a focus on different aspects and
applications. Among these we can most notably cite:

SPEAR: The Scalable Processor for Embedded Applications in Real-time Environ-
ment (SPEAR) [34] is one of the first architecture designs for time-predictability.
The architecture is rather simple: a RISC ISA with partial predication, a three-stage
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single-issue pipeline, and a memory hierarchy consisting of on-chip ROM/RAM mem-
ories and no caches. The architecture, on the other hand, supports the single-path
programming paradigm. Using predication, one can produce a code with a unique
execution path whose execution time is independent of input data. As a result,
the determination of the program’s execution time can merely be done through
measurement. This eliminates the need of building a complex timing model for the
processor as the WCET analysis is no longer necessary. A downside of this technique
is the waste of CPU cycles executing long blocks of instructions whose predicates
evaluate to false.

PRET6: PREcision Timed is a project that aimed at providing a class of computer
architectures for repeatable-timing. Repeatable-timing is the ability to repeat the exact
timing behavior of the system if given the same inputs [37]. Edwards et al. argue
that timing should be a repeatable property of a program, not of the program-
processor couple. This concept is therefore different from time-predictability, which
is interested in providing safe and tight WCET bounds given a program and an
architecture. To support repeatable-timing, the PRET architecture equips the ISA
with timing semantics and control over timing instructions. An example is the
deadline instruction that stalls some thread until a lower bound deadline is reached.
Moreover, branch and data hazards are eliminated by relying on a thread-interleaved
pipeline (TIP). The TIP is a hardware multi-threading technique according to which
each thread occupies at least one stage of the pipeline. Every cycle, the pipeline
fetches an instruction from a different thread according to the round-robin policy. The
memory hierarchy avoids using caches to eliminate related timing variations. Instead,
instruction and data scratchpad memories (SP), which are statically managed by the
program/compiler. Also, a predictable DRAM controller [99, 80] is introduced to
ensure repeatable-timing behavior for the DRAM memory. The PRET architecture
may consist of a multi-core platform. In such case, accesses of cores to the main
memory is arbitrated according to the TDMA (Time-Division Multiple Access) policy.
According to this scheme, every core is granted the access to memory in a dedicated
time slot. The PRET principles were implemented in different machines targeting
different applications [78, 126]. In particular, the PTARM [80] is better suited for
hard real-time systems. The PTARM architecture is based on the ARMv4 ISA
that can be extended with control over timing instructions. PTARM implements a
five-stage in-order pipeline allowing to interleave up to four threads.

PREDATOR7: is a consortium that investigated computer architectures and
methodologies to develop safety-critical systems. The project did not result in a
new computer architecture, however, the contributors provided design principles to
build processors tailored for timing analysis [120]. Moreover, they covered topics
related to timing analyses for caches [51, 100, 27] and proposed compiler support for
WCET-driven optimizations [42].

CoMPSoC8: is a template platform allowing to generate multi-core SoC architec-
tures satisfying timing-composability and predictability [53]. The goal here is to be
able to develop and validate applications independently from the rest. An application

6https://ptolemy.berkeley.edu/projects/chess/pret/
7https://www.predator-project.eu/consortium.htm
8http://compsoc.eu

17

https://ptolemy.berkeley.edu/projects/chess/pret/
https://www.predator-project.eu/consortium.htm
http://compsoc.eu


consists of a set of tasks that may be mapped to different processor cores for parallel
processing. The template dedicates to each application a virtual platform consist-
ing of partitioned physical resources. Those resources could be either CPU cores,
interconnect, or memory. Depending on the resource type, different partitioning
techniques are proposed to guarantee time-composability between virtual platforms.
In particular, a preemptive TDMA schedule is statically generated allowing each
application to use a processor core on dedicated time frames. Moreover, resources
are restored or reset to a neutral state between scheduling intervals. The platform is
based on MicroBlaze cores implementing a conventional RISC ISA. Branch delay slots
are supported and can be exploited using the proprietary MicroBlaze tool-chain. The
characteristics of the pipeline are not explicitly mentioned, but according to MicroB-
laze manual reference [5], it consists of an in-order single issue pipeline with either 3
or 5 stages. No caches or SP memories are used, the branch predictor is turned off as
well. The NoC connecting the cores operates asynchronously, meaning that the NoC
and each resource run on their own frequencies. To ensure time-predictable behavior
of the DRAM, the CoMPSoC platform uses the Predator DRAM controller [15].

MERASA9: The Multi-Core Execution of Hard Real-Time Applications Supporting
Analysability is a project that focuses on time-predictable SoC designs and tools for
timing analysis. The MERASA architecture [91] targets mixed-criticality systems
with hard real-time (HRT) tasks and non-hard real-time (NHRT) tasks. In particular,
the SoC architecture combines CarCore cores [86], which are basically Infinion TriCore
cores customized to support simultaneous multi-threading (SMT). The SMT relies
on a super-scalar in-order pipeline capable of issuing up to two instructions at a cycle.
The processor is able to issue two instructions in parallel from the same thread if
an address instruction is followed by an integer instruction. Otherwise, the pipeline
fetches instructions from two different threads. To each core one HRT task and up
to three NHRT tasks are mapped. The isolation of the HRT task is ensured by
prioritizing its execution in all pipeline stages. Moreover, the HRT task does not
profit from caches. Instead, they rely on SP memories to perform fast and predictable
accesses to instructions and the stack data. In particular, the dynamically managed
instruction scratchpad (D-ISP) loads whole functions on calls and returns [84]. The
D-ISP behaves pretty much like the method cache [33] with a FIFO replacement
policy. In contrast to the method cache, the D-ISP has to make sure that the size of
each individual function fits inside its memory. In the multi-core level, a real-time
bus arbiter is deployed to handle memory requests from different cores. The bus
arbiter implements different policies to schedule core requests, i.e., Round-Robin
(RR), Fixed Priority (FR), and FIFO. Furthermore, the arbiter can be configured to
force a bounded memory latency for requests issued by HRT tasks [92]. MERASA
also introduces a DRAM controller providing a predictable memory access time [90].
A follow-up project called Multi-Core Execution of Parallelised Hard Real-Time
Applications Supporting Analysability (parMERASA10) has been initiated. The main
goal is to provide tools and software support for parallelization in NoC platforms
with up to 64 cores. The architecture combines commercial off-the-shelf PowerPC
cores.

9http://ginkgo.informatik.uni-augsburg.de/merasa-web/
10https://www.parmerasa.eu
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T-CREST11: The Time-Predictable Multi-Core Architecture for Embedded Systems
project aims at building a time-predictable and composable platform with a focus
on single-thread real-time performance [108]. The work is based on the observa-
tion that the architecture alone may not be sufficient to achieve best worst-case
performance [107]. On the one hand, a strong compiler support that is aware of the
hardware possibilities is needed to enable WCET-related optimizations. On the other
hand, the WCET tool has to implement timing analyses for the time-predictable
hardware to provide tight WCET estimates. The T-CREST project took interest
in each of these aspects attempting to treat them as a white box. Patmos [110] is
the time-predictable multi-core processor resulting from the T-CREST project. It
implements a Very Long Instruction Word architecture with a dual-issue in-order
pipeline. The ISA is designed to support different features for time-predictability.
This includes a full-predication of instructions, which provides a complete support for
efficient single-path programming. Another interesting feature is the support of typed
load/store instructions. This is particularly important as the memory hierarchy
relies on a separation of cache structures depending on the data access pattern. The
idea is to rely less on standard caches in favor of specialized caches that are more
predictable and easier to analyze. Patmos, thereby, implements two time-predictable
caches: (1) the Method Cache [33], which operates on functions and makes it simpler
to model the cache’s behavior in timing analyses, and (2) the Stack Cache [11], which
works on stack data and takes advantage of the stack structure simplifying timing
analysis. A memory NoC can also be built based on Patmos processor cores [109].
The TDMA arbitration is used to guarantee a predictable access to the shared main
memory. An SDRAM controller has been introduced [68] for Patmos. Many of the
ideas used in the T-CREST project were first explored within the JEOPARD 12

(Java Environment for Parallel Real-Time Development) project. The JOP 13 (Java
Optimized Processor) is somehow the precursor of Patmos and has very similar
architectural characteristics, e.g., typed loads/stores, time-predictable caches, TDMA
arbitration policy. One of the motivations for T-CREST is to overcome the intrinsic
limitations of the Java environment.

6.2 Comparing Architectures

We summarize in Table 1.1 some key features these architectures present. We,
furthermore, take a look at the corresponding compiler support as well as the
available WCET tools for these architectures. A comparison based on these aspects
is provided here below:

Memory hierarchy: A first observation is that most time-predictable architectures
avoid using caches. This is because caches introduce execution time variations that
need to be accounted for by a dedicated cache analysis in the WCET tool (see
Chapter 3.Section 4). Caches are usually replaced by SP memories which are
managed by the program. In contrast to the SP, it is hard to precisely determine
the cache content before runtime. The SP may therefore present a more attractive
option for predictability. However, the concern here is the increase in code size and

11http://www.t-crest.org
12https://www.hipeac.net/network/projects/4686/jeopard/
13https://www.jopdesign.com
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Time-Predictable Architectures

HW Features SPEAR PTARM MERASA CoMPSoC Patmos

ISA

(all RISC-style)
SPEAR ARMv4 TriCore MicroBlaze

Patmos:

- VLIW

- typed ld/st

- delay slots

Pipeline

(all in-order)
3 stages,

single issue
5 stages,

single-issue,
TIP

5 stages,
dual issue,

SMT

3 or 5 stages,
single issue

5 stages,
dual issue

Predication Partial Partial Partial – Full

Branch Prediction – – – – –

Prefetching – – – – –

In-Core

Memory

I$ – – Not for HRT
tasks

– Yes

D$ – – Not for HRT
tasks

– Yes

M$ – – – – Yes

S$ – – – – Yes

SP – Yes (instr.,
data)

Yes (D-ISP,
stack data)

– Yes (instr.,
data)

Bus Arbiter – TDMA FP, RR,
FIFO

TDMA TDMA

DRAM controller – PRET RTCMC Predator Patmos

Compiler
Support

GCC:

- predication

- single-path

LLVM
(timing

semantics)

TriCore
toolchain

MicroBlaze
toolchain

LLVM:

- predication

- single-path

- S$, M$

- delay slots

WCET
Tools

– Otawa, aiT,
Heptane

Otawa, aiT – aiT, Otawa,
Platin,
LLVM

Table 1.1 – Comparison of time-predictable architectures. (I$: Instruction Cache.
D$: Data Cache. S$: Stack Cache. M$: Method Cache. SP: Scratchpad.)

the difficulty to implement complex SP behaviors within the compiler. To avoid this
issue, the D-ISP implemented in MERASA requires additional hardware compared
to a regular SP. The logic is used to automatically manage loaded functions within
the SP space, namely, to identify them and perform evictions when necessary. From
a functional point of view, the D-ISP and the method cache behave exactly the same.
The main difference is that the method cache relies on a tag memory for hit detection
whereas the D-ISP implements a lookup table. However, the existing compiler and
ISA supports for the method cache allows to split a function in case its size is too big
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for the cache [57]. The D-ISP does not have such support. We believe that the use
of caches is necessary for high-performance real-time systems. The time-predictable
caches implemented in the Patmos processor present an interesting opportunity: The
automatic hardware behavior can be guided by the program/compiler to achieve
more predictability and analyzability. In fact, these caches can be seen as a midway
between the conventional caches and the SP memories (see Chapter 2.Section 2.4).

Pipeline: The PTARM and MERASA architectures make use of hardware ap-
proaches to support multi-threading. The SMT implemented in MERASA is designed
so that the HRT task is never delayed by NHRT tasks. To achieve this, however,
hardware resources need to be duplicated for each thread. This includes the register
file, the PC, and the instruction buffer. Moreover, the architecture restricts each
core to carry-out at most one HRT task and up to three NHRT tasks. We believe
this limits possible uses cases of the architecture. Similarly, the TIP pipeline of the
PTARM processor requires the duplication of hardware resources. PRET machines
are primarily designed for repeatable timing, this comes at a price. To achieve TIP,
the processor switches the threads every cycle according to round-robin fashion.
While this guarantees fairness among threads, it does not allow much flexibility
in scheduling the threads. Furthermore, the PTARM processor behaves as a non-
pipelined processor operating on a fourth of the clock frequency. Consequently, this
makes PRET architectures rigid, more expensive to implement, and less suitable for
high-performance real-time applications. On the other hand, the VLIW architecture
in Patmos implements a dual-issue pipeline which improves the ILP within the same
thread. The VLIW design reduces the pipeline complexity and puts the compiler
to play a key role in optimizing the processor performance. We believe this opens
the door to explore WCET-related optimizations and more flexibility to tweak the
performance/predictability trade-off.

Predication, Prefetching, and Branch Prediction: In contrast to other pre-
dictable architectures, the Patmos ISA supports full predication. This not only
allows to efficiently support the single-path programming, but also to perform branch
optimizations to reduce branch hazards in a predictable fashion (see Chapter 2.Sec-
tion 3.2). To the best of our knowledge, no time-predictable architecture supports
prefetching and branch prediction features.

Extensibility: The ability to change and adapt elements of the computer archi-
tecture is vital to investigate and enhance the worst-case performance. For most
architectures, it is hard to find source codes for simulators or models because either
they are not publicly available or the links are dead. This is the case for the PTARM,
CoMPSoC, MERASA and SPEAR architectures. Besides, some of these architectures
rely on proprietary ISA which might not be always possible to extend (e.g., ARM,
TriCore, MicroBlaze). In contrast, Patmos provides a publicly accessible repository 14

containing a cycle-accurate simulator written in C++, as well as an implementation
in Chisel to generate hardware description used for FPGA synthesis. This allows for
large possibilities in hardware configurations. The PRET machine FlexPRET that
is intended for safety-critical systems implements the open and extensible RISC V
ISA. A simulator and a Chisel implementation of the processor can still be found 15

14https://github.com/t-crest
15https://github.com/pretis/flexpret
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as of today.

Compiler Support: Another important aspect in this comparison is the availabil-
ity and extensibility of the tool set to compile and optimize for worst-case performance.
The MERASA and CoMPSoC platforms rely on proprietary compiler toolchains that
might not be possible to extend. In [26] Broman et. al describe a vision of the software
infrastructure for PRET machines. In particular, an intermediate language called
PRETIL is to be used to hide low-level implementation details from the high-level
language containing timing constructs. Moreover, a compiler must guarantee the
compliance of the PRETIL timing semantics with the machine timing behavior. It is
not clear where these efforts have gone so far, in fact, we could not find publications
or source codes to evaluate the compiler. For Patmos, the compiler [96] consists of an
adaptation of the LLVM compiler framework [69]. All Patmos features/components
have a certain support in the compiler. Moreover, the source code is public and can
be found in the T-CREST repository.

WCET Tools: In order for a WCET tool to support a particular processor, it
has to have an abstract model for the processor timing behavior, supports its ISA,
and implement timing analyses for its hardware components. To the best of our
knowledge, there is no WCET tool that supports the MicroBlaze and SPEAR ISA.
Consequently, there exists no tool that can provide WCET estimates for programs
running on the CoMPSoC and SPEAR architectures. The PTARM processor relies on
the popular ARM ISA and implements a simple architecture. Therefore, many tools
like Otawa, aiT and Heptane could be used with potentially minimal adaptations.
A support of the MERASA architecture is provided in Otawa including a timing
analysis for the D-ISP [82]. Moreover, a dedicated WCET tool called ISPTAP [83]
has been introduced and is specialized in the analysis of instruction memories. For
Patmos, the support is barely existing and, at best, shredded into different tools such
as aiT, platin, Otawa, or even the compiler’s back-end. For instance, the platin tool
acts like an interface between the compiler and aiT providing it with WCET-related
information. It also implements some timing analyses that are not supported by aiT
due to its lack of extensibility.

Compared to other time-predictable architectures, we believe Patmos provides in-
teresting features and more flexibility to enhance the worst-case performance. The
compiler infrastructure is already existing along with an open cycle-accurate simulator
to extend the processor features. Moreover, Florian Brandner – who co-supervises the
work of this thesis – has contributed closely to the T-CREST project thus providing
his expertise in the matter.

In this work, we focus on the Patmos processor.

7 Contributions
Due to its comprehensive approach to worst-case performance, we propose to investi-
gate WCET analysis on time-predictable architectures through the Patmos processor.
The already existing support around Patmos allows for an effective exploration of
techniques to enhance the worst-case performance. Moreover, treating the architec-
ture/compiler/analyzer as a white box allows to address the problem while bypassing
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some side issues that may interfere with our goal (e.g., the lack of documentation,
the difficulty to extend the hardware/ISA, the opacity of tools, etc.).
First studies on the Patmos processor and its hardware components showed promising
results [63, 12, 59], however they are rather incomplete. For instance, the standard
stack cache analysis does not consider preemptive execution of tasks, an important
feature, without which many systems may turn infeasible. Also, no prior work
addressed timing analysis for predicated execution and how to handle it in WCET
analysis work-flow. The support of time-predictable processors in WCET tools is
barely existing. The Otawa tool [18] provides only a partial support for the Patmos
processor. It does not support VLIW architectures nor predicated execution. Also,
it lacks analyses for time-predictable caches. The same holds for the well established
commercial tool aiT [43]. Only a stack cache analysis based on data-flow analysis is
provided [118], and which we find incorrect (see Chapter 5).

The work in this thesis is part of the efforts to fill this gap in order to fully understand
predictable architectures and investigate their potential in actually enhancing worst-
case performance of hard real-time systems. More than that, we aim to explore some
hardware extensions in the intent to increase the precision of WCET estimates, but
also reduce the actual WCET itself. For this, we provide compiler support, as well
as timing behavior analyses that take advantage of these hardware extensions. All
in all, we contribute to the elaboration of a WCET timing analysis for the Patmos
processor that supports some of its important time-predictability features.

We, thus, present here below our most important contributions:

Stack Cache: This specialized cache for stack data presents interesting properties
for time-predictability, e.g., simple structure and behavior, not relying on addresses,
cache accesses are guaranteed hits, and memory transfers only issued by few stack
control instructions under simple circumstances. It is, therefore, a natural candidate
for interest in the context of this work. We thus propose the following:

• Firstly, we compare the precision of occupancy analysis obtained from an abstract
interpretation-based technique with that of the standard stack cache analysis [88].
The cache occupancy determines whether memory transfers need to be performed
at stack cache control instructions. Therefore, the precision of occupancy analysis
influences the tightness of timing behavior estimates.

• Secondly, we propose means to optimize preemption costs for the stack cache and
extend the standard analysis to account for preemption-related delays [13, 87].
The simple structure of the cache does not allow it to be shared by multiple tasks.
As a result, stack data of the preempted task needs to be saved/restored as part of
the context switch operation. Instead of saving/restoring the whole cache content,
our approach tracks useful data at program points where the preemption might
occur.

• The analysis of preemption-related delays provides rich information at each
program point. However, this may be of little use if the scheduler is not able
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to exploit them for efficient context switching. We, thus, provide preemption
mechanisms that realize the context switch operations taking advantage of the
analysis results [87]. These mechanisms are implemented through simple hardware
extensions and induce no overhead on memory footprint or execution time.

• Finally, we investigate a prefetching-like technique that allows to anticipate and
hide stack data transfers from/to the main memory [89]. The eagerly performed
memory transfers have no side effects with the stack cache itself, however, in-
terferences may occur with other hardware components. We explore a solution
to avoid these interferences in the Patmos multi-core platform by making use of
free TDM slots. In the absence of a TDM analysis that detects those free TDM
slots, our solution guarantees that the worst-case performance is nevertheless
preserved. On the other hand, the conducted experiments show an improvement
of the average-case performance.

Predication: Predicated execution is problematic for tight WCET analysis. The
mere fact that an instruction is executed (or not) may have a chain of effects on almost
all analysis steps. As these analyses have to be conservative, one may simply ignore
the predicates and consider the wost-case effect resulting from both possibilities.
Unfortunately, this may yield very conservative results due to information loss after
the branch elimination. Another approach consists of adapting each analysis so that
it is aware of the predicates. This may, however, require considerable and redundant
efforts. We provide a simple approach that consists of recovering control-flow edges
early in the WCET analysis process [25]. In addition to effectively treating the
predicates, this causes little to no effect on subsequent steps of the WCET analysis.

Odyssey: An open and fully-integrated WCET analysis tool for the Patmos
processor. Odyssey is integrated within the LLVM compiler framework and is
called right before code emission. The tool, therefore, has a complete and accurate
view of the program to be executed. This integration brings many advantages
and opportunities for the exploration of new techniques to enhance the worst-case
performance. For instance, Odyssey does not operate on the program binary16

in contrast to other WCET analysis tools. In fact, lots of information that may
help timing analysis are normally discarded by the compiler once the binary is
generated. Another opportunity is that a close relationship between the WCET tool
and the compiler promotes WCET-driven compilation. As for the supported features,
Odyssey implements: address analysis, classical analyses for conventional caches, and
specialized stack cache and method cache analyses. Odyssey, furthermore, supports
the Patmos VLIW architecture with predicated execution.

While the work in this thesis is conducted on the Patmos processor, the obtained
results can be extended to similar architectures. In fact, many of Patmos’ features and
components are already being (or can be) used in other architectures. By ensuring
time-composability, one can make use of most of the results of this work. This includes
the timing analyses, the hardware extensions, as well as the corresponding compiler
support. Patmos is merely an exploratory architecture that helps investigating new

16 We are aware that WCET analyzers are often considered as stand alone tools and thus usually
operate on the binary code. However, with respect to our goal of exploration, we consider the
issues related to this process (e.g., loss of WCET-related information during the compilation, the
front-end techniques to build the program model) out of our scope.
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software/hardware techniques for worst-case performance.
The remainder of the manuscript is structured as follows: Chapter 2 describes the
Patmos processor architecture and the compiler support in the LLVM framework.
Chapter 3 provides the WCET analysis flow as well as the current state-of-the-art
related to WCET analysis. In Chapter 4 we present our WCET analysis tool Odyssey
and how the predication is handled in the analysis flow. We, then, take interest in
the stack cache and compare in Chapter 5 the precision of existing analyses. The
analysis of preemption delays for the stack cache is presented in Chapter 6. We
propose, in Chapter 7, preemption mechanisms making use of preemption analysis
results. In Chapter 8, we explore hardware extensions to realize a prefetching-like
optimization on the stack cache. Finally, conclusions and future work are provided
in the last Chapter.
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CHAPTER 2

Patmos, a Time-Predictable Processor

The time-predictable design of computer architectures for the use in (hard) real-time
systems is becoming more and more important, due to the increasing complexity
of modern computer architectures. Many time-predictable architectures have been
introduced so far, however, Patmos stands as an attractive candidate to study their
effectiveness for enhancing worst-case performance. We provide here a detailed
presentation of the time-predictable processor Patmos and walk-though its key features.
The Chapter is structured as follows. We first provide a quick overview of the Patmos
processor through its design principles. Then, we describe in Section 2 its computer
architecture including the memory hierarchy. Finally, Section 3 presents the compiler
support that is provided so far.

1 Overview and Design Approach
The awareness as to the necessity of deploying computer architectures that are suitable
for timing analysis has risen since the beginning of the millennium. A number of
studies has been conducted and resulted in various architectures and design rules for
time-predictability [34, 80, 120, 53, 91]. With the emergence of different architecture
designs, a natural question arises: which of them offers better time-predictability?
Schoeberl investigated this [107], and argued that time-predictability alone does not
allow a meaningful comparison between architectures. Instead, one may consider
comparing the WCET of tasks obtained on different architectures. The resulting
WCET bounds are, in fact, the result of the interplay between three closely related
components: (1) the computer architecture, (2) the compiler support, and (3) the
WCET analysis tool. The T-CREST project [108] incarnates this vision of wost-
case performance and proposes a time-predictable multi-core architecture called
Patmos [110].
Compared to conventional architectures where the hardware takes a major part
in dynamically controlling/optimizing the average-case performance, the Patmos
approach relies on a combination of software/hardware techniques to enhance the
worst-case performance.
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Hardware: The architecture design stands on three pillars: (1) reduce the actual
WCET, (2) simplify static WCET analysis, and (3) make the resulting WCET
estimates more precise. Here below, we respectively refer to these principles as
Performance, Simplicity, and Predictability and we present an overview of what
Patmos provides to support each of them.

• Performance: Reducing the actual WCET implies the deployment of hardware
components and techniques to speed-up the execution time and enhance through-
put. As such, the Patmos processor implements: a VLIW architecture that issues
up to two instructions of the same thread, a 5 stages pipeline with full-forwarding
to handle data hazards, and a memory hierarchy consisting of caches and SP
memories. Moreover, the architecture provides interconnect to build a multi-core
platform combining Patmos cores. The cores may also communicate in the form of
message passing through a core-to-core NoC. A synthesis of the processor core was
realized on the low cost Cyclone IV FPGA. The maximum operating frequency
reached 80MHz according to [110].

• Simplicity: The architecture is timing-composable, i.e., the timing behavior of any
hardware component is independent from the rest. This allows to decompose the
complex WCET analysis problem into smaller and simpler ones. Sound WCET
estimates can therefore be obtained by separately studying the timing behavior
of each hardware component and combining their individual contributions. In
Patmos, timing-composability is enforced through: a pipeline design with in-
order execution and a single stalling stage, the use of the TDMA policy to
arbitrate memory accesses between Patmos cores, and the non-deployment of any
component/feature known to cause timing-anomalies (see Chapter 1.Section 5).

• Predictability: The architecture attempts to reduce sources of uncertainties that
might contribute to timing variations. Examples of this include the dependency
on input data, or heavily relying on components with a timing behavior that is
hard to model and predict. To mitigate these issues, Patmos provides features
like full-predication which allows to eliminate branches that may be dependent
on input data. Moreover, the memory hierarchy implements specialized caches
for different data access types, i.e., stack cache, method cache. These caches are
qualified as time-predictable for their relatively simpler behavior and analyzability.
The argument here is that by relying on time-predictable caches, the pressure is
reduced on conventional caches for which a simple and precise timing-analysis can
be challenging (see Chapter 3.Section 4). This is supposed, a priori, to yield more
precise WCET estimates.

Software: To back many of the aforementioned hardware features, the architecture
is more exposed to the compiler. Compared to conventional architectures, this
means shifting some of the control from the hardware side to the software side. A
direct implication is that a considerable amount of the optimization/control effort
is now carried-out by the compiler. On the other hand, this opens opportunities
to perform more adapted optimizations as the compiler naturally gathers lots of
information about the program. To enable this level of control, the Patmos ISA is
equipped with instructions to manipulate some of the processor’s internal structures.
Notable examples of this include: a set of typed load/stores instructions targeting
different cache structures of the memory hierarchy, control instructions to manage
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the time-predictable caches, as well as delayed and non-delayed branches/calls. On
top of the ISA, the compiler applies techniques to manage the hardware and optimize
the performance/predictability of the program. Examples include function splitting
for the method cache, predication, and branch optimizations by exploiting delay
slots.

In the following sections, we shall present these hardware features and the corre-
sponding compiler support in more depth.

2 Patmos Computer Architecture
The Patmos processor is designed to enhance the worst-case performance of single
threads. In this section, we present the computer architecture and describe its
internal subsystem. In particular, we will be covering: the pipeline design, the
register file, the ISA, the memory hierarchy, and the multi-core platform.

2.1 Pipeline and Register File

Patmos is a Very Long Instruction Word (VLIW) architecture that can issue and
execute a bundle of two instructions in parallel in a five-stage, in-order pipeline: fetch
(FE), decode (DEC), execute (EX), memory access (MEM), and register writeback (WB).
Within the same bundle, the first slot may hold any instruction of the ISA, including
those that might initiate memory transfers (e.g., load/store, branches, call, return).
The second slot may only hold instructions that do not access to memory. Figure 2.1
illustrates a simplified representation of the pipeline with some of its local memories,
i.e, the register file (RF), method cache (M$), the stack cache (S$), the data cache
(D$), and the scratchpad (SP). Instructions are fetched from a special instruction
cache, the method cache [33], which guarantees that an instruction fetch always hits
in the cache. Method cache misses may only occur in the MEM stage during the
execution of dedicated branch instructions (e.g., brcf) or function calls (e.g., call,
ret). Similarly, misses in the data cache and the stack cache may only occur in the
MEM stage. The fact that all misses are detected in the MEM stage has the benefit of
simplifying the pipeline design and particularly the stalling logic. More importantly,
since only the first instruction of the bundle is legally allowed to initiate memory
transfers, a miss in two different caches may never occur at the same cycle. This,
as a result, enforces timing-composability and simplifies the timing analysis. The
FE, EX, and DEC pipeline stages are thus free from undesirable side-effects (apart
from updating the PC), while the MEM and WB stages may cause side-effects on the
processor’s registers or caches. Predicate registers are read and written in the execute
stage (EX). The processor thus is able to detect whether a predicated instruction
needs to be nullified before any undesirable side-effects may become visible.
The register file (RF) consists of 32 general-purpose registers (r0 through r31), and
16 special-purpose registers (s0 through s15). All registers are 32 bits wide, except
for the predicates that consist of eight single-bit registers (p0 through p7) shadowed
but the lowest byte of the special register s0. General purpose registers are read in
the DEC stage and written in the WB stage. The pipeline supports full forwarding,
which makes those registers available at the EX stage. Special-purpose registers, on
the other hand, can be read and written in different stages depending on the type
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Figure 2.1 – Simplified representation of Patmos pipeline. Taken from Patmos
Handbook [7].

of the register. Those special-purpose registers merely consist of various processor
registers dedicated to manage specific functions of the processor. Examples include,
the ST and MT pointers that manage the stack cache and are mapped to registers
s5 and s6 respectively.

2.2 Instruction Set Architecture (ISA)

The instruction set of the Patmos processor follows the VLIW paradigm and may thus
execute up to two instructions that are grouped into bundles at the same time. The
adopted RISC-style restricts data memory transfers to specific classes of instructions,
e.g., load, store and branches. This has the advantage of reducing the complexity
of the pipeline and simplifying the timing analysis process. All Patmos instructions
can execute in parallel, the only restriction is that only the first instruction of the
same bundle is allowed to initiate memory transfers. Patmos instructions are 32
bits wide, the bundle size can therefore either be 32 or 64 bits wide. The compiler
statically schedules the instructions and determines the size of the bundles. Moreover,
it has to be ensured that bundles are 32 bits aligned.
Access to different cache structures is distinguished through typed load and store
instructions, e.g, lwc to load one word1 from the data cache, lws to load one word
from the stack cache. Moreover, these load/store accesses come in different sizes,
i.e., word (lwc/swc), half-word (lhc/shc), and byte (lbc/sbc). Also, unsigned
load/store operations can be performed for half-word (lhuc/shuc) and byte-
sized (lbus/sbus) accesses. In Patmos, load and store operations are subject
to alignment restrictions. This means that the address of the access has always to
be a multiple of its size in bytes, e.g., lws:4, lhc:2.
The Patmos ISA supports full predication of instructions. This means that every in-
struction can be predicated, including control-flow instructions. Predicated execution
is used to decrease the number of branches. The ISA is, moreover, equipped with
special instructions that control cache structures if necessary, e.g., sres and sens
instructions for the stack cache and brcf to branch with method cache fill. Two
variants of branch and call instructions are supported in Patmos. The non-delayed

1In Patmos, a word size is 4 bytes
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(B1) addi r1 = r0, 5 || addi r2 = r0, 7
(B2) cmplt p1 = r1, r2 || cmpeq p2 = r1, r2
(B3) (p2) add r4 = r1, r2 || (p1) add r3 = r1, r2
(B4) (p1) br 0x10 || mfs r1 = s1
(B5) lwc r2 = [r1 + 0]
(B6) (p2) brcfnd 0x40

(a) Patmos assembly code.

63 62 61 60 59 58 57 56 55 54 53 52 51 50 49 48 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32

1
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

x0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
B Pred Rd Rs1Func Immediate B Pred Rd Rs1Func Immediate

63 62 61 60 59 58 57 56 55 54 53 52 51 50 49 48 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32

1
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

x0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 00 0 0 1 0 0 1 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 00 0 0 1 0 0 1 1
B Pred Pd Rs1 FuncRs2 B Pred Pd Rs1 FuncRs2

0 0 1

63 62 61 60 59 58 57 56 55 54 53 52 51 50 49 48 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32

1
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

x0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 00 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0 00 0 0 1 0 0 0 0
B Pred Rd Rs1 FuncRs2 B Pred Rd Rs1 FuncRs2

63 62 61 60 59 58 57 56 55 54 53 52 51 50 49 48 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32

1
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

x0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 1
B Pred B Pred Rd Ss

0 1 1
Op d Immediate

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 00 0 0 1 0 0 0 0 1 0
B Pred ImmediateType

0 0 0 0 1
Rd Ra

0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
B Pred

1 0 0
Op d Immediate

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

(b) Patmos machine code with the instruction format.

Figure 2.2 – Portion of a program in Patmos assembly language and its corresponding
machine code. Each line in the machine code corresponds to a line in the assembly
code.

variant simply inserts stalls into the pipeline preventing upcoming instructions to
be fetched before the control-flow instruction gets executed. The delayed variant
allows the compiler to statically insert instructions in the available delay slots. The
number of delay slots is influenced by the pipeline design and at which stage the
control-flow instruction is executed. In Patmos, there may be between 2 and 3 delay
slots depending on the instruction (see Section 3.2).
The format of each instruction depends of the instruction class it belongs to. However,
the most significant bit of the instruction bundle always determines the bundle size,
i.e., 32 or 64 bits. Then, for each instruction of the bundle, the next four significant
bits are reserved for the predicates. The opcode bits are located after the predicates
and are used to identify the instruction in the decode stage. Furthermore, each
instruction can take up to three register operands. The register addresses are located
at fixed position so that the register file can be read in parallel to instruction decoding.

Example 2.1 Consider the code portion written in Patmos assembly language shown
in Figure 2.2a. The corresponding machine code according to the Patmos ISA is
shown below. Each line of the machine code corresponds to a bundle in the assembly
code. A bundle may hold up to two instructions. The first instruction of the bundle
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is the one on the left side.

B1: The first bundle consists of two instructions addi that perform binary addition.
The first instruction of the bundle adds the content of r0 to the immediate value 5,
and stores the result in register r1. The second instruction of the bundle performs
a similar operation. In the corresponding machine code, the bundle flag of the first
instruction is set to 1, which indicates a bundle size of 64 bits. The bundle flag in the
second instruction is not relevant. The operand Rd indicates the destination register,
i.e., r1 and r2 for the first and the second instruction respectively. Similarly, the
operand Rs1 refers to the source register which is r0 for both instructions. The
value located in the immediate operand is then added to the content of source register
identified by the Rs1 operand and stored in the destination register identified by the
Rs1 operand. All instructions in Patmos are predicated. The Pred operand allows
to conditionally execute the instruction based on the value of the predicate register it
points to. For both instructions, Pred points to the read-only predicate register p0,
which is always evaluated to true. This means that instruction is always executed.

B2: The first instruction of this bundle cmplt sets the predicate register p1 to 1
if the content of r1 is strictly less than that of r2. On the other hand, the second
instruction sets p2 to 1 if they are equal. The encoding of the bundle is done similarly
to the previous one. The operand Pd determines the predicate register to be set based
on the result of the comparison.

B3: Both instructions in the bundle are conditional, meaning they execute only if the
corresponding predicate is true. The add instruction is similar to addi, only it takes
a third register operand instead of an immediate value. As in previous instructions
where the default predicate was p0, here the Pred operand in the machine code needs
to indicate the corresponding predicate registers. Also notice that, when applied, the
operands Rd, Rs1, and Rs2 are always located in the same place in the instruction
format. This allows the operand registers to be read in parallel to instruction decoding.

B4: The bundle consists of a predicated br instruction which performs a delayed PC
relative branch. We assume that the branch target is located at the address PC+0x10.
Again, the Pred operand has to point to the corresponding predicate register, which
is p1. To indicate that the control-flow instruction is delayed, the bit d that is part
of the opcode is set to 1. The immediate operand is used to compute the target of
the branch based on the current value of PC. Branch instructions can be executed in
parallel with any instruction that does not access to main memory. The mts simply
copies the content of the special register s1 into the general-purpose register r1,
therefore, no memory transfers are involved. As a result, the corresponding machine
code sets the operand Ss to the source special register and Rd to the destination
general-purpose register.

B5: The bundle consists of the instruction lwc that loads the register r2 with
the content of the address stored into the register r1, displaced with an unsigned
immediate value. The displacement value (here set to 0) is always left-shifted by 2
positions to ensure a 32 bits alignment of addresses. The lwc instruction is tied to
the data cache and initiates a memory transfer if the accessed data is not cached. The
bundle consists of a single instruction as the compiler could not find any instruction
legally allowed to occupy the second slot. As a result, the bundle bit is set to 0
indicating a bundle size of 32 bits. The operand Ra refers to the register containing
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the address and Rd is the destination register into which the data is going to be
loaded.

B6: The last bundle consists of a predicated br instruction which performs a non-
delayed PC relative branch with a potential method cache fill. Here the target of the
branch is located at the address PC+ 0x40. This branch is legally allowed to occupy
the second delay slot of the previous branch in the bundle B4. The reason is that
their respective predicates (p1 and p2) are disjoint, meaning that they cannot both
evaluate to true in any execution scenario. As a result, only one branch is known
to be taken, or none (in which case both instructions are nullified). Similarly to the
previous bundle, the compiler could not find any instruction to legally pair with the
memory accessing branch instruction. The conversion to the machine code is done
as in B4.

2.3 Predication

Among many other features, Patmos supports predicated execution. The technique
is used to decrease the number of branches and their associated penalties, especially
in VLIW architectures that need to keep their parallel pipelines busy. Predication
can also be beneficial for timing analysis as it allows to eliminate execution time
variations through single-path programming [97, 95]. In Patmos, an additional
predicate operand is attached to each instruction, which allows to refer to one out of
the 8 predicate registers (p0 through p7). The predicate operand, in addition, allows
to invert the predicate value (e.g., !p0). Consequently, 4 bits of the instruction
encoding are reserved for the predicate operand (3 bits for the predicate register, 1
bit for negation). Predicate register p0 always evaluates to true and cannot be
overwritten.
Predicate registers can be defined using dedicated comparison instructions (e.g.,
cmpeq), which allow to compare 32 bit integer values from general-purpose register
operands and immediate values. These instructions allow to specify a destination
predicate, which sets the predicate register accordingly. In addition, basic logical
operations can be performed on two predicate register operands using dedicated
logical-predicate instructions (e.g., por). The result of the operation is again written
into a predicate register. Note that these instructions can be predicated themselves,
which facilitates the handling of nested if statements.

2.4 Memory Hierarchy

One of the features Patmos offers is a specialization of cache structures depending
on data access types, e.g., instructions, stack data, and other data. Compared
to traditional architectures, the specialization of caches is intended to reduce the
interference on conventional caches, allowing more precise and simpler static cache
analysis. Patmos, thereby, supports a range of cache structures such as the stack
cache that is dedicated for stack data, the method cache for instructions, conventional
instruction and data caches, as well as a scratchpad memory, which is managed by
the compiler. This allows to define a variety of configurations for the underlying
hardware platform which is extremely useful for benchmarking purposes.
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Standard Caches

Conventional caches may store either instructions, data, or both. Patmos dedicates
a specific cache to data, and to instructions if the method cache is not to be used.
The cache is located between the CPU and the main memory. When a memory
access instruction is being executed, the CPU first checks the availability of the
accessed element in the cache via its address in the main memory. Two outcomes
are possible. The data is present in the cache and can be used immediately, a cache
hit has then occurred. Otherwise, we say that a cache miss has occurred. Cache
misses are particularly time consuming as a request has to be made to main memory
in order to fetch the missing element. Once the main memory responds, the element
in question is added to the cache, which may potentially evict some other cached
elements. Both read and write memory accesses are concerned with the cache.
Cache write policies determine how memory stores are handled. There are basically
two options on a write hit. In the write-through policy, data elements are written both
into the cache and the main memory. On the other hand, the write-back policy writes
data elements only into the cache. This may, however, cause data to be incoherent
between the cache and the main memory. Consequently, once incoherent data is
evicted, the corresponding data in the main memory is updated. The write-back
policy results in fewer memory transfers and therefore often yields better performance.
However, it is harder to analyze as incoherent data need be tracked before eviction.
This is why the write-through policy is a better choice for predictability.
Concretely, the cache space holds a set of k entries. To each entry is associated a
Valid Flag, a Tag, and the data. The valid flag indicates whether the data is valid or
not, while the tag represents the address information of the data held by the entry.
The data consists of a sequence of bytes commonly called a cache block or cache line.
A cache block represents a contiguous space in the main memory that we refer to as
a memory block. Note that a memory block may contain multiple bytes or words.
Therefore, an access to a single data element results in fetching the whole memory
block, and placing it in the corresponding cache entry.
There are, furthermore, three main ways to structure the cache based on how memory
blocks are mapped to the cache. The direct-mapping scheme is fast and simple to
implement and merely consists of placing each memory block in exactly one dedicated
cache entry. The fully-associative structure reduces contention by allowing memory
blocks to be mapped to all available entries. This structure is relatively complex and
may be slow as it involves performing a search over all cached entries in order to find
a particular memory block. In the set-associative cache, each set of memory blocks
is mapped to a dedicated set of entries called a cache set. In that regard, it combines
features of both direct-mapped and fully-associative caches. The maximum number
of entries in a cache set is called the associativity of the cache and denoted as s.
Depending on the cache size and structure, it may not be possible to hold all data
elements of a program in the cache. The cache may need to evict some cache blocks.
Cache replacement policies define a way to manage cache content in the case of
conflicts, i.e., accesses to memory blocks that are mapped to the same cache set.
In case the corresponding cache set is full, the replacement policy decides which
cache block is to be evicted. Patmos supports two popular replacement policies. The
Least-Recently Used (LRU) is a scheme under which the oldest accessed cache line is
the one to be evicted. Whereas under the FIFO policy the first accessed cache lines
are evicted first.
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Cache replacement policies aim to profit from the locality of memory references, i.e.,
cache reuse. Depending on the memory access pattern of a program, we distinguish
two basic kinds of localities. Temporal locality refers to a situation where the reuse
of a data element happens in short time duration. This is the case, for instance, for
loops where the same data is likely to be accessed in next iterations. The spacial
locality, on the other hand, designates a situation where data elements to be accessed
are stored in address locations close by. This is typically the case of array accesses.
Improving the locality leads generally to a more effective utilization of the cache,
which translates into higher cache hit rates.

Stack Cache

The stack cache is implemented as a ring buffer with two hardware registers holding
pointers [11]: stack top (ST) and memory top (MT). The top of the stack is rep-
resented by ST, which points to the address of all stack data either stored in the
cache or in main memory. MT points to the top element that is stored only in main
memory. The stack grows towards lower addresses. The difference MT− ST represents
the amount of occupied space in the stack cache. This notion of occupancy is crucial
for the effective analysis of the stack cache behavior. Clearly, the occupancy cannot
exceed the total size of the cache’s memory |SC|. The stack cache thus has to respect
the following invariants:

ST ≤ MT (2.1)
0 ≤ MT− ST ≤ |SC| (2.2)

Data that is present in the cache is accessed using a dedicated class of load and store
instructions (e.g, lws, sws). As mentioned earlier, these load/store accesses can
be performed in different sizes, i.e., word, (unsigned) half-word, or (unsigned) byte.
Moreover, accesses to the stack cache have to be aligned with the access size S. For
simplicity, we may use fictive lds and sts instructions to refer to load and store
accesses that occur in one cache block, regardless of the code block size.
The frame-relative address (FA) of such a memory access is added to ST and the sum
is used to index into the ring buffer, i.e., the address within the ring buffer is given
by (FA+ ST) mod |SC|. Recall that the stack load and store instructions are always
cache hits. The compiler (or programmer) thus has to ensure that accessed data
actually is available in the cache using dedicated stack cache control instructions.
More formally, it has to be ensured that (FA+ S) ≤ (MT− ST) ≤ |SC| before every
stack cache access. Cache block sizes are chosen such that no explicit check is required
in the hardware implementation. This can be achieved by ensuing that the cache
block size is a multiple of the alignment of the largest load/store instruction, i.e., 4
bytes for Patmos’ lws instructions.

Stack Cache Operations: The stack cache control instructions manipulate the two
stack pointers and initiate memory transfers to/from the cache from/to main memory,
while preserving Equation 2.1 and 2.2. Memory transfers, and thus also the updates
of the various pointers, are performed at the granularity of cache blocks, which can be
parameterized in size. Depending on the configured block size, the memory transfers
might be misaligned with the transfer size of the underlying memory system (e.g.,
the burst size of DRAMs). For brevity we do not cover this issue here and refer
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(A1) func A()
(A2) sres 2
(A3) sws 0 = r9
(A4) call B
(A5) sens 2
(A6) sfree 2

(B1) func B()
(B2) sres 2
(B3) call C
(B4) sens 2
(B5) sfree 2

(C1) func C()
(C2) sres 3
(C3) sfree 3

(a) Program consisting of 3 functions, reserving, freeing and ensuring space on the stack
cache.
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(b) The evolution of the stack cache state through the program. Assumed cache size: 4. The
arrow → indicates the position of the LP pointer in the cache space. The number N above
the cache state indicates the number of cache blocks filled �, or spilled �. The pair 〈m,n〉
below the cache state indicates the current occupancy m and the effective occupancy n.

Figure 2.3 – Example of a program and the stack cache state at particular points.

to Abbaspour and Brandner [10], where techniques to handle alignment issues are
discussed.
A brief summary of the memory transfers associated with each control instruction is
given below, further details are available in [11]:
sres k: Subtract k from ST. If this violates Equation 2.2, i.e., the cache size is ex-

ceeded, a memory spill is initiated to decrement MT until
MT− ST ≤ |SC|. Cache blocks are then transferred to main memory.

sfree k: Add k to ST. If this violates Equation 2.1, MT is set to ST. Main memory
is not accessed.

sens k: Ensure that the occupancy is larger than k. If this is not the case, a
memory fill is initiated to increment MT until MT− ST ≥ k. Cache blocks
are then transferred from main memory.

The stack load and store instructions only access the stack cache’s ring buffer and
thus exhibit constant execution times. This is particularly true for stack store
instructions, which only modify the cached value. Modifications are not immediately
propagated to the backing main memory. The stack cache’s policy to handle stack
store instructions thus resembles traditional write back caches.

Lazy Pointer (LP): An extension of the original stack cache allows to track coherent
cache data [12]. Similar to MT and ST, LP is a pointer (realized as a hardware register)
that satisfies the following equation: ST ≤ LP ≤ MT. The additional pointer divides
the stack cache content into two parts: (1) cache data between ST and LP is
potentially incoherent with the corresponding addresses in main memory, while
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(2) data between LP and MT is known to have the same value in the cache and in
main memory – the data is known to be coherent. Coherent data can simply be
excluded from memory spill operations, i.e., it can be treated as if the data were
not in the cache. We thus can refine the notion of occupancy: LP− ST denotes the
effective occupancy of a stack cache with a lazy pointer. Accounting for the effective
occupancy allows to improve the sres instruction, with only slight modifications.
The sfree instruction also requires minor modifications to correctly update the
LP, while the sens instruction remains unchanged. In addition, the stack store
instruction (sts) has to update LP whenever coherent data may be modified [12],
i.e., LP is pushed upwards to ensure FA+ ST ≤ LP.

Example 2.2 Consider functions A, B, and C shown in Figure 2.3a and a stack
cache whose size is 4 blocks, i.e., |SC| = 4. Figure 2.3b depicts the evolution of the
stack cache state in particular program points. In this representation, the ST pointer
is fixed at the bottom of the cache state. The MT pointer moves along the cache
blocks indicating the end of the cache content and the beginning of the main memory
address space. The actual operations on the pointers are performed according to the
description we mentioned above. The occupancy is easily determined by counting the
number of colored blocks. The arrow → represents the LP pointer. Cache blocks that
are above LP are coherent with the main memory. Those below LP are potentially
not coherent and their number determines the effective occupancy. We also assume
that the cache is initially empty in the program entry point A1. All pointers MT, ST,
and LP, therefore, point to the same address, i.e., MT = LP = ST.
First, the sres A2 reserves two cache blocks in the cache space. For this, ST is
decreased by k = 2 blocks which increases the occupancy by 2 blocks. The same holds
for LP pointer as the newly reserved cache content is not yet initialized, therefore,
it is treated as coherent with the main memory. In contrast to the occupancy, the
effective occupancy remains 0. When the cache block of index 0 (with respect to ST)
gets initialized by the sws A3, the LP pointer is increased so that it points to the next
sequence of data that is known to be coherent. LP now points to the cache block of
index 1, the effective occupancy LP− ST is therefore set to 1. The sres B2 reserves
two cache blocks. This time, LP points cannot decrease as before since the cache
block just below is not coherent with the main memory. This adds two more blocks to
the effective occupancy. Function C is called and the sres C2 attempts to reserve
3 cache blocks. However, the cache is already full (occupancy is 4) and a further
decrease of ST will violate the condition MT − ST ≤ |SC|. To resolve this, MT will
need to be decreased by the amount of k − [ |SC| − (MT− ST) ] = 3 cache blocks. In
the standard stack cache implementation, this will cause 3 cache blocks to be spilled.
The lazy pointer extension is beneficial here as we can use the fact that some data is
already coherent with the main memory and just remove it. So instead of spilling
the 3 cache blocks located immediately below MT, only k − [ |SC| − (LP − ST) ] = 2
cache blocks need to be transfered to the main memory. The sfree C3 frees 3 cache
blocks reserved by Function C, which increases ST by 3 cache blocks and reduces the
occupancy to 1. Since the occupancy is less than k = 2, the sens B4 fills the cache
with k − (MT − ST) = 1 cache blocks. This causes MT to be increased accordingly,
however LP is not affected as the newly filled blocks are naturally coherent with the
main memory. The sfree B5 causes a decrease of both LP and MT pointers such
that MT = LP = ST. The sens A5 fills back 2 cache blocks, however, the effective
occupancy still evaluates to 0 as data is coherent.
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Method Cache

In contrast to the conventional instruction cache, the method cache operates on
whole functions. The first implementation of the method cache was realized in the
Java Optimized Processor (JOP) [105]. The design promises many advantages from
a timing analysis standpoint. As for the stack cache, memory transfers can only be
induced by few instructions whose locations are statically known by the compiler,
i.e., call, ret, and brcf. This drastically limits the memory access cases to
consider which makes the analysis simpler. Another advantage is that in contrast a
conventional instruction cache where misses occurs in the IF stage, method cache
misses may only occur in the MEM stage, similarly to other caches. As explained in
Section 2.1, the single-stalling stage prevents the caches from conflicting each others
on misses, which enforces timing-composability of the platform. Moreover, at misses
the method cache can profit from memory bursts to efficiently transfer chunks of
code from the memory in a shorter time. The relatively bigger size of code blocks
has, also, the advantage to require less tag memory compared to a regular instruction
cache, hence, reducing contentions.
The global structure of the method cache follows that of fully-associative organization.
The entries represent a contiguous block of instructions known as the code block. Code
blocks are statically formed by the compiler based on the Control-Flow Graph 2 (CFG)
of functions and considering cache size and tag limitations. Possible implementations
of the method cache depend on the desired replacement policy, and whether the
code block size is fixed or variable [33]. A variable code block size implementation
allows for a better utilization of the cache space. However, it only supports the
FIFO replacement policy. Whereas an implementation with fixed-size code blocks
can be associated either with the LRU or the FIFO replacement policies. The LRU
replacement policy being a better choice for predictability. The cache state can only
be altered by three instructions:
call: For absolute and indirect function calls.
ret: For function returns.
brcf: For PC-relative and indirect branches between different code blocks.

All other branch instructions are guaranteed hits and do not transfer control outside
of the current code block. This may induce less memory requests, however, without
proper compiler support large code blocks may be evicted before being fully-utilized.

2.5 Multi-Core and Bus Arbitration Policy

The Patmos multi-core platform can be built based on a set of Patmos cores connected
through Network-on-Chips (NoC). As illustrated in Figure 2.4, Patmos dedicates
a specific NoC for: (1) core-to-core communication that takes the form of message
passing between processor scratchpad memories [65] and (2) transfers from/to the
shared external main memory [109].
The memory NoC connects Patmos cores to the memory controller via a memory
tree and applies a TDM schedule to arbitrate accesses to the main memory. For
simplicity, we assume that each processor core may transfer a single memory burst

2A representation of all paths that might be traversed during the execution of the program / func-
tion. See Chapter 3 for a formal description.
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Figure 2.4 – Patmos multi-core platform.

from/to main memory in a dedicated TDM slot. Transfers may only be initiated at
the beginning of a TDM slot. The slots are periodically scheduled in a TDM period.
The duration of a period then depends on the number of cores n and the duration of
a TDM slot k and is given by n · k cycles. We assume that the memory controller
is able to process transfers with arbitrary start addresses and lengths. The actual
memory transfer is, however, performed at the granularity of bursts, i.e., the start
address and length are aligned accordingly to the burst size (excess data is either
masked or discarded).
The core-to-core NoC connects Patmos cores to each others and basically consists of
links, network interface, and routers. Each core is connected to a network interface
which ensures the logic connection between the core and the network. Each network
interface is connected to a router which itself is connected via links to its neighbors
forming a 2D bi-torus structure. The routers rely on a static TDM schedule to route
the stream of packets to the corresponding core.

3 Compiler Support
The compiler plays a central role in defining the performance and predictability of the
real-time application. To achieve its role fully, the T-CREST project advocates for a
complete support of Patmos’ predictability features, as well as a tight integration
into the WCET analysis process [96]. In this section, we briefly review the compiler
toolchain, and present the support it provides for Patmos’ features.
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Figure 2.5 – The compilation toolchain.

3.1 Toolchain Overview

The Patmos toolchain is based on the LLVM compiler framework3. Figure 2.5
illustrates the compilation steps and the involved tools. The compilation flow
starts by translating each source file into an intermediate representation called
LLVM Intermediate Representation (LLVM-IR). This process is carried-out by the
patmos-clang front-end that generates a bitcode file for each source file. This also
applies to user and system libraries, which are also linked together at the bitcode-level
using llvm-link. Moreover, a control-flow graph representation of the program
can be obtained after the link stage. The main advantage of this is that a complete
view of the program is available to subsequent optimization stages including the
back-end [23]. A set of usually machine-independent analyses and optimizations are
then performed by the llvm-opt tool.
The back-end mainly consists of patmos-llc that translates LLVM bitcode into
Patmos machine code according to the ISA. A set of machine-dependent analyses and
optimizations are performed in this stage right before code emission (see Section 3.2).
The generated code is an ELF binary containing symbolic addresses that get translated
to physical addresses by the gold4 linker which defines the final data and memory
layout.

3.2 Support for Patmos Features

In order to fully take advantage of the predictability features offered by the Patmos
platform, a proper support needs to be provided by the compiler back-end infrastruc-
ture. We review here the compiler support to manage some of the hardware features
within the patmos-llc tool.

3http://www.llvm.org
4https://www.gnu.org/software/binutils/
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Stack Cache

Compiler support for the stack cache has been presented in the stack cache original
paper [11]. The compiler manages the stack frames of functions quite similar to
other architectures with the exception of the ensure instructions. Stack frames are
allocated upon entering a function (sres) and freed immediately before returning
(sfree). A function’s stack frame might be (partially) evicted from the cache during
calls. Ensure instructions (sens) are thus placed immediately after each call. The
evicted data is consequently reloaded into the cache if needed after each call. We
also restrict functions to only access their own stack frames. Data that is shared or
too large can be allocated on a shadow stack outside the stack cache.
A more relaxed (but is not supported yet) placement of stack cache control instructions
can be performed, which allows for varying frame sizes within functions in order
to pass function arguments or for optimizations. The placement merely needs to
be well-formed [63], which means that each sres has to be followed by matching
sfree instructions on all execution paths (similar to well-formed braces).

Method Cache

The compiler ensures the formation of code blocks based on code regions and according
to cache limitations, i.e., cache size, tag memory, and a user-specified maximum code
block size. A code region is a subgraph of the CFG of a function with a unique-entry.
This is necessary so that the access to the code block is performed based on its
entry address in the branch/call instructions. The compiler performs the splitting of
functions whose size is larger than the maximum code block size. The splitting is
crucial to cache performance. In fact, splitting functions into too small code blocks
may cause a code size overhead and many small memory transfers that may not fully
profit from the memory bursts.
The algorithm presented in [57] splits the function by creating code regions that grow
as the CFG is traversed. Maximizing the size of code blocks allows to reduce the
needed tag memory necessary for caching functions. The algorithm starts by creating
a region at the CFG root and traverses the CFG in a topological order. A basic block
is included in the region of its predecessors if (1) the resulting total size is less than
the maximum code block size and (2) all its predecessors are part of the same region.
A violation of those conditions induces the creation of a new region. Reducible
loops are handled during a preprocessing step by either adding the whole loop to the
growing regions, or by making the loop header a region header. Irreducible loops
are handled by creating an artificial loop header to which all edges reaching the
original loop headers are directed to. The resulting structure is a reducible loop and
is handled as such. There may also appear cases of computed branches induced,
for instance, by the switch statement in the C language. Those are handled by
creating artificial nodes so that an SCC 5 is formed with all the involved basic blocks.
The splitting is then performed as before. Note that these transformations are not
performed on the actual code and are only required for the computation of code
regions/blocks for the method cache.

5In graph theory, a Strongly Connected Component (SCC) is a directed graph where every node
is reachable from every other node.
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Instruction Delay Slots Cache Fill
call 3 yes
br 2 no
brcf 3 yes
ret 3 yes

Table 2.1 – Example of control-flow instructions and their delay slots.

Predication

The LLVM code generator is able to produce predicated code at several stages.
Firstly, the instruction selector is able to recognize simple select statements that are
directly compiled to conditional moves. A generic if-conversion optimization is also
available, which allows to eliminate conditional branches of complex control flow and
produce predicated code. Finally, Patmos-specific code transformations are available
to generate single-path programs [50].
The Application Binary Interface (ABI) defined by Patmos states that all predicate
registers are callee saved. This means that, during a function call, the called function
needs to save and restore any predicate register that it modifies. Predicate registers
cannot be used to pass arguments to other functions. Predicates are, in terms of
the ABI, strictly function local. Consequently, predicates can be freely used across
function calls, while called functions are independent from predicates computed
before entering the function. It is still possible that call instructions themselves are
predicated, i.e., the function is called conditionally.

Branch Optimizations

Branch hazards are side-effects of pipelined architectures. Non-delayed branches cause
the pipeline to stall until the branch is resolved. While this behavior is predictable,
relying only on non-delayed branches may severely impact the performance. To
mitigate their negative effects, the compiler can deal with branches in different ways.
One consists of avoiding branch instructions in the first place by eliminating them.
This class of techniques includes predicated execution, which we have just covered.
Another one consists of performing code transformation techniques such as function
inlining and loop unrolling. In function inlining, the compiler replaces some call
instructions with the body of the function being called. Similarly, loop unrolling
replicates the code of a loop body many times to reduce or eliminate loop control
instructions. An obvious side effect of code replicating techniques is the increased
code size.
Another approach consists of statically filling branch delay slots with instructions.
Those instructions are ideally useful and must not depend on the outcome of the
branch. Moreover, it must be ensured that their execution does not interfere with
the branch being executed. The compiler performs this optimization by looking for
such instructions and moving them to fill the available delay slots. In Patmos, the
number of delay slots depends on the branch/call instruction (see Table 2.1). Each
delay slot represents a bundle that can fit up to two instructions. Moreover, since
Patmos supports predicated execution, the compiler is able to use predicates to place
other branches in delay slots. For this, the compiler makes sure that the predicates
are disjoint, i.e., only one branch is known to be taken at any moment at runtime.
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Filling delay slots allows for better code utilization while minimizing branch hazards
in a predictable fashion.
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CHAPTER 3

Static WCET Analysis Framework

As the complexity of computer architectures and real-time applications grows, deriving
tight and sound WCET bounds becomes a challenging task. The process, in fact,
requires a deep knowledge not only about the program structure and constraints, but
also the underlying computer architecture and its internal subsystems. A rigourous
methodology becomes necessary to handle the complexity and provide safe WCET esti-
mates. In this Chapter, we present some important results in static WCET analysis.
Section 1 describes the overall analysis flow and its involved phases. Section 2 gives
some basic background regarding static program analysis. In Section 3 we present the
standard data-flow analysis framework. Then, from Section 4 through Section 7 we
review relevant timing analysis results for some hardware components and features.
A description of some WCET analysis tools is provided in Section 8. Finally, the
conclusion is presented in the last section.

1 The Analysis Work Flow
We start this chapter by providing an overview of the static WCET analysis work
flow. The goal of static WCET analysis is to derive a sound and tight WCET
estimate of a program to be run on a particular computer. By sound we mean
that the WCET estimate is always an over-estimation of the actual WCET. A tight
estimate means that the WCET bound is precise and as close as possible to the
real one. To achieve this goal, the WCET analysis applies various techniques that
stem from static program analysis. In general, the analysis consists of several phases,
illustrated in Figure 3.1.

CFG Reconstruction: The typical starting point of a classical WCET analysis
is to reconstruct the program’s control-flow from the machine code, i.e., the binary
code. The control-flow graph (CFG) represents all possible paths the program can
take during its execution. This is necessary for the WCET analysis as it allows to
track the processor’s timing behavior along each of these possible paths. To achieve
this, the machine code has to be parsed and decoded in order to detect branch or
call instructions causing a split of the control-flow. The target address of branches
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Figure 3.1 – General WCET analysis work flow.

and calls can often be determined by simply inspecting the memory layout and the
symbol table of the program. Moreover, this step requires a certain knowledge of the
processor’s instruction set architecture (ISA) and its semantics. Section 2 provides
formal description of the CFG and other concepts related to static analysis.

High-Level Analysis: The CFG serves as representation of the program, this
phase consists of extracting necessary and useful information from it. The information
is related to the behavior of the program and will subsequently be used to bound its
execution time and tighten the WCET estimates. This phase is often carried-out
using a set of data-flow analyses (DFA) for which the framework is described in
Section 3. The collected information usually consists of addresses and flow-facts:
• Addresses: The machine code might not explicitly show the target address of all

branches/calls or the address of data being referenced. In fact, some of them
might be dynamically computed at runtime and thus stored in local registers.
This situation is commonly encountered in calls by pointer where the value of
the pointer is computed depending on certain conditions. Another example is the
switch-case statement of the C language which is usually implemented using a
jump table to determine the target address depending on the case value. Similar
situations can also be found for addresses of referenced data. To determine
addresses, a popular approach is to apply a value range analysis (VRA). The
VRA analysis is a form of DFA which consists of tracking the interval of values
stored in registers at every point of the program. As we will see, both high-level
and low-level analysis are sensitive to the address information. Therefore, the
tightness of the provided results can directly affect the precision of the WCET
analysis as a whole.

• Flow-Facts: Without flow constraints, the CFG will represent an infinity of
possible paths for which the WCET cannot be bounded. Flow-facts represent
information about the control flow of the program that is necessary to compute the
WCET or to make it more precise. Examples of this include loop iteration bounds,
the depth of recursive calls, or the relative bounds which is often used for nested
loops. Some flow-facts can be determined statically through a set of dedicated
DFA analyses that might use the results of the VRA analysis. In the case they
cannot be determined automatically, the user has to provide the information
manually in the form of annotations. Flow-facts can also be used to eliminate
infeasible paths, i.e., those that will never be taken under any circumstances.
There can be different causes leading to infeasible paths, the main one is the
correlation of conditional instructions. An example of this is the existence of paths
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with consecutive contradictory conditions. Studying the relationship between
conditions leading to different paths can help determining infeasible ones. The
immediate benefit is the simplification of the CFG due to the elimination of such
paths and the corresponding dead code which is never executed. The implication
on the WCET analysis is a reduction of the complexity and the increased precision
of the estimates.

Low-Level Analysis: The program itself does not disclose timing information on
it. The worst-case timing behavior of the program is function of both the program
and the processor. In particular, the processor spends a certain number of cycles to
execute each instruction of the program. If all instructions would always execute
in a constant time, then timing analysis would be a trivial problem to solve; one
would just perform a longest path search on the CFG to maximize the number of
instructions that might be part of a program execution. Computer architectures
usually implement several hardware components, each targeting a specific aspect of
performance in an interplay with other components. The execution time of some
instruction is then determined by the timing behavior of the components being
involved, which itself depends on their individual state right before the execution.
This creates timing variations as different states may potentially lead to different
timing behaviors.

These timing variations are essentially caused by timing accidents. Those are
situations leading to an increase of the execution time of some instruction, also
referred to as a timing penalty. An example of this is a cache miss on a load
instruction. The execution time of the load instruction dramatically varies depending
on whether the referenced data is present in the cache. In computer architectures
supporting different levels of caches, the execution time of the load instruction may
take a range of values. The concept also applies to branch miss-predictions, bus
delays, pipeline hazards, and delays related to a DRAM memory refresh.

The goal thus is to derive potential hardware states that may occur during program
execution. This is usually done through a set of data-flow analyses (or similar analyses)
that simulate the program execution and capture its impact on the hardware state.
For each of these hardware components, a dedicated analysis determines the set of
its potential states at each program point. The conservative analysis needs then to
investigate those potential states in order to determine whether there is a potential
timing accident and, if so, associate the corresponding timing penalty. Given this
information, the local worst-case timing of instructions can be derived and annotated
to the CFG.

As different processors may come with different characteristics, it is necessary to
provide an abstract model of the processor. This consists of a description of the
computer architecture on which the analyses can run to conservatively derive the
timing behavior for all instructions of the ISA. This typically includes information
regarding the CPU registers, pipeline stages, memory hierarchy, and how instructions
affect the processor state. The abstract model can be either provided as an input to
the tool, or being part of the tool itself.

The difficulty here resides in the complexity of the computer architecture and the
ability to build a valid and precise abstract model from a, usually, incomplete
documentation. In general, the more complex the computer architecture, the more
difficult it will be to derive a precise worst-case timing behavior for instructions.
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Precisely tracking the complex hardware behavior may be expensive in terms of
computational and space complexity. Abstraction may be used to handle the
complexity, however, the precision loss results in a larger set of potential hardware
states with possible timing accidents. Also, the absence of information regarding
some hardware component may require considering all its possible states to ensure
the soundness. To add more difficulty to the matter, conventional architectures with
complex interactions between hardware components are subject to timing anomalies.
Identifying such situations requires tracking a long execution history, often deeming
the whole process infeasible. Time-predictable architectures address this issue by
imposing some design rules to simplify the behavior of hardware components and
thus eliminate timing anomalies. The absence of timing anomalies suppresses the
need to track the execution history in order to provide sound WCET estimates.
Moreover, the timing composability allows to separately study the timing behavior
of hardware components.

Path Analysis: Once the local WCET is determined for each basic block in the
CFG, this step consists of computing an estimation of the program’s WCET. This is
typically performed using the Implicit Path Enumeration Technique (IPET) [119].
The idea consists of combining flow information obtained from the high-level analysis
with the local WCETs of basic blocks, in order to formulate an integer linear program
(ILP). Each edge of the CFG is associated with (1) a time cost denoted as ĉi
representing the contribution of the basic block to the global WCET, as well as (2)
a count variable, xi, representing the number of times the basic block is executed.
A safe estimation of the program’s WCET is obtained by finding the worst-case
execution path (WCEP) through the annotated CFG. The WCEP is obtained by
performing a longest path search that maximizes the goal function

∑N
i=1 ĉixi, where

N is the total number of basic blocks. Solving the ILP requires expressing a set of flow
equations that take into consideration different constraints. In particular, structural
constraints are those stemming directly from the program’s control flow. For instance,
the equations must verify that the sum of in-flow execution reaching some basic
block is equal to the sum of out-flow execution. Also necessary to formulate and
solve ILP are the loop bounds which are either automatically computed during the
high-level analysis or manually provided by the user. Once the problem is formulated,
the actual solving is typically performed using standalone tools such as CPLEX 1 or
GLPK 2. The result is often provided in the form of CPU cycles.

2 Basic Concepts for Program Static Analysis
In order to formally study and analyze the timing behavior of programs, we first
need to set the theoretical foundations and terminology related to static program
analysis. This section provides formal definitions of most important concepts.

2.1 Control-Flow Graph

In a first step, we view a program as a collection of instructions that execute in some
order. The control-flow graph (CFG) is a fundamental representation of the program

1https://www.ibm.com/fr-fr/analytics/cplex-optimizer
2https://www.gnu.org/software/glpk/
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that determines the execution order of instructions. Very often, program instructions
are organized into straight-line code sequences called the basic blocks.

Definition 1 (Basic-Block) A basic-block (BB) is a maximum sequence of consecu-
tive instructions that has a unique entry point, and a single exit point.

The first instruction of the sequence corresponds to the entry point of the basic block.
This can be the first instruction of a function, the target of a branch instruction,
or a fall-through after a conditional branch. The exit point, on the other hand,
typically consists of a control-transfer instruction that directs the flow of execution
to another basic block. Examples include branch (br, brcf, brnd, brcfnd), call
(call, callnd), and return (ret, retnd) instructions. The call instruction may,
sometimes, not be considered as an exit point of the basic block. For simplicity, we
explicitly end the basic block at call instructions. Also, in some cases the exit point
may not always be a control transfer instruction, and that a basic block may just
fall through its successor.
Given the description above, one can formally model the execution order of basic
blocks by looking at execution flow relations. Using this, we can define a CFG for a
single function, also known as an intra-procedural CFG.

Definition 2 (Control-Flow Graph) The control-flow graph (CFG) of a single func-
tion is a directed graph G = (N,E, r, t). Nodes in N represent basic blocks and
edges in E ⊆ N × N the execution flow. Nodes r and t ∈ N denote unique entry
and exit points respectively. To each node u ∈ N corresponds a program point pu.
Additionally, we define Succs(v) = {u | (v, u) ∈ E}, the set of immediate successors
of v, and Preds(v) = {u | (u, v) ∈ E}, the set of immediate predecessors of v.

In a sense, the CFG represents all possible execution paths, i.e., all possible sequences
of CFG nodes starting from the entry point to the exit point. It is, thus, a convenient
way to represent not only functions but also any substructure such as loops or
conditional statements. Moreover, the information contained in the CFG allows to
perform flow-sensitive analyses intended for program optimization, we cover this
aspect in the next section. Note that the CFG nodes also represent individual
instructions. In this case, additional edges are needed to represent the execution flow
of instructions within the same basic block.

Definition 3 (Path) A path is an ordered sequence of nodes (v1, . . . , vn) such that,
for i < n, all edges (vi, vi+1) are in E. A path π is said to pass through a node u,
denoted by u ∈ π, if ∃ i, 0 < i ≤ n : vi = u. We assume that all nodes are reachable
from the root node r, i.e., there exists a path from r to every node in the CFG, and
that the sink node t is reachable from every node.

Example 2.1 Consider the function F() written in Patmos assembly language
shown in Figure 3.2a. In this example, we build its corresponding CFG illustrated
in Figure 3.2b. The function F() simply performs two function calls one of which
depends on the value of the general purpose register r9. Additionally, r1 and r2 are
used to count the number of branches and calls performed during the execution. The
compiler schedules the instructions and sets the order of basic blocks in the memory
layout. Moreover, the compiler uses branches to direct the flow of execution from
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func F()
BB0:

sres 1
mov r1 = r0
mov r2 = r0
cmpneq p1 = r9, 0x0

(p1) br 0x6 //cond. branch to BB3
(p1) addi r1 = r0, 0x1

nop
BB1:

addi r2 = r0, 0x1
callnd G //non-delayed call

BB2:
sens 1

BB3:
addi r2 = r0, 0x1
callnd H

BB4:
sens 1
ret
sfree 1
nop
nop

(a) Definition of the F() function in the Patmos assem-
bly code assuming a single-issue execution. The labels
on the left represent basic blocks.

r

BB0

BB1

BB2

BB3

BB4

t

(b) The control-flow graph
of the F() function.

Figure 3.2 – Portion of a program in Patmos assembly language and its corresponding
machine code. Each line in the machine code corresponds to a line in the assembly
code.

a basic block to another. The function consists of five basic blocks each of which is
represented by a node in the CFG with identical names.
The basic block BB0 starts with the sres instruction which, also, represents the
function entry point. Consequently, the edge (r,BB0) connects the root node r to
the basic block BB0. The cmpneq instruction compares the content of r9 to the
immediate value 0 and sets the predicate register p1 if the comparison evaluates to
true. The br instruction is a delayed conditional branch with no cache fill that is
executed depending on the value of the predicate register p1. The br has 2 delay
slots, meaning that the CPU can execute up to two more instructions before the
branch actually takes effect. Moreover, the content of r1 is incremented using addi
if the branch is taken. If the branch is not taken, then BB0 falls into BB1. These
two possible executions are represented by two edges (BB0, BB3) and (BB0, BB1)
respectively.
In BB1, a call to the function G() is performed and the r2 is incremented. This call
is non-delayed meaning that the pipeline cannot fetch any more instructions until the
call instruction passes the MEM stage. Therefore, the non-delayed call marks the end
of the current basic block. When the function G() returns, the flow of execution is
directed to the next instruction located right after the call. This instruction is located
in BB2, which itself falls into BB3. We choose to represent the edge (BB1, BB2)
as dashed as the execution flow is transfered indirectly from BB1 to BB2 (due to the
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call).
The edges (BB2, BB3) and (BB0, BB3) reach the basic block BB3 and form a join
point. In this basic block, a function call to H() is performed with an increase in the
r2 register. A dashed edge (BB3, BB4) is then used as explained before. The basic
block BB4, executes until reaching the instruction ret which is a delayed return with
3 delay slots. The compiler schedules instructions in the available delay slots before
the return takes effect. This marks the end of the basic block BB4 and the function
F(). The edge (BB4, t) is then used connects the last node to the tail node.
In this intra-procedural CFG, there are two possible execution paths depending on
whether the branch is taken or not. The path {r,BB0,BB1,BB2,BB3,BB4, t} corre-
sponds to the scenario where the branch is taken. Assuming the called functions do
not alter the contents of registers r1 and r2, these registers hold the values 1 and 2
respectively at the end of the execution. The other possible path {r,BB0,BB3,BB4, t}
represents the scenario with the branch not taken. The contents of r1 and r2
registers then evaluates to 0 and 1 respectively at the end of the execution.

2.2 Loops

Programs spend most of their execution time in loops. They are, therefore, natural
candidates for compiler optimizations and WCET analysis. Considering the CFG
definition, we can identify loops as a non-trivial strongly connected component (SCC)
or trivial SCC with a self-edge.

Definition 4 (Loop) A loop is a set of nodes L ⊆ N forming an SCC subgraph in
the CFG. An edge (u, v) is called an entry edge of a loop L, if u 6∈ L and v ∈ L. The
node v is then called an entry node. We call a loop with a single entry node reducible,
all other loops are irreducible. Similarly, we call a CFG reducible when all its loops
are reducible, the CFG is otherwise irreducible.

Most loop optimization techniques target reducible loops with a single entry node.
Several approaches can be used to identify loops within the CFG. A popular one
relies on dominance-based relationships between the nodes of the CFG.

Definition 5 (Dominance) Let u and v be nodes in the CFG. The node u dominates
the node v if every path from the root node r to v passes through u. The node u
strictly dominates v if u dominates v and u 6= v.

Definition 6 (Post-Dominance) Let u and v be nodes in the CFG. The node u
post-dominates the node v if every path from the node v to the sink node t passes
through u.

Once dominators are found in the CFG, loops can be identified by investigating their
corresponding loop headers (i.e., entry nodes). Loop headers are useful to identify
natural loops.

Definition 7 (Loop Header) A loop header is a node h within a loop such that no
other node in L strictly dominates h. Edges of the form (u, h), u ∈ L, leading to a
loop header are called back edges.
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func H()
BB0:

sres 1
br 0x4 //branch to BB2
addi r1 = r0, 0x9
nop

BB1:
subi r1 = r1, 0x1

BB2:
cmpneq p1 = r1, 0x0

(p1) brnd -0x2 //cond. branch to BB1
BB3:

ret
sfree 1
nop
nop

(a) Definition of the H() function in the Patmos as-
sembly code assuming a single-issue execution.
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BB0

BB1

BB2

BB3

t

(b) The control-flow graph
of the H() function.

Figure 3.3 – Example of a program in the Patmos assembly language and its
corresponding CFG demonstrating the use of a single loop.

Natural loops are reducible loops with a single loop header and one or potentially
several back edges. Each back edge has a corresponding natural loop.

Definition 8 (Natural Loop) A natural loop of the back edge (u, h) is a reducible
loop consisting of the smallest set of nodes L ∈ N that includes the back edge and for
which the only predecessors outside L are those of the header h.

Loops may also be nested. In such a case, their hierarchy in the SCC may be
represented using a loop nesting forest [98] that we do not cover in this section. A
loop that contains no other loop is called an inner loop.

Example 2.2 Consider the function H() written in Patmos assembly language
shown in Figure 3.3a and its corresponding CFG illustrated in Figure 3.3b.
The function simply sets and decrements the content of the register r1 until it reaches
0. The function consists of four basic blocks each of which is represented by a node
in the CFG with an identical name. The CFG is constructed just similarly as in
Example 2.1.
In BB0, the function initializes the content of r1 and performs a delayed branch to
BB2. In BB2, a conditional branch to BB1 is performed based on the result of the
comparison performed by the cmpneq instruction. Then, BB1 falls into BB2 right
after r1 is decremented. This cycle is repeated until r1 evaluates to 0, in which case
BB2 falls through BB3. The function then returns to the caller.
The nodes BB1 and BB2 form a loop body and the edge (BB0,BB2) is its entry edge.
The node BB2 is the loop header as no other node of the loop strictly dominates it (i.e.,
all paths from r to BB1 pass through BB2). Also, BB1 does not post-dominate BB2
as there is a path from BB2 to t that does not pass through BB1 (i.e., {BB2,BB3, t}).
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The loop is also a natural one of the back edge (BB1,BB2). Finally, the node BB3
post-dominates all the nodes of the function as every path from any node to the sink
node t passes through BB3.

2.3 Inter-procedural CFG and Call Graph

In general, a program consists of several functions that call each others to realize
a higher-level computing task. In order to represent the whole program, an inter-
procedural CFG (ICFG) needs to be constructed. The ICFG is a super-graph that
combines intra-procedural CFGs of all program functions using call and return
relations between them. This is done by further introducing two types of edges
representing the call sites and returns. The node with call site is then connected
to the node representing the first basic block of the callee (i.e., the function to be
called). The return edge connects the last basic block of the callee to the successor
of the calling node in the intra-procedural CFG.

Definition 9 (Inter-Procedural CFG) The inter-procedural CFG (ICFG) of a pro-
gram is a directed graph G = (N,E, r, t). The set N is the union of all nodes of
all intra-procedural CFGs of functions of the program. Nodes r and t ∈ N denote
the program unique entry and exit points respectively. The set E is the union of all
edges in all intra-procedural CFGs, extended with the set of call and return edges.
We assume that each call site is associated with a corresponding call instruction. A
Call edge (u, v) connects the calling node u to the node v representing the first basic
block of the callee function. A return edge (g, h) connects the returning node g to the
node h such that h = Succ(u) in the caller’s CFG.

Depending on the analysis problem, it may be sufficient to represent only the call
relations between functions. For this, we use the call graph.

Definition 10 (Call Graph) The Call Graph (CG) of a program is a directed graph
C = (F,A, s). Nodes in F represent functions and edges in A call sites. Node s ∈ F
is the program’s entry point. We assume that each call site is associated with a
corresponding call instruction of the CFG of a function.

The CG can also be used in combination with intra-procedural CFGs to perform
inter-procedural analyses. In this case, analyses operate on individual CFGs to
model the effects of functions and assign summaries to the corresponding edges in
the CG. Moreover, path analysis often operates on the program’s ICFG. In order to
compute the WCET bound, time costs resulting from the execution of basic blocks
are typically assigned to ICFG edges. Assigning costs to a graph results in a weighted
graph.

Definition 11 (Weighted Graph) A weighted control-flow (or call graph) is associated
with a function W : N ∪ E → N (W : A ∪ F → N) to each node and/or edge in the
graph.

Example 2.3 Consider a program consisting of three functions F(), G(), and H().
The functions F() and H() are defined as in the previous examples, whereas G()
consists of a straight-line code with a single call site to H(). In this example, we
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(a) ICFG of a program consisting of functions F(), G()
and H(). Call edges are represented in red, whereas
return edges are in blue.

s

F

G

H

(b) The corresponding CG
of the program.

Figure 3.4 – Example of an ICFG of a program and its corresponding CG.

build the ICFG shown in Figure 3.4a and the corresponding call graph shown in
Figure 3.4b. For the ICFG, we first need to build the individual CFGs of its functions.
We use the already built CFG of F() and H() and make one for G() as shown in
Figure 3.4a. These CFGs are connected using call and return edges to represent call
relations between functions. In our example, F() calls G() in BB01, therefore, the
call edge (BB01,BB10) connects BB01 to BB10 which is the callee’s first basic block.
On the other hand, the return edge (BB11,BB02) connects the returning node BB11
to BB02, which is the immediate successor of the calling node BB01. The same is
observed for call relations G()/H() and F()/H(). In the call graph, each function
of the program (i.e., F(), G() and H()) is represented by a single node. The node
s represents the program entry point which is located in the function F(). Moreover,
each call site is represented using a directed edge from the caller to the callee. For
instance, the function F() calls both the G() and H() functions in two different call
sites. Therefore, each call site is represented by a unique edge.

3 Data-Flow Analysis Frameworks
Data-flow analysis (DFA) is a framework allowing to determine facts or information
about the program without executing it. It was developed by Gary Kildall in 1973 [66].
Later, Cousot and Cousot provided, in their seminal work [30], a semantic foundation
for building analyses in the framework, as well as means to reason about their
correctness. The applicability of abstract interpretation extends data-flow analysis.
Unless explicitly mentioned, we will follow the tradition of data-flow analysis as
presented in [14].
Data-flow analysis is a powerful technique and has been extensively used in compilers
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for program optimization. The usefulness can be illustrated through popular opti-
mization techniques such as register allocation which exploits the results of liveness
analysis. This analysis allows to determine, for each program point, the set of
potentially live variables, i.e., those that might be read before they are written again.
Variables that are not live can be safely eliminated as they do not influence program
results. Other classic optimization techniques based on DFA include constant propa-
gation, and dead code elimination. From a WCET standpoint, DFA frameworks can
be defined to determine the timing behavior of hardware components and programs
using them. We will cover some of these techniques in the subsequent sections.
DFA is based on the observation that the manipulation of data during program
execution has a direct impact on the program state. This includes variables, stack
data, and even low-level components of the computer architecture such as internal
CPU registers, or cache memory. A program execution can thereby be seen as a
sequence of transformations of an abstract program state. In DFA, we statically
simulate and observe how the computer state is transformed along all possible
execution paths, so that assertions could be made regarding particular aspects of the
program at specific program points. Those assertions represent the safe and most
precise approximations that could be obtained for a program point, regardless of the
reaching path.
One of the virtues of DFA is being a framework whose components can be defined to
solve a variety of static analysis problems. A DFA is typically defined by a tuple
A = (D, T,t) where:
D is the abstract domain representing the set of values the informa-

tion can take at any program point.

T : D → D is the transfer function modeling the effect of instructions on the
information.

t : D ×D → D is a join operator applied on domain values to merge information
in program joins.

Together with an (I)CFG an instance of an (inter) intra-procedural DFA can be
formed, yielding a set of data-flow equations. The equations are typically solved
by iteratively applying these functions until a fixed-point is reached [14]. In the
following, we describe in detail the DFA framework and its properties.

3.1 Abstract Domain

The information that could be derived might be very complex to compute, and
tracking it may not be possible due to efficiency and practical considerations. For
instance, tracking the numerical values of variables during a liveness analysis is
irrelevant for the problem and just adds unnecessary complexity to the process. It
is thus important to find a suitable representation of the information that can be
processed efficiently and captures the relevant characteristics of the information that
is to be derived about the program states. This is achieved through abstraction. An
abstraction is merely a representation of the concrete program states with respect
to some particular aspect, potentially dropping, simplifying, or summarizing the
information of the concrete state. By concrete we mean the actual state resulting
from an actual execution on the computer.
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Based on this abstraction, the DFA analysis associates with each program point a
data-flow value representing a particular fact. The set of all possible values that could
be taken is known as the abstract domain that we denote as D. Assuming programs
terminate, the domain in general consists of a finite set of values summarizing all
possible concrete states generated by the program. The nature of the information
depends on the analysis problem. However, since we are interested in formulating
a general framework to handle (large) classes of analyses, the domain values need
to be comparable. Again, the nature of the information and the meaning of the
comparison is problem-dependent. In any case, the domain needs to form a partial
order.

Definition 12 (Partial Order) A partial order on a set S is a binary relation v
over S × S such that:

1. v is reflexive: ∀x ∈ S, x v x.

2. v is transitive: ∀x, y, z ∈ S, x v y and y v z implies x v z.

3. v is anti-symmetric: ∀x, y ∈ S, x v y and y v x implies x = y.

Furthermore, the partial order allows to define the following upper and lower bound
relations. Assuming x ∈ S, and X ⊆ S:
upper bound (ub): x is a ub of X iff ∀x′ ∈ X , x′ v x.

lower bound (lb): x is a lb of X iff ∀x′ ∈ X , x v x′.

least upper bound (lub): x is the lub of X , denoted tX , iff ∀x′ ∈ X , x′ v x,
and ∀x′′ ∈ S such that ∀x′ ∈ X , x′ v x′′, we have
x v x′′.

greatest lower bound (glb): x is the glb of X , denoted uX , iff ∀x′ ∈ X , x v x′,
and ∀x′′ ∈ S such that ∀x′ ∈ X , x′′ v x′, we have
x′′ v x.

The lub is also called the join of the partial order S, whereas the glb is referred to as
the meet. The meet and the join can also operate on individual elements x and y of
the partial order S. These operators are useful for the DFA as they provide means
to merge any pair of information contained in D at join points. Depending on the
analysis problem, either the join, the meet, or both might be required to perform
the merge.
Given the discussion above, we can define the domain D as a lattice.

Definition 13 (Lattice) A lattice L is a partial order where every two elements have
a unique greatest lower bound and least upper bound.

However, in order to guarantee that the join operator exists for every possible subset
of values in L, we need to consider a complete lattice.

Definition 14 (Complete Lattice) A lattice L is complete iff for each subset S of L,
both tS and uS exist in L.
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(a) Domain for constant propagation analysis
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(b) Domain for liveness analysis

Figure 3.5 – Examples of some domains

This means that even the empty and infinite subsets of L must have a lub and a glb
in L. By convention, a particular data-flow value denoted as > is used to represent
the largest greatest element. In that regard, the value > is the lub of all possible
subsets S of L. Conversely, the data-flow value ⊥ is the glb and could be used for
instance to initialize the analysis.

Example 3.1 In Figure 3.5a we illustrate the domain for constant propagation
analysis. The analysis simply consists of determining whether variables are constants,
and if so, track their unique values. The interpretation of the domain is as follows:
The value > represents the absence of knowledge regarding whether the variable is a
constant or not. The variable in this case is considered undefined. If the variable
is deemed constant at a program point, then the corresponding numerical value is
assigned to that point. The value ⊥ means that the variable is certainly not a constant,
which is a different information from the above. In liveness analysis, we determine
the set of potentially live variables at program points. Therefore, the domain in
Figure 3.5b has to represent all possible combinations of sets of variables. Again,
the value > represents the case where no information is known, that is, all variables
might be live. On the other hand, the value ⊥ is interpreted as no variable is live at
this point.

3.2 Transfer Functions

So far, we defined the general mathematical structure to represent information
held in the domain. Now, we need to capture transformations that are induced by
instructions. Transformations to the information depend primarily on the analysis
problem. For instance, liveness information may only be impacted by read and write
operations on variables. Other instructions are completely transparent from the
analysis point of view as they have no implication on the liveness.
Very often, the effect an instruction of the CFG has on the input information depends
on the instruction class it belongs to (e.g., read, write). It is, therefore, convenient
to define a transfer function for instruction classes and map the instructions in the

55



instr i

IN(i)

OUT (i) = T (IN(i))

Figure 3.6 – The transfer function transforms the input information.

CFG to their corresponding instruction class. For simplicity, we will use i to refer
directly to the instruction class of some instruction in the CFG. The impact of the
instruction i on the data-flow value d ∈ D can simply be captured by a transfer
function Ti : D → D in T that changes input value IN(i) = d reaching the instruction
i into output OUT(i) = d′, where d′ ∈ D. This process is illustrated in Figure 3.6.
Another important property of a transfer function is monotonicity, i.e., order preser-
vation. This is often necessary to guarantee the termination of the analysis.

Definition 15 (Monotonic Function) A transfer function T is monotonic iff:

∀x, y ∈ L : x v y ⇒ T (x) v T (y)

3.3 Forming DFA equations

Once a transfer function and a join operator is defined for the domain, one can now
form DFA equations to be solved. Forming DFA equations needs also to take into
consideration the direction of the analysis. In many cases, we want to collect and
propagate the information along the paths according to the execution flow. However,
we might also be interested in gathering information from the future. For instance,
determining whether some variable is live at some program point p depends on
whether the variable may be used in any path starting with p before a definition. We
call a DFA forward if the information flows in the same direction as the control flow,
otherwise, it is called backward. A forward DFA analysis starts at the CFG entry
point. The forward flow direction is modeled through data-flow equations formed
immediately before and after each instruction.

OUT(i) = T (IN(i)) (3.1)

IN(i) =
⊔

p∈Preds(i)

OUT(p) (3.2)

The output information OUT(i) is computed by applying the transfer function to the
input information IN(i). The input information is itself conservatively approximated
using the join operator t over all the predecessors p ∈ Preds(i) of instruction i, as
illustrated in Figure 3.7a. Conversely, a backward DFA analysis starts at the program
exit point and information is propagated in the opposite direction of the flow, i.e.,
from OUT(i) to IN(i). Moreover, the join operates on successors of instruction i
rather than predecessors, as shown in Figure 3.7b.
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instr i

d1d2

T (d1 t d2)T (d1 t d2)

(a) Information merge in forward DFA.

instr i

T (d1 t d2)T (d1 t d2)

d1d2

(b) Information merge in backward DFA.

Figure 3.7 – Direction of the information flow in forward and backward analyses.
Dashed arrows represent the flow of information, while the regular arrows represent
the flow of execution.

IN(i) = T (OUT(i)) (3.3)

OUT(i) =
⊔

s∈Succs(i)

IN(s) (3.4)

Example 3.2 Considering again the example of liveness analysis, we can determine
that the flow of information is backward. A variable v is considered live at a program
point p if there is a use before a definition of v along some path starting at p. A use
implies a read operation (e.g., load) on the variable, whereas a definition is assimilated
to an assignment (e.g., store). We define the Use(i) and Def(i) functions to capture
the set of variables V that have been respectively read and assigned by the instruction
i. Note also that some instructions may perform at the same time a read and an
assignment.

Use(i) =

{
V , if i = read
∅ , otherwise Def(i) =

{
V , if i = assignment
∅ , otherwise

Given the use and def information, we can compute the set of live variables at
program points. Recall that the domain is defined as a lattice representing all possible
combinations of sets of variables existing in the program (see Figure 3.5b). The
transfer function captures the effect of an instruction i on the liveness information
such that: (1) If a variable v is used in i then v is live at IN(i), and (2) if v is live
at OUT(i) and is not included in Def(i) then v is also live at IN(i).

IN(i) = Use(i)
⋃

(OUT(i) \ Def(i)) (3.5)

OUT(i) =
⋃

s∈Succs(i)

IN(s) (3.6)

(3.7)
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Algorithm 1 Example of a work-list algorithm to solve a forward data-flow problem.
1: procedure AnalyzeCFG(G)
2: Let N be the set of nodes in G
3: Let n0 be the entry node in N

4: Let d0 be some data-flow value in D
5: WL := ∅
6:
7: for each node n in N do . Initialize data-flow variables
8: if n = n0 then
9: IN(n) = d0

10: OUT(n) = >
11: WL := WL ∪ n . insert instruction into the work-list
12:
13: while WL 6= ∅ do . process the work-list
14: Get n from WL . get some instruction from the work-list
15: WL := WL \ n . remove the instruction from the work-list
16: if n 6= n0 then . check if OUT information has changed
17: IN(n) =up∈Preds(n)OUT(p) . perform a join operation

18: d = Fi(IN(n)) . apply transfer function on IN information
19: if d 6= OUT(n) then . check if OUT information has changed
20: OUT(n) = d . if so, update OUT information
21: WL := WL ∪ Succs(n) . and insert i successors into the work-list

Moreover, the analysis provides the set of variables that may be live at any path
starting from i. Therefore, the liveness information at OUT(i) is determined as the
union of the information at IN(s) for each successor s ∈ Succs(i). The join operator
t is thus defined as a union ∪ involving domain values at join points.

3.4 Solving DFA equations

Once DFA equations are formed at program points, the next step consists of actually
solving them. By ensuring that the domain is a complete lattice, and that the
transfer functions are monotonic, the existence of a fixed point solution is guaranteed
for the analysis problem. The result expressed by the fixed point represents the fact
that holds for the particular program point, regardless of the chosen execution path.

Definition 16 (Fixed Point) A fixed point of a function T : L → L is value v ∈ L
such that:

T (v) = v

Data-flow analyses can easily be implemented using a work-list algorithm that
iteratively computes data-flow values until a fixed-point is reached. We present in
Algorithm 1, an example of such an implementation strategy for a forward data-flow
analysis.
The algorithm operates on the function’s CFG denoted as G, where N is the set of
nodes in the CFG. Usually, nodes in the CFG represent basic blocks. For simplicity,
we assume that each node represents a single instruction in the function. This has
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1st 2nd 3rd

Point Use Def OUT IN OUT IN OUT IN

6 {c} {} {} {c} {} {c} {} {c}

5 {a} {} {c} {a,c} {a,c} {a,c} {a,c} {a,c}

4 {b} {a} {a,c} {b,c} {a,c} {b,c} {a,c} {b,c}

3 {b,c} {c} {b,c} {b,c} {b,c} {b,c} {b,c} {b,c}

2 {a} {b} {b,c} {a,c} {b,c} {a,c} {b,c} {a,c}

1 {} {a} {a,c} {c} {a,c} {c} {a,c} {c}

(a) Liveness information at program points.

r

a := 01

b := a + 12

c := c + b3

a := b * 24

a < 95

return c6

t

(b) Program CFG.

Figure 3.8 – Example of liveness analysis. Taken from [3].

no implication on the correctness of the results, but it may require more space and
computation time due to the increased number of edges and nodes. In case the
nodes represent basic blocks, transfer functions can also be defined by composing
the sequence of their instructions.
The algorithm consists of two main phases. First, data-flow variables are initialized
for every instruction of the function (l. 7). Depending on the analysis problem, a
particular value d0 ∈ D is assigned to initialize the input information IN(n0) at the
entry node n0. This could be, for instance, > if no information is known at the
function’s entry point. Output information is also assigned a data-flow value that we
denote as >. Every node n for which the OUT(n) information has been initialized is
then put into the work-list WL for processing.
The second phase consists of actually computing the fixed-point solution. The
analysis processes nodes present in the WL, and terminates when the work-list WL
becomes empty (l. 13). The processing order may be different depending on whether
the analysis is forward or backward. In a forward analysis, it is more convenient to
process the nodes of the work-list in a post order as a particular node is visited only
when all its predecessors have been visited. In our case, the entry node n0 will be
picked-up first. Every node that is visited needs to be removed from the work-list.
As the input information for n0 has been initialized (l. 9), there is no need to compute
a data-flow value for it. However, the IN(n) information of other nodes needs to be
computed before applying the transfer function. For this, a join operation needs to
be applied in order to safely merge information potentially reaching a join point. A
temporary data-flow value d is computed by the transfer function, and then compared
to the current OUT(n) information for node n. If the information has changed then
the value d is assigned to OUT(n), and its successors are added to the work-list.
Otherwise, the next node is picked-up from the work-list.

Example 3.3 Consider the CFG shown in Figure 3.8a. In this example, we compute
liveness information at program points as shown in Table 3.8b. For simplicity, we
will refer to statements with their corresponding node number (showen in the left of
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each node). Since the analysis is backward, it is convenient to iterate the CFG from
bottom-up so that the fixed-point is reached faster. Moreover, the analysis is initialized
by assigning OUT(i) and IN(i) of each program point to ∅. The statement in node 6
performs a read operation on the variable {c}. Therefore, the Use(6) function returns
the variable {c} whereas Def(6) returns ∅ as no assignment is performed. As a result,
by applying the equations from Example 3.2 we get OUT(6) = ∅ and IN(6) = {c}.
Similarly, the statement in node 5 performs only a read, this yields Use(5) = {a}
and Def(5) = ∅. The OUT(i) information is computed using the union of the IN(s)
information of each successor s. The node 5 has two successors (i.e., nodes 6 and
2). Given IN(5) = c and IN(2) = ∅ (as not visited yet) we obtain OUT(5) = {c}.
Consequently, the information IN(5) holds the value {a, c}. As node 4 has only one
successor, OUT(4) = IN(5) = {a, c}. However, the corresponding statement performs
both a read on b and an assignment on a. This gives Def(4) = {b} and Use(4) = {a}.
Using these values we obtain IN(4) = {b, c}. Note that the variable a is not live
anymore in IN(4) as it is assigned and not used in the node 4. By following the same
reasoning, we determine that OUT(3) = {b, c} and IN(3) = {b, c}. For node 2, we
determine that IN(2) = {a, c}, which is different than the previous value (i.e., ∅)
used to compute the OUT(5) information. This causes a new iteration of the analysis
which now has to recompute the value IN(5) using the newly obtained OUT(2) value.
The value at IN(5) still evaluates to {a, c}. A third iteration establishes that the
results are stable and that a fixed-point has been reached.

3.5 Intra-procedural and Inter-procedural DFA

A DFA can be either intra-procedural or inter-procedural. In intra-procedural
analysis, only the CFG of individual procedures or functions is considered. Call
relations are ignored and, therefore, no information is propagated along call and
return edges. Depending on the analysis problem, the data-flow values obtained at
program points might not always be precise, sometimes even wrong. To capture the
effects of function calls, the intra-procedural analysis has either to be combined with
an inter-procedural analysis or use approximations that correspond to the side effects
of calls.
Inter-procedural data-flow analysis (IDFA) additionally considers the call relations
between functions. The analysis can run either by considering an ICFG as previously
defined in 2 or by combining the call graph information with functions’ CFGs. In
this case, additional data-flow equations are constructed modeling function calls and
returns [14]. Often these analyses are context-sensitive, i.e., the analyses distinguish
between (bounded) chains of functions calls. Such a chain of nested function calls
is then called a call string (or context string), which defines a calling context that
can be distinguished from other parts of the program calling the same function. Call
strings typically have a length limit. The longer the call strings, the higher the ability
to distinguish different contexts. Consequently, the analysis results are more precise.
Increasing the call string length may also increase the computational complexity
and the required memory footprint, since additional data-flow equations are created
for each context. A call string length of zero corresponds to a context-insensitive
data-flow analysis.
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Figure 3.9 – The evolution of the (actual) cache state depending on memory accesses.
Assuming 2-way set-associative cache with LRU replacement policy. The memory
blocks ’a’, ’b’ and ’d’ map to the cache set s1, whereas ’c’ and ’e’ map to s2.

4 Standard Cache Analyses
One of the most fundamental operations CPUs do is to transfer data from/to the
main memory. However, the gap in terms of speed between the CPU and the memory
circuits dramatically impacts the execution time of programs. Caches are relatively
small and fast memories that attempt to hide long memory latencies. Unfortunately,
the small size and the organization of the cache does not allow to completely eliminate
data transfers to/from the slow main memory. As a result, variations in the execution
time may be introduced due to cache behavior, which need to be accounted for during
WCET analysis. In this section, we review some analysis techniques for traditional
caches. A brief presentation of caches and their organization has been provided in
Chapter 2.Section 2.4.

4.1 Goal and Challenges

In architectures that are free from timing anomalies, it is perfectly safe to ignore
the cache and assume every memory access in the program as a cache miss. While
this would greatly simplify the WCET analysis, it would also ignore any benefits
of caching, causing overly pessimistic WCET estimates. We want to profit from
the performance improvement provided by the cache, while having guarantees with
respect to the worst-case timing behavior of the program. To achieve this, we
need to build a cache analysis that predicts the cache behavior when executing a
particular program. The analysis has to determine cases of cache misses/hits that
may potentially occur during the execution of each basic block. The information
of cache misses/hits can then be used to annotate a program’s CFG so that the
corresponding costs in CPU cycles can be accounted for during the path analysis
phase presented in Section 1.
The outcome of each memory access depends on the cache state, i.e., information
on the cache content prior to the access. Therefore, the cache analysis tracks the
cache states through execution paths and captures the effects of potentially accessed
data elements on the cache state itself. This information is used by the analysis to
determine how often hits and misses occur during the execution of the program.

Example 4.1 Figure 3.9 illustrates an example of a cache state and its evolution
assuming a 2-way set-associative cache with LRU replacement policy. This repre-
sentation of the cache state is concrete as it shows the actual content of the cache.
The initial cache state c1 holds the cache blocks ’a’ and ’b’ in the cache set s1, in
addition to ’c’ and an undetermined cache block denoted as ’?’ both in the cache
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set s2. The memory access to ’a’ is a hit since the information on the cache state
c1 shows the presence of the memory block in the cache. On the other hand, the
access to ’d’ is determined as a miss since the memory block is not in the cache as
shown by the cache state c2. That being said, precisely predicting the behavior of the
cache can be challenging in many cases. In order to determine whether a particular
access is a hit or miss, the information regarding both the access address and the
cache state need to be precise. The access to the memory block ’e’ can either be a hit
or miss because the cache state c3 is not precise regarding the content of the cache
set s2. The cache block ’?’ may hold either ’e’ or any other memory block mapped
to the same cache set. However, the cache state c4 can still be determined precisely.
When the accessed memory block is not known, a set of possible cache states have to
be considered as a result. For instance, if the accessed memory block is mapped to
s1 this causes that memory block to be put in the first position and ’a’ to be evicted.
However, if the accessed address is mapped to s2 then ’c’ is to be evicted. Therefore,
not knowing the address can lead to pessimistic results.

Cache hit/miss classification: We cover in Section 4.2 a DFA-based analysis for
LRU cache that attempts to classify memory accesses into two categories: Always
Miss or Always Hit. Cache states are tracked using an abstract cache state (ACS)
representation as a domain. The ACS allows to summarize and efficiently track
the cache states resulting from possible execution paths. The transfer functions are
sensitive to load and store instructions.

Possible issues: A precise cache analysis has to address further issues that may
cause the determination of hits and misses unclear. These issues are often related to:

• Control-flow joins: Combining two cache states with different contents at join
points can lead to less precision. A simple example is when a memory block
is cached in one cache state but not in the other. The resulting cache state is
not known whether it holds the memory block anymore. This means that if the
memory block is accessed again later it won’t be clear if it will be a hit or a miss.
Unfeasible path elimination can reduce the number of paths that can never be
taken which may enhance the precision of the cache states.

• Access addresses: When the access address is not known, it is not only hard to
determine its outcome (hit/miss), it may also not be possible to precisely compute
its implication of the cache state (see the transition from c4 to c5 in Example 4.1).
Practically, instruction cache analyses are less concerned with this issue since
addresses are statically known. Data cache analyses, on the other hand, are
particularly sensitive to this [123] as load and store instructions may access to
multiple locations of the memory. We do not cover the techniques to enhance the
precision of address information in this section.

• Execution context: Instructions involving memory accesses may, in some situations,
exhibit a different timing behavior depending on the calling context. This is
typically the case for loops and functions called from different locations of the
program. Ignoring the execution context can provide very pessimistic information
to the analysis. While function calls can be traditionally dealt with using context
sensitivity on the ICFG, loop structures are very common and need approaches
with a good complexity/precision trade-off. We mention some techniques that
help with such situations in Section 4.3.
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Content {a} {b, d} {} {f}

Figure 3.10 – Example of an ACS content assuming a cache of associativity 4.

• Task preemptions: In preemptive task models, a preempting task may alter the
cache state left by the preempted task. The cache analysis has to determine how
preemptions impact the cache behavior when the preempted task is resumed. This
aspect is further discussed in Section 4.4.

Most of the work on cache analysis addresses those issues assuming the LRU replace-
ment policy. We review in the following some seminal results.

4.2 Cache Analysis Based On Access Classification

Ferdinand et al. proposed a DFA-based cache analysis [44, 45] which attempts to
classify each memory access into one of the two categories: always hit (AH) to
indicate that an access is a guaranteed hit, or always miss (AM) for a guaranteed
miss. Intuitively, classifying accesses as such may be done through the investigation
of the actual cache content, also known as the concrete cache state, on every possible
path leading to a program point. However, since the number of paths may grow
exponentially depending on the program’s CFG, this may cause the analysis to not
scale well. Instead, the classifying analysis defines an abstract cache state (ACS)
that represents a set of CCSs resulting from possible executions.

Abstract Domain: The ACS associates each potentially accessed memory
block with an age that corresponds to its position in the cache. Let MBl

be the set of memory blocks that are mapped to some cache set l. The age
some memory block b ∈ MBl can take is a natural number within the range
[0, . . . , A − 1], where A is the associativity of the cache. The memory block
b is assigned the youngest age 0 when b is accessed, whereas the age A − 1
represents the last position in the cache set l before possible eviction. When b
is evicted, it is simply removed from the ACS. The ACS of the cache set l can
be expressed as follows:

ACS =MBl × [0, . . . , A− 1] (3.8)

A representation of the ACS is illustrated in Figure 3.10. Memory blocks in
MBl that are visible in the ACS are cached, others are not cached. For a
complete representation, the ACS combines the abstract state related to its
individual cache sets. This constitutes the domain for the data-flow analyses.
The value > represents the set of all possible CCS. The value ⊥, on the other
hand, represents the empty set of CSS indicating that the program point has
not yet been visited by the analysis.

The idea then will consist of tracking, at each program point, the minimum and
maximum age for all potentially accessed memory blocks. The minimum age results
from an optimistic execution scenario, that is, no other path leading to the program
point can result in a younger age. Given this information, it is possible to detect
memory accesses where a cache miss will always occur. It suffices to check the
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minimum age at the program point prior to a memory access. If the minimum age is
larger than A− 1, then all executions of the memory access are guaranteed misses
and can be classified as AM. Conversely, the maximum age represents a pessimistic
scenario where a greater age cannot be obtained for any concrete execution. Therefore,
if the maximum age is smaller or equal to A− 1 the access is a hit, and shall thus be
classified as AH. The memory access is classified as NC, for not classified, if it can
neither be classified as AH or AM (i.e., maximum age is > A− 1 and the minimum
age is < A− 1).
The above classification gives rise to two data-flow analysis problems commonly
known as the may analysis and the must analysis. They are both forward and
typically operate on the program’s ICFG with context sensitivity.

Must Analysis: The must analysis computes the maximum ages and detects
AH accesses. The join operator performs an intersection between the ACSs
reaching the join point and simply selects the maximum ages of memory blocks.
Assuming c1 and c2 ∈ ACS the join operator tMUST is given as follows:

c1 tMUST c2 = {(u, a)|∃(u, a1) ∈ c1, (u, a2) ∈ c2 : a = max(a1, a2)}

The transfer function is only sensitive to memory accessing instructions. More-
over, accesses to non-conflicting memory blocks do not alter the state c ∈ ACS
related to the cache set l. When a memory block u is being accessed, the
age of each conflicting block needs to be computed using the update function
updateMUST . A simplified version of the transfer function Tmust is given as
follows:

Tmust(c, i) =

{
c , if MBl(i) = ∅⊔
u∈MBl(i)

updateMUST (c, u) , otherwise

The update is performed using the ageMUST function which computes the ages
of u and the conflicting memory blocks ∀v ∈MBl based on their relative ages
prior to the access (contained in c ∈ ACS). There can only be three different
cases: (1) the accessed memory block u is v itself in which case v gets the
youngest age 0, (2) u is younger than v which has no implication on the age of
v, and (3) u is older than v which requires the age of v to be incremented as a
result of moving u to the first position. Moreover, the memory blocks with an
age > s are evicted from c.

updateMUST (c, u) = {(v, a)|v ∈MBl : a = ageMUST (c, u, v)}

ageMUST (c, u, v) =


0 , if u = v
age(c, v) , if age(c, v) ≥ age(c, u)
age(c, v) + 1 , if age(c, v) < age(c, u)

The analysis is initialized by assigning > to the program entry point (if the
initial cache state is not known), and ⊥ to all others.
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May
Point IN OUT

1 {} {(a, 0)}
2 {(a, 0)} {(b, 0), (a, 1)}
3 {(b, 0), (a, 1)} {(c, 0), (b, 1), (a, 2)}
4 {(b, 0), (a, 1)} {(b, 0), (a, 1)}
5 {(b, 0), (c, 0), (a, 1)} {(a, 0), (b, 1), (c, 1)}

(a) May analysis results at program points.

Must
Point IN OUT

1 {} {(a, 0)}
2 {(a, 0)} {(b, 0), (a, 1)}
3 {(b, 0), (a, 1)} {(c, 0), (b, 1), (a, 2)}
4 {(b, 0), (a, 1)} {(b, 0), (a, 1)}
5 {(b, 1), (a, 2)} {(a, 0), (b, 2)}

(b) Must analysis results at program points.

r

lwc a1

lwc b2

lwc c3subi4

lwc a5

t

(c) Program CFG with
memory accesses.

Figure 3.11 – Example of May and Must analyses.

May Analysis: The may analysis defines a similar transfer function and join
operator to compute the minimum ages of memory blocks. The join operator
selects the minimum ages of memory blocks at join points.

c1 tMAY c2 = {(u, a)|∃(u, a1) ∈ c1, (u, a2) ∈ c2 : a = min(a1, a2)}

Additionally, the may update function updateMAY relies on the ageMAY function,
defined here below, to compute the ages of conflicting memory blocks (i.e.,
those mapped to the same cache set) due to a memory access. Also, memory
block with ages > A− 1 are evicted from the cache state.

ageMAY (c, u, v) =


0 , if u = v
age(c, v) , if age(c, v) > age(c, u)
age(c, v) + 1 , if age(c, v) ≤ age(c, u)

Example 4.2 Consider the CFG in Figure 3.11c. In this example, we perform May
and Must cache analyses as shown in Table 3.11a and Table 3.11b respectively. Both
analyses start with an empty abstract cache state. In the node 1, the memory block
’a’ is referenced. By applying the Tmay transfer function to the IN(1) information, we
obtain OUT(1) = {(a, 0)} which associates the age 0 to the memory block ’a’. The
information OUT(1) is passed to IN(2) on which we apply the Tmay transfer function.
The memory block ’b’ is referenced in node 2, this yields the value OUT(2) =
{(b, 0), (a, 1)} as ’b’ was not present in the cache state. Accessing ’b’ increases the
age of ’a’ by 1. The value OUT(2) is then propagated to its two successors (i.e., nodes
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3 and 4). By applying the same reasoning, we obtain the information OUT(3) =
{(c, 0), (b, 1), (a, 2)} as ’c’ is referenced in node 3. The OUT(4) information remains
the same as no memory access is performed at node 4. At control-flow joins, the
analysis performs the tMAY operator which selects the minimum ages of both cache
states. This yields the information IN(5) = {(a, 0), (b, 1), (c, 1)}. The memory block
’a’ is again referenced at node 5. However, this does not change the cache state as the
age of ’a’ was 0 at IN(5). The must analysis results in similar information except
for the IN(5) information where the join occurs and OUT(5). This is because the
tMUST selects the maximum ages of the referenced caches blocks in the cache state.
This, therefore, yields IN(5) = {(b, 1), (a, 2)}. The value OUT(5) = {(a, 0), (b, 1)} is
obtained by updating the age of ’a’ to 0 as it is referenced in node 5.

Note that the must analysis is crucial for WCET analysis as it allows to detect
accesses with AH classification. In the absence of timing anomalies, the may analysis
is not mandatory for the WCET analysis process. However, it is used to obtain precise
BCET bounds, and perform related optimizations. Memory access classifications
can be easily translated into timing costs. The AH classification usually requires
no costs, whereas accesses classified as AM has to account for CPU cycles spent
on the interaction with the main memory. Since the WCET analysis has to be
conservative, an NC classification counts as an AM (always assuming the absence of
timing anomalies). In that regard, the cost of uncertainties is considered as high as
a miss.

4.3 Improving Precision in Loops

Many memory accesses can still be classified as NC. Often, the may and must analyses
do not provide conclusive results in situations where executions of the same memory
access may exhibit different timing behaviors. A typical case of this includes loop
structures. Intuitively, the first iteration in a loop allows to load accessed memory
blocks into the cache, while the next ones profit from the hits. The problem with
the loop structure is the must join operator tMUST that conservatively merges ACS
information of edges reaching the loop header, i.e., join point between the loop’s
back edge and the edge reaching the loop from outside. When the merge occurs,
the intersection removes any cache block that were not accessed before the loop.
This makes any potential access to memory blocks from within the loop forgotten.
Another possible side effect is the eviction of the cache block prior to the loop. There
exist essentially two approaches to handle this situation:

Virtual Inlining and Virtual Unrolling (VIVU): This technique [81] simply
consists of peeling the first iterations off the loop and applying analyses just as
before. Assuming the ACS is empty when entering the loop, the first access to the
memory blocks during the first iterations will result in AM classification. However,
the resulting ACS reaching the loop header contains updated age information that
accounts for the performed accesses with, potentially, a reduced maximum age.
When propagated to the loop with the remaining iterations, the updated cache state
might help classifying those accesses as AH. The unrolling could be applied as many
times to classify as much accesses as possible. In this case, each unrolled iteration
represents a context.
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Persistence Analysis: The idea of this approach is to bound the number of cache
misses to occur within some scope, i.e., a region of the program such as a loop or a
function. A block is said to be persistent within that scope if it remains in the cache
once loaded. Therefore, as long as the execution stays in the scope, at most one
cache miss needs to be considered for each referenced memory block. There exist two
main variants of persistence analysis. The first one is based on DFA and was first
introduced by Ferdinand et al. [45], and later corrected by Huynh et al. [61]. This
variant is very similar to the classifying analysis except with a slight modification of
the ACS; The range of considered ages is extended to [0, . . . , A] such that evicted
memory blocks take the maximum age A. This is vital in order to distinguish misses
due to eviction from those due to the first access. Using the transfer function and
the join operator of the access classification analysis, the determination of persistent
memory blocks is simple. At the end of a scope, the memory blocks with the age A
are considered non-persistent. For loops, the persistent ACS will prevent the join
operator from forgetting any potential access to memory blocks from within. Another
approach, commonly called scope-based analysis, has been proposed by Huynh et
al. [61]. Instead of tracking ages, the analysis collects, for each referenced memory
block, the conflicting referenced blocks in the loop. The memory block is considered
persistent if the number of conflicting memory blocks fits into the cache set.
Note that the two approaches are not comparable. This means that there exist some
situations where the VIVU approach will be able to classify memory accesses that
the persistence analysis variants will not be able to, and vise-versa. Intuitively, the
advantage of persistence analysis is that it may yield a better precision/complexity
trade-off compared to VIVU. In complex loop structures involving nested loops,
applying VIVU is likely to create many execution contexts leading to an accelerating
increase of complexity.

4.4 Preemption Costs

So far, the analyses we mentioned assume a straight execution of programs. In
preemptive scheduling, a running task can be preempted by a higher priority task.
While preemptions allow, in general, a better system schedulability, they may induce
some time penalties that need to be accounted for. The majority of those penalties
are caused by additional cache misses experienced by the preempted task, due to
memory accesses in the preempting task. The additional execution time related
to those cache misses is commonly known as the cache-related preemption delay
(CRPD).
The computation of the CRPD in conventional caches is based on the notion of
Useful Cache Blocks (UCBs). Some memory block b is called a UCB at program
point p if, (1) b may be cached at p, and (2) b may be reused in another program
point q that may be reached from p without being evicted. Liu et al. [70] use UCBs
to tighten the WCET estimation. First, the number of UCBs at all execution points
are calculated using data-flow analysis. Then for all tasks, a preemption cost table is
constructed that defines the preemption cost at each point, which depends on the
number of UCBs and on the worst-case visit count of each point. Based on this table
and using integer linear programming, the worst-case preemption delay of a task is
calculated. the notion of definitely-cached UCB (DC-UCB) was later introduced in
[16] to detect cache misses that are included in the CRPD bound as well as in the
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WCET bound. It was shown that this approach gives safe CRPDs, when combined
with an upper bound of the WCET. The results show significant improvements over
the original approach based on UCBs [70].
Also part of the preemption cost is the time spent on context switch operations, i.e.,
saving/restoring internal CPU registers. Prior work investigated the use of hardware
support to optimize context switching. Tune et al. [122] and Mische et al. [85]
introduce hardware support to optimize the context switching in real-time systems,
but at the register file level. For instance, Tune et al. [122] use dedicated hardware
for scheduling threads in an SMT-based processor. The hardware scheduler is also
able to save/restore the registers of a thread to a special on-chip memory, the Thread
Control Block (TCB). The TCB requires two separate ports, in order to eliminate
any interference from parallel accesses to the TCB from the running program and
the hardware scheduler. Other work, such as [114], optimize the average cost of
context switching, but due to lacking predictability these methods are unsuited for
real-time systems.

5 Stack Cache Analyses
Now we review existing approaches to analyze the timing behavior of the stack cache.
The stack cache is dedicated to stack data, and is implemented as a simple ring
buffer (a detailed description of its behavior and structure is provided in Chapter 2).
From a timing analysis standpoint, the stack cache is intended to reduce execution
time variations induced by the conventional data cache, while still being simpler to
analyze. A considerable advantage for the stack cache is that it does not rely on
addresses. Additionally, all its accesses are guaranteed hits and data transfers are
performed only at specific program locations controlled by the compiler. Only two
stack control instructions that may initiate memory transfers depending on the cache
occupancy (i.e., Occ = MT− ST):

sres k: Issues a spilling of cache blocks if the resulting occupancy due to the
reserve exceeds the stack cache size (i.e., Occ+ k > |SC|).

sens k: Fills the stack cache with cache blocks if the occupancy at the ensure
instruction is strictly less that the function frame size (i.e., Occ < k).

The worst-case (timing) behavior of these instructions only depends on the worst-
case spilling and filling of sres and sens respectively, which can be bounded by
computing the maximum and minimum cache occupancy [63].

Example 5.1 Figure 3.12 shows the worst-case spilling or filling to occur given
a sequence of stack cache control instructions. We assume that the minimum and
maximum occupancy at cache state c1 is equal to 1 and 3 respectively. The sres 2
reserves 2 cache blocks, which may cause a spilling if Occ+k > |SC|. The (concrete)
occupancy level is comprised in the range defined by the occupancy bounds at c1.
Therefore, by considering the maximum occupancy we predict that the worst-case
case spilling to occur is equal to 1 cache block. The sfree 2 reduces by 2 both the
minimum and maximum occupancy but does not induce any memory transfers. The
resulting minimum and maximum occupancy at c3 is respectively 1 and 2. The sens
1 ensures that the occupancy level is at least equal to 1. No transfers are issued

68



〈1, 3〉
c1

0

〈3, 4〉
c2

� 1

〈1, 2〉
c3

0

〈1, 2〉
c4

0

〈0, 1〉
c5

0

〈3, 3〉
c6

� 2

sres 2 sfree 2 sens 1 sfree 1 sens 3

Figure 3.12 – Worst-case spilling/filling depending on max/min occupancy. The
number N above the cache state indicates the number of cache blocks filled �,
or spilled �. The pair 〈m,n〉 below the cache state indicates the current min.
occupancy m and the max. occupancy n. ( ) blocks represent max. occupancy and
( ) blocks represent min. occupancy.

since the minimum occupancy is equal to 1. The sfree 1 yields a minimum and
maximum occupancy at c5 of 0 and 1 respectively. The sens 3 issues a filling of 3
cache blocks as the minimum occupancy was equal to 0.

The stack cache is also concerned with some of the issues described in Section 4.1 (i.e.,
control-flow joins, execution context, and task preemption). However, in comparison
to analyses on conventional caches, the information to track for the stack cache
analysis is much simpler. In conventional caches, the analysis needs to track the
minimum and maximum ages for all memory blocks referenced in the program. The
stack cache analysis merely tracks minimum and maximum occupancy bounds.
Two stack cache timing analyses have been proposed so far, both rely on different
approaches to track the occupancy bounds.

Inter-procedural DFA-based Analysis (IDFA): Tracks occupancy bounds ex-
clusively based on an inter-procedural DFA performed on the program’s ICFG [118].

Standard Stack Cache Analysis (SCA): Breaks down the problem into smaller
steps and combines information from both intra-procedural DFA-based analyses
and analyses on the call graph [63].

This section briefly presents these two approaches, more details with examples are
provided in Chapter 5.

5.1 Inter-procedural DFA-based Analysis

The domain of the IDFA-based approach are positive integer values inD = {0, . . . , |SC|},
where |SC| represents the stack cache’s size. Since both, the minimum and the
maximum occupancy are needed, two analysis problems have to be defined. We
mention here only the maximum occupancy analysis (for full description refer to
Chapter 5). The analysis starts at the program entry, where the occupancy is
assumed to be 0. It then propagates occupancy values along all execution paths of
the program, while considering the effect of the instructions along the path. Only
the stack control instructions (see Section 2.4 of Chapter 2) can have an impact: (1)
sres instructions increase occupancy by their argument k, (2) sens instructions
make sure that the occupancy is larger than k, and (3) sfree instructions reduce
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the occupancy by k. The resulting data-flow equations for an instruction i are given
below:

OUTOcc(i) =


min(INOcc(i) + k, |SC|) if i = sres k
max(INOcc(i), k) if i = sens k
max(0, INOcc(i)− k) if i = sfree k
INOcc(i) otherwise

The occupancy right before an instruction (due to control-flow joins) is derived by
taking the maximum occupancy from any of its predecessors (Preds), except for the
program’s entry. In the case of inter-procedurual analysis, predecessors can also be
calls or returns from other functions:

INOcc(i) =

{
0 if i = entry

maxs∈Preds(i)(OUTOcc(s)) otherwise

The analysis is initialized by assigning the value 0 to the program entry point (i.e.,
INOcc(entry)) and also to all the OUTOcc(i) values in the ICFG. Context sensitivity
can easily be ensured by adding context information to the data-flow equations of
the respective instructions.
This model is also implemented in Absint’s aiT timing analyzer tool [118], however,
we find the minimum occupancy analysis to be incorrect (see Chapter 5).

5.2 Standard Stack Cache Analysis

The stack cache analysis (SCA) [63] relies on similar DFA analyses. However, instead
of a single, large inter-procedural DFA, several smaller function-local analyses are
used. The impact of other functions at function calls in these DFAs are modeled
through minimum and maximum displacement values, which represent the mini-
mum/maximum amount of data potentially evicted from the the stack cache during
a function call. Displacement values are computed by performing shortest/longest
path search on a program’s call graph whose weights represent the reserved stack
space k. Complex context-sensitive analysis can thus be avoided.
The analysis is based on the observation that the occupancy at any instruction within
a function can be computed from the occupancy at the function’s entry and the
displacement of all the potential function calls on any path leading to the particular
instruction. The minimum occupancy thus can be computed by considering the
initial minimum occupancy and the maximum displacement. Likewise, the minimum
displacement allows to derive the maximum occupancy.
The program is thus analyzed in several steps. First, the minimum and maximum
displacement of each function is computed using longest/shortest path searches on a
weighted call graph. Next, local DFAs are performed to compute local lower and
local upper bounds on the minimum and maximum occupancy within each function
assuming a stack cache that is full at function entry. Finally, the concrete occupancy
bounds are computed for each function considering the occupancy bounds at its
respective callers and the previously computed local occupancy bounds. The final
phase can deliver fully context-sensitive information, if so desired.
This analysis was implemented and validated against run-time measurements in [12].
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Figure 3.13 – Example of a program and its corresponding scope graph.

6 Method Cache Analysis
Huber et al. presented a scope-based method cache analysis [59], which is based
on persistence analysis from standard caches [61]. The goal of the analysis is to
determine, for each code block b, a set of conflict-free scopes (program portions) S(b)
such that: (1) every access to b is performed in at least one scope S ∈ S(b) and
(2) all accesses to b within a scope S exhibit at most one cache miss. The number
of cache misses of a memory block b can be bounded by the sum of the execution
frequencies of all the scopes in S(b). The process of finding the conflict-free scopes
leaves out some essential details (e.g., formal definitions, how recursions are handled,
examples). We try, nevertheless, to summarize our understanding of the approach
and the steps involved.
The analysis starts by building a scope graph. The scope graph G is an acyclic and
hierarchical flow-graph of the program, whose nodes can be either a function, a call
site, or a loop. Intuitively, each node represents a set of instruction sequences, each
of which, represents one possible execution of the program fragment covered by the
corresponding scope. Moreover, the set of instruction sequences represented by a
child node is included in one of instruction sequences represented by its parent. In
that regard, the root node represents all the possible executions of the program.
A leaf node represents the set of the instruction sequences resulting from possible
executions of the corresponding program portion (i.e., function or loop).
Then, for each scope node N of G, an access graph is constructed and associated
with memory accesses that occur within the scope. The access graph is used to
model memory accesses that are performed within the scope node N . Additionally,
this representation later is used to detect potential conflicts inside a scope.

Example 6.1 Consider the ICFG of a program shown in Figure 3.13a. Figure 3.13b

71



shows the resulting scope graph of the program. The nodes represent (1) the three
functions of the program (i.e., F(), G() and H()), (2) call sites (cs1, cs2, and cs3)
as well as (3) a loop located in the function H() (i.e., l1). The function F() is the
program entry function, therefore, it is a child of the root node r that represents all
possible executions of the program. The function F() calls G() and H() at dedicated
call sites. Consequently, the scope A has two children cs1 and cs2 each of which has
a child that corresponds to the callee (G and H respectively). Similarly, the function
G() calls H() in the call site cs3. The node H is thus a child of both cs2 and cs3
nodes. Finally, the loop l1 is located in function H(). The corresponding scope node
of l1 is then a child of node H.

The first scopes directly provided by the scope nodes might be conflicting. The
conflict detection is performed by traversing the scope graph G from the leaf-nodes
upwards. For each scope node N check whether N is conflict-free with respect to all
code blocks accessed within the scope. For the method cache, a conflict-free scope is
defined as follows:

Definition 17 (Conflict-Free Scope) A scope node N is conflict-free with respect
to all the code blocks accessed within the scope if (1) the number of code blocks fit
into the cache’s associativity and (2) the total size of code blocks does not exceed the
method cache size.

In the case a scope is conflicting, it is decomposed into a set of conflict-free single-entry
regions. Each of the regions becomes a scope satisfying the conflict-free conditions.
For any code block b in a scope S, the scope is stored in S(b). To achieve this, the
access graph is traversed in topological order while collecting visited code blocks
in a region of the access graph of function or loop representing a seed scope. If
including accessed code blocks in the seed scope is conflicting with respect to the
aforementioned conditions, then the seed scope is split and a new seed scope is
explored. The seed scopes continue to grow according to the conditions above until
all nodes of the access graph are visited. Note that function calls imply that all code
blocks of a function are added to a seed scope, i.e., the function’s scope is merged
into the seed scope.
Once the set of conflict-free scopes is determined, they can easily be integrated in
IPET to bound the maximum number of cache misses. Accounting for cache miss
costs is done similarly to the classical persistence analysis. Each conflict-free scope of
a code block b is associated with a variable representing the number of cache misses,
which is bounded by the scope execution count and the code block’s execution count.
With respect to the description above, we notice the following remarks. First, it is
not clear how the analysis handles recursive functions. In its current version, the
analysis does not allow to merge scopes of a called function into multiple seed scopes.
Therefore, each call of the same function may cause unnecessary cache misses to be
accounted for. Moreover, the evaluation performed in the paper does not allow to
draw a conclusive picture regarding the effectiveness of the approach. If the cache
analysis itself was run on programs’ CFGs, the path analysis through IPET was fed
by the execution path observed during an execution of the programs. This, in fact,
does not allow to account for the effects the analysis may have on the determination
of the WCEP.
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7 WCET Analysis with Predication
Predication is a challenge for tight WCET analysis. A predicated instruction is
executed only if the predicate evaluates to true. This has an implication on the
hardware state of almost all the CPU internal components. WCET analysis tools
such as aiT or Otawa ignore the predicates. They are not considered in cache analysis,
pipeline analysis, nor VRA for address analysis. This may lead to overly pessimistic
results as each analysis needs to consider the worst-case of both possibilities. How
this is then handled in other applications?
Predicated computer architectures received considerable attention in the 1990s with
the development of VLIW and EPIC architectures that tried to exploit instruction-
level parallelism through static compilation techniques rather than hardware [47].
Various compiler optimizations have been developed targeting the transformation
of regular code into predicated code [93, 117] and the optimization of predicated
code [39, 113]. A common problem for these optimizations is the need to understand
the relations between predicates [62, 112], i.e., which predicates can be live at the
same time. The underlying machine code may evolve through optimizations in the
compiler, which might require these analyses to be performed multiple times. The
analyses thus need to be fast and only reason about predicate relations that can be
deduced from the structural relations between predicates. Information on the actual
conditions, e.g., the tested values, are not captured. The work might help to reduce
some of the overhead induced by useless code duplications. The techniques are, in
addition, concerned with the analysis of the predicates themselves and do not allow
to obtain other analysis results.
Hu [58] addressed this issue by refining the semantics of predicated code and redefining
several typical concepts used in compilers/static analyzers (e.g., dominance and data
dependencies). She also showed how predicate-aware data-flow analysis can be
realized using the example of reaching definitions. Similar techniques could be
applied to many other analysis techniques, including those used in typical WCET
analyzers. However, this would require a considerable engineering effort in order to
adapt all existing analyses accordingly.

8 Existing Static WCET Analysis Tools
Many commercial and research tools for WCET analysis have been proposed during
the last couple of decades. In the context of this work we only focus on static program
analysis tools, which provide safe WCET bounds. In this section, we present some
of them.

AbsInt’s aiT: is a well-established commercial tool [43], which, for instance, has
been used during the certification of the latest Airbus airplanes [115]. AbsInt’s
tool provides all ingredients of a typical WCET analysis: CFG reconstruction,
value-range analysis, low-level analysis (pipeline, caches), as well as a path analysis
through IPET. For caches, aiT implements standard cache analysis for LRU but also
for non-LRU replacement policies such as Pseudo-LRU and Pseudo-Round Robin.
Analysis of an LRU cache is based on both a classifying and a persistence analysis.
The tool also supports a CRPD analysis based on the notion of UCBs in order
to bound the number of cache misses due to preemption. For the stack cache, an
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Figure 3.14 – Visual feedback generated by the OTAWA analysis tool.

occupancy analysis has been proposed in [118] (see Section 5). We find this analysis
to be incorrect and propose a fix in Chapter 5. Cache analysis results are then used
in combination with the pipeline analysis that assigns an execution time bound to
each basic block of the CFG depending on the context. aiT also uses the prediction
file for ILP analysis. The technique consists of building a global state graph for the
possible hardware states and solve the ILP by finding the worst-case path through
the graph. This allows to exclude paths that are architecturally-infeasible yielding
more precise WCET bounds. However, the graph to analyze can be extremely
large depending on the architecture. The Absint tool provides visual feedback to
engineers showing the WCET bound and the WCEP. For each function of the
program it is indicated whether the function is on the WCEP or not. Additionally,
the local and cumulative contribution of the function (and its basic blocks) to the
WCET bound can be visualized in the form of a graph similar to that of Figure 3.14.
The WCEP can also be exported holding the disclosed information regarding the
timing contribution.

Otawa: is a research tool [18] for WCET analysis that is developed and maintained
by the TRACES team of the University of Toulouse, France. Otawa is essentially a
generic framework consisting of a set of C++ classes allowing the implementation
of static analyses related to WCET analysis. The tool is made in the intention of
making the analyses independent from the hardware and its ISA. Besides this aspect,
Otawa employs mainly the same analysis flow and comes with similar features than
those of AbsInt’s tool. Control-flow information can be obtained either through
different flow analyses or by manually providing them in a flow facts file. Moreover,
the oRange tool [22] can be used complementarily with Otawa for high-level analysis
in order to determine flow facts and loop bounds. For the low-level analysis, Otawa
provides the classical LRU cache analysis (both for data and instructions), a pipeline
analysis, as well as a dynamic branch predictor analysis. Otawa can provide a visual
feedback regarding the contribution of functions to the WCET (see Figure 3.14).
Both tools additionally may provide cycle counts and execution frequencies of code
fragments (basic blocks) along the WCEP. Otawa supports a range of computer
architectures based, for instance, on ARM and Power PC cores. To the best of our
knowledge, no support of a time-predictable processor is yet proposed, therefore no
predictable cache analyses have been implemented yet in Otawa.

Chronos: is an open source tool [74] for WCET analysis from the National
University of Singapore. Again, the general analysis flow is very similar to that
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of Otawa and aiT. The analyzer operates on the program binary and first tries to
extract its CFG. Then, a control-flow analysis is performed in order to collect flow
information and compute loop bounds. In case the analysis is unable to find such
information, the user can manually provide loop bounds through annotations, or
designate infeasible paths. The tool then performs the processor behavior analysis
using an abstract configurable model. Chronos implements the classical instruction
cache analysis, an out-of-order pipeline analysis, and a dynamic branch prediction
analysis. Due to the potential presence of timing anomalies, the tool provides means
to handle the complexity through a technique that avoids enumerating all possible
schedule cases [75]. Once execution time bounds are determined for each basic
block, an ILP problem is formulated using the flow information provided earlier.
A solver then is invoked in order to determine the WCEP corresponding to the
WCET.

Heptane: is a WCET tool [102] developed and maintained by the ALF research
team from the IRISA/INRIA institutes in Rennes. Heptane consists of two main
parts. First, the Extract part constructs the program CFG from the binary generated
from the compilation process. The provided CFG holds basic information such
as loop bounds that are provided by the user as well as instruction addresses.
The Analysis part is where the WCET analysis actually takes place to provide
the WCET bound. This consists of both high-level and low-level analyses. The
high-level analysis mainly consists of the IPET-based technique to formulate the
WCET calculation problem. Heptane does not implement any automatic loop
bound analysis which requires the user to provide all the bounds manually. The
loop bounds are provided in the source code using predefined macros. The low-level
analysis implements address analysis based on VRA, instruction and data cache
analyses, as well as a pipeline analysis. In particular, the cache analysis is based on
must/may analyses and persistence analysis. Moreover, multi-level cache analysis is
also supported based on the approach described in [54, 72]. The analysis results
are gradually annotated into a CFG and later used in the pipeline analysis to take
into account possible timing accidents. The pipeline analysis assumes an in-order
single-issue pipeline free of timing anomalies. A graphical representation of the
CFG can be exported highlighting the WCEP along with some statistics. Heptane
supports a limited number of targets (only ARM and MIPS-based).

SWEET: is a Swedish research tool [9] developed and maintained by the Malardalen
University. The tool mainly focuses on deriving flow-fact information such as
loop bounds and unfeasible paths. As such, Sweet implements various analysis
techniques to compute flow information. In particular, the tool implements the
abstract execution (AE) approach which is a form of symbolic execution based on
abstract interpretation. The technique first computes a range of values for variables
using abstract interpretation, then executes the program using the derived ranges.
AE can be used to compute loop bounds and unfeasible paths generally providing
more precise results than traditional approaches. Other analysis approaches include
program slicing and conventional value analysis. SWEET performs analyses on
programs represented in the ALF language which can be generated from C and
other programming languages.

Platin: is a toolkit [96] for compiler and WCET analysis integration introduced
as part of the T-CREST project. Platin plays different roles in the process of
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deriving WCET estimates. The tool interacts with the LLVM compiler to extract
both platform dependent and independent information that is relevant for the
WCET analysis. The information is exported in the PML (Program Metainfo
Language) format and includes, for instance, program structural information (e.g.,
function, basic blocks, instructions), flow-facts, memory addresses, and the results
of some timing analyses implemented in the back-end (e.g., stack cache). Moreover,
platin ensures that the obtained platform independent information corresponds to
the machine code [60]. Platin can optionally invoke the SWEET tool to perform
automatic high-level analysis and extract more precise flow-facts information. Flow-
facts can, furthermore, be extracted from simulation traces produced by pasim
(Patmos simulator). The collected information can then be exported to either aiT
or Otawa tools to perform low-level analysis and formulate an IPET-based WCET
problem. Platin implements also a built-in WCET analysis tool supporting an
IPET-based WCET analysis as well as some timing analyses that are not supported
by other WCET analysis tools (e.g., method cache).

9 Conclusion
Throughout this chapter, we first presented the static WCET analysis work flow as
well as basic concepts for static timing analysis. Then, we covered seminal results
with a focus on timing analyses for time-predictable components/features. We notice
the following limitations and provide our answers:

• Existing WCET tools do not handle predicated execution. In order to be conserva-
tive, both high-level and low-level analyses take into account execution possibilities
and consider the worst-case. This introduces pessimism that may impact the
precision of the calculated WCET bound. We introduce in Chapter 4 an approach
that allows to recover the hidden control-flow in the CFG and show how it inte-
grates into our WCET tool for Patmos called Odyssey. This occurs early in the
WCET analysis work flow, particularly, in the CFG reconstruction phase.

• So far two analyses have been proposed, however, no prior work has compared the
precision of occupancy bounds. Moreover, the IDFA-based analysis is found to
be incorrect. We provide in Chapter 5 a correction for the IDFA-based analysis
and compare the precision of occupancy bounds provided by both analyses. We
furthermore investigate situations where one analysis outperforms the other in
terms of precision.

• Stack cache analyses assume a straight execution of the program and thus do not
support preemptive task systems. We extend in Chapter 6 the standard stack
cache analysis to account for and optimize timing penalties due to preemption.
Our analysis provides a bound of preemption costs that would be induced at
each program point. The information provided by our analysis of preemption
costs is rich. A natural question raises as to the usability of the information by
the scheduler to optimize the preemption costs. As a response, we introduce in
Chapter 7 preemption mechanisms that support different preemption approaches
while being cheap and simple to implement.

• Timing analysis in conventional caches might be challenging typically due to
the hit/miss detection that relies on addresses. Hardware optimizations for
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conventional caches (such as prefetching) introduce further timing variations and
hardware states that might be overly complex to track. The stack cache on the
other hand does not rely on addresses and all its accesses are guaranteed hits.
We thus explore in Chapter 8 prefetching mechanisms for the stack cache and
investigate their impact on the WCET in multicore configurations.
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CHAPTER 4

Analysis of Predicated Programs in Odyssey
– a Fully-Integrated WCET Analysis Tool

Predication is a combination of software and hardware techniques that aim to reduce
branches and their potentially high penalties. However, a downside of predicated
instructions is the precise worst-case execution time (WCET) analysis of programs
making use of them. Predicated memory accesses, for instance, may or may not
have an impact on the processor’s cache and thus need to be considered by the cache
analysis. Predication potentially has an impact on all analysis phases of a WCET
analysis tool. We thus explore a preprocessing step that explicitly unfolds the control-
flow graph, which allows us to apply standard analyses that are themselves not aware
of predication. The approach is implemented and integrated into Odyssey, our WCET
analysis tool for Patmos. Odyssey is open and fully integrated into the LLVM compiler
framework and thus has a complete view of the program. In this chapter we cover
predicated execution and how it can be handled in a WCET analysis flow. The first
section explains how predication works and why it is important for predictability.
Section 2 presents our WCET tool Odyssey and supported features/analyses. A
motivating example of our approach is presented in Section 3. Section 4 describes our
approach consisting of recovering the hidden control-flow of predicated code. Then we
present the results from experiments in Section 5 and the conclusion in Section 6.

1 Outline
Predicated instructions can be problematic during WCET analysis. Side-effects of
predicated instructions need to be analyzed, which depend on the runtime value
of the instruction’s predicate. This may have an impact on many analysis steps,
including value range analysis, loop bounds analysis, infeasible path analysis, but
also the cache and pipeline analyses. Predicated memory accesses, for instance, may
or may not have an impact on the processor’s cache, depending on the predicate. The
simplest solution for the analysis would be to ignore predicates and conservatively
consider the effect of both cases. This may result in very conservative results, since
the implicit information available in the program’s original control-flow before the
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elimination of branches is entirely lost. The analysis could also be extended to be
aware of predicates. Note, however, that this may require changes to virtually all
analysis steps in a WCET analyzer and may thus require a considerable engineering
effort.
We, thus, explore a much simpler solution that consists in recovering the (hidden)
control-flow. Instructions that define (set) a predicate are handled similar to branch
instructions and lead to a control-flow split. The succeeding instructions are then
duplicated, once assuming that the predicate evaluates to true and once assuming
that the predicate value is false. Subsequent instructions that are predicated with
that predicate are now trivial to handle: an instruction either always corresponds to
a nop or always corresponds to the regular unpredicated instruction. We implement
this approach in our WCET analysis tool Odyssey. Based on our evaluations, we
show that the unfolding does not result in excessive code duplication and yields a
moderate code size increase.

2 Odyssey: a Fully-Integrated WCET Analysis Tool
for Patmos

A fundamental aspect of this thesis consists of treating the contributing components
to performance/predictability as a white box. The WCET analysis tool, in particular,
has to be open and flexible to integrate timing analyses for time-predictability
features. Moreover, it has to be close to the compiler so that critical information
regarding the program and its control-flow is directly accessible. Prior work [96] in
the T-CREST project proposed a method for the integration of aiT – the commercial
analysis tool of AbsInt – and the LLVM compiler for Patmos. The process relies on a

Front-End

ICFG
Constr.

Predic.
Analysis

High-Level
Analysis

Address
Analysis
(VRA)

Low-Level
Analysis

S$ M$ I$

Path
Analysis
(IPET)

Local CFGs + CG
Unfolded 
ICFG

Flow information

Unfolded ICFG + Addresses + Flow Information

Annotated ICFG +
Flow Information

WCET
Formulation

Hardware
Configuration

Odyssey

patmos-llc

ICFG

Figure 4.1 – Overview of the Odyssey WCET analysis tool.
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set of intermediate tools and description languages that play the role of an interface
between the compiler and the commercial WCET tool. We advocate for an even
closer and simpler integration of the WCET tool and the compiler.
Our WCET analysis tool, Odyssey, is open and fully integrated into the LLVM
compiler framework (a description of the compilation flow is provided in Chap-
ter 2.Section 3). More precisely, the tool is located in the patmos-llc back-end
and consists of an LLVM ModulePass performed right before code emission. The
pass uses the entire program as a unit, providing a Control-Flow Graph (CFG) for
each function, as well as machine code inside basic blocks. Odyssey has, therefore, a
complete and accurate representation of the program to be executed in the Patmos
platform. Figure 4.1 illustrates different analyses that we have implemented so far.

Front-End: Although LLVM provides lots of structural information about the
program, it is convenient to represent that information in the form of an ICFG on
which subsequent analyses will operate. The process of building the ICFG supports
context sensitivity and takes into consideration predicated execution:

ICFG
Construction

Odyssey starts off by first building a complete inter-procedural CFG
of the program. This is done by identifying the program’s entry point
using the call graph and LLVM’s function local CFGs. Instruction
bundles of the input basic block are successively processed until a
control-flow instruction is reached. This leads to the creation of an
ICFG node for the already visited instructions and triggers the process-
ing of those reachable by the control-flow. ICFG nodes are connected
using ICFG edges representing the control-flow. Since calls are not
necessarily found at the end of LLVM’s basic blocks, they are handled
slightly differently. ICFG nodes are terminated by the call and con-
nected to target function by call edges. In addition, we link an ICFG
node to its immediate local successor, through a special edge called
BBLink as illustrated in Figure 4.2. Call contexts are supported by
creating, for each context, the corresponding nodes and edges until
the maximum call string length is reached. During the ICFG creation,
a considerable amount of information is collected and serves as an-
notations for the CFG and subsequent analyses. This, for instance,
includes loop bounds, the identification of method cache block headers,
as well as their corresponding sizes. Moreover, a loop nesting forest is
constructed representing hierarchical relations for nested loops.

Predication Predicated execution is handled during the ICFG construction. We
cover this in this chapter and show how hidden control-flow can be
recovered from predicated instructions in LLVM’s CFG. Handling
predication in the ICFG step makes all subsequent timing analyses
unaffected by this feature.

High-Level Analysis: In this step we basically collect information that is necessary
to compute the WCET bound and also useful to make it more precise. This
particularly consists of flow information and addresses of memory accesses:

Flow
Information

One of the advantages of Odyssey is that LLVM already provides
control-flow-related information. Loop bounds that cannot be com-
puted by LLVM can be provided by the user at the source-code level,
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Figure 4.2 – Transforming an LLVM basic block with a call (left) into two ICFG
basic blocks (right).

and can later be retrieved at the machine-code level in the form of
pseudo instructions. This can be done using transformation techniques
that map flow information from source code to machine code [67].
Furthermore, since we do not operate on the program’s binary code, we
are not required to recover branch targets, in contrast to other WCET
tools. This information is already provided by LLVM.

Address
Analysis

This step consists of two independent parts. First, we compute actual
addresses of global variables and function symbols. The analysis is
able to produce the complete symbol table of programs. Then, we use
a modified value range analysis to determine address ranges.

Low-Level Analysis: Odyssey implements dedicated analyses for the stack cache,
method cache, and the instruction cache. Those analyses typically operate on the
ICFG and determine potential timing penalties to be accounted for:
Stack
Cache

We currently support the standard stack cache analysis [63] (SCA) as
well as the IDFA-based analysis for occupancy bounds [118, 88] (both
presented and compared in Chapter 5). We also support a fix that
reduces side-effects on the occupancy (at sens instructions) due to
function recursion. This is simply done by propagating the occupancy
at the call through BBLink edges. The result of the analysis consists
of timing penalties due to spilling and filling issued by sres and sens
instructions respectively. They are are associated to the ICFG in the
form of annotations to be considered by the IPET phase.

Method
Cache

A method cache analysis based on access classification is currently
implemented. The analysis also takes into consideration a hardware
optimization that implicitly evicts code blocks marked as disposable.
Work in progress explores heuristics for disposable marking in order to
reduce cache misses in large loops (see Chapter 9).

Instruction
Cache

Odyssey supports conventional classifying cache analysis. The analysis
relies on the address analysis to determine potentially accessed memory
blocks.

Path Analysis: An ILP problem is formed based on control-flow constraints and
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the results of previous analyses (see Chapter 3.Section 1). The problem can then be
solved using usual standalone ILP solver tools.

To perform many of the aforementioned program static analyses, Odyssey implements
an inter-procedural DFA engine. This allows to define and perform analyses on the
ICFG representation where analysis information is attached to ICFG edges.
The implementation work we conducted constitutes a basis for further support of
other predictability features of Patmos. This also favors tighter interactions between
the compiler and the WCET analysis tool and enables more possibilities to explore
WCET-related optimizations. This will also allow us to compare the outcome of
predictable architectures against more standard hardware settings. In the remainder
of this chapter, we present how predicated execution is handled in Odyssey.

3 Handling Predication: Motivating Example
Before giving a formal description of our proposed approach, we will give a simple
motivating example. Figure 4.3 illustrates the implementation of a switch statement
using a jump table and predication. The original C code is shown in Subfigure 4.3a
and the resulting Control-Flow Graph (CFG) from LLVM in Subfigure 4.3b. Basic
blocks C1 through C3 represent the three case statements, while basic block DFT
corresponds to the default statement. The code of the switch statement itself
can be found in the SWT block, whose machine code is shown in Subfigure 4.3c.
The machine code uses a jump table (jt) that is implemented as an array holding
the addresses of basic blocks C1 through C3. After verifying that the value of
variable x is within the array bounds (cmplt), the address of the destination block
is loaded (lwc) and control is transferred (after a 1 cycle load delay slot) via an
indirect branch (brcfnd). If x’s value exceeds the array bounds, a conditional
branch (brcf) immediately transfers control to basic block DFT. Note that this
branch instruction has 3 branch delay slots and that one of these slots even contains
another branch instruction.
The predicated code may pose several challenges in a WCET analyzer. One particular
challenge is the reconstruction of the program’s CFG from the binary machine code,
which usually represents the input to most WCET analysis tools (see Chapter 3).
The compiler placed a branch instruction in one of the branch delay slots of another
branch. In this example it is trivial to detect that the predicates of the respective
branches are disjoint. However, different predicates might be used, which makes it
difficult to reconstruct the actual control-flow from such code. In our case this is not
necessary, since the analysis is part of the compiler and thus has direct access to its
intermediate representation.1
Another challenge, as noted before, are potential side-effects on caches or registers
caused by predicated instructions. This issue is resolved by unfolding the hidden
control-flow from the predicated code – as depicted by Subfigure 4.3d. Each time
when a predicate register is defined (cmplt) a control-flow split is performed at
the level of the control-flow graph. The instruction defining the predicate is then
treated in a similar way as conditional branches and subsequent code is duplicated
considering both of the potential predicate values (true or false). The basic block

1Note that this also solves many unrelated issues during the control-flow reconstruction from
binary code such as computed branch targets, function pointers, et cetera.
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switch(x) {
case 1: ... break;
case 2: ... break;
case 3: ... break;
default: ... break;

}

(a) Initial C code

C1 C2 C3 DFT

SWT

(b) Original control-flow graph

cmplt p1=x, 3
( p1) shl r1=x, 2
(!p1) brcf DFT
( p1) lwc r1=[r1+jt]

nop
( p1) brcfnd r1

(c) Code of basic block SWT
(d) Unfolded control-flow graph

Figure 4.3 – Implementation of a simple switch statement using a jump table, the
corresponding control-flow graph, the predicated machine code of basic block SWT,
and the unfolded control flow.

on the left side of the subfigure here corresponds to an execution where predicate
register p1 evaluates to false, while the basic block on the right is executed only
when p1 evaluates to true. In fact, each basic block is associated with a set of
predicates that are known to be true when entering the basic block (indicated
in the top corner of each block). Inversely, predicates that do not appear in this
set are known to be false.2 Note that the predicates in the code are no longer
needed. Predicated instructions are either duplicated unconditionally or are otherwise
replaced by an explicit nop.
In the unfolded control-flow graph it is now much easier to analyze the instructions’
side-effects. The load (lwc) from the jump table, for instance, is only executed when
the variable x is known to be less than 3 (cmplt). This means that any side-effects
of this instruction on the data cache are only visible in basic blocks C1 through C3,
but not in basic block DFT. Another implicit side-effect concerns the value of variable
x after the comparison. Due to the control-flow split at the cmplt instruction, it
is very easy for a value range analysis to show that the value of x has to be larger
then 3 when reaching basic block DFT. Delayed branches and potential redefinitions
of register operands make this much more challenging in the original CFG. The
algorithm to construct such an unfolded CFG, while considering predication and
delayed branches, is discussed in the next section.

4 Control-Flow Unfolding
Algorithm 2 shows a simplified version of our approach. The presented algorithm
assumes a single issue architecture, which avoids the need to handle several parallel
uses and (re-)definitions of predicates, parallel branches and predicate operations,
et cetera. The algorithm also assumes that the predicates of branches that appear

2This is safe, since LLVM inserts pseudo definitions on all program paths where a register is not
defined.
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in branch delay slots are disjoint, i.e., only a single branch is known to be taken
at any moment at runtime. Lastly, the presented approach only operates on the
CFG of a single function. Extensions to the algorithm, included in the actual
implementation, which allow us to handle these cases are briefly highlighted later.
Finally, the algorithm invokes several helper functions whose code is not shown. We
will briefly define these functions in an informal way before discussing the algorithm
in detail.

Helper Functions

Several helper functions are needed in order to operate on individual instructions
in LLVM’s intermediate representation. The function Next allows to obtain the
instruction immediately following an instruction i in its parent basic block, PKill
returns the set of predicate registers whose live ranges end after instruction i, while
the functions PDef and IsPredDef allow to obtain/test whether an instruction
defines a predicate register. The function IsNop is used to test whether an instruction
i is nullified given the current set of predicates P .
Several helper functions are related to branches, allowing to test for branch instruc-
tions (IsBranch), obtain the number of the branch’s delay slots (BranchDelay),
and obtain the successor basic blocks to which control may be transferred by a branch
(BranchTargets). FallThroughTarget is used to obtain the fall-through
target basic block of the last instruction of a basic block, i.e., control is transferred
to another basic block without an explicit jump or branch instruction.
Finally, three functions are related to the construction of the enriched intermediate
representation of our analysis tool. GetCFNode allows to obtain the control-flow
node associated with a start instruction f , the remaining number of delay slots d,
and a set of predicates P – if such a control-flow node was created before. Nodes are
created using the function MakeCFNode, which duplicates all instructions between
the instruction f and e provided as arguments. The new node is also associated with
d, the number of branch delay slots remaining, and P , the set of predicates. Finally,
MakeCFEdge creates control-flow edges between two control-flow nodes provided
as arguments.

Discussion of the Algorithm

Algorithm 2 consists of two functions: the algorithm’s main function UnFoldCFG
and the recursive function UnFold, which actually constructs the unfolded CFG.
The latter function’s parameters f (first) and l (last) represent machine instructions
that need to be unfolded next. The integer argument d (delay) is needed to track
branch delay slots across control-flow node boundaries. The argument T (targets),
likewise, is used to track the set of potential branch targets during the handling of
branch delay slots. The function’s last argument P (predicates) represents the set of
active predicates known to be true.
The algorithm starts off by processing the CFG of a function provided by LLVM
(l. 31), considering the instructions at the function’s entry point, which are not in a
branch delay slot (d =∞) and not executed under any specific predicate condition
(P = {p0}). This triggers the recursive processing of all instructions in the CFG
provided by LLVM and the construction of the unfolded CFG. The actual unfolding
then proceeds in two steps.
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Algorithm 2 Simplified algorithm to recover the hidden control-flow from predicated
code by code duplication on a single-issue architecture.
1: function UnFold(MachInstr f , MachInstr l, Pred d, BasicBlockSet T , PredSet
P )

2: if n =GetCFNode(f, d, P) then return n . Check if control-flow node
exists

3: PredSet L = P ; Pred pd = p0; MachInstr e = f . Initialize variables
4: for each instruction i between l and f do
5: L = L \ PKill(i) . Remove dead predicates
6: e = i . Track end of control-flow node
7: if ¬IsNop(i, P ) then . Skip nop instructions
8: if IsPredDef(i) then . Predicate definition
9: pd = PDef(i) . Track defined predicate
10: break . Immediately split control-flow
11: else if IsBranch(i) then . Branch instruction
12: d = BranchDelay(i) . Track branch delay slots
13: T = BranchTargets(i) . Track branch target(s)
14: if d = 0 then break . Split control-flow after branch delay
15: d = d− 1 . Update remaining branch delay slots

16: CFNode n = MakeCFNode(f, e, d, P ) . Create a new control-flow node
17: if e = l ∧ T = ∅ then . Handle fall-through
18: T = FallThroughTarget(l)
19: else if d 6= 0 ∧ pd 6= p0 then . Handle split due to predicate definition
20: for each P ′ ∈ {L ∪ pd, (L \ pd) ∪ {p0}} do . Compute successor

predicates
21: CFNode n′ = UnFold(Next(e), l, d, T, P ′)
22: MakeCFEdge(n, n′)

23: return n

24: for each s ∈ T do . Create successor control-flow nodes
25: for each P ′ ∈ {L ∪ pd, (L \ pd) ∪ {p0}} do . Compute successor

predicates
26: Let f ′, l′ be the first/last instruction of s in
27: CFNode n′ = UnFold(f ′, l′,∞, ∅, P ′)
28: MakeCFEdge(n, n′)

29: return n

30: procedure UnFoldCFG(G)
31: Let f , l be the first/last instruction of the entry block of G in Un-

Fold(l, f,∞, ∅, {p0})

First, all the instructions between the arguments l and f of function UnFold are
analyzed (l. 4 – 15) in order to find locations where the control-flow needs to be
split. A split may be necessary due to one of the following reasons: (a) the end of
the original basic block of LLVM is reached (fall-through), (b) a branch effectively
transfers control to another basic block after its branch delay slots, or (c) a predicate
definition is encountered.
Each instruction is analyzed in turn. Instructions that are nullified under the
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current predicate set P (IsNop, l. 7) are ignored. Two instruction classes need
special attention, since they may cause a control-flow split: instructions that define
a predicate (IsPredDef) and branches (IsBranch). Predicate definitions are
handled similar to branches in traditional CFGs and immediately lead to a control-
flow split (break), remembering the current end location (e), and the newly defined
predicate (pd). Branches, on the other hand, may cause a delayed control-flow split
(BranchDelay). The variable d tracks the number of remaining branch delay slots
(the variable is initialized to ∞ if the analyzed code is not in a branch delay slot).
Once this counter reaches 0 the actual control-flow split occurs (l .14). Note that
predicate definitions may also appear in branch delay slots. In this case the variable
d is passed as an argument to subsequent recursive calls to the function UnFold.
Since a branch was encountered, the branch targets also need to be remembered and
potentially passed on the recursive calls using variable T . If no control-flow split is
encountered by the analysis, i.e., no instruction defines a predicate or branches, the
for loop terminates normally. This only happens for basic blocks with a fall-through.
The set of live predicates (L) is tracked additionally, while instructions are processed.
This set is initialized with the incoming argument P (l. 3) and updated whenever
the live range of a predicate ends (l. 5). Note that a location, where the live range of
a predicate ends, could be exploited to rejoin the control flow. The algorithm does
not take advantage of this and essentially extends the live ranges of predicates up to
a control-flow split.
The second step of the algorithm (l. 17 – 29) is concerned with the actual construction
of the unfolded CFG. After leaving the for loop, a new control-flow node is created
representing the instructions between f and e that are executed under the predicate
set P (l. 16). It remains then to discover and unfold the successor control-flow nodes,
depending on the nature of the control-flow split determined during the first step.
Fall-throughs (case a from above) and completed branches (case b) always transfer
control to another basic block in LLVM’s CFG. The main difference is that no branch
target is known for fall-throughs (case a), which can simply be obtained using the
function FallThroughTarget (l. 18). The remainder of the processing is identical
(l. 24 – 29). Each branch target is analyzed through a recursive call to UnFold,
considering the new set of active predicates P ′ as well as the branch target’s first/last
instruction. Note that a predicate definition (case c) may coincide with cases (a)
and (b). The active predicates are thus computed from the live predicates L and
the newly defined predicate pd (l. 25). The targets are then visited by the algorithm
with the predicate true (L∪ pd) and false (L \ pd). Note that p0 always remains
true and consequently needs to be readded.
The remaining control-flow splits, that are not covered by the previous paragraph,
are due to predicate definitions (case c), which may either occur in the middle of
basic blocks or in a branch delay slot. Both situations require a slightly different
handling (l. 19 – 23), since control is not (yet) transferred to another basic block
of LLVM’s CFG. The set of active predicates P ′ is computed as in the regular
case. However, the remaining instructions (Next, l. 21) of LLVM’s current basic
block need to be analyzed after the control-flow split, while remembering potentially
ongoing branches. This is accomplished by passing the values of d and T to the
recursive invocation of UnFold. This allows the recursive invocation to correctly
track the branch targets and the number of branch delay slots, i.e., if the split
actually occurred in a branch delay slot.
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Figure 4.4 – Increase in the number of instructions due to unfolding for the delayed
( ), mixed ( ), and non-delayed ( ) configurations with VLIW instruction bundles,
normalized to the size of LLVM’s original CFG (lower is better).

Extensions The presented algorithm is a somewhat simplified version of the actual
implementation. Most notably, the Patmos processor can fetch and issue multiple
operations in parallel using instruction bundles. This means that corner cases may
arise that need to be considered. For instance, predicate definitions and branches can
be combined into the same bundle. The implemented algorithm considers function
calls and returns, whose branch delay slots also need to be accounted for. The
handling of function calls was omitted for simplicity. These extensions slightly
complicate the algorithm, but do not impact its overall structure.
Another, more involved extension, is the handling of branches nested within other
branch delay slots. The presented algorithm is only correct as long as the predicates
of the nested branches are disjoint. This can be handled by replacing the arguments
d and T of the function UnFold by a stack data structure. This allows to track all
executing branches at the same time, detect the completion of a branch, and split
the control-flow accordingly.

Complexity The UnFold function essentially performs a depth first search on
the CFG provided by LLVM. Each instruction is processed once for every set of
potentially active predicates, whose number can be bounded by 128 (27). Note that
p0 is always true and thus cannot impact this bound. The algorithm thus is linear
in the number of instructions and control-flow edges.

5 Experiments
The following section presents the results of experiments measuring the overhead
induced by unfolding. The implementation is part of the Odyssey analysis framework,
which is based on LLVM 3.5. The unfolded CFG is merely used for analysis purposes
and essentially represents an additional annotation layer on top of the data structures
of LLVM. The binary code of the analyzed programs is thus not modified. The
extended version of the previously described algorithm was applied to a subset
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of the TACLe benchmarks [41], i.e., those adopted from the MiBench suite. The
programs were compiled with optimizations enabled (-O2), while varying the issue-
width (single-issue vs. VLIW) and the compiler’s handling of branch delay slots
(non-delayed only, delayed only, mixed). This results in 6 configurations overall. The
size of the unfolded CFGs for each of these configurations is compared against the
original instruction count in LLVM’s CFG.
Figure 4.4 shows the normalized increase in the number of instructions for the three
configurations with VLIW instruction bundles. As can be seen, the overhead induced
by unfolding is usually low, ranging between 10% and 20%. The susan benchmark
is the only exception, showing an increase between 43% and 45%. The if-conversion
optimization is particularly effective for this benchmark, covering larger regions and
producing more complex predicates. Note that the observed overhead does not come
as a surprise. It is well known that the share of conditional branches in typical
programs roughly falls into a similar range as the observed overhead. This indicates
that, overall, only a few instructions are duplicated by the unfolding algorithm for
each computed condition – despite the fact that the algorithm artificially extends
the live ranges of predicates.
The runtime overhead of the proposed algorithm is negligible and amounts to 0.1s
on average, which represents 0.9% of the code generation time (excluding other
WCET analysis steps). Also note that the unfolded CFG allowed us to improve
other analyses. The value range analysis, for instance, is able to take advantage of
control-flow splits at predicate definitions as explained in Section 3.

6 Conclusion
In this work a lightweight approach to the handling of predicated code in WCET
analyzers was presented. Predicate definitions are treated similar to conventional
branches and immediately lead to a control-flow split. Subsequent instructions are
then analyzed twice, once assuming that the predicate evaluates to true and once
assuming it evaluates to false. The hidden control-flow in predicated code is
recovered and explicitly represented in an unfolded CFG. The presented algorithm is
able to perform the desired control-flow unfolding and keep track of branch delay
slots for a simplified single-issue architecture. The actual implementation in Odyssey
is able to handle parallel instruction bundles, function calls, and nested delayed
branches. Our preliminary evaluation shows that the unfolding does not result in
excessive code duplication and yields a moderate code size increase of about 16% on
average.
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CHAPTER 5

Comparing the Precision of Stack Cache Occupancy Analyses

The previous chapter introduced our tool Odyssey, and showed how predication can
be handled in a way that does not affect subsequent analyses. In this chapter, we
take interest in the stack cache, Patmos’ simplest cache structure that is dedicated
for stack data. In order to propose effective optimizations, one first needs to inspect
existing timing analysis approaches, and compare them. So far, two analyses have
been proposed, each relying on a different approach to analyze the cache occupancy.
Occupancy analysis is used to bound the spilling and filling cost induced by sres and
sens control instructions respectively. Therefore, its precision directly impacts the
stack cache timing analysis. We, thus, compare the precision of stack cache occupancy
analyses, and discuss situations where one outperforms the other. This chapter is
structured as follows: Section 1 provides a short introduction and reminds of some
of the stack cache properties (full description is provided in Chapter2.Section 2.4, for
static program analysis see Chapter 3.Section 3). We then present the two approaches
to analyze the occupancy bounds for the stack cache. The analyses are evaluated in
Section 3 before concluding.

1 Outline
The stack cache is a predictable cache design that was shown to be analyzable, while
efficiently handling memory accesses to stack data at low (hardware) cost. Data
accesses are, by definition, guaranteed cache hits, the content of the cache thus has to
be managed explicitly using three stack cache control instructions: (1) sres k allows
to reserve k words on the stack, (2) sfree k can be used to free previously reserved
stack space, and (3) sens k, finally, can be used to make sure that at least k words
are available in the cache. Only the reserve (sres) and ensure (sens) operations
may initiate time-consuming memory transfers and thus need to be considered during
timing analysis. The worst-case timing behavior of these instructions only depends
on the worst-case spilling and filling of sres and sens respectively, which can be
bounded by computing the cache occupancy bounds (i.e., maximum and minimum
occupancy).
Stack cache occupancy bounds, and the associated spill/fill costs can be computed

89



using the proposed standard Stack Cache Analysis (SCA) [63]. The approach splits
the analysis problem into several smaller steps, using context-insensitive data-flow
analyses to capture function-local properties and longest/shortest path searches on
the call graph to model calling contexts. An alternative solution would be to simply
model the problem as a traditional inter-procedural DFA (IDFA) [14]. This appears
simpler to implement, as the various steps of SCA are modeled in a single concise
analysis. However, the impact on analysis precision has not been investigated so far.
Indeed, overestimating the occupancy can increase the spill costs associated with
sres instructions, while underestimating the occupancy can increase the fill costs
of sens instructions. This chapter thus compares the precision of the two analysis
approaches with respect to the attained maximum/minimum occupancy bounds.
The chapter consists of two main sections. The first section presents each approach
in detail with examples. The second one evaluates their precision using a series of
benchmarks and discusses the obtained results.

2 Cache Occupancy Analyses
We present how to compute the cache’s occupancy, which can be used to bound
timing, using a tailored stack cache analysis (SCA) and an inter-procedural DFA-
based approach (IDFA).

2.1 Standard Stack Cache Analysis

As all memory accesses (lds/sts) through the stack cache are guaranteed hits, the
timing behavior of the stack cache only depends on the amount of data spilled or
filled by sres and sens instructions, respectively (see Section 2.4 of Chapter 2).
In the case of the standard stack cache this amount can be bounded by analyzing
the cache’s maximum/minimum occupancy, i.e., MT− ST. The standard stack cache
analysis (SCA) proceeds in three phases:
First, the maximum/minimum displacement is computed for each function. These
values indicate the largest/smallest number of cache blocks reserved during the
execution of a function (including nested calls). The displacement can be used to
efficiently compute the occupancy across function calls, since it allows to bound
the number of blocks evicted from the stack cache. Due to the placement of stack
cache control instructions,1 the additional amount of stack space reserved at a given
program point in a function, with respect to the function entry, is constant. In our
case, it simply corresponds to the value of the parameter k of the sres instruction
of the enclosing function. The problem thus can be modeled as a longest/shortest
path search on a weighted call graph, where the edge weight of each call site is
given by the amount of stack space allocated by the calling function. The minimum
displacement is then given by the shortest path from a node to an artificial sink node.
Likewise, the maximum displacement is given by the longest path.
Next, the maximum filling at sens instructions is bounded using a function-local
data-flow analysis that propagates the maximum displacement from call sites to the
succeeding ensure instructions. In our case every call is immediately followed by an
sens, rendering this analysis trivial. The maximum filling at sens instruction can

1This applies to the restricted placement from above as well as well-formed programs.

90



Concept Description Analysis
Occupancy Number of cache blocks occupied in the stack cache –
min.Displacement Min. number of blocks evicted during function call shortest CG path
max.Displacement Max. number of blocks evicted during function call longest CG path
worst-case Occ. Local bound of max.Occ. assuming full stack cache DFA+min.Disp.
max. Filling Min. occupancy before sens instructions DFA+max.Disp.
max. Spilling Max. occupancy before sres instructions CG+w.-c. Occ.

Table 5.1 – Summary of concepts used by the traditional Stack Cache Analysis
(SCA).

be bounded by computing the minimum number of cache blocks in the cache after
the corresponding call instruction, i.e., the minimum occupancy. The minimum
occupancy after the call has to be smaller than the occupancy before that call,
since the called functions may only evict blocks from the cache. It cannot exceed
max(0, |SC|−D(f)), where D(f) is the maximum displacement of the called function
f and |SC| the stack cache size. If this bound is smaller than k, the argument of
the sens instruction, filling may occur. The maximum amount of filling can then
be computed by subtracting the computed bound from k.
Finally, the worst-case occupancy is computed for each call site within a function
using a function-local data-flow analysis. This is done by assuming a full stack cache
at function entry. Subsequently, an upper bound of the occupancy is propagated
to all call sites in the function, while considering the effect of other function calls
and sens instructions. Function calls may evict stack data and thus lower the
occupancy bound, depending on the minimum displacement of the called function
(since the maximum occupancy after the call needs to be computed). The worst-case
occupancy after a call cannot exceed max(0, |SC| − d(f)), where d(f) indicates the
minimum displacement of the called function f and |SC| the stack cache size. Ensure
instructions on the other hand may increase the bound through filling, i.e., the worst-
case occupancy after an sres has to be larger or equal to k, the ensure’s argument.
The maximum spilling at sres instructions is finally computed by propagating
occupancy values through the CG, such that the maximum occupancy at the entry of
a function is derived from the minimum of either (1) the maximum occupancy of its
callers plus the size of the caller’s stack frame (k of the corresponding sres) or (2)
the worst-case occupancy bound computed by the local data-flow analysis. Note, that
the latter case allows to consider spilling of other sres instructions that may reduce

(A1) func A()
(A2) sres 2 〈0〉
(A3) call B
(A4) sens 2 〈2〉
(A5) sfree 2

(B1) func B()
(B2) sres 1 〈0〉
(B3) call C
(B4) sens 1 〈0〉
(B5) call D
(B6) sens 1 〈1〉
(B7) sfree 1

(C1) func C()
(C2) sres 1 〈0〉
(C3) sfree 1

(D1) func D()
(D2) sres 4 〈3〉
(D3) sfree 4

Figure 5.1 – A program consisting of 4 functions, reserving, freeing and ensuring
space on the stack cache (cache size: 4). The annotations in angle brackets, e.g., 〈2〉,
indicate the maximum filling/spilling behavior of stack cache control instructions.
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Figure 5.2 – A weighted call graph representing the program from Figure 5.1. The
edge weights indicate the amount of stack space reserved in the respective functions,
and can be used to compute the minimum/maximum displacement.

the occupancy before reaching the call site. Since the maximum spilling is computed
on the call graph, fully context-sensitive bounds can be computed efficiently for all
functions in a program.
Table 5.1 summarizes the various concepts used by the traditional SCA in order to
efficiently bound the maximum filling/spilling at sens and sres, respectively.

Example 2.1 Consider functions A, B, C, and D shown in Figure 5.1 and a stack
cache whose size is 4 blocks. First, the displacement computation is performed on
the weighted call graph shown in Figure 5.2. Function B, for instance, may call C or
D. The maximum displacement thus has to account for the stack space reserved by
B and by these two functions, which evaluates to either 2 = 1 + 1 (C) or 5 = 1 + 4
(D). For functions A, B, C, and D, respectively, the minimum/maximum displacement
values evaluate to: 4/7, 2/5, 1/1, and 4/4. Then, the maximum filling of sens
instructions is computed. Consider, for instance, the call from A to B (A3). Since
the maximum displacement of B is 5, the minimum occupancy after the call evaluates
to 0 = max(0, 4 − 5). The corresponding sens instruction (A4) consequently has
to fill both of A’s cache blocks (2 − 0), which is indicated by the bound in angle
brackets 〈2〉. The displacement of C is only 1, which yields a minimum occupancy
of 3 = max(0, 4 − 1) after instruction B3. The stack cache is thus large enough
to hold both stack frames of B and C and no filling is needed as indicated by the
bound 〈0〉 at instruction B4. Next, the worst-case occupancy before call instructions
is computed using a function-local data-flow analysis. The DFA determines that the
worst-case occupancy before the call from B to D (B5) is 3 = 4− 1, due to the call
from B to C. Before all other call instructions the worst-case occupancy is 4, since
no other call may lower the maximum occupancy before reaching them. Finally, the
maximum occupancy is propagated through the call graph, starting at the program’s
entry function A. The maximum occupancy at the entry of A consequently is 0. For
the call from A to B (A3) a maximum occupancy of 2 is computed as the minimum
of the call’s worst-case occupancy (4) and the maximum occupancy at the entry of A
plus the size of A’s stack frame (0+ 2). The maximum occupancy at the entry of D is
similarly computed from the call’s (B5) worst-case occupancy (3) and the maximum
occupancy at the entry of B plus the size of B’s stack frame (2 + 1). Since the size of
D’s stack frame is equal to the stack cache size, all content of the stack cache has to
be evicted by its reserve instruction. This results in a worst-case spilling of 3 blocks,
as indicated by the bound 〈3〉 at instruction D2. The bounds derived for the other
sres and sens instructions are also indicated in angle brackets in Figure 5.1.

2.2 Inter-procedural Data-flow Analysis

Another approach that is much simpler consists of computing and tracking the
occupancy bounds exclusively using the DFA framework. For this, a set of data-flow

92



equations has to be formed and solved using for instance an ICFG representation
of the program. (see Section 3 of Chapter 3). The analysis needs to define: (1) an
abstract domain D, (2) transfer functions Ti ∈ T to model the effect of instructions,
and (3) the join operator t to conservatively merge information at join points.

Abstract Domain: The domain of the IDFA approach are positive integer values
in D = {0, . . . , |SC|}, where |SC| represents the stack cache’s size. Since both,
the minimum and the maximum occupancy are needed, two analysis problems
have to be defined. We will start with the maximum occupancy.

Maximum Occupancy: The analysis starts at the program entry, where the
occupancy is assumed to be 0. It then propagates occupancy values along all
execution paths, while considering the effect of the instructions along the path.
Only the stack control instructions (see Section 2.4 of Chapter 2) can have an
impact: (1) sres instructions increase occupancy by their argument k, (2) sens
instructions make sure that the occupancy is larger than k, and (3) sfree
instructions reduce the occupancy by k. The resulting transfer function Ti for an
instruction class i are given by the data-flow equation below:

OUTmaxOcc(i) =


min(INmaxOcc(i) + k, |SC|) if i = sres k
max(INmaxOcc(i), k) if i = sens k
max(0, INmaxOcc(i)− k) if i = sfree k
INmaxOcc(i) otherwise

The join operator t is defined by simply taking the maximum occupancy for all
operands. Therefore, the occupancy right before an instruction (due to control-flow
joins) is derived by taking the maximum occupancy from any of its predecessors
(Preds), except for the program’s entry. In the case of inter-procedural analysis,
predecessors can also be calls or returns from other functions:

INmaxOcc(i) =

{
0 if i = entry,
maxs∈Preds(i)(OUTmaxOcc(s)) otherwise

Minimum Occupancy: The data-flow equations to compute the minimum
occupancy are identical. Only the max operator of the INminOcc(i) equation needs
to be replaced by the min operator.

OUTminOcc(i) =


min(INminOcc(i) + k, |SC|) if i = sres k
max(INminOcc(i), k) if i = sens k
max(0, INminOcc(i)− k) if i = sfree k
INminOcc(i) otherwise

INminOcc(i) =

{
0 if i = entry,
mins∈Preds(i)(OUTminOcc(s)) otherwise

Context sensitivity can easily be ensured either through the ICFG itself (duplication
of functions) or by adding context information to the data-flow equations of the
respective instructions.

93



r

BB00

BB01

t

A()

BB10

BB11

BB12

B()

BB20

C()

BB30

D()

(a) An ICFG representing the program from Figure 5.1. The red/blue edges represent
call/return edges.

Min. Occ Max. Occ Cost
Func BB Instr IN OUT IN OUT Spill Fill

00 {A1, A2, A3} 0 2 0 2 0 0A 01 {A4, A5} 0 0 0 0 0 2
10 {B1, B2, B3} 2 3 2 3 0 0
11 {B4, B5} 3 3 3 3 0 0B
12 {B6, B7} 0 0 0 0 0 1

C 20 {C1, C2, C3} 3 4 3 4 0 0
D 30 {D1, D2, D3} 3 0 3 0 3 0

(b) Occupancy bounds as computed by the IDFA approach considering the ICFG of
Figure 5.3a.

Figure 5.3 – Example of occupancy analysis using the IDFA approach.

This approach is also implemented in Absint’s aiT timing analyzer tool [118]. We
spot, however, a mistake in the data-flow equation related to computing the minimum
occupancy at sens instructions. The equation states that the resulting minimum
occupancy is evaluated to min(INminOcc(i), k). This is incorrect as the sens in-
struction can never result in a decrease of the occupancy. The occupancy is always
increased to k if the occupancy right before sens (INminOcc(i)) is less than k.

Example 2.2 Consider again the program in Figure 5.1. We illustrate in Figure 5.3a
the corresponding ICFG built similarly as in Section 3 of Chapter 3. We track the
occupancy bounds according to the IDFA approach assuming a stack cache whose
size is 4 blocks. We start with minimum occupancy analysis. The domain consists
of a positive integer number representing the occupancy level (i.e., {0, . . . , 4}). The
analysis starts off by assigning the occupancy value 0 at the program entry point (i.e.,
INminOcc(BB00) = 0). The basic block BB00 consists of instructions A1, A2, and A3.
Only the reserve sres at A2 has an impact on the minimum occupancy which increases
by 2 cache blocks, therefore, OUTminOcc(BB00) = 2. Similarly, the sres increases
the minimum occupancy by 1 cache block which results in OUTminOcc(BB10) = 3. In
BB20, the minimum occupancy is further increased by 1 cache block but immediately
decreased due to the sfree instruction at C3. This yields OUTminOcc(BB20) = 3.
The INminOcc information at BB11 is computed by applying the join operator over
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the OUTminOcc information provided by its immediate predecessors (i.e., BB10 and
BB20). This translates into selecting the minimum of both OUTminOcc information,
which yields INminOcc(BB11) = 3. The sens at B4 does not initiate any memory
transfer as the minimum occupancy is greater than B’s stack frame size (i.e., 1 cache
block). The sres instruction at D2 reserves 4 cache blocks which adds to the 3 cache
blocks already existing when entering the basic block BB30. However, the minimum
occupancy is capped by the stack cache size that is |SC| = 4. Those cache blocks
are then freed by the sfree at D3 which results in OUTminOcc(BB30) = 0. The
join operator applied at BB12 yields IN(BB12) = 0, as a result the sens at B6

initiates a fill of 1 memory block in the worst-case. The same applies to the sens at
A4 which initiates a fill of 2 cache blocks as INminOcc(BB01) = 0. In this example,
the maximum occupancy provides the same results for INmaxOcc and OUTmaxOcc

information. However, the maximum occupancy information allows to safely estimate
the worst-case spilling potentially performed by sres instructions. Only the sres
at D2 is determined to cause such memory transfers. This is due to the fact that the
sres reserves the whole stack cache size which causes the stack cache content (i.e.,
INmaxOcc(BB30) = 3) to be spilled to main memory.

3 Experiments
We evaluated both approaches using the LLVM-based compiler framework of the
Patmos processor [111], which comes with a stack cache and its associated control
instructions. Benchmarks of the MiBench benchmark suite [52] were compiled using
optimizations (-O2) and subsequently analyzed using both techniques, assuming a
stack cache size of 256 byte, 4 byte cache blocks, and a context string length of 0.
Figure 5.4 shows the percentage of functions where the occupancy bound at function
entry of SCA was either greater, equal, or smaller than that computed by IDFA.
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Figure 5.4 – Percentage of occupancy bounds (maximum/min) by SCA being (1)
greater, (2) equal, or (3) smaller than IDFA.

95



Considering the maximum occupancy, SCA is less precise when the delivered bound
is greater, i.e., the lower portion of the first bar of each benchmark should be as
small as possible. Indeed, these cases are rare (< 3% over all benchmarks), while
SCA is often more precise (34% on average).
Considering the minimum occupancy. SCA is less precise when the delivered bounds
is smaller. This is represented by the upper portion of the second bar. However, this
only appears for a simple function of the three benchmarks tiff2bw, tiffdither,
and tiffmedian respectively. SCA is typically more precise (52% on average).
We repeated these experiments for IDFA with other call string lengths (1, 2, 3, 10 and
20). However, we only observed minor improvements for maximum occupancy and
almost no change for minimum occupancy. The bitcnts benchmark, for instance,
has a maximum call depth of 20, ignoring recursive functions, and still does not show
relevant improvements with call strings of length 20 due to the impact of recursion
elsewhere as explained later.
Overall, SCA is almost always as precise or even more precise than IDFA. The results
are similar, albeit less pronounced, with longer context string lengths.

3.1 Discussion

A closer look reveals that the imprecision of IDFA is mostly due to chains of function
calls, whose lengths exceed the analysis’ context string length (e.g., due to recursion).
Let us first examine such situations for maximum occupancy.
The problem of IDFA with long call chains is that calling contexts are no longer
distinguished, i.e., all information is merged in a single calling context. The occupancy
information computed for these regions is, as expected, rather pessimistic, leading
to considerable overestimation of the maximum occupancy. Even worse, the overly
conservative occupancy level is propagated out of these merged calling contexts along
control-flow edges of function returns. Recall that the meet operator for this analysis
is the max operator. This means that the conservative maximum occupancy bounds
are even further propagated, way beyond the merged calling contexts that initially
caused the imprecision. This particularly applies to recursive functions.

Example 3.1 Figure 5.5 shows an example illustrating this situation. Assume that
function A consists of one basic block and that function B is called before function
D. Since B and C recursively call each other, their respective maximum occupancy
grows until they reach the stack cache size during the fixed-point computation of
IDFA (unless unbounded call strings are used). The transfer functions for the return
instructions then propagate the maximum to their respective callers, which leads to a
maximum occupancy that is close to the stack cache size right after the function call
to C within B (and vice verse). A similarly high occupancy is propagated out of the
recursion to the instruction succeeding the call from A to B. The high occupancy might
actually occur within the recursion. However, the actual occupancy at this point is
much lower. The overestimation is further propagated to function D. Resulting in
overly conservative analysis results there, even when the context string length is not
exceeded.

Patmos’ newlib C library contains (potentially) recursive functions in the start-up
code of each program. IDFA thus assumes that the stack cache is filled up entirely
before even reaching the program’s main function. Since the computed maximum

96



A B C

D
Imprecision

Figure 5.5 – Imprecision propagated out of recursive functions when computing
maximum occupancy with IDFA.

occupancy at main is considerably overestimated, imprecision is propagated through-
out large portions of the considered benchmarks. An important observation here is
that increasing the call string length will not help fixing this problem, as the precision
limit will be reached before the end of the recursion (unless infinite call strings are
used). The SCA approach does not face this problem. Instead of relying on the
occupancy propagated outwards by the recursive functions, it simply relies on their
displacement values. A possible fix for this problem for IDFA would be to memorize
the occupancy level before each call. The occupancy propagated backwards from
a return then always has to be smaller than the memorized value. However, the
potentially large displacement of the called function is ignored, which may still lead
to considerable overestimation.
A similar problem arises for non-recursive programs with deep call chains containing
two subsequent function calls that eventually invoke the same function. IDFA then
behaves similar to recursive programs as shown in Figure 5.6.

Example 3.2 Assume that, in this example, the function call from B to C appears
before the call from B to D. Then, IDFA initially propagates an accurate occupancy
level through the calls from A to B and finally to C. At first, even the occupancy at
D is computed correctly. However, due to the deep call chains leading up to C, both
calling contexts for D (originating from B or D) are merged. Due to the intermittent
execution of D the occupancy is higher for this call chain. This increases the maximum
occupancy of C. The increase is subsequently propagated out of C to both of its callers.
This incidentally increases the occupancy after the call to C within B. Which then
again increases the occupancy at the following call to D. This leads to a feedback loop
similar to that seen for recursive functions in the previous example.

A B D

C

Figure 5.6 – Feedback loop enforcing imprecision of non-recursive functions for IDFA
computing maximum occupancy.

Still, IDFA can be more precise than SCA (as shown by or results). This is explained
by an underestimation of the minimum displacement. As mentioned before, the
minimum displacement is obtained by performing a shortest path search on the
program’s call graph. The path here represents nested function calls and its length
the minimal amount of stack space required in the stack cache by the functions
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stack frames, respectively. Now, consider a case where two leaf functions2 are called
within a single basic block, i.e., when one function is called the other function is
called too. In this case, the minimal path search will choose the function with
the smaller stack frame to compute the minimum displacement. However, since
both functions are called, the actual minimum displacement is determined by the
larger stack frame. This situation can, of course, also appear in more general forms.
The imprecise minimum displacement ultimately leads to an underestimation of the
maximum occupancy observed in our experiments. However, this appears to be of
minor importance in practice.
For minimum occupancy IDFA appears to be even more imprecise. Firstly, this is
explained by the fact that the maximum displacement (in contrast to the minimum
displacement) can be computed precisely. SCA’s minimum occupancy thus does
not suffer from inherent imprecision. In addition, IDFA spreads imprecision as
before in the presence of deep call chains. This may even lead to feedback loops
in non-recursive programs as described before. Two observations are particularly
interesting at this point. While the IDFA approach is amenable to improvements by
memorizing the maximum occupancy before calls, such a fix appears to be impossible
here. The problem is that a lower bound cannot be established as easily for function
calls when the minimum occupancy is computed. Secondly, it appears that the
precision could be improved using very long call strings (ignoring cases incurring
recursion). This, however, leads to a paradox situation: the precise computation
of the minimum occupancy would then require high levels of context sensitivity in
order to compute the worst-case filling at sens instructions. The filling, however,
only depends on the nesting of functions called right before the ensure and thus is
by its nature context-insensitive. The SCA approach exploits precisely this property
and evidently achieves excellent results.

4 Conclusion
In this chapter, we compared the precision of stack cache occupancy bounds computed
by two different approaches. On the one hand, the IDFA approach, which models
the problem as a traditional inter-procedural data-flow analysis. On the other hand,
the SCA approach that splits the analysis problem into several smaller ones, using
context-insensitive data-flow analyses along with longest/shortest path searches on
the call graph. Our experiments revealed that IDFA suffers from imprecision in
nearly all benchmarks of the MiBench benchmark suite. The lack of precision is due
to chains of function calls, whose lengths exceed the analysis’ context string length
(e.g., due to recursion). The obtained results suggest to base future analysis work
(such as preemption costs that we explore in Chapter 6) on the SCA approach.

2Leaf functions do not call any other function.
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CHAPTER 6

Analysis of Preemption Costs for the Stack Cache

In the previous chapter, we compared two analysis approaches to bound the minimum
and maximal occupancy of the stack cache. We concluded that the approach used in
the standard stack cache analysis (SCA) provides tighter estimates in most situations.
However, the analysis was limited to individual tasks, ignoring aspects related to
multitasking. A major drawback of the original stack cache design is that, due to its
simplicity, it cannot hold the data of multiple tasks at the same time. Consequently,
the entire cache content needs to be saved and restored when a task is preempted.
To complement the standard SCA, we propose, in this chapter, an analysis exploiting
the simplicity of the stack cache to bound the overhead induced by task preemption.
This chapter is structured as follows. We start with a short outline. Through a
motivating example, we present in Section 2 our approach to analyze the cache-related
preemption delays induced by the stack cache. A formal description of the analysis
is provided in Sections 3 and 4. Then a discussion is provided in Sections 5 and 6.
The analysis is evaluated in Section 7 and followed by a conclusion.

1 Outline
The stack cache of the Patmos processor exploits the regular structure of the access
patterns to stack data. Functions often operate exclusively on their local variables,
resulting in spatial and temporal locality of stack accesses following the nesting of
function calls. As already presented in Section 2.4 of Chapter 2, the cache can be
implemented using a circular buffer using two pointers: the memory top pointer MT
and the stack top pointer ST. In contrast to traditional caches, memory accesses
are guaranteed hits. The time to access stack data thus is constant, simplifying the
WCET analysis. The cache is managed by stack cache control instructions whose
worst-case (timing) behavior only depends on the worst-case spilling and filling
of sres and sens, respectively (see Chapter 5). The cache’s simple design thus
reduces the analysis complexity considerably.
However, the simple structure of the stack cache also has drawbacks. One problem
arises when multiple tasks are executed using preemptive scheduling. The two
pointers only capture the cache state of the currently running task, the state of other
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(preempted) tasks is lost once ST and MT are overwritten. The data of preempted
tasks might still be in the cache. However, the hardware cannot ensure that this
data remains unmodified. Even worse, it cannot ensure that modified cache data,
not yet written back to main memory, remains coherent. As a consequence the entire
stack cache content has to be saved to main memory when a task is preempted. In
addition, the stack cache content has to be restored before that task is resumed. This
may induce considerable overhead that has to be accounted for during the analysis
of a real-time system equipped with a stack cache.
The main contribution of this chapter is a stack cache analysis technique to bound the
overhead induced by the stack cache during preemption, i.e., cache-related preemption
delays [70].

2 Analysis of Preemption Delays: Motivating Ex-
ample

Preemptive multitasking provides better schedulability for real-time systems by
allowing a running task to be preempted by another task having more critical timing
requirements. Task preemption involves a context switch, which, with regard to
the preempted task, consists of three steps: (1) saving the original task’s execution
context (registers, address space, device configurations, . . . ), (2) running another
task, and finally (3) restoring the original task’s context. Since the traditional stack
cache hardware cannot be shared by several tasks, the content of the stack cache
has to be considered a part of the execution context and thus needs to be saved
and restored as well. This may induce some overhead that has to be accounted for
during schedulability analysis. For traditional caches [70] this overhead is known as
Cache-Related Preemption Delays (CRPD). We will later formally define a static
program analysis that allows us to bound this overhead for the stack cache for every
program point where a preemption might occur. However, we start first with a
motivating example, illustrating the underlying problem:

Example 2.1 Assume that a preemption occurs right before the sfree instruction
C3 (E) of the code in Figure 6.1. The stack cache content then has to be saved and
restored to/from main memory. A simple bound of the number of blocks that have
to be transferred back and forth is given by the maximum occupancy provided by the
SCA. In this example four blocks (of A, B, and C) need to be transferred, both, during
context saving and restoration, as illustrated by Figure 6.2a. This overhead can be

(A1) func A()
(A2) sres 2 〈0〉
(A3) call B
(A4) sens 2 〈2〉
(A5) sfree 2

(B1) func B()
(B2) sres 1 〈0〉
(B3) call C
(B4) sens 1 〈0〉
(B5) call D
(B6) sens 1 〈1〉
(B7) sfree 1

(C1) func C()
(C2) sres 1 〈0〉
(C3) nop E
(C4) sfree 1

(D1) func D()
(D2) sres 4 〈3〉
(D3) sfree 4

Figure 6.1 – Program consisting of 4 functions, reserving, freeing and ensuring space
on the stack cache (cache size: 4). The annotations in angle brackets, e.g., 〈2〉,
indicate the maximum filling/spilling behavior of stack cache control instructions.
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Figure 6.2 – Cache states after executing the indicated instructions (below) and
number of blocks transferred (above).

reduced as illustrated by Figure 6.2b. The stack data of C will be freed immediately
after the preemption and thus is dead, i.e., the data can never be accessed after
the preemption. This reduces the cost of context saving to a transfer of 3 cache
blocks (of A and B) instead of 4. Also the context restoration costs are reduced.
Actually, no cache block needs to be restored here. It thus suffices to re-reserve a
single block on the stack cache for C’s dead stack data. The blocks of B are only
accessed after returning from C. The sens B4 will automatically restore the necessary
data. According to our initial SCA this instruction does not fill any block in the
worst-case without preemption, i.e., an additional overhead to transfer B’s cache block
needs to be accounted for as preemption cost. The cache blocks of A are similarly
restored by the corresponding sens A4. This time, the restoration will not cause
any additional cost, since the standard SCA already accounts for the filling of two
cache blocks. At the same time, the occupancy before the next function call to D is
reduced from 3 to 1, since only B’s stack frame was actually restored. Consequently,
the spilling of D’s reserve instruction D2 is reduced. With preemption, actually
fewer cache blocks are spilled than computed by the standard SCA – thus reducing
the preemption costs. In comparison to the simple approach, transferring 14 cache
blocks, the transfer costs only amount to 8 blocks.

This example illustrates that the number of cache blocks to save/restore can be
reduced depending on the future use of the cached data. Our analysis, explained in
the following subsections thus, is based on the notion of liveness – very similar to
the concept of Useful Cache-Blocks [70].

Context Saving Analysis (CSA): Clearly, data that is present in the cache,
but known to be coherent with the main memory (captured by the lazy pointer LP,
see [12]), can be excluded from context saving and thus reduce the preemption cost.
Furthermore, some data might be excluded from saving depending on liveness, i.e.,
dead data that is not used in the future can be excluded. We will show how the
analysis of dead and coherent data can be combined to reduce the number of blocks
that need to be saved on a context switch.

Context Restoring Analysis (CRA): As for CSA, dead data can be excluded
from context restoration. However, in many cases also live data can be excluded, e.g.,
when the data is spilled by an sres instruction before it is actually used or when
an sens instruction would refill the data anyway. We will show that the underlying
analysis problem is very similar to the liveness analysis required for CSA and, in
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particular, that the placement of sens instructions after calls simplifies the analysis
problem.

3 Context Saving Analysis
The worst-case timing of saving the stack cache’s context depends on the number
of cache blocks that have to be transferred to the main memory. In the simplest
case, all blocks potentially holding data need to be transferred, i.e., the maximum
occupancy provided by SCA is a safe bound. However, not all data in the stack
cache actually needs to be considered, as illustrated by the motivating example.
The lazy pointer [12] readily allows to track coherent data that can be ignored during
context saving, i.e., data known to have the same value in the cache and in main
memory. Since the LP is implemented as a hardware register it can immediately
be exploited by any context switching mechanism. Also the proposed analysis is
immediately applicable and can be reused for the Context Saving Analysis. We thus
do not provide details regarding the analysis here and simply assume that its results
are available for the final cost computation of the CSA (see below).
Another class of data, that can be ignored during context saving, is dead data, i.e.,
data that will never be accessed by the program. Data in the stack cache may become
dead starting from a given program point due to two reasons: (1) data that will be
overwritten by an sts instruction (without an intermittent lds) in all executions or
(2) data that is freed by an sfree (without an intermittent lds) in all executions.
Inversely, data that is potentially used by a subsequent lds instruction has to be
considered live.
Note that individual bytes on the stack cache might be live or dead depending on
the actual usage of each individual byte, which would necessitate an analysis that is
able to track individual bytes. However, due to the structure of typical stack frames
generated by the compiler, we observe that dead data usually resides at the bottom
of the stack, i.e., right above ST. The following analysis takes advantage of this fact
in order to simplify the analysis complexity.
Inspired by the LP, we define a virtual pointer that allows us to track blocks of dead
data residing right above ST. This virtual marker is only used by the analysis and
is not realized as a hardware register. We call this virtual marker the dead pointer
(DP):

Definition 18 The dead pointer (DP) is a virtual marker tracking dead data, such
that ST ≤ DP ≤ MT. Data below DP is considered dead, while data above DP is
potentially live.

The lazy pointer (LP) and the dead pointer (DP) define a partitioning of the stack
cache’s content into three distinct regions shown in Figure 6.3. Data above LP is
coherent and thus can be ignored during context saving. Similarly, data below DP is
known to be dead and can safely be ignored. Only the remaining data, between DP
and LP, actually needs to be transferred to main memory. Note that this model only
allows to detect dead data at the bottom of the stack cache – which we observed to be
the usual case in the code generated by the compiler. The obtained results are thus
a conservative approximation, i.e., more dead data might actually be present in the
cache, which is not detected by the analysis and thus cannot be exploited. Likewise,
more coherent data might be present below the position of the LP determined by
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(1) Coherent data

Figure 6.3 – Partitioning of the stack: (1) coherent data above LP ( ), (2) data that
actually needs to be saved ( ), and (3) dead data below DP ( ).

the analysis. Both of these cases may lead to an over-estimation of the worst-case
cost determined by the CSA, but do not compromise the analysis’ correctness. Also
note that this approach simplifies the actual context saving, since only a contiguous
block of data needs to be transferred.
The analysis of the DP is based on a typical backward liveness analysis, i.e., a value
is said to be live when it is used by a subsequent load (lds) and is considered dead
immediately before a store (sts), or, in the case of the stack cache, an sfree. As
for the traditional SCA, only the relative position of the DP with regard to ST needs
to be known, which further simplifies the CSA. Our analysis is a function-local,
backward data-flow analysis, conservatively tracking the lowest possible position of
the DP relative to ST, i.e., for each program point the minimum value min(DP− ST)
is computed over all possible executions of the analyzed program. This ensures that
the analysis is conservative and only considers the least amount of dead data actually
in the cache for the cost computation.
As indicated above, only three kinds of instructions may modify the position of
the DP. Whenever an lds is encountered, it must be ensured that DP is below its
frame-relative address FA starting from ST, i.e., DP ≤ FA, since the value loaded by
the instruction is known to be live. Recall that the analysis proceeds in a backward
fashion, so the loaded value is live at all program points before the lds, up to a
preceding sts instruction potentially overwriting the same FA. An sts, on the
other hand, might push the DP upward as the overwritten data is dead immediately
before the store. This is only possible when the analysis is able to show that the
newly discovered dead data is right above the contiguous block of dead data, such
that a new contiguous block can be formed. The sts overwrites data at a given
FA in the cache, the overwritten value thus can no longer be accessed and is dead
at all program points before the store instruction, up to a join (conditional branch)
and/or an lds instruction potentially rendering the data live. Finally, with regard
to a function, all its data is dead immediately before its sfree, since none of the
data in the stack frame can be accessed from this point on. The DP then is at its
highest possible position, i.e., the stack frame’s size k. In addition to these three
instructions that may directly have an impact on the DP, the analysis also needs to
consider conditional branches, i.e., instructions that may have multiple successors
in the CFG. Since the analysis proceeds backward, the successor’s DP values might
be different. The analysis thus needs to apply a join operator (see Section 2.4 of
Chapter 2), which selects a conservative approximation. In the case of CSA, the
minimum, i.e., the least amount of dead data, is considered.
The following data-flow equations specify how individual instructions (Equation 6.1)
and joins (Equation 6.2) may modify the relative position of the DP with regard to
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sres 2

sts [1] = $ra

sts [0] = $a1

...

mov $a1 = 5

call foo

sens 2

lds $a1 = [0]

lds $ra = [1]

sfree 2

ret $ra
DP=0

DP=2

DP=1

DP=0
DP=min(1)=1

DP=0

DP=min(1,0)=0

DP=1

DP=2

DP=2

Figure 6.4 – Propagation of the DP (shown on the right in blue) within a function:
stack data becomes dead right before sfree and sts instructions, while it becomes
live before lds instructions. Other instructions do not impact the DP.

the stack frame of a function:

OUT(i) =


k if i = sfree k

min(IN(i), FA) if i = lds FA

IN(i) + 1 if i = sts FA ∧ FA = IN(i)
IN(i) otherwise

(6.1)

IN(i) =

{
0 if i = t
mins∈Succs(i)(OUT(s)) otherwise (6.2)

The position of the DP before (and after) each instruction in the function can then
be computed by applying these equations iteratively until a fixed-point is reached.
The initial values assigned to IN(i) and OUT(i) for each instruction i have to be
chosen such that the iterative processing actually converges and delivers a safe
approximation. The above data-flow equations compute the lowest position of the
DP, it thus suffices to initialize the equations with the size of the stack cache |SC|
or the size of the current stack frame k – both are upper bounds on the maximum
value of DP. The initialization of IN(t) to 0, where t represents the function’s exit
point, along with the use of the minimum as the join operator ensures that the
analysis converges towards the minimum value of the DP and consequently gives a
safe approximation.
Assuming a unit cost ĉs to transfer a cache block to main memory, the overhead
induced by context saving before an instruction i depends on the size of the coherent
area CA(i) (derived from the LP [12]), the size of the dead area DA(i) (given by
Equation 6.1), and the maximum occupancy Occ(i):

savingCost(i) = ĉsmax(0,Occ(i)− CA(i)−DA(i)) (6.3)

Note that the size of the coherent data as well as the maximum occupancy are poten-
tially calling-context dependent, i.e., might change with the nesting of surrounding
function calls. This is readily supported by the respective analyses and can easily
be considered in the above equations. The costs would then, of course, also be
context-dependent.
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It would, in addition, be possible to consider the calling-context when analyzing the
dead area (DA(i)). Whenever all data in a function’s stack frame is dead, the size
of its caller’s dead area can be added to DA(i). However, this is rarely beneficial
in practice, since all functions, except leaf functions not calling other functions,
store the return address on the stack. Details on inter-procedural analysis are thus
omitted.

Example 3.1 Consider the CFG of the function shown in Figure 6.4, which consists
of three blocks of straight-line code. The sequence of the top most block is assumed to
end with a conditional branch having the two other blocks as successors (indicated
by the edges on the left). The goal of the analysis is to track the area DP − ST of
data that is known to be dead by computing the lowest possible position of DP at each
program point. The analysis processes the CFG backwards, starting at the return
instruction ret at the bottom. The computation of the analysis and its results are
indicated in blue to the right of the code. Since the return is the last instruction in
the function, the DP is initialized to 0. All stack data is potentially live here. The DP
value is then propagated to its predecessor the sfree instruction. All stack data is
known to be dead right before this instruction, the DP is thus set to 2, the instruction’s
argument (k). Next, the lds instruction is processed. The top most stack element of
the function’s stack frame is accessed (using the frame-relative address [1]) and thus
becomes live, which is indicated by the new DP value of 1. The second load ([0]) in
the block above is processed similarly. Here the DP drops to 0, indicating that both
stack elements are live. The remaining instructions (mov, call, sens) in the same
block have no effect on liveness. The last instruction of the top-most block has 2
successors with different DP values (1 and 0). The join operator conservatively takes
the minimum to safely over-approximate the actually live stack data. The algorithm
eventually processes the store instructions at the top. The first sts ([0]) overwrites
the first stack element, whose value becomes dead. The DP thus is incremented to its
new value 1. The subsequent sts ([1]) then overwrites the top element, rendering
all stack data dead (DP = 2). Note, that instructions before the sres/after the
sfree conceptually belong to the caller.

4 Context Restoring Analysis
Similar to context saving, the time required to restore a task’s stack cache context
depends on the number of cache blocks that need to be transferred from main memory
to the cache. A simple solution would again be to transfer all the blocks potentially
holding data, which is again bounded by the maximum occupancy.
However, as shown in Example 2.1, not all cache blocks have to be restored. We
can distinguish the following cases, as illustrated by Figure 6.5: (1) cache blocks
containing dead data only (given by Equations 6.1 and 6.2), (2) blocks potentially
containing live data that have to be restored, and (3) blocks that are restored by a
subsequent sens. Since only a subset of the cache blocks are restored the occupancy
after a preemption is usually reduced. This may reduce the spill costs of subsequent
sres instructions. The analysis thus has to consider another case: (4) potential
gains due to reduced spilling. Case (1) and (2) can be handled by function-local
analyses explained in Section 4.1, while case (3) and (4) require inter-procedural
analyses covered in Section 4.2 and 4.3.
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4.1 Local Restore Analyses

Dead data can simply be excluded from the memory transfer as explained in the
previous subsection. However, in contrast to context saving where dead data is
simply discarded, space has to be allocated on the stack cache in order to guarantee
that subsequent memory accesses (stores in particular) succeed. The allocation is
only needed when dead data exists, i.e., DA(i) is non-zero. Even then, the operation
only requires an update of MT, which can be performed in constant time (ĉa):

allocationCost(i) =

{
ĉa if DA(i) 6= 0
0 otherwise

(6.4)

Blocks containing live data have to be restored and thus transferred back from main
memory. This can be done explicitly during the context restoration or implicitly
by an sens instruction executed later by the program. While the explicit transfer
always induces additional overhead that needs to be accounted for, the implicit
restoration might be for free. This happens when the maximum filling computed by
the traditional SCA for the sens instruction is non-zero. The overhead associated
with the explicit restoration is then, at least partially, accounted for in the program’s
WCET.
In order to account for the overhead of implicit and explicit transfers two quantities
have to be determined: (1) the amount of data that needs to be restored explicitly
and (2) the cost of implicit memory transfers performed by sens instructions.
We introduce another virtual marker to model the former quantity. This pointer
represents an over-approximation of the amount of live data in the stack cache that is
not implicitly restored by an sens instruction before a subsequent access rendering
the data live:

Definition 19 The restore pointer (RP) is a virtual marker tracking potentially live
data in the stack cache, i.e., ST ≤ RP ≤ MT. Data below the RP is potentially live and
not guaranteed to be restored by a subsequent sens instruction.

An interesting observation is that sens instructions are placed after every function
call and that functions are assumed to only access their own stack frames. This
simplifies context restoration, since only stack data of the function where the preemp-
tion occurred has to be restored. The stack frames of the calling functions are then
automatically restored by their respective sens. The computation of the associated
overhead is explained in Section 4.2.
The analysis of the RP is a function-local, backward analysis that tracks the highest
possible position of the pointer relative to ST (i.e., RP− ST), which means that an

ST

MT

RP

DP
(3) Dead data

(2) Data to restore explicitly

(1) Data restored implicitly (sens)

Figure 6.5 – Partitioning of the stack: (1) data restored by sens of the current as
well as other functions ( ), (2) data to restore ( ), and (3) dead data ( ).
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over-approximation needs to be computed. The position of the RP depends on the
amount of data restored implicitly as well as the amount of live data. The analysis
thus needs to consider the impact of sens instructions, which lower the position
of the RP, as well as memory accesses, which may increment the RP. Whenever an
sens instruction is encountered by the analysis the position of the RP is set to 0,
which simply means that no data needs to be restored in case of a preemption that
occurs immediately before that ensure (recall that the analysis proceeds backward).
The sens simply reloads the entire stack frame when the task gets resumed. Data
becomes live whenever it is accessed by an lds instruction, the position of the RP
thus has to be larger or equal to the FA of any load instruction encountered. In order
to simplify the handling of dead data, lds and sts instructions are both considered
to increment the RP – despite the fact that stores do not actually render the data
live. Dead data is excluded from explicit and implicit transfers anyway using the DP
(as indicated above). Also note that there is no strict ordering between the DP and
the RP, i.e., it might happen that DP > RP. This usually happens when dead data is
present at an sens instruction, which sets the RP to 0, but has no impact on the
DP. In addition to the instructions that have an immediate impact on the RP the
analysis also needs to account for control-flow joins at conditional branches, which
may have multiple successors with diverging RP values. The analysis always selects
the maximum value and propagates this information upwards in order to ensure that
the position of the RP is safely over-approximated. The following equations capture
the evolution of the RP relative to ST:

OUTRP (i) =


0 if i = sens k

max(INRP (i), FA) if i = lds FA ∨ i = sts FA

INRP (i) otherwise
(6.5)

INRP (i) =

{
0 if i = t
maxs∈Succs(i)(OUTRP (s)) otherwise (6.6)

Assuming unit costs ĉr to transfer a cache block from main memory, the cost of
restoring the live data of the stack cache depends on the size of the dead area (DA(i),
Equation 6.1) and the size of the restore area (RA(i), Equation 6.5):

transferCost(i) = ĉr max(0,RA(i)−DA(i)) (6.7)

Example 4.1 Figure 6.6 illustrates the propagation of the RP through the CFG
from the previous example. The processing again starts at the bottom of the CFG
at the return instruction. At this point all data is dead (RP = 0) and thus does not
need to be restored explicitly. This changes when the first lds instruction ([1]) is
encountered, which renders the top-most element of the stack frame and all elements
below it live. This is indicated by the new RP value of 2. The RP does not change
until the sens instruction is processed. At this point all the stack frame’s data is
known to be live. However, the sens instruction ensures that all stack data is filled
into the cache. Thus no explicit restoration is required and the new value of RP
becomes 0. The other instructions in the block above the sens do not have an impact
on the RP. As before, the last instruction of the top-most block is assumed to be a
conditional branch with two successors having different RP values. This time, the
maximum value 2 is propagated upwards in order to conservatively over-approximate
the amount of potentially live data. The subsequently processed instructions do not
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sres 2

sts [1] = $ra

sts [0] = $a1

...

mov $a1 = 5

call foo

sens 2

lds $a1 = [0]

lds $ra = [1]

sfree 2

ret $ra
RP=0

RP=2

RP=max(2)=2

RP=0

RP=0

RP=max(2,0)=2

RP=2

RP=2

RP=2

Figure 6.6 – Propagation of the RP (shown on the right in blue) within a function:
only lds, sts, and sens instructions impact the RP, while other instructions do
not modify its value.

have an impact on the RP since it is already at the maximum position (2), which
would indicate that the entire stack frame needs to be restored explicitly. However,
since the DP was shown to be non-zero (see Example 3.1), the stack frame only needs
to be restored partially.

It remains to account for the implicit transfer costs at sens instructions in the current
function that are not already included in the program’s WCET. This situation arises
whenever the RP pointer is not at its maximum position (the size of the function’s
stack frame k). The function’s stack frame is thus only partially restored by the
explicit transfer after a preemption and some additional cache blocks need to be
filled from main memory implicitly by the next sens instruction. The additional
cost of this transfer depends on the size of the function’s stack frame, the size of
the restore area (RA (i) from above), and the number of cache blocks that need to
be transferred by the sens instruction for a regular execution without preemption,
which is provided by the standard SCA in the form of an annotation to the instruction
(〈b〉). The overhead is trivially upper-bounded by the function’s stack frame size k.
A more precise bound would be k− RA(i), which reflects the reduction of the cost
of the implicit transfer cost by deducting the explicitly transferred blocks. Another
bound can be derived from the maximum filling bound b associated with an sens
instruction. The additional costs due to the implicit restoration cannot exceed k− b,
which represents the maximum number of cache blocks whose transfer costs are not
accounted for in the program’s WCET.
The following cost function combines both of the above approaches. However, before
the cost function can be defined, an intermediate step has to be performed, which
propagates the maximum filling bounds associated with individual sens instructions
to all program points throughout the function. This allows to determine for each
instruction, also those that are not an sens, the number of cache blocks that are
potentially filled by any subsequent sens instruction. This intermediate step can
be implemented using a function-local, backward DFA, propagating the difference
between the sens’s argument k and its filling bound 〈b〉 (obtained from the standard
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SCA) upwards through the CFG:

OUTFL(i) =

{
k− b if i = sens k 〈b〉
INFL(i) otherwise (6.8)

INFL(i) =

{
0 if i = t
maxs∈Succs(i)(OUTFL(s)) otherwise (6.9)

The overhead caused by implicit memory transfers of sens instructions can then
be computed from the number of cache blocks that are filled implicitly (FL(i),
Equation 6.8) and the number of blocks that were explicitly restored, i.e., the size of
the restore area (RA(i), Equation 6.5):

ensureCostLocal(i) = ĉr max(0,FL(i)− RA(i)) (6.10)

As for the analysis of the DP before, the above data-flow equations for the RP and
the local filling need to be initialized properly in order to ensure that the fixed-point
computation converges. Since both analyses define the join operator as the maximum
over all successors, the equations have to be initialized to 0 before the resolution
process starts. In the case of the RP analysis this indicates that no data needs
to be restored explicitly after the function’s sfree. The fist access to stack data
encountered by the analysis will then increment the RP value accordingly. The
iterative processing then ensures that the analysis converges towards a safe upper
bound. A similar argument applies to the propagation of the local filling bounds.
The equations also contain an explicit initialization to 0 for the function’s exit point
t. This initialization is, in fact, redundant, given the fact that t cannot have any
successors and that all data-flow equations are initialized to 0 anyway.

4.2 Global Ensure Analysis

The analyses in the previous subsections exclusively focus on the state of the stack
frame of a single function and account for additional costs related to the restoration
of the stack frame of the function whose execution was interrupted by a preemption.
The stack frames of other functions that are currently on the call stack are not
explicitly restored. This is done via implicit memory transfers, which are performed
by the sens instructions that are placed after every function call. The underlying
idea is very similar to the local reserve analysis discussed before, with the main
difference that no explicit memory transfer is performed whatsoever.
To analyze the costs associated with these implicit memory transfers, an over-
approximation needs to be computed that considers all possible states of the call
stack, i.e., all possible chains of nested function calls leading up to a call to the function
under analysis. This is sufficient, since the additional overhead is only induced by
the sens instructions that are executed upon returning from functions along the call
stack. The program’s call graph (CG) is a well-known representation capturing all
chains of nested function calls that may occur during the execution of the program
(see Section 2.4 of Chapter 2). Each such chain observed during the execution of
the program corresponds to a path in the call graph starting at the program’s entry
point (typically the main function) and leading to the graph node representing the
current function. In order to compute the desired over-approximation, the analysis
thus needs to consider all paths leading to the currently considered function and
associate a cost with each path.
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A() B() C()

D()

0 02〈2〉 11〈0〉

0
1〈1〉

Figure 6.7 – Weighted CG of the code in Figure 6.1 used to bound the additional
transfer costs at sens instructions of other functions.

We model this problem as a longest path search on a weighted CG, considering all
paths from the program’s entry node to the current function. The edge weights
in the graph are the number of blocks that are not filled by the sens associated
with the corresponding call site, which is given by FL(i) (Equation 6.9) of the site’s
call instruction. Note that this problem is very similar to the computation of the
maximum displacement of the original SCA [11]. However, the length of the path is
bounded: (1) by the maximum occupancy at the call site (which is itself bounded by
the stack cache size) and (2) by the minimum amount of stack data remaining in
the stack cache after returning from the function, i.e., max(0, |SC| −D(f)), where
|SC| denotes the stack cache size and D(f) the function’s maximum displacement.
The latter case is particularly interesting, since no computation is required when the
function’s displacement is larger than or equal to the stack cache size. The length of
the path and the restoration costs then simply become 0. Also note that the global
ensure costs are always the same, independent of where the program is interrupted
in the function. It is thus sufficient to pre-compute the costs only once for each
function.
Our algorithm thus pre-computes the global ensure costs as follows. A weighted
call graph is constructed beforehand, where the edge weights are provided by the
local ensure analysis (Equation 6.9). The algorithm then processes each function
f separately. First, it is verified whether the maximum displacement D(f) of f
exceeds the stack cache size. If this is the case, the global ensure costs are bounded
by 0, and the algorithm simply proceeds with the next function. Otherwise, an
integer linear program (ILP) is constructed, which is similarly structured as the
traditional IPET approach [77]. The ILP encodes all paths originating at the root
node of the CG leading to the current function, such that the objective function
represents the length of the path. An ILP solver then computes the longest such
path, by maximizing the objective function. Note that this approach allows to handle
any kind of program, including those with recursion. The original work on the
SCA includes a detailed description on the handling of recursion [11]. Note that for
programs without recursion the longest path for all functions can be computed in
linear time using dynamic programming [29]. Given the length FLG(f) of such a
path for function f , the costs induced at other functions is:

ensureCost(f) = ĉrFLG(f) (6.11)

Example 4.2 Consider the code from the initial example in Figure 6.1. The algo-
rithm begins by constructing a weighted call graph as shown in Figure 6.7. Apart from
the edge weight that is shown in the middle of each edge, the figure also indicates
the information provided by the local ensure analysis at the respective call site. The
numbers at the origin of each edge represent the argument k of the next ensure
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instruction following the call site as well as its filling bound in angle brackets. The
edge weight simply correspond to the difference between these two values.
The edge weight for the call from B to C, for instance, evaluates to 1, since the
corresponding ensure instruction may transfer an additional block, which is not
accounted for by its original bound 〈0〉 (1− 0 = 1). Similarly, the edge weight of the
call from A to B evaluates to 0. The corresponding sens transfers up to 2 blocks, of
which both are already accounted for by the bound 〈2〉 (2− 2 = 0).
For C the longest path has a length of 1, since an additional block needs to be
transferred if a preemption were to happen during the execution of C. The longest
path from the program’s entry to function D has length 0, i.e., all cache blocks of
calling functions are restored for free as they are accounted for by the original bounds.
The same result could have been computed from D’s maximum displacement (4), which
is equal to the cache size (4).

4.3 Global Reserve Analysis

Lazily restoring the stack cache content not only allows us to avoid explicit memory
transfers during context switches, but it may also turn out to be profitable. Even in
the worst-case only the stack frame of the current function is restored, which leaves
the remaining space in the stack cache free and thus effectively reduces the stack
cache’s occupancy. This may be beneficial for subsequent sres instructions, since
the reduced occupancy may also reduce the maximum spilling. This, consequently,
may reduce the running time of the program under analysis. There are two scenarios
where such a gain might be observed: (1) at an sres of another function that is
called from the current function and (2) at an sres of another function that is called
after returning from the current function. It is important to note here, that multiple
sres instructions may profit from the reduced occupancy, i.e., when several calls
are nested or are performed in sequence with increasing displacement values. The
analysis thus needs to be able to accumulate gains of multiple function calls, while
providing a conservative under-estimation of the actual gains. We will initially focus
on the first scenario and limit our attention to a single function call, and later extend
this solution in order to handle the accumulation of gains as well as gains from the
second scenario.
Recall that the WCET of the program under analysis already includes an estimate
of the maximum spilling at sres instructions, which is computed for each function
individually from the maximum occupancy before entering the function and the
amount of stack space (k) reserved by the function’s sres. This can be generalized
to several nested function calls by considering the displacement at the outer-most
function call. The maximum spilling performed by all called functions can then
be bounded by considering the maximum occupancy along with the maximum
displacement of the nested function calls. While the minimum spilling can be bounded
by considering the minimum occupancy along with the minimum displacement.
Consequently, a conservative estimation of the minimum gain can be computed by
comparing the minimum spilling of a normal execution with the minimum spilling
after a preemption. More formally, given a call instruction i with a minimum
occupancy mOcc(i) and a minimum displacement d(i) the minimum spilling during
a normal execution is given by:

minSpill(i) = max(0,mOcc(i) + d(i)− |SC|) (6.12)
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The minimum spilling with preemption is computed in a very similar way. However,
the minimum occupancy is lower due to the lazy restoration of the stack cache’s
content. A simple bound of the minimum occupancy, that is sufficiently precise in
practice, is the size of the current function’s stack frame, i.e., the argument of the
current function’s stack cache control instructions k:

minSpillPr(i) = max(0, k+ d(i)− |SC|) (6.13)

The minimum gain from the reduced spilling at a call site i is then given by:

siteGain(i) = max(0,minSpill(i)−minSpillPr(i)) (6.14)

A simple solution to account for the impact of the next function call is to propagate
the gain at call sites backward through the CFG. The following equations determine
the minimal gain that is guaranteed to occur for only one of the subsequent function
calls. At joins, the equations select the minimum, while the maximum is selected on
straight line code:

OUTGN(i) =

{
max(INGN(i), siteGain(i)) if i = call

INGN(i) otherwise (6.15)

INGN(i) =

{
0 if i = t,
mins∈Succs(i)(OUTGN(s)) otherwise (6.16)

As before, the data-flow equations have to be initialized in order to ensure that the
analysis converges. The equations have to be initialized to the maximum possible
gain, i.e., |SC|, the size of the stack cache, except for the function’s exit node t.
Since, at this moment, the analysis only considers local gains due to calls from
within the current function, the gain at the end of the function evaluates to 0 for
t (Equation 6.16). The analysis converges towards a minimum gain, despite the
fact that on straight-line code the maximum value is propagated (which initially
indeed is |SC|). This is ensured by the initialization of t (0) and the fact that the
minimum value is selected at joins (Equation 6.16). The analysis thus will eventually
reevaluate the data-flow equations of all program points reachable in the reversed
CFG from the function’s exit node t and converge towards a minimum.
Since we initially did not expect considerable returns from this analysis, our initial
publication [13] adopted this simple approach only without developing it further.
Though simple to compute, this solution is conservative. The gain of subsequent
calls can, in fact, be accumulated since the occupancy remains lower than in a
regular execution even after returning from the called functions. Unfortunately, this
accumulation of costs cannot directly be encoded using data-flow equations. The
accumulated costs in cyclic regions of the CFG would grow infinitely and thus yield
wrong results.
Since then, we noticed that the underlying problem can, in fact, be seen as a shortest
path problem on a weighted CFG. The edge weights in the graph represent the gain
associated with individual call sites (Equation 6.14), while the length of the shortest
path from an instruction i to the CFG’s sink node t represents the accumulation of
gains for all of the visited call sites. This is possible since every call site is uniquely
identified even if some function is called many times in some execution path. However,
the analysis has to make sure that the gain of visited call sites is not accumulated
more than once. Fortunately, this cannot occur since the only way to revisit the
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same call site again would be in a loop. Such a scenario is naturally avoided by the
shortest path search algorithm, since revisiting the same call site would increase the
path length. Given the length LSG (i) of the shortest path for instruction i, it is
now possible to account for the actual gain associated with all function calls possibly
executed within the current function after a preemption at i:

reserveGainLocal(i) = ĉsLSG(i) (6.17)

Note that the length of the path, and thus the local gain, is bounded. The gain can
never exceed |SC|−k, since the lazy restoration may in the worst-case only reload the
local stack frame, whose size is given by k. This can also be seen by assuming that
the minimum occupancy (mOcc(i) in Equation 6.12) evaluates to |SC|. Simplifying
the formulas (cf. Equation 6.13 and 6.14) yields the same result. This bound holds for
nested function calls and sequences of function calls. The nesting of function calls is
conservatively modeled using the minimum displacement (d(i)) in the formulas. The
effects of function calls that are performed in sequence are conservatively modeled by
considering the minimum occupancy, provided by the standard SCA. Recall that the
minimum occupancy can be bounded locally by considering the impact of function
calls through their maximum displacement (see Chapter 2.Section 2.4). The gain
of each function call in a sequence thus is reduced by preceding calls due to the
reduced minimum occupancy, which immediately depends on the calls’ maximum
displacements. The accumulated local gain thus cannot exceed the aforementioned
bound since the gain gradually approaches 0 due to the interplay between minimum
occupancy and maximum displacement of intermittent calls.

Example 4.3 The gain due to the reduced spilling at the function entry of B needs
to be analyzed, right after its reserve instruction B2. The function first calls C,
whose minimum occupancy, provided by the standard SCA, evaluates to 3, while its
displacement evaluates to 1. Spilling will never occur while executing C, since the
stack frames of A, B, and C fit into the stack cache (2 + 1 + 1 = 3 + 1 <= 4). The
local reserve gain associated with the respective call site thus is 0. Likewise, the
minimum occupancy before the call to D is 3, its displacement, however, is 4. The
sres instruction D1 consequently spills 3 blocks (3+4−4) during a regular execution
(Equation 6.12), while only a single block (1 + 4− 4) is spilled after a preemption
(Equation 6.13). The call site is thus associated with a weight of 2 (3− 1). Since both
calls are executed in any case, the length of the shortest path from the preemption
point to the end of B evaluates to 2 (cf. Equation 6.17).

The previous analysis only accounts for the gain due to function calls within the
current function. In addition, it is also possible to account for potential gains after
returning from the current function. Recall that the stack frames of all functions
currently on the call stack are lazily restored. The occupancy after a preemption
may thus also be lower for these functions compared to a regular execution without
preemption. Similar to the computation of the global ensure costs, we can account
for this gain through a path search on a weighted CG. The edge weights for this
graph are given by the local reserve gain (Equation 6.17) at the respective call sites.
The minimal gain that is guaranteed to occur for all executions has to be computed.
The algorithm thus has to search for the shortest path in the CG instead of the
longest. Given the length GSG(f) of the path for function f , the global gain due to
sres instructions is given by:
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Figure 6.8 – Weighted CG of the code in Figure 6.1 used to bound the global gain
due to sres instructions of other functions.

reserveGain(f) = ĉsGSG(f) (6.18)

An interesting observation at this point is that the global reserve gain is bounded just
as the local reserve gain before. As the analysis climbs upwards through the call graph
(towards the program’s entry function), the displacement of the functions increases.
With this increase the potential gain of subsequent function calls diminishes (as
before), limiting the global reserve gain to the minimum of either the minimum
occupancy at the function’s entry or |SC| − k, where k represents the current
function’s stack frame size.

Example 4.4 Consider the code from the initial example in Figure 6.1. The al-
gorithm begins by constructing a weighted call graph as shown in Figure 6.8. The
edge weights correspond to the local gain associated with each call site, given by
Equation 6.17. For the call from B to C, for instance, the edge weight evaluates to 2.
This is because a preemption that occurs in C will eventually return to its caller B
with a reduced occupancy. This will lead to reduced spilling during the subsequent
call to D, as explained in more detail in Example 4.3. The local reserve gain after
the call to C at instruction B4 thus gives the above edge weight. The same applies
for the call from B to D. Here, the local reserve gain at instruction B6 yields the edge
weight 0, since no additional function calls appear after that instruction. The global
reserve gain at C thus evaluates to 2 (0+0+2), which correspond to the length of the
path from the call graph’s root to the node representing the function. For all other
functions the global gain simply evaluates to 0.

4.4 Context Restore Costs

The total context restoration costs are then bounded by accumulating the individual
costs for space allocation, the explicit and implicit transfer of cache blocks at sens
instructions (locally and globally). In addition, the preemption costs are partially
amortized by the reduced spilling at sres instructions (locally and globally). Note
that f(i) denotes the function containing instruction i:

restoreCost(i) = allocationCost(i) (Eq.6.4)
+transferCost(i) (Eq.6.7)
+ ensureCostLocal(i) (Eq.6.10)
+ ensureCost(f(i)) (Eq.6.11)
− reserveGainLocal(i) (Eq.6.17)
− reserveGain(f(i)) (Eq.6.18)

(6.19)

Example 4.5 Consider again the preemption point at instruction C3 in the code
shown in Figure 6.1. The context restoring analysis first determines the minimal/max-
imal offset of the DP and RP with regard to ST respectively (Equations 6.1 and 6.5).
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The RP offset is 0, due to the absence of lds and sts instructions in the code, which
are omitted for brevity. DP on the other hand, is equal to 1, since all data is dead
right before the sfree instruction C4. Therefore a single block has to be allocated
to properly rebuild C’s stack frame, i.e., allocationCost(C3) = 1. Since all data of
the current stack frame is dead, neither an explicit memory transfer nor an implicit
restoration by an sens instruction is necessary, i.e., transferCost(C3) = 0 and
ensureCostLocal(C3) = 0.
After returning to its caller, the ensure instruction B5 has to restore the entire stack
frame of B. The additional cost has not been considered by the bound provided by
the standard SCA (〈0〉). The instruction thus fills an additional cache block. The
sens instruction A4, on the other hand, restores all of A’s cache blocks for free (〈2〉).
Therefore, the global ensure cost accounts for the transfer of an additional cache block
(ensureCost(C) = 1), as illustrated before by Example 4.2.
As C does not call any other function, it cannot profit from a local reserve gain
(reserveGainLocal(C3) = 0). However, the analysis determines the potential gain
for function calls after returning from C. The occupancy before the call to D is reduced
by 2 blocks compared to a regular execution. The local gain associated with the
corresponding call site is thus 2. Since there is no other subsequent call in B nor
in A, no further gain can be considered. The global reserve gain for function C thus
amounts to 2 cache blocks (reserveGain(C) = 2), as shown in Example 4.4.
The total cost, associated with context restoration after a preemption at the indicated
program point C3, is thus given by 1 + 0 + 0 + 1− 0− 2 = 0, assuming unit costs of
ĉa = ĉs = ĉr = 1.

5 Computational Complexity
The overall complexity of the CSA and CRA depends on the various analysis steps,
which consist of four classes of analysis problems: (1) function-local data-flow analyses,
(2) longest path searches on the CG, (3) shortest path searches on the CG, and
finally (4) shortest path searches on the CFG of individual functions.
We assume that the data-flow equations of the various DFAs are solved using a
traditional worklist algorithm, which iterates until a fixed point is reached. Various
complexity bounds can be considered for different classes of DFAs, depending on the
size of the CFG as well as on characteristics of the analysis domain.
In our case, the domains are essentially natural numbers in the range [0, k] (cf. the
analyses of the DP, RP, and local filling) or [0, |SC|] (local gain), where k in turn
is also bounded by |SC|. The considered analyses are monotone, i.e., the analyzed
values steadily increase or decrease until either the minimum or maximum value
of the domain is reached. This is called the height of the domain, which can be
bounded by |SC| for all considered DFAs.
The iterative worklist algorithm then propagates the domain values along the control-
flow edges in the CFG. This leads to a first, conservative, complexity bound for the
previously described analyses, which is in O(|E||SC|) considering the height of the
domain |SC| and a CFG with |E| edges. Another bound can be derived using the
loop connectedness of the reversed CFG (since all considered problems are backward
problems). This parameter characterizes the nesting of loops in a CFG G with
respect to a spanning tree T of G [56, 64] and usually is denoted as d(G, T ). The
number of iterations performed by the worklist algorithm can be bounded by this

115



parameter when the order in which the CFG edges are processed is well chosen. The
iterative processing may then process each CFG edge at most d(G, T ) + 3 times,
resulting in a complexity bound of O(|E|(d(G, T ) + 3)), where |E| again denotes the
number of CFG edges in the CFG G. The loop connectedness can be considered
constant in practice (since loops tend to have a simple structure). Similarly, the
size of the stack cache |SC| can be considered constant with regard to the analysis
problems. The overall complexity of all the previously described DFAs is thus linear
in the size of the CFGs of the individual functions in the program under analysis.
The global ensure analysis relies on longest path searches on the CG in order to
bound the cost induced by implicit memory transfers of sens instructions. For
programs with recursion (which are often forbidden in the context of real-time
systems) this requires the construction of an ILP (similar to the well-known IPET
approach by [77]) for each node of the CG. The ILPs are subsequently solved by
an external solver (such as CPLEX or LPSolve). While it is possible to bound
the complexity of constructing an ILP in linear time with respect to the size of
the CG, it is difficult to bound the solving times. Integer linear programming in
general is NP-hard. However, it appears that today’s solvers are able to handle the
problem instances we encountered in our experiments quite well. The solvers almost
instantly provide an optimal solution – even open-source solvers that do not apply
sophisticated heuristics. For programs without recursion, the longest path search for
all functions can be performed in O(|F |+ |A|) [29], where |F | represents the number
of functions in the CG and |A| the number of call sites. Note, furthermore, that the
two approaches can be combined, i.e., dynamic programming is applied to a reduced
CG where cyclic regions are collapsed. The potentially expensive ILP solving can
then be limited to the recursive functions only [63].
The shortest path searches on the CG (global reserve gain) and the CFGs of individual
functions (local reserve gain) can be performed in quadratic time in the size of the
respective graphs using simple algorithms. More advanced algorithms allow to reduce
the complexity to almost linear time, e.g., the algorithm of [121] yields a complexity
in O(|E|+ |V | log log |V |). The local reserve gain can thus be computed in almost
linear time with regard to the size of the CFGs of individual functions. The same
applies to the global reserve gain, which can be computed in almost linear time with
regard to the number of functions and call sites in the program. These bounds are
independent from the graphs’ shape, which may well contain cycles, i.e., loops in the
case of CFGs or recursion in the CG.
The complexity of the proposed CSA and CRA analyses thus is dominated by the
longest/shortest path searches, whose complexity depends on the size of the program
under analysis (both in terms of function size as well as the size of the CG). Lastly,
the complexity of the standard SCA needs to be taken into consideration, since
intermediate results of this analysis are reused in various analysis steps of the CSA
and CRA. The SCA is similarly based on longest/shortest path searches that are
combined with function-local DFAs. The complexity analysis for the SCA is almost
identical to the discussion from above [63]. The overall complexity to compute the
preemption costs is thus not impacted and is also dominated by the longest/shortest
path searches.
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6 Discussion
The analysis proposed here mostly operates locally on individual functions. This
reduces the computational complexity (context-sensitivity is avoided) and simplifies
the efficient analysis of large programs (e.g., through parallel analysis). Inter-
procedural information is modeled through longest path problems on the CG, which
is much smaller than a corresponding inter-procedural CFG. As real-time software
usually avoids recursion, these computations are very efficient (linear in the size of
the CG). Also note that the function-local data-flow analyses usually ignore sres
and sfree instructions. Consequently, the computed results do not apply for code
before an sres as well as after an sfree. This is not an issue, since the correct
information can be derived from the calling functions, i.e., code before/after the
first/last stack cache control instruction in a function is logically considered to be
part of the immediate caller.

7 Experiments
This section presents an evaluation of the preemption costs associated with the stack
cache. We cover full results from the static analysis described in Sections 3 and 4.
The benchmarks are taken from the MiBench benchmark suite [52], which covers
a large variety of small- and medium-sized programs typically found in embedded
systems. The programs were compiled with optimizations enabled (-O2) using the
LLVM1 compiler for the Patmos processor [111]. The instruction set of the processor
follows the Very Long Instruction Word (VLIW) paradigm and may execute up to two
instructions that are grouped into parallel bundles at the same time. All instructions
explicitly take a predicate operand, which allows to conditionally nullify instructions
depending on the predicate value that is evaluated at runtime. The hardware of
the platform is configured with a 64KB, 4-way set-associative data cache using
LRU replacement, and a write-through policy (recommended for real-time systems,
see [125]). Code is cached by a 64KB method cache [111] with LRU replacement
and 32 code block entries. The stack cache is 256b small and uses a lazy pointer [12].
Note that varying the stack cache size between 256b and 1KB showed little impact on
the results obtained. The global memory is assumed to have a moderate latency of
21 cycles. Memory transfers are performed in bursts of 32b. The cache line size of all
caches matches the memory’s burst size. Note, the stack cache control instructions
still operate in words, while memory transfers are performed in bursts.
The analysis is implemented in the Patmos backend of the LLVM compiler, and
operates on the final machine-level code, right before code emission. The reported
numbers represent a simplified cost model, consisting of the number of bytes that
have to be saved or restored during context switching at the beginning of basic blocks,
i.e., sequences of straight-line code that are typically terminated by a (conditional)
branch instruction.

7.1 Context Restoring Analysis

The context restoring analysis shows remarkable results over all benchmark programs
considered. The main benefit stems from the fact that the sens instructions are

1http://www.llvm.org/
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Figure 6.9 – Histogram of transfer sizes (in bytes) for context restoration at basic
blocks using max. occupancy (Full) and our approach (Optimized). Lower is better.

placed after each function call. Many of these instructions restore a part of the
stack cache context for free, leading to considerable reductions in comparison to a
full restoration based on maximum occupancy. In total, the benchmarks consist of
114257 basic blocks of which, 113596 (99.4%) show an improvement. In the mean,
over all benchmarks, the improvement is 4.1 fold (min. 3x, max. 7x per benchmark).
Figure 6.9 nicely illustrates these improvements. An unoptimized, full restoration
typically reloads 250b or more (50281 basic blocks or 44%), while our optimized
approach typically only reloads up to 50b (71658 or 67%) with another peak between
126b and 150b.
In many cases no explicit memory transfer is needed at all (49494 or 43.4%), i.e.,
Equation 6.7 evaluates to 0, while for virtually all other cases the entire local stack
frame is explicitly restored (62934 or 56%). Out of the 49494 cases, where no explicit
memory transfer is required, 39558 will eventually have their entire stack frame
reloaded by a subsequent sens. Consequently, in 93.9% of the cases the preemption
costs will have to account for the restoration of the current function’s entire stack
frame (either by a subsequent sens or by an explicit memory transfer).
Furthermore, a close look at the minimum and maximum restore costs reveals that
there often is no variation with regard to the restoration costs within individual
functions. Out of the 8588 functions, 6575 (77%) show no variation at all. The
variation for the remaining 2013 functions is illustrated by Figure 6.10, which relates
the maximum restoration costs against the minimum. In addition, we show the
identity function f(x) = x as a reference. Values close to the shown line indicate low
variation. In our measurements, 1287 functions (64%) show an absolute variation
below 32b and only 218 functions (10%) have a large variation above 64b. Due to
the fact that the minimum restoration costs often evaluates to 0 (1436 functions or
71%), a relative comparison is difficult.
As can be seen in Figure 6.9 and 6.10, even a few cases can be observed where the
total restoration cost becomes negative (609 basic blocks or 0.5%), i.e., the program
runs faster since the total transfer size to restore the cache content is smaller than
the gain due to reduced spilling (cf. Equation 6.15). For 3488 basic blocks a non-zero
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gain due to reduced spilling was found (3%). Our new analysis algorithm improves
upon the previous version [13] by 77% with regard to the average local reserve gain
and by a factor of 3.72 when considering the local and global gain combined.
Due to the fact that the analysis operates on a very simple domain (integers) and
usually only considers individual functions, the analysis time itself is negligible. Also
the inter-procedural aspects of the analysis appear to scale well. This particularly
applies to the longest path search on the CG required to determine the worst-case
restoration cost of sens instructions of other functions (Section 4.2 and 4.3). Over
all benchmarks only 7 functions out of 1428 require a potentially time-consuming
longest path search in a strongly connected component of the CG. For 771 the length
of the path is known to be 0 due to the maximum displacement provided by the
standard SCA. All other functions are in non-cyclic regions of the CG, which allows
us to apply dynamic programming to compute the longest path.

7.2 Context Saving Analysis

Despite the fact that the context saving analysis does not account for inter-procedural
effects, it shows consistent improvements over all benchmark programs considered.
From 114257 basic blocks in the benchmarks 11618 (10.1%) show a reduction in the
context saving overhead. However, the reductions are moderate, as can be seen in the
histogram of Figure 6.11. For the basic blocks with lower transfer size, the reduction
amounts to 8.9% on average over all benchmarks (minimum 5.9%, maximum 20.7%
on average, per benchmark), resulting in a moderate shift in the histogram (from the
right to the left). These results are hardly surprising, since the data of all functions
currently holding data in the stack cache has to be saved. The reductions are thus
much smaller than for the context restoring analysis. It is evidently much harder to
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Figure 6.11 – Histogram of transfer sizes (in bytes) for context saving at basic blocks
using max. occupancy (Full) and our approach (Optimized) from Section 3. Lower
is better.

eliminate the context saving overhead, which unfortunately can have an immediate
impact on the Worst-Case Response Time (WCRT) of other tasks.

8 Conclusion
The stack cache exploits the access patterns to stack data, which results in simpler
hardware and analysis. Due to its simplicity, the stack cache cannot hold the stack
data of different tasks at the same time. The stack cache content thus becomes part
of the task’s execution context, which has to be saved/restored explicitly during
context switching.
We presented a static program analysis to determine the worst-case preemption costs
associated with the stack cache during context switching. The analysis is composed
of several smaller, function-local data-flow analyses. Inter-procedural effects are
handled through variants of the longest path problem. Experiments showed that
the analysis complexity is low and that the restoration costs can be reduced heavily,
since ensure instructions (sens), placed after function calls, often restore the cache
context for free. On the other hand, context saving costs appear difficult to eliminate.
To mitigate this issue, we present in Chapter 9 an idea to virtualize the stack cache.
Via the use of the scratchpad memory and TDM bus arbitration, the goal is to
ultimately hide the cost of context switch operations while dynamically managing
multiple stack caches.

120



CHAPTER 7

Preemption Mechanisms for the Stack Cache

In the previous chapter, we provided analyses to bound the preemption cost for every
instruction in the program. The information generated by the analyses is rich and
includes various parameters involved in the preemption cost depending on the precise
location of the preemption. However, the potentially large quantity of information,
although precise, is of little use if the scheduler cannot use it without inducing
considerable overhead. We thus propose in this chapter preemption mechanisms. This
chapter is organized as follows. We start with a short introduction, then we present
our approach in Section 2. Section 3 provides solutions as to how the mechanisms can
be integrated to support different preemption schemes. The experiments are presented
in Section 5 before concluding.

1 Outline
The preemption mechanism describes a set of operations that the real-time scheduler
has to perform in order to execute a context switch. This includes saving and
restoring the processor’s register values, resetting the memory management unit (if
one exists), as well as re-configuring other shared hardware resources. If a stack
cache is present its content needs to be saved and restored explicitly.
Under Patmos, a simple solution has been chosen and implemented in RTEMS 1 2 –
a popular RTOS in avionics. For the context saving, the approach consists first of
computing the occupancy of the preempted task Occ = MT - ST. Then, the entire
content of the stack cache is saved by performing an sres |SC|, which temporarily
allocates a stack frame of the total size of the stack cache. This causes the entire
content of the stack cache (i.e., occupancy) to be spilled to main memory and thus
be saved. Finally, the occupancy and special registers are saved including the MT
pointer which now holds the stack top address of the preempted task. On the other
hand, the context restoration consists first of restoring the special registers which
include the MT pointer. The stack cache content is restored using sens Occ, which

1https://www.rtems.org
2https://github.com/t-crest/rtems
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Figure 7.1 – Partitioning of the stack cache for context switch operations.

fills the cache starting from the address in the MT pointer.
This approach, although simple, does not benefit from the context switch optimiza-
tions introduced in the previous chapter. In fact, this is equivalent to the simple
approach against which we compared our optimized approach which showed a signifi-
cant improvement of preemption costs (see Section 7 of Chapter 6). The question
therefore is how to make preemption mechanisms benefit from these improvements
without inducing unreasonable overhead? Moreover, how can these mechanisms
profit from different preemption schemes (i.e., fixed and non-fixed preemptions)?
This chapter provides our answer to these questions.

2 Preemption Mechanisms
Before introducing the preemption mechanisms, let us first recall how our approach
optimizes the context switch operation. The stack cache occupancy is split into
different regions depending on the context switch operation. The idea is to save/re-
store only the useful data at program locations. We thus define two partitionings
depending on the operation:

Context Saving: Two pointers are used for the partitioning. The LP pointer,
(see [12]), keeps track of data that is coherent with the main memory, and the DP
pointer tracks data that is known to be dead. The LP and DP define a partitioning
of the stack cache’s content into three distinct regions shown in Figure 7.1a. Data
above LP is coherent and thus can be ignored during context saving. Similarly, data
below DP is known to be dead and can safely be ignored. Only the remaining data,
between DP and LP, actually needs to be transferred to main memory.

Context Restoring: Two pointers are involved as well. The DP pointer tracks
certainly dead data, while the RP pointer tracks potentially live data in the stack
cache. Three regions can thus be defined as illustrated in Figure 7.1. Data below
RP is potentially live and not guaranteed to be restored by a subsequent sens
instruction. Similarly, data below DP contains data that is certainly dead. The
remaining data to be transfered from main memory is then located between DP and
RP pointers.

From this, we notice that the context saving operation relies on the LP and DP
pointers while the context restoring depends on RP and DP pointers. We now
introduce in Figure 7.2 assembly code allowing to explicitly save and restore the
content of the stack cache:
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func SCSave(DP)
sub rx = |SC| - DP
sresr rx
stw MT

(a) SCSave.

func SCRestore(RP,DP)
ldw MT
mov ST = MT
mov LP = MT
sub rx = RP - DP
sensr rx
mov ry = DP
sresr ry

(b) SCRestore.

Figure 7.2 – Low-level functions to save/restore the stack cache content.

SCSave: The function saves the content of the stack cache to main memory,
depending on the size of the stack cache and the amount of dead data. We assume
that the stack cache size is known statically (|SC|), while the amount of dead data
is assumed to be a parameter of the function (DP). The entire content of the stack
cache can be saved by performing an sres |SC|. This automatically avoids the
spilling of coherent data (LP). However, dead data would be saved as well. The
SCSave function thus subtracts the size of the dead data from the stack cache size
(sub) and stores the difference in a register (rx). The value of this register is then
used by an sresr instruction, which is equivalent to a regular reserve with the
only difference that the instruction’s argument is a register. Finally, we save the MT
pointer (stw), which points to an address in main memory where all of the current
task’s stack data is now saved (excluding dead data at the bottom). This address is
later needed during context restoration.

SCRestore: The function restores the stack cache content after a preemption and,
for this, requires the RP and DP pointers as arguments. Before any stack data can
be transferred to the cache, the previously saved MT pointer needs to be reloaded
first (ldw). The ST and LP pointers are set to the same address, which represents
an empty stack cache. Then we proceed to the restoration by explicitly filling cache
blocks between RP and DP using an sensr instruction. As before, an sensr takes
its argument from a register (rx). The value of the register is computed from the
difference between the two arguments RP and DP (sub). Note that we assume here
that RP ≥ DP in order to simplify the assembly code. The ensure transfers live
data from main memory and updates the MT pointer. Neither the LP nor the ST is
modified since the reloaded data is known to be coherent. Finally, we take care of
dead data, which was excluded from context saving before. It suffices to allocate a
matching amount of cache blocks on the stack cache using an sresr instruction.
This ensures that subsequent accesses to the stack cache succeed, while avoiding a
useless memory transfer.

With the help of the SCSave and SCRestore functions any desired context saving
mechanism can be implemented. One only has to ensure that the functions are
called at the right moment and do not cause any side-effects, e.g., on registers of
the involved tasks. However, it remains to resolve one issue: how do the functions
obtain the parameter values for DP and RP?
One possible, but impractical solution, would be to store these parameter values
in a look-up table. It would then be possible to retrieve the precise values of both
pointers, as determined by the analysis, during context switching. The memory
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footprint of the table as well as the costs associated with the table look-up disqualify
this solution. Therefore, we need means to exploit the rich analysis information
without impacting the predictability or inducing excessive overhead. This, however,
highly depends on the underlying preemption policy.

3 Handling Preemption Schemes
In combination with a scheduling algorithm, the preemption policy determines the
circumstances under which a running task is allowed to be preempted. For instance,
the fully-preemptive policy allows preemptions to occur freely at any time and at any
position in a task’s program. Whereas the non-preemptive policy does not allow any
preemption to occur, and a task is started only after a running task is terminated.
Although fully-preemptive approaches may offer better schedulability, they make it
difficult to provide tight WCET estimates using cache analyses, since the preemption
point is not known in advance. Hybrid approaches have been introduced to tackle
this problem, either by statically fixing preemption points or limiting the number
of preemptions that tasks may suffer. Examples of such approaches include the
deferred preemption model [28], the floating non-preemptive region model [19], or
the preemption threshold [124]. So, in order to provide a preemption mechanism
that best matches a preemption policy, it is of major importance to consider whether
the policy relies on statically fixed or non-fixed preemption points.

3.1 Fixed Preemption Schemes

The main advantage of fixed preemption points is that it gives precise control over the
execution of real-time programs. It is a powerful approach allowing the preemption
mechanism to take full advantage of all the capabilities of a cache analysis. This
allows to choose interesting preemption points within a single task depending on the
overhead determined by a cost analysis (considering, among others, cache analyses
such as the CSA and CRA). These candidate preemption points are then considered
globally by schedulability tests to ensure that the constraints of the entire system
are respected. This may help to reduce the overhead due to preemption with regard
to the global system utilization.
Once preemption points are chosen the full results of the previously described analyses
(CSA and CRA) can be exploited easily, since dedicated code triggering a context
switch can be inserted. This code may simply invoke the SCSave function before
yielding the processor to the operating system kernel. Once the task is reactivated it
suffices to call SCRestore. In both cases the function’s parameters are immediately
available and can be considered by the inserted code. This, furthermore, allows
the WCET analysis to include the respective code and its overhead. A downside
of this approach is, however, that the stack cache content is potentially transferred
to/from main memory even when the operating system decides not to preempt the
running task. Alternatively, the two functions could be implemented in the operating
system, which then invokes them as needed. The interface between the task and
the operating system then needs to be revised such that the task can communicate
the DP and RP parameters when yielding the processor, e.g., by explicitly setting
predefined registers.
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3.2 Non-Fixed Preemption Schemes

In contrast to the previous strategy, handling non-fixed preemption approaches is
quite challenging as preemption locations are not known in advance. This means that
the preemption mechanism cannot pass, as described above, predetermined parameter
values for DP and RP to the SCSave and SCRestore functions respectively. One
solution, already mentioned before, is to store the parameter values in a look-up table.
The operating system would then simply retrieve the parameter values considering
the precise location of the preemption, e.g., by using the task’s program counter as
an index. The size of the look-up table inevitably disqualifies this solution. However,
it might be possible to compress the table or reduce its size. For example, the table
size could be reduced by storing only a single value for each of the two pointers
for each function in the program, instead of storing the pointers for all possible
program points. This would drastically decrease the table size at the expense of
a slight increase of look-up costs. The values stored for each function have to be
safe approximations. For the RP the maximum value over all program points in the
function has to be chosen, while for the DP the minimum value has to be selected.
This solution still appears impractical. However, the idea to attach approximations
to limited regions within a program can be generalized.
In the following, we will present two solutions to this problem, based on lightweight
extensions to the hardware and/or instruction set. The first solution relies on
conservative approximations at the granularity of whole functions using an additional
stack cache control register. The second solution requires a modification of the
instruction set, which allows to embed analysis information in the standard stack
cache control instructions.

Stack Cache Control Register

This solution is motivated by our experiments, which are explained in detail in
Section 7 of Chapter 6. Our measurements indicate, not too surprisingly, that
in most of the cases the stack frame of the current function needs to be restored
entirely, either by an explicit memory transfer (RP − DP) or an implicit memory
transfer (through a subsequent sens). The preemption mechanism may thus simply
restore the entire stack frame of the function where the preemption occurred, since
the overhead for this operation already has been accounted for in any case. The
parameters DP and RP for the SCSave and SCRestore functions are then simply
approximated by 0 and k, respectively, where k is the size of the function’s stack
frame.
The problem is that the standard stack cache does not track the size of the current
stack frame. It only knows the ST and MT pointers representing the occupancy. The
occupancy may reflect three different situations. Firstly, the stack cache only holds
a subset of the frame. The occupancy thus is smaller than k. Secondly, the stack
cache contains only the frame. The occupancy here matches k. Finally, the stack
cache may hold data of other functions in addition to the frame. The occupancy
then is larger than k. It is obviously not possible to derive the size of the current
frame from the state of a standard stack cache.
We thus propose to introduce an additional stack cache control register FP that keeps
track of the size of the current stack frame. The stack cache control instructions
are then required to keep this register up-to-date. The sres and sens instructions
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simply copy the value of their respective arguments into this register. On the other
hand, sfree instructions merely reset the register to 0, since they destroy the stack
frame and no stack cache access may occur until the next ensure.
The preemption mechanism may then retrieve the value of the FP register and
pass it as the parameter RP to the SCRestore function. The DP parameter is
conservatively set to 0 for both, the SCSave and the SCRestore functions.
This solution only requires minimal modifications to the stack cache hardware. The
additional FP register and the logic needed to update it is negligible and thus has
virtually no impact on the hardware cost and clock frequency. The timing behavior
of instructions is not modified as the register update can be performed in parallel
with other operations in a single cycle. The time-predictable behavior of the stack
cache is thus preserved. Finally, the solution does not incur any overhead whatsoever
with respect to the program’s memory footprint or execution time. A shortcoming
of this approach is that the value of the RP parameter is frequently overestimated,
while the DP parameter is not exploited at all. The approach thus effectively discards
all information regarding function-local analyses.

Instruction Set Extension

An alternative approach is to modify the stack cache control instructions, such that
they can be used to piggy-back the analysis information. The basic idea is to add
two additional operands to the sres and sens instructions that explicitly specify
the values of the DP and RP parameters. The values of these operands are copied
into two dedicated stack cache control registers, which then can be consulted by
the preemption mechanism to invoke the SCSave and SCRestore functions. The
sfree instruction does not receive additional operands and instead simply resets the
two control registers to 0. This allows to express changing values of the parameters at
a much finer level of granularity, independently from the size of the stack frame. More
specifically, the operand values apply to all program points between two successive
stack cache control instructions. The operand values can easily be computed by
considering the maximum value for the RP and the minimum value for the DP in
the corresponding region of the program. Function calls can be ignored in this
computation, as will be explained below.
In order to illustrate the approach we consider two scenarios of successive instructions:
an sres followed by an sres of another function (callee) and an sfree followed
by an sens instruction of another function (caller).
In the first case, the operand values of the first sres instruction apply to all program
points up to the execution of the second sres instruction, which automatically
overrides the corresponding control registers. Note, in particular, that this includes
all program points in the called function before its sres (see Section 6 of Chapter 6).
This is safe since these instructions cannot have any impact on the stack cache.
Consequently, the operand values of the first sres can be computed by considering
local program points belonging to the same function as the reserve, i.e., calls can
be ignored. Furthermore, all instructions between a function call and its sens
instruction cannot have an impact on the stack cache either. It is thus safe to
consider all function-local program points between any two subsequent stack cache
control instructions in order to compute the operands. Note that this reasoning also
applies to other pairs of instructions, i.e., sens-sens, et cetera.
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In the latter case, the sfree instruction destroys the stack frame of the current
function. Implicitly, the stack frame of the caller now becomes active. However,
at the moment when the sfree instruction is executed, the characteristics of the
caller’s stack frame are not known and thus cannot be embedded as operands in the
free instruction. We solve this issue by simply resetting both control registers for
the DP and the RP to 0. This means that, from the perspective of the preemption
mechanism, the instructions between an sfree and the subsequent sens belong to
the callee, which slightly differs from the model explained in Section 6 of Chapter 6.
The preemption cost bound remains safe under this interpretation, since the implicit
filling at the sens instruction is correctly accounted for by the global ensure costs.
The hardware overhead of this solution, again, is marginal, since only two additional
registers as well as logic to update them are needed. The impact on the hardware
cost and clock frequency remains negligible. Also, the timing behavior of the stack
cache control instructions does not change, preserving the time-predictability of
the stack cache. However, the additional operands require space in the instruction
encoding, which may either increase the instruction size or otherwise impose limits on
the maximum stack frame size – depending on the characteristics of the instruction
set architectures and the number of free bits in the original instruction encoding of
the stack cache control instructions. Assuming that the operands can be encoded
using otherwise unused bits, this solution does not impose any overhead w.r.t. the
program’s memory footprint or execution time.

4 Experiments
Now we evaluate the impact of the preemption mechanisms, as described in Section 2,
on the analysis of preemption costs we covered in Chapter 6. Recall that the
preemption mechanism invokes the SCSave and SCRestore functions, which
require two input parameters: the amount of dead data and the amount of data
that needs to be restored explicitly, which are denoted as DP and RP respectively.
For the following experiments we consider three different implementation variants:
(1) ISA-full, which is based on an instruction set extension that allows to specify
two additional operands for both, the DP and the RP parameters, (2) ISA-RP, an
instruction set extension covering only the RP parameter, and (3) FP, which represents
a solution based on a single stack cache control register (FP) holding the current stack
frame size. These configurations are compared against the optimized configuration
from the previous experiments, representing the most precise preemption costs
provided by an optimized analysis. Note that the results of the optimized analysis
can be used in the setting of fixed preemption points.
An obvious difference between these preemption mechanisms is the level of granularity.
The optimized analysis is able to compute precise results for each instruction in the
program. In the previous experiments the analysis results were, however, limited to
the beginning of basic blocks. Over all benchmark programs the number of basic
blocks amounts to 114257 (each potentially consisting of multiple instructions). As a
reference, the ISA-full and ISA-RP variants operate at a coarser level of granularity,
only considering stack cache control instructions. The number of these instructions
depends on the number of defined functions and call sites in the program. In the
considered benchmarks 8588 functions are defined, which are referenced by 10475 call
sites. In total 27651 stack cache control instructions can be found in all benchmark
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programs combined (two for each function and one for each call site). The number
of locations that may reflect changes in the underlying analysis information is thus
reduced to about a quarter (24%). The FP variant essentially operates at the level
of whole functions. This reduces the level of granularity even further to 8588 (8%)
different locations.
In order to evaluate the transfer costs induced by the various mechanisms, a common
level of granularity has to be chosen. The basic block level seems to be a reasonable
choice, as it allows to demonstrate the performance of the underlying preemption
mechanisms at a tight granularity and allows us to easily compare them against
the optimized approach. However, it is important to note that all three preemption
mechanisms have a diverging interpretation of the transfer costs when returning from
a function. More precisely, the costs associated with the program points between
an sfree of the callee and the corresponding sens of the caller differ from the
optimized analysis. These program points rarely coincide with the beginning of
basic blocks, since call instructions are not considered terminators for basic blocks
in LLVM. The impact of this design choice is thus not explicitly captured by the
presented numbers. At the same time, the concerned regions at most contain two
program points, one before and one after the corresponding return instruction. The
compiler also often manages to put the sfree instruction in the return’s delay slot,
which only leaves a single program point between the sfree and the sens executed
immediately afterward.
Starting with the context restoration, we first observe that the proposed preemption
mechanisms overall follow a similar pattern as the optimized approach, as illustrated
by Figure 7.3. The ISA-full and ISA-RP variants perform slightly better, showing
only a moderate degradation in terms of precision. The difference between these
two variants is insignificant, which indicates that the RP pointer is more profitable
than the DP. This is not surprising, as the RP is regularly reset to 0 at every sens
instruction, which limits the propagation of high RP values throughout large parts
of a function. This is different from the DP, whose value evolves depending on
stack cache accesses only and thus might be propagated throughout large parts of a
function. A closer look reveals that, for these two approaches, the context restoration
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Figure 7.3 – Histogram comparing the transfer sizes (in bytes) for context restoration
at basic blocks using the ISA-full, ISA-RP, and FP preemption mechanisms to the
optimized analysis. Lower is better.
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<0 ≤ 25 ≤ 50 ≤ 75 ≤ 100 ≤ 125 ≤ 150 ≤ 175 ≤ 200 ≤ 225 ≤ 256
<0 -318 5 53 103 56 75 25 0 1 0 0
≤ 25 – -9211 4566 1251 1177 188 2027 1 1 0 0
≤ 50 – – -2773 706 1618 45 404 0 0 0 0
≤ 75 – – – -1342 461 111 759 0 11 0 0
≤ 100 – – – – -1301 772 529 0 0 0 0
≤ 125 – – – – – -726 698 28 0 0 0
≤ 150 – – – – – – -9 3 6 0 0
≤ 175 – – – – – – – -185 182 0 3
≤ 200 – – – – – – – – -7 0 7
≤ 225 – – – – – – – – – -6 6
≤ 256 – – – – – – – – – – 0

Table 7.1 – Increase of restoration cost for the FP preemption mechanism in compar-
ison to the optimized analysis, illustrating the movement of basic blocks to the right
side of the histogram in Figure 7.3. Smaller numbers are better.

cost remains below 50b in the majority of the cases (57%). In only 0.8% of the basic
blocks the context restoration exceeds 150b – this almost matches the optimized
analysis. A noticeable drop is, however, observed for cases with very low transfer
costs between 0b and 25b. The drop amounts to 6600 basic blocks, which represents
about 21% of the 30894 basic blocks in that cost range for the optimized analysis.
The transfer costs of the respective basic blocks slightly increase, which corresponds
to a slight shift to the right and explains the increased bar heights nearby. For
instance, the restoration costs for 53% of these 6600 basic blocks now fall into the
next higher cost range (26b to 50b) and another 24% of the blocks fall into the
cost ranges after that (51b to 125b). The costs of the remaining cases then fall into
the range from 126b to 150b. This indicates a moderate loss of precision, which is
mainly due to the coarser granularity of these two approaches. The two approaches
also succeed to conserve nearly 50% of the cases with negative restoration costs, i.e.,
reflecting potential runtime gains.
The FP approach generally follows the same trends. The shift in the diagram from
the left side to the right is albeit more pronounced. The drop for the cost range from
0b to 25b amounts to 9211 basic blocks (30%). About half of the basic blocks appear
in the next higher cost range (26b to 50b), while 28% of the cases can be found in the
cost range from 51b to 125b. The remaining basic blocks (22%) move into the cost
range above 125b, with two cases falling into the range from 151b to 200b. Despite
the fact that the relative numbers appear to be close to the instruction-set-based
preemption mechanisms, the absolute numbers are considerably more pronounced.
This explains, for instance, the noticeable peak for the cost range from 126b to 150b
for this preemption mechanism. A detailed overview of the movements between
the different cost ranges is illustrated by Table 7.1. The negative numbers on the
diagonal indicate the number of basic blocks whose restoration costs were increased,
while the positive numbers indicate to which cost range these basic blocks moved.
As for context saving, we can observe a very slight shift to the right for the ISA-full
approach, as can be seen in Figure 7.4. This mainly concerns 1141 basic blocks, whose
transfer costs already were high (between 176b and 200b) even for the optimized
analysis. The precision loss here mostly stems from the DP pointer, which suffers
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Figure 7.4 – Histogram comparing the transfer sizes (in bytes) for context saving
at basic blocks using the ISA-full, ISA-RP, and FP preemption mechanisms to the
optimized analysis. Lower is better.

from the previously mentioned propagation of unfavorable values throughout the
coarser regions. This shift is more pronounced for the ISA-RP and FP variants, since
both do not exploit the DP parameter (which is conservatively set to 0). The number
of basic blocks impacted almost doubles (2180). This also applies to other cost ranges
and here in particular the range from 201b to 225b. A detailed breakdown of the
movements in the histogram is given by Table 7.2.
From the results above, one can conclude that ISA-full provides some advantage
over the other two mechanisms as it allows to exploit (at least to some degree) the
analysis information concerning dead data. On the downside, the instruction-set-
based approaches require additional changes to the hardware, the instruction set, as
well as the compiler. In particular, the changes to the encoding of the stack cache
control instructions might be problematic in practice. We will explore this issue using
the Patmos processor and its instruction set as an example. Patmos instructions are
encoded either using 64 bits or 32 bits depending on the corresponding instruction
formats. The 64-bit format is dedicated to simple arithmetic instructions with a full
32-bit long immediate. All stack cache control instructions are encoded according
to the 32-bit-wide Stack Control format (STC), which reserves 1 bit to indicate
bundled (VLIW) instructions, 4 bits for the predicate operand, 5 bits to indicate the
instruction format, and additional 4 bits for the instruction opcode. Consequently,
18 of the 32 bits are used to encode the instruction’s operand (either an immediate
or register index for the standard stack cache). Assuming a cache block size of 4b,
this allows the stack cache to manage stack frame sizes of up to 1MB, which appears
generous for most embedded applications. In order to implement the proposed
instruction set extensions for the ISA-full and ISA-RP preemption mechanisms
these 18 bits need to be split between either 3 (RP, DP, k) or 2 (RP, k) operands,
respectively. An even distribution would then either leave 6 or 9 bits for each operand.
This would reduce the maximum stack frame size, but not the total stack cache size,
to 256b or 2KB. The limit of 256b is sufficient for the experiments conducted here.
Even when the stack cache size is essentially unbounded, most of the considered
benchmarks exhibit a maximum stack frame size on the stack cache of 140b, while
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≤ 25 ≤ 50 ≤ 75 ≤ 100 ≤ 125 ≤ 150 ≤ 175 ≤ 200 ≤ 225 ≤ 256
≤ 25 -318 145 156 17 0 0 0 0 0 0
≤ 50 – -34 4 8 19 3 0 0 0 0
≤ 75 – – -122 113 4 0 0 1 0 4
≤ 100 – – – -77 51 11 3 0 10 2
≤ 125 – – – – -41 38 2 1 0 0
≤ 150 – – – – – -307 296 1 2 8
≤ 175 – – – – – – -332 51 281 0
≤ 200 – – – – – – – -2180 2082 98
≤ 225 – – – – – – – – -1668 1668
≤ 256 – – – – – – – – – 0

Table 7.2 – Increase of saving cost for the FP preemption mechanism in comparison
to the optimized analysis, illustrating the movement of basic blocks to the right side
of the histogram in Figure 7.4. Smaller numbers are better.

the largest stack frame encountered is merely 240b large. In a general setting, this
restriction might, however, become limiting. Increasing the cache block size might
remedy this problem. The limit of 2KB, on the other hand, appears to be practical
even for large embedded systems. The FP variant, based only on an additional
internal stack cache control register, does not face such restrictions and might thus
be easier to use in such larger systems. Overall, all of the three proposed preemption
mechanisms appear to be practical.

4.1 Hardware Implementation

We implemented all of the aforementioned hardware extensions in a Patmos hardware
model. From the original model, specified in Scala, hardware is synthesized using
the Altera Quartus II 13.1 tool suite for an an Altera DE2-115 board.
The implementation of the FP preemption mechanism requires an additional special
register as well as some logic circuits that are needed to keep track of the current
stack frame size. In particular, sres and sens instructions have to copy their
argument to this special register, while sfree reset the register to zero. Only a
dozen of code lines were needed to extend the stack cache model (originally about 500
code lines). Ignoring other components of the processor core, the hardware overhead
in comparison to the original stack cache design is very minimal and is evaluated to
2, 2% and 3, 5% in logic cells and logic registers, respectively. We also looked at the
resulting overhead at the core level, which includes, among others, the computational
units, a stack cache, a data cache, an instruction cache, and a local scratchpad
memory. Once again, the hardware overhead is negligible and costs around 0, 6%
and 0, 1% in logic cells and logic registers, respectively. The impact on the maximum
clock frequency, on the other hand, is surprisingly positive. We observed a slight
improvement from 82 MHz to 83 MHz. Note that this improvement may be caused
by some slight change in the complex heuristics employed by the synthesis software.
The overhead of the ISA-full and ISA-RP approaches is comparable to that of the FP
approach and only require some additional logic registers. The required changes are
in fact virtually identical, since the number of instruction operands has no relevant
impact on the hardware level.
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In conclusion, the implementation of the proposed hardware extensions is very simple
and only incurs insignificant additional hardware costs.

5 Conclusion
We proposed three different preemption mechanisms that allow the task scheduler to
exploit the analysis information during context switching. Two of these mechanisms
are based on an instruction set extension that attaches analysis information as
operands to the stack cache control instructions. In comparison to the full static
analysis these mechanisms may reflect changes in the analysis information at a much
coarser level. Our experiments nevertheless showed that only a moderate loss in
precision is incurred. A downside of these approaches is, however, that, in addition
to support from the operating system, modifications to the compiler are required.
An alternative solution relies solely on an additional stack cache control register that
is updated by the stack cache control instructions in a transparent manner. Apart
from the modifications to the task scheduler no additional tool support is required.
This, however, comes at a cost: the granularity at which changes in the underlying
analysis information can be reflected is limited to whole functions. This incurs an
additional loss in precision.
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CHAPTER 8

Eager Stack Cache Memory Transfers
– A Prefetching-Like Technique for the Stack Cache

In Chapter 6, we observed a non-intuitive situation, where a preemption can poten-
tially reduce spilling costs associated with subsequent sres instructions. The benefit
comes essentially from an early spilling due to context saving. This observation has
set us on the following direction: What if we could anticipate and eagerly perform
the spilling/filling before they are actually needed? This idea reassembles prefetching
in conventional caches. Except that, by contrast, the stack cache does not operate on
addresses and all its accesses are hits. Clearly, the stack cache structure has some
opportunities to offer, but one needs also to determine possible side effects. What’s
more, how do eager memory transfers affect the stack cache analysis? We, thus,
explore means to perform prefetching-like operations for the stack cache, and study
their outcome from the perspective of WCET analysis. After a short introduction, the
chapter is structured as follows: The general idea as well as a detailed description of
the technique are provided in Section 2. In Section 3, we present some arbitration
strategies to which we can associate the eager transfers to. Experiments are presented
in Section 4 followed by conclusions.

1 Outline
In order to improve predictability and ensure composability, the original stack cache
design [11] stalls the processor while performing spilling or filling, even when the
stack cache would not be used by any of the subsequent instructions. This allows to
analyze the stack cache’s timing behavior in isolation from other components of the
Patmos computer architecture [111] at the expense of average-case performance. In
this work, we explore the use of eager – or anticipatory – memory transfers in order
to alleviate this shortcoming. The goal is to improve average-case performance by
performing memory transfers in the background alongside with other instructions
that are executed by the processor. The eager transfers are, however, not allowed
to interfere with the worst-case behavior of the stack cache (or any other hardware
component in the system). Most notably, the timing bounds computed for a regular
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stack cache without our optimizations, should not be invalidated in the presence
of our optimizations. This is ensured by exploiting features of a recently proposed
stack cache extension [12] to track data that are coherent between the cache and
main memory.

2 Eager Memory Transfers
Prefetching is a well-known technique used in conventional caches, which aims to
hide memory access latencies caused by cache misses. Instead of waiting for a cache
miss to initiate a memory transfer, prefetching anticipates such misses and fetches
data from memory in advance of the actual memory reference. The idea, though
simple, raises two important problems: (1) the addresses of future memory references
need to be predicted and (2) side effects may arise due to the eviction of data from
the cache in order to make space. Both of these issues are difficult to solve in general
settings and pose even more problems in the context of real-time systems requiring
predictability.
We explore the use of eager memory transfers – combining prefetching and eager
eviction [71] – in order to reduce the latency of the stack cache control instructions.
We introduce two kinds of eager memory transfers: (1) eager spilling transfers data
from the stack cache to main memory, while (2) eager filling transfers data from
main memory to the stack cache. The stack cache, in contrast to conventional caches,
tracks its content using simple pointers and thus can only cache a contiguous memory
region between the ST and MT pointers. In the following we will exploit this feature
in order to realize “prefetching-like” functionality for the stack cache and address the
two aforementioned problems faced in standard caches.

Address Prediction: Due to the use of pointers to track the stack cache content,
it is trivial to predict the address of any future memory transfers that might be
initiated by any stack cache control instruction. Data is either read from memory at
the address starting at MT or written to memory at the address up to LP, depending
on whether the (effective) occupancy will grow too large (sres spilling up to LP) or
will become too small (sens filling from MT). It thus suffices to predict whether data
needs to be spilled or filled with regard to the future stack cache control instructions.

Side effects: We rely on a recently proposed stack cache extension [12] that allows
to track coherent data between the stack cache and main memory in order to avoid
side effects when performing eager memory transfers. A first observation is that
eager spilling only needs to consider incoherent data (just like regular spilling). The
eagerly spilled data is, however, not evicted from the stack cache. Instead, it simply
becomes coherent. Since no data was evicted from the cache, side effects on future
sens instructions are excluded. Similarly, since the amount of incoherent data was
reduced, the spilling at future sres instructions is potentially reduced. A second
observation is that eagerly filled data is known to be coherent. Side effects on future
sres instructions are consequently excluded after eager filling since the amount of
incoherent data did not change. The filling at future sens instructions, on the other
hand, is reduced due to the newly loaded data.

Example 2.1 Consider functions A, B, and C shown in Figure 8.1a and a stack
cache whose size is 4 blocks, i.e., |SC| = 4. Figure 8.1b depicts the evolution of the
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(A1) func A()
(A2) sres 2 〈0〉
(A3) sws 1 = r9
(A4) call B
(A5) sens 2 〈2〉
(A6) sfree 2

(B1) func B()
(B2) sres 2 〈0〉
(B3) ...
(B4) call C
(B5) sens 2 〈1〉
(B6) ...
(B7) sfree 2

(C1) func C()
(C2) sres 3 〈3〉
(C3) sfree 3

(a) Program consisting of 3 functions, reserving, freeing and ensuring space on the stack
cache. The annotations in angle brackets, e.g., 〈2〉, indicate the maximum filling/spilling
behavior of stack cache control instructions.
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(b) The evolution of the stack cache state through the program. Assumed cache size:
4. ST is fixed at the bottom of the cache state. MT points to the top stack elements in
main memory (not shown). The arrow → indicates the position of LP in the cache space.
Memory transfers in cache blocks are represented at the top of the cache state: Fill (�), Spill
(�). Eager memory transfers are blue colored. Transfers initiated by stack cache control
instructions are red colored.

Figure 8.1 – Example of eager memory transfers.

stack cache state at particular program points. For this example, we assume that
an eager memory transfer can be performed in 1 cycle and that no other hardware
component interferes with the stack cache (e.g., data cache, method cache). We also
assume an empty stack cache at the program entry point (i.e., MT = ST = LP). The
sws at A3 stores some value in the stack cache such that the cache content is not
coherent with main memory. At this point the effective occupancy is equal to the
cache occupancy. An eager spill operation is initiated at program point B3. This
causes LP to decrement, which reduces the effective occupancy to 3, but not the cache
occupancy (i.e., 4). Then, another eager spill operation is performed at program point
B4, which further drops the effective occupancy to 2. Without the eager spilling, the
sres instruction at C2 would have spilled 3 cache blocks. However, as the effective
occupancy was reduced only 1 cache block needs to be spilled. Note that the eager
spilling has no side effect on the sens instruction as it does not alter the cache
occupancy. The sens fills 1 cache block just as predicted by the stack cache analysis.
In contrast to eager spilling, the eager filling increases the cache occupancy but not
the effective occupancy. The eagerly filled cache block in B6 only increases the MT
pointer which results in increasing the cache occupancy to 3. As a result, instead of
filling A’s the whole stack frame (2 cache blocks), only 1 cache block is needed to be
filled. Similarly to eager spilling, the eager filling does not cause any side effects for
subsequent sres instructions as the effective occupancy remains unchanged.

The eager memory transfers are guaranteed to have no side effects on the stack cache
itself. However, side effects on other hardware components, and here in particular
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if (MT - ST < |SC|) {
start = MT;
end =

⌊
MT+BS
BS

⌋
× BS;

fill(start, end);
MT = end;

}

(a) The eager fill operation.

if (LP− ST < k) {
end = LP;
start =

⌈
LP−BS
BS

⌉
× BS;

spill(start, end);
LP = start;

}

(b) The eager spill operation.

Figure 8.2 – Pseudo code illustrating the operation of the eager filling and eager
spilling.

the bus and main memory, may arise. For instance, a cache for regular data might be
blocked by an eager memory transfer upon a cache miss. Such interferences may, of
course, impact the program’s worst-case performance and compromise predictability
as well as composability.
An elegant solution is to exploit the arbitration scheme that mitigates between
competing memory accesses [49, 13]. In the context of this work, we use the Patmos
multi-core architecture, which relies on time-division multiplexing (TDM) to arbitrate
main memory accesses. In the following we assume that each processor core may
transfer a single memory burst from/to main memory in a dedicated TDM slot.
Transfers may only be initiated at the beginning of a TDM slot, which are periodically
scheduled in a TDM period. The duration of a period then depends on the number
of cores n and the duration of a TDM slot k and is given by n · k cycles. We assume
that the memory controller is able to process transfers with arbitrary start addresses
and lengths. The actual memory transfer is, however, performed at the granularity
of bursts, i.e., the start address and length are aligned accordingly to the burst size
(excess data is either masked or discarded). In such a setting it is easy to detect
TDM slots that are not used by any other hardware component. It suffices to check
that no other memory request is pending at the beginning of the processor core’s
TDM slot. The free TDM slots of a processor can then be used to perform the eager
memory transfers and avoid any side effects on either the stack cache itself nor any
other hardware component.

2.1 Eager Fill

The eager fill operation aims to reduce the latency of a future ensure instruction
sens k. Recall that filling is required only when the occupancy is too small, i.e.,
MT − ST < k. The occupancy has to be increased in order to reduce the latency.
This can be achieved by loading, i.e., filling, data from main memory such that
MT can be pushed upwards until the occupancy reaches the stack cache size. The
corresponding memory transfer, however, has to be limited to a single burst transfer
in order to guarantee that only a single TDM slot is occupied. Assuming a burst size
BS, an eager fill operation thus proceeds as depicted by the algorithm in Figure 8.2a.
The eager fill operation can be initiated whenever a TDM slot is free and is then
guaranteed to be free of any interference with other hardware components that might
wish to access main memory. It remains to be shown that the worst-case timing of
subsequent stack cache operations is not affected. Three cases have to be considered,
depending on the kind of the next stack cache control instruction:
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sres k May only initiate a memory transfer when incoherent data has to be
evicted from the cache. The address range of the transfer ([ST+ |SC|, LP])
only depends on the position of ST and LP. Eager filling does not modify
either of those pointers (effective occupancy) and thus cannot impact spill
costs.

sfree k Free instructions do not access memory and exhibit constant latency.

sens k May only initiate a memory transfer when the occupancy is too low. The
address range of the transfer ([MT, ST+ k]) only depends on ST and MT.
The former is not impacted by eager filling, while the address of MT is
incremented, i.e., the occupancy was previously increased. Fill costs thus
may only be reduced.

Eager fill operations, consequently, may only improve the latency of future sens
instructions. Note, however, that some side effects may still arise. This may
appear when all filling of an sens instruction is eliminated. In this case, the
sens instruction no longer synchronizes with the TDM period and may change
the alignment of subsequent memory accesses. This may incidentally increase the
number of stall cycles of these memory accesses. The number of additional stall
cycles can, however, never exceed the gain induced by eager filling. WCET estimates
computed without considering eager filling thus remain valid.

2.2 Eager Spill

The aim of the eager spill operation is to anticipate and reduce future spill costs
associated with subsequent sres instructions. A spill is initiated by an sres if the
effective occupancy would exceed the size of the stack cache, i.e., LP− ST > |SC|.
The effective occupancy thus has to be lowered in order to reduce the spill latency.
One possible solution is to copy incoherent stack data to main memory without
evicting them from the cache. This allows to decrement LP and thus reduce the
effective occupancy.
As for eager filling, the corresponding memory transfer size must not exceed the
burst size so that at most one TDM slot is used. Assuming a burst size BS, an eager
spill operation then proceeds as depicted by Figure 8.2b. The eager spill operation
can be performed during free TDM slots as soon as the effective occupancy is non
null. We will, nonetheless, prevent the spilling of data from the stack frame of the
current function. This is because it may happen that data about to be eagerly spilled
is modified by a stack store instruction. This would require additional checks to
ensure that incoherent data is correctly tracked and increase hardware costs as well
as complexity. As before, only free TDM slots are used, which guarantees that eager
spill operations cannot interfere with other memory accesses. The worst-case timing
of subsequent stack cache control operations is also not affected:

sres k: May only initiate a memory transfer when the effective occupancy becomes
too large. The covered address range ([ST+ |SC|, LP]) only involves the
ST and LP pointers. The latter is lowered by eager spilling, while the
former is not modified, i.e., effective occupancy was previously decreased.
The spill costs experienced by an sres instruction thus may only be
reduced.

sfree k: Free instructions do not access memory and exhibit constant latency.
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sens k: May only initiate a memory transfer when the occupancy is too low.
The address range of the transfer ([MT, ST+ k]) only depends on ST and
MT. Both are not impacted by eager spilling. Fill costs thus cannot be
impacted by eager spilling.

Eager spill operations, consequently, may only improve the latency of future sres
instructions. Similarly to eager filling, the alignment of memory accesses with regard
to the TDM period may change. The worst-case timing behavior of the program is
not impacted.

3 Spill/Fill Arbitration
The eager fill and spill operations can be executed asynchronously alongside other
instructions that are executed by the processor whenever a free TDM slot is encoun-
tered and the respective conditions necessary to perform a transfer are met. The
two operations naturally compete for the available TDM slots, we thus define several
simple arbitration policies.

Spill/Fill-Only: As the names indicate, in these two configuration schemes only
one of the two eager operations is performed throughout program execution, subject
to the respective conditions as described above. This allows us to quantify the
attainable profit of either operation, ignoring the potential overhead induced by
unprofitable eager transfers.

Alternate: Eager spill and fill are performed alternatingly in order to attain the
maximum profit by applying both operations whenever this is possible on a fair
arbitration policy.

Threshold: This approach aims to reduce the amount of unprofitable eager opera-
tions, e.g., eagerly spilling data that is never evicted. Eager operations are performed
alternatingly until a preset (effective) occupancy level (threshold) is reached. In the
experiments, eager spilling stops when the effective occupancy is half of the stack
cache size. Likewise, eager filling stops when the occupancy reaches half of the stack
cache size.

Saturation Counter: In this approach, the kind of the next stack control in-
struction is predicted and eager operations are chosen such that their transfer costs
are reduced. The hypothesis is that sres and sens instructions are performed in
sequences when descending/ascending the call chain. The prediction uses a saturation
counter, similar to branch prediction [94], that is in-/decremented up to prespecified
maximum levels whenever an sres/sens instruction is encountered. The eager
spill/fill operations are then only permitted when the counter value lies within
predefined ranges. We use a simple 1-bit saturation counter in the experiments.

4 Experiments
We evaluated eager memory transfers using the cycle-accurate simulator of the
Patmos processor [111], which implements a stack cache and its associated control
instructions. It also allows to simulate several processor cores in parallel that access
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(a) Spill. The black bar represents the Spill-Only configuration.
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(b) Fill. The black bar represents the Fill-Only configuration.

Figure 8.3 – Normalized number of total cache blocks regularly spilled/filled with
respect to standard stack cache implementation supporting lazy pointer. (Lower is
better)

a shared main memory using bursts of 32 B. Memory arbitration is then performed
using a TDM policy. We furthermore extended the stack cache implementation to
support eager memory transfers using the arbitration strategies described above.
Benchmarks of the MiBench benchmark suite [52] were compiled using optimizations
(-O2) and subsequently executed on multi-core configurations with 2, 4 (2×2), and
9 (3×3) cores. Each core is equipped with a 256 byte stack cache, a 64 KB, 4-way
set-associative data cache using a least-recently used replacement and write-through
policy, as well as a 64 KB, 64-entry method cache using first in, first out replacement.
The stack cache operates on 4 byte blocks, while the block size of the other caches
matches the burst size of the main memory. Memory accesses take 21 cycles.
Figure 8.3 shows the normalized reduction in the number of blocks spilled and filled
by sres and sens instructions in comparison to regular program execution without
eager memory transfers. For eager spilling, results show a considerable reduction
of spill costs by 62% over all benchmarks for the dual-core platform. For several
benchmarks all spilling is performed by the eager operation (erijndael, ebf, dbf,
bitcnts, drijndael). The total stack size of rawcaudio and rawdaudio fits
into the stack cache. So, no spilling is ever performed for these benchmarks. The
results for 4 and 9 cores are very close and give reductions of 6% and 1% respectively.
Notable differences can be observed for say-tiny, bitcnts, and djpeg-small.
This can be explained by the increased TDM period, which reduces the number of
free TDM slots and the potential to perform eager memory transfers. All arbitration
strategies were able to reduce the number of blocks spilled by sres instructions. The
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Figure 8.4 – Efficiency of the various eager spill/fill arbitration policies relative to
the Spill- and Fill-Only configurations on a dual-core platform (Lower is better).

Alternate and Threshold configurations performed best and almost always reached
the best possible result represented by the Spill-Only strategy.
The results for eager filling are less pronounced, resulting in reductions of only 7.4%,
1.7%, and 0.1% for the platforms with 2, 4, and 9 cores respectively. The large
difference with eager spilling is surprising. Investigations showed that our hypothesis
that sres/sens instructions often appear in sequences appears to hold. However,
the average distance between sres instructions is typically much larger than the
distance between sens instructions. The probability to encounter free TDM slots
thus is much smaller between consecutive sens instructions, thus reducing the
amount of eager filling that can be performed. Again, all strategies are able to
achieve reductions. However, the Threshold configuration clearly performs best. This
is once more surprising, since the theoretical bandwidth available for filling in the
Alternate approach should at least reach 50% of the bandwidth of the Threshold
configuration. It appears that the limited number of TDM slots available in between
sens instructions aggravates the competition with eager spilling, explaining this
bias. Further investigations are, however, needed to confirm this hypothesis.
We also performed measurements on a single-core configuration, where the processor
performs memory accesses using a private bus (without TDM). Eager operations
were initiated following the Alternate arbitration scheme immediately when no other
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bus requests were pending. Note that in this case interferences with other memory
accesses frequently occur. We observed that spilling and filling of the stack control
instructions was completely eliminated for almost all benchmarks, i.e., all cache
transfers were carried out by eager operations. This indicates that eager transfers are
effectively limited by the number of free TDM slots. An interesting idea would thus
be to investigate means to explicitly allocate non-free TDM slots to eager operations.
This could allow to entirely eliminate stalls at the stack control instructions in an
analyzable and predictable manner.
In addition to the effective reduction by the various configurations in the number of
memory transfers suffered by sres and sens instructions, we also compared the
relative efficiency of the approaches. Figure 8.4 shows the normalized number of
blocks eagerly spilled/filled with respect to the aggressive Spill-Only and Fill-Only
configurations respectively. The Threshold configuration appears to provide the best
trade-off between efficiency and the actual reduction of memory transfers by the
stack control instructions. On the dual-core platform and over all benchmarks, it
eagerly spills 60% and eagerly fills 30% fewer cache blocks than the Spill-/Fill-Only
configurations respectively. Still the amount of excess spilling (and to a lesser degree
filling) is considerable. On average, over all benchmarks 75 times the number of cache
blocks are spilled compared to the number of cache blocks spilled by the program
when eager memory transfers are deactivated.
However, excess spilling is not necessarily a waste. The reduced effective occupancy
may reduce the cost of context switching [13]. The Threshold configuration on a
dual-core platform decreases the average effective occupancy over the benchmarks’
entire execution time by about 25%. For ssusan_small, for instance, the reduction
amounts to 68%, thus considerably reducing the context switch cost related to the
stack cache.

5 Conclusion
We presented an elegant and simple extension of the stack cache that allows to
perform memory transfers eagerly in order to reduce the latency of future stack cache
control instructions. We exploit the capability to track coherent data in the stack
cache using the lazy pointer (LP), which allows us to distinguish between the effective
occupancy and the total cache occupancy. Eager filling increases the occupancy and
thus may benefit future sens instructions, while eager spilling decreases the effective
occupancy and thus may profit sres instructions. The interplay between effective
occupancy and occupancy guarantees that the worst-case timing is not impacted. In
addition, we propose to perform these eager operations in free TDM slots to avoid
any interference with concurrent memory accesses.
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CHAPTER 9

Conclusion and Future Work

1 Contributions
Throughout this thesis we investigated timing analysis for time-predictable archi-
tectures. We based our work on the Patmos processor proposed by the T-CREST
project. The Patmos approach relies on the interplay between the hardware, the
compiler, and the timing analysis to achieve better worst-case performance. Patmos
is a VLIW architecture that combines well-known hardware techniques with newly
designed hardware components (e.g., stack cache and method cache). The compiler
support for many of its hardware components is already provided. The limitation,
however, is the lack of proper timing analysis support. Without this, it is difficult to
assess the effectiveness of the time-predictable hardware in enhancing the worst-case
performance. We thus proposed:

• A lightweight approach to the handling of predicated execution in WCET
analysis. Predicated code is problematic for precise WCET analysis and has
an impact on virtually all analysis steps. Existing WCET analysis tools simply
ignore predicates and conservatively consider the effect of both predicate values.
Our solution consists of recovering the hidden control-flow early in the WCET
analysis process. Subsequent instructions are then duplicated once assuming
the predicate is true, once assuming it is false. The resulting unfolded
CFG can then be analyzed by subsequent high-level and low-level analyses
in the WCET analysis process as if predicated code did not exist. The CFG
unfolding keeps track of branch delay slots, nested delayed branches, function
calls, and parallel instruction bundles. The induced overhead in terms of code
duplication is moderate according to our experiments.

• A comparison of occupancy analyses for the stack cache. So far, two timing
analyses for the stack cache have been proposed, each relying on different
approaches to compute the cache occupancy. On the one hand, an analysis based
exclusively on the traditional inter-procedural data-flow analysis framework
(IDFA). On the other hand, a tailored analysis (SCA) that decomposes the
problem into smaller function-local data-flow analyses along with analyses on

142



the call graph to capture inter-procedural effects. Experiments showed the
limitations of the IDFA approach, which suffers imprecisions as soon as context
strings become too long, due to recursions for instance.

• An analysis of preemption costs for the stack cache. Preemptions are often
used as means to increase reactiveness and schedulability of real-time task
systems. However, the simple structure of the stack cache does not allow
it to be shared among multiple tasks. The context of preempted tasks thus
needs to be saved and restored. We optimized the context switch operation
based on a simple partitioning of the stack cache. Instead of saving/restoring
the stack cache content, the idea is to save/restore only useful stack data
at program points. We, furthermore, extended the tailored SCA analysis to
determine the worst-case costs associated with context switch operations. The
analysis consists of a combination of function-local data-flow analyses and
inter-procedural analyses to capture call/return effects. Experiments showed a
significant reduction of costs related to the context restoration. This is due to
the implicit restoration carried-out for free by subsequent sens instructions.
The context saving, on the other hand, showed limited reductions. Possible
solutions would be the use of virtual stack caches as highlighted in the next
section.

• Preemption mechanisms for the stack cache. The rich information provided
by our analysis of preemption costs may be difficult to exploit without proper
preemption mechanisms. These mechanisms define the set of operations the
scheduler needs to perform in order to realize the context switch operations.
They must thus induce minimal overhead. We proposed possible implementa-
tions of these mechanisms, which do not require the full analysis information
as input. Two of these implementations are based on an extension of the ISA.
The idea is to attach analysis information as parameters to the stack cache
control instructions. The side effect of this is potentially reduced precision
due to increased granularity. The other possible implementation is merely
based on a register that tracks the stack frame size of the current function.
The granularity is thus even higher. However, the required implementation
effort is minimal. Experiments show that the precision loss for the approaches
based on the ISA extension is not significant. Precision loss is more noticeable
on the latter approach. However, the overall trend in cost reduction remains
unchanged. Both approaches induce insignificant hardware overhead.

• A prefetching-like technique for the stack cache. In conventional caches,
prefetching allows to anticipate and hide memory transfers before they are
actually referenced. A downside of this is the induced complexity in timing
analysis due to (1) imprecise addresses and (2) side effects on either the cache
itself or any other component accessing main memory. The stack cache’s simple
design exploits the access patterns to stack data and thus does not rely on ad-
dresses. We explored a technique that allows to eagerly perform spilling/filling
operations ahead of stack cache control instructions. The proposed approach is
guaranteed to have no side effects on the stack cache itself. To avoid possible
interferences on the memory bus, we propose to perform these eager operations
only during unused TDM slots. This ensures both timing-composability and
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the soundness of results provided by the stack cache timing analysis. A possible
extension to this work is an analysis that determines unused TDM slots in
order to provide tighter timing guarantees.

We implemented most of the aforementioned timing analyses in Odyssey – our
WCET analysis tool for Patmos. Odyssey is fully integrated into the LLVM compiler
toolchain. The tool is located right before code emission, i.e., after all code transfor-
mations have been already performed. It has, therefore, an accurate representation of
the program being analyzed. In contrast to existing WCET tools, Odyssey supports
the dual-issue execution as well as predicated execution. It, moreover, implements
analyses for the method cache and the conventional instruction cache. Odyssey could
be used as a platform for to further explore timing analysis techniques as well as
hardware and compiler optimizations.
Indeed, the results of this work alone do not allow to conclusively determine whether
time-predictable architectures are a better fit for high-performance safety-critical sys-
tems. More efforts are needed to ultimately compare (1) the achievable performance
and (2) the relative performance with respect to conventional architectures. However,
this work takes us one step forward towards understanding tailored architectures
and exploring their potential in enhancing worst-case performance.

2 Extension and Future Work
Important efforts were spent on the exploration of new ideas to improve worst-case
performance in time-predictable hardware. Some of these ideas need to be refined,
while others already led to some interesting results. We summarize here below some
topics that we already started investigating as well as perspectives for future work.

2.1 Virtual Stack Caches

The Chapters 6 and 7 presented the timing analysis of preemption costs and mecha-
nisms for context switching assuming a single stack cache. However, an important
question arises regarding the integration of this timing analysis into a schedulability
test. We evoke here below some of the issues that may emerge during this process
and propose virtual stack caches as a possible solution.
When a preemption occurs, the content of classical data caches will be updated
as the preempting task performs memory accesses, i.e., when misses occur. When
the preempted task is resumed, an additional CRPD must be accounted for in its
WCET due to data blocks that were evicted by the preempting task. A response time
analysis integrating CRPDs can then be performed, as shown in [17] for instance.
When considering a stack cache, the stack data of the preempted task must be saved
before the preempting task can set up its own stack space. The preempting task is
thus delayed. While the cost for saving the stack cache content of the preempted task
can be bounded using the CSA, this delay may come with undesirable side-effects.
Apart from an increased WCRT of high-priority tasks, this delay can also vary heavily
and cause undesirable jitter, depending on the preempted tasks and their respective
CSA results. A similar issue exists in caches with a write-back policy only, which are
still under research [32, 21]. While the stack cache simplifies the WCET analysis of a
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single task, this additional CRPD, that depends on the preempted tasks, complicates
the WCRT analysis when using preemptive schedulers.
The virtual stack cache (VSC) design described in Abbaspour’s thesis [103] represents
an interesting approach to mitigate this issue. The idea consists of dedicating to each
task its own VSC. These caches are then mapped to a fast local scratchpad memory,
shared among all these tasks (i.e., running on the same physical core). Assuming
that all the VSCs of a system fit into the underlying memory, the context saving and
restoration costs are then completely eliminated. It suffices to retrieve the location
where the VSC of the preempting task is mapped, which, in the simplest case, means
fetching two pointers. The scheduling issue pointed out above, simply disappears
along with the preemption overhead.
Scratchpad memories are typically small and expensive, which limits the number of
VSCs that can be stored simultaneously under a static partitioning. It also appears
to be a waste of resources to keep inactive stack data in the scratchpad. This
suggests a dynamic handling by the system’s task scheduler to save and restore
the VSCs of inactive tasks to/from main memory. The dynamic restoration of the
VSCs under the control of the task scheduler, opens new research perspectives that
may be explored. The task scheduler clearly requires a task model that allows to
express constraints related to the VSCs (size, preemption costs, . . . ). The task
scheduler, in addition, has to reason about the bandwidth requirements of the
necessary memory transfers associated with preemptions and needs a means to
ensure that sufficient bandwidth ultimately is available to perform the transfers in
time. Alternatively, the schedulability test may account for additional stall time that
may occur when memory transfers cannot be guaranteed to be completed. This also
requires associated analyses that allow to determine a lower bound on the bandwidth
that can be guaranteed by the memory in parallel with the execution of a given task.
These problems consequently touch several research domains, including operating
system design, schedulability tests, computer architecture, as well as WCET analyses.

2.2 Unused TDM slots

In multi-core platforms with shared memory, TDM arbitration is often used to avoid
inter-core interferences in a predictable fashion. Under Patmos, the arbiter dedicates
one TDM slot to each core, which are scheduled in a TDM period. Memory transfers
requested by some core may only be initiated at the beginning of its dedicated TDM
slot. This greatly simplifies the WCET analysis and enforces timing-composability.
A downside of TDM arbitration, however, is the under-utilized memory bandwidth.
This is often due to situations where there is no memory requests to be served at the
beginning of the core’s TDM slot. Requests that come later are delayed to the next
TDM period and the core’s TDM slot remains unused. During this time, the CPU
stalls for at most 2 TDM periods depending on when the request is issued. This
may have a severe impact on both worst-case and average-case performance. We
thus explored means to enhance the utilization of memory bandwidth under TDM
arbitration.
A first step was to get quantitative insights as to the availability of these unused or
free TDM slots. Using the cycle-accurate Patmos simulator we collected statistics
on the number of unused TDM (or bus) slots during the execution of a benchmark
(results are published in [13]). Statistics are collected depending on the number of
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Figure 9.1 – Visualization of the TDM slots utilization for the bitcount benchmark
assuming 2 cores configuration. Top plot shows a general overview of the TDM
slots utilization during a complete execution. Bottom plot shows the utilization of
individual TDM slots within a specific time frame. Colors represent the TDM slots
utilization, ranging from green (low utilization) to red (high utilization).

cores in different multi-core configurations. The measurements are interesting, in
particular when the number of cores is small. The average percentage of free TDM
slots is found to be above 36% in a dual-core configuration. The percentage drops as
the number of cores increases. However, if we consider their number a large amount
of slots are available, as the total execution time increases.
An interesting question then is: where and how these free TDM slots occur in the
program? The Patmos simulator tracing infrastructure allows to track free TDM
slots during the execution of a program, which then can be visualized graphically.
Depending on the benchmark, the collected results revealed different regions where
TDM slots are likely (or less likely) to be found. For instance, free TDM slots are
less likely to be found at the beginning of the program due to cold cache misses
(caches are still empty). However, even in such regions we were able to notice some
regular pattern in the occurrence of free TDM slots (see Figure 9.1). Other regions
showed more pronounced repetitive patterns, mostly due to large loops as the whole
data cannot fit into different cache structures. On the other hand, regions with high
percentage of free TDM slots are often found in small loops.
The obtained results are promising and suggest means to enhance the memory
bandwidth utilization under TDM arbitration. One possible direction would be
to propose a static analysis for free TDM slots. Ongoing work investigates data-
flow analysis to conservatively determine at which program points free TDM slots
might occur. If free TDM slots could be guaranteed, one could combine them with
optimizations such as prefetching. In such a case, the results found in Chapter 8
could be transformed into timing guarantees to reduce the WCET estimates. Another
direction that already led to interesting results is to dynamically reschedule free TDM
slots in mixed-critical systems [55]. The goal consists of improving resource utilization
by executing non-critical tasks as long as critical tasks meet their deadlines.

2.3 Method Cache

The method cache is an important time-predictable component of the Patmos
processor. Although this thesis did not cover the method cache as part of its main
contributions, efforts were still spent to optimize its behavior and the corresponding
timing analysis.
The scope-based method cache analysis proposed by Huber et. al. is pessimistic (see
Section 6 of Chapter 3). We thus tried to explore the traditional age-based analysis
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of Ferdinand [44, 45] to support the method cache. The method cache can be seen
as a fully-associative cache that holds variable cache block sizes (see Section 2.4 of
Chapter 2). A cache block can be evicted upon an access either when (1) the cache
size is exceeded, or (2) the number of cache blocks exceeds the cache’s associativity.
Our analysis therefore tracks the minimum and maximum ages of code blocks based
on their sizes as well as cardinalities, i.e., the analysis keeps track of the number of
code blocks present in the cache.
A weakness of this approach appears at loops. Typically, in loops the first iterations
load code blocks into the cache, while subsequent ones profit from their presence in
the cache. The access classification analysis encounters a problem when merging
abstract cache states at back edges reaching the loop header. The join operator
of the must analysis only keeps the maximum ages at that program point, which
results in resetting the ages of the loop’s code blocks (i.e, accessed within the loop).
This has the side-effect that the age of other code blocks keeps growing during the
data-flow analysis until it gets higher than the initial age of the loop’s code blocks.
This means that if the loop’s code blocks were initially not present in the cache, all
other code blocks will be evicted, leading to pessimistic results.
For loops that fit into the cache, a simple fix consists of considering all conflicting
code blocks in the loop and adding their contribution to the age of other code blocks.
For large loops, we started exploring means to provide hardware support by marking
code blocks as disposable. This hardware optimization allows to implicitly evict code
blocks that are marked as disposable once they are left. The marking is done at
compile-time and could be based on different criteria. Examples include dominance
relations inside the loop, the size of code blocks, or execution frequency. Code blocks
that appear to be profitable candidates for the disposable marking include those with
a small size or that are not frequently reused. It would be interesting to formalize
these heuristics in order to guide the disposable marking and evaluate its impact on
the worst-case performance.
We started this work as part of a collaboration with Stefan Hepp, a PhD student
from Vienna University. Some of the heuristics have been explored, but not yet
published. The work is, however, ongoing in other forms such as master projects at
Telecom ParisTech.
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