N

N

Back to Single-Carrier for Beyond-5G Communications

above 90GHz: Novel Index Modulation techniques for

low-power Wireless Terabits system in sub-THz bands
Majed Saad

» To cite this version:

Majed Saad. Back to Single-Carrier for Beyond-5G Communications above 90GHz: Novel Index
Modulation techniques for low-power Wireless Terabits system in sub-THz bands. Signal and Image
processing. CentraleSupélec, 2020. English. NNT: 2020CSUP0009 . tel-03155646v3

HAL Id: tel-03155646
https://theses.hal.science/tel-03155646v3
Submitted on 9 Feb 2022

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://theses.hal.science/tel-03155646v3
https://hal.archives-ouvertes.fr

DOCTORAT °

BRETAGNE <

LOIRE fMATHSTIC CentraleSupélec

THESE DE DOCTORAT DE

Composition du Jury :

Président :
Didier LE RUYET Professeur des universités, CNAM Paris, France
Rapporteurs :
Marco DI RENZO Directeur de Recherche CNRS, CentraleSupélec, Université Paris-Saclay, France
Ana |. PEREZ-NEIRA Professeur des universités, UPC Universitat Politecnica de Catalunya, Espagne
Examinateurs :
Didier LE RUYET Professeur des universités, CNAM Paris, France
Kostas BERBERIDIS Professeur des universités, University of Patras, Gréce
Ali CHAMAS AL GHOUWAYEL Encadrant, Professeur Associé, Lebanese International University, Liban
Hussein HIJAZ| Encadrant, Professeur Associé, Lebanese International University, Liban
Directeur de thése :
Carlos Faouzi BADER Professeur Associé, CentraleSupélec-Campus de Rennes, France
Co-directeur de thése :
Jacques PALICOT Professeur Emérite, CentraleSupélec-Campus de Rennes, France
Invitée :

Catherine DOUILLARD Professeur, IMT Atlantique/LabSTICC, France






Acknowledgments

I would like to express my sincere gratitude to all persons and institutions ¢l@dmake my three-
year PhD a valuable experience and a pleasant journey.

First of all, | want to thank my advisors: Prof. Jacques Palicot, Profrlo€&aouzi Bader
at CentraleSupélec-Rennes, Dr. Ali Chamas Al Ghouwayel, and Disséiin Hijazi at Lebanese
International University (LIU), Beirut, Lebanon. | want to thank all ndvesors for their time, advice,
continued encouragement throughout my three years of PhD, pessgport during the tough time,
and thanks also for the trust and autonomy you have bestowed on meal3jpacks to Prof. Jacques
Palicot that continued to follow-up even after his retirement during my segear of PhD.

| highly appreciate the opportunity they gave me to work on this challengirgrels topic within

the framework of the French National ANR BRAVE project (ANR-17-GHR13) entitled « Back
to single-caRrier for beyond-5G Communications AboVE 90GHz,» fundethé French National
Research Agency (ANR). This project is a collaboration between ind(StRADEL), research lab
(CEA-Leti), academic institution (CentraleSupélec), and French agendsefjuencies (ANFR). | am
thankful to all BRAVE partners for sharing their experiences duringinsightful discussions and
meetings. | am grateful for this co-supervision framework between @leSupelec and LIU, and this
collaborative French national ANR BRAVE project that gave me a diffedsand rich experience.

I would like to express my sincere gratitude to Prof. Marco Di Renzo anfl Rina Isabel Perez
for serving as the reviewer of this dissertation, Prof. Kostas BerbeidisProf. Catherine Douillard
for taking part as the examiner, and Prof. Didier Le Ruyet for being timencittee president and an
examiner. | want to thank all the members of my PhD defense committee for theirrioneffarts to
thoroughly review my dissertation, and for providing valuable comments scmleaging feedback.

| am grateful to all co-authors that contributed in their own way during my Btadies from CEA-
Leti, SIRADEL, ANFR, STMicroelectronics, CentraleSupélec and LIuould also like to thank all
the LIU master students | had the chance to supervise, especially Nolkabland Feyiz Chris Lteif.

| am also grateful for the valuable advice given by Prof. Kostas B&lbeand Dr. Christos
Mavrokefalidis and for hosting me in the Signal Processing and Communisatiah (SPC) at
University of Patras, Greece. Besides, | want to extend my warm tharsds SPC professors, team,
and all friends in Greece who make my stay a memorable and unforgettalbiieyour



v

In addition, | would like to acknowledge the various funding which suppbrtieis PhD
thesis: French National Research Agency (ANR), CentraleSupé&darese International University,
and CNRS-France (Centre national de la recherche scientifiguecdjramd its research group
"Information, Signal, Image and viSion: ISIS" (Groupe de Recher@uR ISIS).

Moreover, | want to thank all colleagues in IETR lab, CentraleSupélé&Esteam, and LIU for
welcoming me in their teams and for providing the appropriate research emeérd. | want to also
thank the School of Engineering at LIU, all its faculty members, and callesgwhere | enjoyed
teaching and supervising many master theses during the last four yaarsl$o sincerely thankful to
my wonderful IETR and SCEE colleagues and friends. | want to extengratitude also to all fellows
and administrative staff in CentraleSupélec-Rennes for their help anddsed

I would like to thank all my friends who always stand by my side in FranceeGreand Lebanon

Alawieh who helped and encouraged me to finalize this manuscript on-time in thienutl the
COVID19 pandemic. Thank you all for the great moments we spent together

Last but not least, | would like to express my deepest and sincere ggtituagny family,
especially my mother and brother, who provided me with unconditional lovgintemus support, and
encouragement. | really cannot thank them enough.

Finally, if | have forgotten anyone, | apologize.



Abstract

Wireless Terabits per second (Thbps) link is needed for the new emergtaghdngry applications in
Beyond 5G (B5G) (e.g., high capacity broadband, enhanced hotspes,Mimensional (3D) extended
reality, etc.). Besides, the sub-THz/THz bands are the next frontieB¥@& due to scarce sub-
GHz spectrum, and insufficient bandwidth for wireless Tbps link in 5G millimetavé\(mmWave)
bands. Even though a wider bandwidth and large-scale Multiple-Inpdtip4Output (MIMO)
are envisioned at sub-THz bands, but the system and waveforrndesigild consider the channel
characteristics, technological limitations, and high Radio Frequency (REjiments. Based on these
challenges, we proposed to use an energy-efficient low order siagiercmodulation accompanied
by spectral-efficient Index Modulation (IM) with MIMO. Firstly, MIMO Spal Multiplexing (SMX)
and spatial IM domain (e.g. Generalized Spatial Modulation (GSM)) arlesdh where we reduced
their optimal detection complexity by 99% and the high-spatial correlationtedfe¢<sSM. Besides,
we proposed Dual-Polarized Generalized Spatial Modulation (DP-GSilptbvides higher Spectral
Efficiency (SE) via multi-dimensional IM and helps with the latter problem. Wevddithe theoretical
performance of DP-GSM, and all these potential candidates are eds$essib-THz environment. We
also proposed a novel IM domain, called filter IM domain, that generalizest existing Single-Input
Single-Output (SISO)-IM schemes. Within the filter IM domain, we propdses novel schemes:
Filter Shapes Index Modulation (FSIM) and In-phase and Quadrailiez Shape Index Modulation
(IQ-FSIM) to enhance system SE and Energy Efficiency (EE) throndéxation of the filters in the
bank. In addition, their optimal low complexity detectors and their specializedligqtion techniques
are designed. Starving for further SE and EE improvement, this filter IM doimmaxploited in MIMO.
Besides, we theoretically characterized the performance of FSIM3WFand Spatial Multiplexing
with Filter Shape Index Modulation (SMX-FSIM) systems. To conclude, top@sed SMX-FSIM is
compared in sub-THz environment to the previously considered canslidike results confirm that
SMX-FSIM is the most promising solution for low-power wireless Thps B5&ey due to its high
SE/EE, robustness to RF impairments, low power consumption, feasible caty)@exl low-cost with
a simple linear receiver. Finally, the challenging filter bank design problerosegpby the filter IM
domain is tackled by optimization to achieve better results.
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Résumé

Pour les futures applications de l'aprés 5G, qui seront trés gourmmaededonnées, des
communications sans fils de I'ordre du Térabits/s sont envisagées. tRgindee ce niveau de débit,
il faudra disposer d’une grande largeur de bande. Comme le specttéj@saturé autour de 6 GHz,
il est envisagé d'utiliser la bande sous-THz (90-200GHz). Les fomtmsdes doivent étre étudiées
en prenant en compte les caractéristiques des canaux a ces fréglendimitations technologiques,
la sensibilité aux défauts RF (bruit de phase, par exemple). Nous avoospdoposé d'étudier une
modulation monoporteuse tres efficace énergétiquement, puis d’'accaitefficacité spectrale par
des techniques d’indexation et des techniques MIMO.

Dans un premier temps les techniques MIMO multiplex spatial et spatial Indeilsiiion (GSM)
sont étudiées. En particulier des détecteurs réduisant la complex@@Jdsont proposés. La tres
forte corrélation spatiale dans un environnement sous-THz est aud&ieavec GSM et des solutions
pour en diminuer I'effet sont proposées. Une modulation d’'index daddmaines de polarisation et
spatiale est aussi proposé pour augmenter I'efficacité spectrale.

Dans un second temps, nous proposons un nouveau domaine poukdtinde le domaine
filtre. Ce domaine généralise la plupart des schémas de modulations conmeli¢is et modulation
d‘Index existants. Dans ce domaine filtre, nous avons proposé dewelles modulations d’index:
la modulation d’'index de filtre de mise en forme (FSIM) et sa version en pbiasa quadrature
(/Q-FSIM). Une version MIMO de ces modulations est aussi propo&#ifférents détecteurs sont
proposés, ainsi que des techniques d’'égalisation. Les performéoesiues de ces modulations sont
développeées et validées par des simulations. Ces modulations nécessiéfihil des bancs de filtres
avec de fortes contraintes. Deux solutions sont proposées poudréste challenge, qui font partie
des perspectives de cette thése. Tous nos résultats confirment queulatrood=SIM MIMO offre
un gain considérable par rapport aux modulations de I'état de I'artretgial’approcher le Térabits/s
dans les canaux sous-THz.



Résumé Etendu en Francais

Contexte et Motivation

Cette thése se situe dans le contexte des communications numériques a tdebhaut’est-a-dire
dans le contexte de I'aprés 5G, voire de I'aprés 6G. Les applicationisEserisés dans ce contexte
sont détaillés au chapitresectionl.1 (état de I'art) [-5]. Une des applications représentatives est
appelée « Le Kiosque ». Elle consiste a transmettre en un temps trés courgsigeosse quantité
de données, a courte distance entre 'émetteur et le récepteur. lld@giscénario « Indoor », par
exemple télécharger lors de I'entrée dans un train ou un avion de tréBalpiess (vidéo de trés haute
définition).

Kiosk Downloading

= XK y
i

Figure 1 — Scénario Kiosqued].

Pour atteindre de tels débits, méme avec des modulations spectralemergefficara nécessaire
d’utiliser une largeur spectrale importante. Cette largeur sera obtenupasoilne agrégation de
plusieurs bandes spectrales soit par une bande suffisamment lartje-e@me. Se pose alors la
guestion de la bande de fréquences visée. En dessous de 6 GHzlle spemtalement alloué, saturé.
Il est donc nécessaire, pour avoir des bandes libres suffisammeges,lafe s'intéresser aux bandes
de fréquences plus hautes telles que la bande « sub-THz » 90-2005(3Hzn intérét secondaire
dans ces bandes de fréquences est que la longueur d’onde esti'@le gnd possible I'intégration
de réseaux d’antennes de petites dimensions compatibles avec un équipiisateur.

Cette bande est actuellement réservée pour des applications d'dioseasironomique passive et
de météorologie, et n'a pas encore été utilisée pour des applications dentglanications. Bien
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Figure 2 — Bande “sub-THz" considérée dans le projet ANR BRAVIE |

entendu, l'utilisation de cette bande doit se faire en respectant les utilsgigaraires et en ne
perturbant pas les observations astronomiques.

Un autre aspect fondamental des futurs systemes de communicationstaquéiassairement étre
pris en compte est la consommation d’énergie et donc I'efficacité énergéfigufait, aujourd’hui les
TIC (Technologies de I'Information et de la Communication) sont une diagtés humaines qui voit
son empreinte carbone croitre de I'ordre de 10% par7anQette contrainte d’efficacité énergétique
nous aura guidés sur tous les choix techniques, notamment en ce geirewtecmodulation proposeée.
A ces fréquences et pour des applications de type « Kiosque » ou <@dck, les canaux entre
I'émetteur et le récepteur seront majoritairement Line-of-Sight (LoSgm®ing quasi stationnaires. |l
en découle qu'une modulation de type multiporteuses, résistante aux csélaatifs en fréquence,
ne sera pas nécessaire. De plus, la contrainte énergétique disqualifimdelations multiporteuses
car leurs variations de puissance (PAPR) sont trés élevées. Powg testeaisons, nous proposons
dans cette thése de revenir a des modulations de type monopor@edi§e [Deux approches sont
alors possibles pour trouver le meilleur compromis efficacité spectrale peindae le Terabits/s et
efficacité énergétique pour diminuer 'empreinte carbone.

 Choisir une modulation tres efficace spectralement et diminuer son PAPR.

 Choisir une modulation trés efficace énergétiquement et augmenteffisagitd spectrale.

Pour pallier aux problémes des limitations technologiques, la sensibilité auxtsi&R (bruit de
phase, par exemple), nous avons proposé de suivre cette segoadhap En effet un premier bilan de
liaison nous prouve que pour s’approcher du Terabits/s avec ursapuaesréaliste une solution a base
de modulation QPSK est tout a fait envisageable (voir TabBeadu chapitre3 et I’AnnexeA).
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L'accroissement de I'efficacité spectrale est obtenu par I'intermédiairaatulations d’Index, ce
qui est le cceur de cette thése. Dans la pdrtles modulations classiques d'index sont présentées,
ensuite des améliorations et une modulation multidimensionnelle sont propd3ées.la seconde
partie, un nouveau domaine d’indexation (le domaine filtre de mise en formpyagmseé et étudié
en détail. Les résultats obtenus offrent des gains considérables @euptudb) par rapport aux
modulations a méme efficacité spectrale. Cette thése a été réalisée dans |d'wadsmjet de
recherche de I’Agence Nationale de Recherche (ANR) intitule BRAVEcKB® single-carrier for
beyond-5G communications above 90 GHz-(BRAVER].[ Ce projet comporte 4 partenaires, un
industriel SIRADEL, un centre de recherche CEA-LETI, I'agencan€nise des fréquences ANFR
et un académique CentraleSupélec. Il se propose d’'étudier les difféfacettes de ces transmissions
a trés haut débit dans les bandes « sub-THz » (sous-THz). Cetteatbéstibué a I'étude de plusieurs
aspects en particulier ceux traitant de la couche physique et des modulaomieux adaptées au
probléme. De plus plusieurs résultats obtenus par les autres partensiré® intégrés dans nos
développements et ont permis de valider notre approche, en particulieotiEdes de canaux fournis
par SIRADEL et les modéles de bruit de phase fournis par le CEA.

Plan de la these et contributions principales

( Chapter 1: \
Terabits scenarios,
sub-THz band and its
waveform

PartI: >£.t;/ Part II:
Contributions and Advances to Novel Domain/Dimension

Generalized Spatial Modulation Chapter 2: for Index Modulation
State of Art: Index
Modulation

Chapter 3:

Generalized Spatial
Modulation based
schemes

Figure 3— Résume le plan de la these.

Dans le chapitrd, les scénarios envisagés pour des applications a trés haut débit shasndes
THz sont détaillés, tout particulierement le scénario Kiosque qui est waged’école pour cette
thése. Ensuite, les caractéristiques et la propagation des canauklsuelr Figure ci-dessous) sont
présentées, puis toutes les contraintes matérielles comme le bruit de phasaates fréquencet]]



x|

sont discutées. Enfin, basée sur tous les précédents éléments, wssidisepprofondie sur le choix

entre multi et mono porteuse est effectuée et le choix d’'une modulation mdaape avec modulation
d’index est effectué.

100 : = ==
% - AY
8
:
: |
[ —
30.,(’ Y
< AT
& -
aoil 2l
0O 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380400

Frequency (GHz)

Figure 4 — Exemple d'atténuation en fonction de la bande de fréquEi;&3].

Dans le chapitr@, un état de I'art, le plus exhaustif possible sur I'ensemble des modulationer’
est réalisé. L'idée principale des modulations d’'index est de transpla$aoits supplémentaires (des
bits virtuels) dans des caractéristiques du signal qui peuvent étreéit@da réception. En particulier
les modulations d'index dans tous les domaines dans la Figpnt listées et comparées en termes
d’avantages/inconvénients pour une application visée.

Dans le chapitre3 de la partiel la modulation classique multiplexage MIMO et la modulation
d’'index spatial le GSM sont étudiées et comparées dans ce contexte datedébit dans la bande

sub-THz. Plusieurs contributions sont proposées, étudiées dartde kisoudre quelques limitations
du GSM.

Un bilan de liaison pour une modulation monoporteuse avec indexation festugf dans
différents canaux d’'évanouissement non corrélés/corré@®44.

* Une nouvelle technique pour la sélection du groupe d’antennes utilis@écessitant pas
d’'information sur le canal est proposée, afin de réduire la dégradat@mndes canaux corrélés

[15].

Une nouvelle allocation des bits virtuels pour les groupes d’antennég Isas un codage de
Gray est proposée pour améliorer le taux d’errédit.[

Une étude compléte pour MIMO Bell Laboratories Layered Space-TimeAf8) (Spatial
Multiplexing) et GSM est réalisée sous des canaux sub-THz avec lerpiiase 16, 17].
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Figure 5— Les différents domaines pour les modulations d’'Index.

» Des nouvelles techniques de détection quasi-optimales (perte entre B)gpdrthettant un gain
de complexité de I'ordre de 99% sont proposées, pour les systémes GEBINI® BLAST
[18,19.

» Un second niveau d’indexation, basé sur une indexation de la pdianisi la modulation GSM
(une nouvelle modulation d'index multidimensionnelle) est proposé pour augm&fficacité
spectrale, et afin de réduire la dégradation avec des canaux coBékperformances, dont le
gain en efficacité spectrale, sont détaillées et validées par I'analygegtie{20, 21].

Dans la seconde partie de cette thése, en particulier dans le chapitre éuvean domaine
d’'indexation est proposé, il s'agit du domaine filtre, qui offre un remw degré de liberté pour
transporter des bits “virtuels”. Les différentes possibilités, versiosdekation dans ce domaine
sont discutées. Les contributions principales de cette partie sont résdarece qui suit :

* |l est démontré que I'indexation dans ce domaine généralise les moduletioventionnelles et
la plupart des techniques d’indexation dans les domaines fréquentieimrel P2)].

» Un nouveau schéma d'indexation reconfigurable est proposé le,RfsliMdonsiste a coder par
des bits virtuels la forme du filtre de mise en forme utilisé pour le symbole recu. d&tané que
ce filtre peut changer a chaque symbole, le gain en efficacité spectréledent et considérable.
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Temperature (degree C) 20 | Carrier Frequency (GHz) 150 Distance (m) 5
o | 99% of Channel Bandwidth 1 Number of Channel s Total Bandwidth s
E (GHz) Aggregation/bounding (GHz) [8]
% Modulation CPM |1t/4-QPSKm/4-DQPSK 16-QAM| 64-QAM|256-QAM| Units
& GSM (Nt,Na) (22,6) | (17,6) (17,6) (136) | (11,3) (4,3)
Bits per GSM symbol 28.00 25.00 25.00 25.00 25.00 26.00 |bits
Symbol Rate (R) 0.80 0.92 0.91 0.91 0.92 0.91 |GSym/s
° APM Spectral Efficiency 1.59 1.83 1.82 3.65 5.49 7.3 bps/Hz
E GSM Spectral Efficiency 22.26 22.90 22.80 22.83 22.88 23.71 |bps/Hz
Total Throughput 979.4| 1007.6 1003.2 1004.3 | 1006.5 | 1043.328| Gbps
SNR with Rayleigh 13.00 12.00 15.00 20.00 29.00 31.00 |dB
RX Noise Figure (NF) 10.00 dB
§ Thermal Noise (Nthermal) -83.93 dBm
‘Q Noise floor -73.93 dBm
& Rx Signal Level -60.93| -61.93 -58.93 -53.93 | -44.93 -42.93 |dBm
RX Cable Loss (Lcrx) 1 dB
RX Antenna Gain (Gr) 3 dBi
Free space path loss (fspl) 89.94 dB
o] Vapour attenuation 1.28 dB/Km
§ 02 attenuation 0.01 dB/Km
S Rain attenuaton 11.78 dB/Km
Total Path loss 90.01 dB
5 Required Tx EIRP 27.08 26.08 29.08 34.08 dBm
% Cable Loss (Lctx) 1 dB
?ﬂ TX Antenna Gain (Gt) 24 dBi
- Required Pt 4.08 3.08 6.08 dBm
x PAPR for (a=0.2) 0 3.8 4.86 7.5 8.2 8.35 |dB
& | Theoratical PA Efficiency | 0.8 0.52 0.44 0.34 0.3 0.28
- Power per Channel 3.20 3.91 9.21 37.70 339.40 | 576.34 |mW
‘% . 0.14 0.17 0.41 1.66 14.93 '
< | Total Power Consumption
£ 21.48 22.35 26.08 32.20 41.74 dBm
g SNR with Rician K=3 23.00 17.00 21.00 24.00 29.00 31.00 |dB
> Total Power Consumption | 31.48 27.35 32.08 36.20 41.74 dBm
5 SNR with Rayleigh =0.8 | 21.00 17.00 18.00 dB
@ |Total Power Consumption | 29.48 27.35 29.08 dBm
% SNR with Rician £=0.8 29.00 22.00 27.00 dB
“ |Total Power Consumption | 37.48 32.35 38.08 dBm

Figure 6 — Bilan de liaison de différentes configurations pour atteerle Terabits/s avec une puissance réaliste.
Ou l'on constate que seules les configurations configumt©ontinuous Phase Modulation (CPM)-GSM et
QPSK-GSM permettent de prendre en compte les contraintes

Bien sdr cela se fait au prix d’'une complexité au niveau du récepteur tpauver le filtre
adapté adéquat et corriger toute l'interférence entre symboles gépérd utilisation de ces
filtres. Cette modulation fait I'nypothese qu’il existe un banc de filtres tel gst possible, a la
réception, de retrouver le filtre qui a été utilisé pour le symbole consi@érgy].

» Une version en phase et en quadrature de FSIM est proposéehajure composante les filtres
peuvent étre différents, ce qui multiplie par deux le gain en efficacitérsyed24]
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BER vs SNR over Correlated Rayleigh Channel BER vs SNR over Correlated Rician Channel
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Figure 7 — Taux d’erreur pour différentes configurations dans deawade: (a) Rayleigh, (b) Rice.

» Une version MIMO de ces modulations est finalement proposée pourdatidiensemble de nos
objectifs en termes d’efficacité spectrale et d’efficacité énergétigae. [

» Des différents détecteurs sont proposés pour les trois modulatiopssg®s, ainsi que des
techniques d’égalisation.

* Les performances théoriques de ces modulations qui permet d’obesnioatnes inférieures
de taux d’erreur sont développées. Ces analyses théoriquesatioldeg par de nombreuses
simulations p2,24,25].

» Le design du banc de filtres est formulé en un probléeme d’optimisation,ust algorithmes
itératifs pour le résoudre sont proposés (optimisation jointe et réclursive

Dans le chapitr® de la partidl, est étudié le difficile probléme d’obtention du banc de filtres pour
la modulation FSIM. En effet comme dit précédemment, la modulation FSIM sapeagstence d’'un
banc de filtres permettant de retrouver le filtre utilisé a I'émission. Ce bantrés fioit obéir & un
certain nombre de contraintes trés fortes et parfois antagonistes. Rargomraintes, nous trouvons:
une IES la plus faible possible, une intercorrélation entre les filtres la phis faossible également,
réjection dans les bandes adjacentes la plus faible, une bande paspamelate possible, etc.

Ce probléme posé avec toutes ces contraintes est formulé en un probtagtimidation qui est
muli-non-convexe trés difficile a résoudre. Pour le résoudre deuxithge itératifs (optimisation
jointe et récursive) sont proposés qui fonctionne trés bien powr eieguatre filtres mais qui montre
ses limites pour un plus grand nombre de filtres. La figure ci-dessous nesperformances de FSIM
avec deux filtres optimisés.
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Il reste trés clairement un grand espace de recherche dans cenpeatilébtention du banc de
filtres pour un plus grand nombre de filtres.

Finalement le chapitré conclut ce travail de these en résumant les contributions principales et en
soulignant I'ensemble des problémes qui restent ouverts pour ceawodueaine d’indexation et cette
nouvelle modulation FSIM.
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Tous nos résultats confirment que la modulation proposée FSIM MIM®@ offrgain considérable
en efficacité énergétique et spectrale par rapport aux modulationsateled’art et permet d’atteindre
le Térabits/s dans les canaux sous-THz. En plus, cette modulation perpegndize en compte les
limitations technologiques, et elle a démontré sa robustesse contre la sensikilitéfauts RF (bruit
de phase, par exemple) avec des détecteurs/égalisateurs linéairesogfqateur d’architecture paralléle
pour un trés haut débit.
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General Introduction

Wireless communication systems have undergone a real revolution, whererettent 5G
communication standard targets to support three main uses cases: massivéndv Type
Communication (mMTC), ultra-Reliable Low Latency Communication (URLLC), amthanced
Mobile Broadband (eMBB). These use cases have several cotstrinh as the demands of a higher
data rate that allow data-hungry application, the increasing traffic cadamity subscribers/devices,
the involvement of applications with more latency, power consumption, andgbconstraints.

The wireless data rates have doubled every 18 months over the lastdébesied, and it is projected
to increase continuously to reach wireless Tbps in the next deth@e¢ording to Edholm’s law. Such
an ultra-high throughput is needed to support the new emerging appleafi@bG 2-5] that will be
presented in Sectioh.l. Besides, the unsatisfied 5G requirements and applications will be pushed to
B5G, and many future applications and technologies will be integrated. lbigwvmentioning that
B5G scenarios consider more stringent application requirements sutthealigh data rate, a higher
number of devices, and less energy consumption. The effort forvacithese requirements must
be considered at the same pace on the user access and backhauhiegtsdg avoid any bottleneck
effect [26]. Thus, the ever-increasing data rate will rise in the near future towsadimits in order
of Thps.

The sub-6 GHz spectrum is almost fully allocated, overused and scaflesce, in order to
accommodate for the high throughput requirements and according to @hatamtley theorem, more
spectrum is acquired in the mmWave bands for 5G New Radio (5G NR), maitwyebn24.25 GHz
to 52.6 GHz, where a larger bandwidth can be allocated for each 21 [In addition, the higher
spectrum in the mmWave and TeraHertz (THz) bands are getting more attemtiosoéution of ultra-
high data rate wireless communication for B5G (6G,...) and it is the next frontier diatey after
the 5G mmWave band28-30]. Fortunately, these higher frequencies are advantageous foiitéxgplo
large-scale MIMO technology, because it allows integrating a large nuofl@tennas in a compact
area due to the small wavelength.

In the context of the BRAVE project8] funded by ANR, this thesis aims at exploiting the
mmWave/sub-THz bands mainly in the 90-200 GHz spectrum, where up to 58zlb@htiwidth
could be made available for B5G wireless communication servigs3]l] as depicted in Fig.1.
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Figure 1 — Frequency allocation for wireless communications in BEAbOnsidered spectrumd][

In addition, we are particularly interested in this band since electronic témjynis more mature
even though several challenges and limitations still exist, as it will be highlight&géction1.2. It
can also be noted that there is some ongoing work within the Europeanr€ocdeof Postal and
Telecommunications Administrations (CEPT) aiming to facilitate the deployment af éird mobile
services in the frequency ranges 92-115 GHz and 130-175 GHz, dyniederal Communications
Commission (FCC) takes in 2019 steps to open spectrum horizons betw&ednd 3 THz for new
services and technologi€3). In addition, many standardization activities are currently in progress fo
the contiguous spectrum between 250 and 325 GHz (Institute of Electniddtlectronics Engineers
(IEEE) 802.15.3d)29]. The radio spectrum above 90 GHz is today essentially known for besad u
by scientific services (e.g., astronomy observation, earth exploratitalliteaservices, meteorology,
etc.) and has never been used effectively for radio wireless commumisgiisposes. However, it is
expected that the coexistence with these scientific applications can be mavittpa reasonable effort
and few constraints, as those applications are precisely locabfed [

This dissertation aims at proposing innovative solutions for low-powerlegiseultra-high data
rates communications in sub-THz bands, where the system and wavedsigm ére the core of B5G
framework. In order to design such a system, it is crucial to develop awvieless communication
technique that helps to survive with the sub-THz limitations and severe RF imguatis, and achieve a
high SE with a given power expenditure.
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4 | Terabits scenarios, sub-THz band and its waveform specifications

This Chapter firstly discusses the emerging B5G scenarios and giveeebbackground about
the sub-THz bands including its channel characteristics, challengeédinsitations. Afterward, the
possible waveform for sub-THz bands are discussed, then the maéfiomevmodulation requirements
are defined. Finally, the main contributions and the thesis outline are présente

1.1 Terabits Scenarios

The wireless data rate demand is increasing over time, and the foresegmedemte is extending
towards Tbps to support the new emerging applications. This subsectiofioatls on the B5G
applications with wireless ultra-high data rates over 100 Gbps up to 1 Thpsisimainly driven by the
need for having to move files of ever-increasing size and downloadishgtasaming/podcast services,
enhancing the network capacities, and reducing the latency. Thesgissdnclude applications with
transmission distances ranging from the extremely-short (few centimetéess) to relatively long

distances of several kilometei&-p]. Some of these use cases are described or considered by the IEEE

802.15.3d Standards Association in the band between 250-32533t8, [EEE 802.11ad also known
as Gigabits WiFi at 60 GHz frequency (WiGid3J], and IEEE 802.15.3€2B] in the 60GHz band. In
the following, some of the wireless ultra-high data rate scenarios depictegl.ih.Eare presented:

1. Data kiosk application, Enhanced Wireless Local Area Network (WLAN) or Wireless

Personal Area Network (WPAN): These use-cases are indoor scenarios of short-range up to few

meters with ultra-high-throughput to download large files instantaneousii)estreaming 8K-
16K videos with high frame rate and pixel resolution, and replacing the wingtl-connection

to personal UE. For example, the user can automatically download a filehisowish-list using

a data kiosk machine, served by the data showers at the train station/aeptndsce ports, or
in the crowded waiting area. This data offloading using the data kiosk esdhe burden of
networks. In these applications, the transmitter Access Point (AP) or detla thachine have
more relaxed constraints than the handheld UE as phones/tablets, sinoentiee it directly

connected to a power outlet and can support higher complexity/cost. da #pplications, the
transceivers are stationary in most cases or with a very low receiver mdp#gitestrian).

2. Extended Reality (e.g., Virtual/augmented/mixed reality):These applications are small range
applications where a high data-speed is required to capture multi-sensaty,ippovide real-
time user interaction and enable remote connectivity with 3D hologram technolddpe
specifications of the use cases are similar to the data kiosk.

3. Datacenter/Server farm network: This connection is needed to facilitate infrastructure setup

and solve the network congestion issues that reduce connection latfanaiesl-time services.
The servers are well localized in the data center that permits to establistediffeireless links
simultaneously, and it can also be an add-on to complement the fiber optitsctioity.
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Figure 1.1— Beyond 5G scenarios with Tbps data rate requiremdits [
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4. Inter/Intra-chip communication: It needs an ultra-high data rate, and the available copper
wires connection nowadays cannot reach Tbps. Hence, soon it wiflebbottleneck and will
limit the development of a faster system. For example, 200 Gbps is neededstetraithin
device chips an 8K video with 48-pixel resolution and 120 Hz frame @teahd 765 Gbps for
a 16K video with the same format. Similarly, the parallelization to enhance therpenice
necessitates chips collaboration as nowadays multi-core computers. éfothevcopper routing
and congestion will lead to important losses due to longer paths in the futomputers with
highly parallel architecture. The wireless Thps connection overcomeag timaitations with
limited power requirements due to extremely short-distance links up to a few césrtinzand
enables the massive wireless network/system-on-chip.

5. High capacity Backhaul and enhanced broadband fixed wireless acss: The Tbps wireless
infrastructure can be as an alternative/complement to optical fiber dephbymprovide high
capacity while reducing the cost and network repair time. Similarly, the fixeelegs access
can replace the wireline xDigital Subscriber Line (DSL) technology andriber To The Home
(FTTH) that reached the limits for viable deployment costs because of thmileascomplexity.
Moreover, ultra-high-speed is required to serve the dense areasnaand city devices (e.g.,
video-surveillance as part of the internet of objects) or public interoegss. In addition, this
scenario allows deploying a smart connected city, houses/offices,@splolts with high-data
rates to avoid any bottleneck in the connection. The envisioned ultra-tetserk topology
in urban areas with the extreme data rate, capacity, and latency requiremeds the fiber-
based backhauling highly desirable but sometimes complicated due to cfibemnbetwork
penetration (variable from one country to the other) and related exteos&nTherefore, high
data rate wireless backhauling is a valuable competitive technology, whidfitsefrom lower
deployment costs and constraints.

Furthermore, Tbps wireless communications will open new (partly unexecte
services/application opportunities and other market perspectives in thee.fu For more details
about these scenarios and their Key Performance Indicators (KRésjeaders are referred to IEEE
802.15.3d application requirements docum&hahd our deliverable “D1.0" in the BRAVE projedi].
Finally, it is worth mentioning that sub-THz and real THz bands are beingstigated for other
types of applications in addition to the communication due to the small-wavelengthctdvéstics,
the ultra-wide bandwidth, and narrow-beamwidths at THz frequencieer irfstance, the THz
wireless systems are also promising for novel sensing, smart healtltaging, and positioning
capabilities to enhance automated machinery, autonomous cars, intraddadymmunications with
nanotechnology THz transceivers, and new human interf&ca4][
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The mmWave bandwidth is getting tremendous attention from researchers dustries for 5G
communication and beyond, mainly due to the significant unused spectrutitsdmgsiness market
perspectives. The overall mmWave spectrum is ranging between 3G8@0where the wavelength
is in order of a millimeter, while the THz spectrum is defined between 0.3 THz ahdZ The
mmWave spectrum being investigated for 5G communication is below 71 GHz selz@ge mmWave
spectrum has different characteristics and electronics technologyitpaitinese higher frequencies,
mainly between 100-300 GHz, are so-called sub-THz since they shaeepraperties with true THz
bands. After presenting the sub-THz opportunities and possible sggnidlis essential to highlight
such system feasibility with current technology, the main challenges and limgatieen deduce the
critical modulation aspects that should be considered for sub-THz wsretgamunication.

1.2.1 Channel and propagation characteristics

In the sub-THz bands, the channel propagation is characterizedrpgtveng obstruction losses and
blockage (from walls, vegetation, urban furniture, etc.), atmosphenit,rainfall attenuation. The
atmospheric attenuation of mmWave and sub-THz is much higher than sub-@idg,tas shown in
Fig. 1.2[13], and some mmWave/sub-THz windows in the BRAVE considered spectramafiacted

by severe attenuation up td dB/Km. However, the other windows between the peaks are of special
interest for B5G wireless communication. In addition, the sub-THz banfferduom important
attenuation due to the rain, which is almost constant ai69eGHz with a loss 0f0.8 dB/Km up

to 50 dB/Km depending on rain density per ITU-R P.83812]

Thus, the long-distance true THz wireless communication is a real challeitgghgse high
propagation losses, and the low sub-THz bands b&owGHz have more opportunities for these
applications. However, a high-gain directional antenna is necessagatwvih the overall propagation
losses for outdoor long-distance scenarios such as backhaul attixeless access. Besides,
MIMO technology with beamforming can help to counteract these lossescdiglva ultra-high data
rates. Note that these propagation losses are negligible and irrelevdiné fehort-range indoor sub-
THz/THz communication. Nevertheless, these scenarios are still facing tempdosses from the
surrounding environment and furniture details. Besides, the sub-Hizfireless communication is
more vulnerable to severe blockage and penetration losses théth &téz mmWave losses, as shown
in [6, 35] and references therein. But it is worth mentioning that these attenuatimriscular/gas
absorption, propagation losses as well as reflections, scatteringiffaactibn phenomena, have much
more contribution at the true THz bands. Thus, the efficient communicatiowlihke most likely in
Line of Sight (LoS) and/or with possible few survival Non-Line of Sigt.0S) paths. Hence, the sub-
THz channel is expected to be composed of only a few dominant pathsaltyglte LoS contribution
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Figure 1.2— Air attenuation at microwave, mmWave frequency bard@s1[3].

with the highest power, one-bounce specular reflections (from elaltyrlarge surfaces), and possible
scattering (from objects with small electrical siz&J].

1.2.2 THzchallenges & limitations: Hardware technology, dsign and RF impairments

In this section, the major sub-THz band hardware challenges and limitatiermesented. The RF
front-end is all the components between the antenna and the digital bdsisé@m of a transceiver,
namely mixer or modulator, phase shifter, filters, data converters, andrPamplifier (PA). Note
that the THz hardware components exist from decades for radio astgoand satellite applications,
but the off-the-shelf components do not suit the emerging sub-THz comatiom scenarios since
the latter has more stringent hardware constraints and requirements streimsceiver dimension,
heat dissipation, processing power, operating temperature, and duss, fowadays, technology is
still not mature enough for sub-THz frequencies, even though signifefforts have been made in
the last years. For instance, the electronics technology is the most @gamvéar massive low-cost
production and business interest for such Thps scenarios, but ttteoales components at the sub-
THz frequencies are working at the edge of the maximum theoretical topgefeequency with very
low efficiency.

The RF challenges at sub-THz bands, especially for low-cost elécsraomponents, can be
summarized as follows :

1. The efficiency and achievable transmit output power of the power aerpdifid power/signal
generation are low compared to sub-GHz bands, where the maximum datbieusiput power
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today is less thar0 dBm for Complementary Metal Oxide Semiconductor (CMOS) aad
dBm for Indium Phosphide (InP) technology as shown in Higk For information, the optical
technology provides high transmit output-power at THz optical frequeneied similarly, the
electronics technology at sub-GHz bands. However, the mobile wiredessianication systems
were not possible at the sub-THz and low THz bands for decades die $w-called THz-gap
in the transmit-output power, as shown in Fig3. Today’s technology starts filling the THz-gap
but with low output power, as shown in Fid).4[37].
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Figure 1.3— Transmit output power as function of frequen@g][in 2011.

2. Sub-THz systems suffer from Carrier Frequency Offset (CF@) medium to high PN
impairments due to the poor performance of high-frequency Local Oscildtdds). This
impairment is negligible at sub-GHz, but at higher frequencies becomes sigmificant and
leads to system performance degradation that can limit the achievablehprdugte. However,
many research efforts are investigating new technologies and circuigmdegologies to achieve
a lower PN level.

3. The high sampling rate for Analog-to-Digital Converters (ADCSs) is eeet digitize a wide-
band received signal, and the sampling frequency should obey thastlglsgorem. However, the
ultra-high sampling rate ADC suffers from high power dissipation that as@e exponentially
with the sampling frequencies89]. Note that the total bandwidth available at sub-THz is
recommended to be divided into sub-bands (250 MHz or its multifilg .16 GHz R9]), where
a channel aggregation and bonding is suggested to use a larger bandwigshsuch a channel
arrangement limits the ADC power consumption at the price of more parallelization
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Figure 1.4— Saturated Transmit output power as function of high fregies, B7] in 2020.

4. Another limitation for ADCs is the lack of efficient design with large resolytemmd thus most
low-cost ADCs have few bits resolution or quantization levels.

5. For high-frequency wide-band systems, the non-linearity of analggonents used in RF front
ends and mainly the PA imposes more challenges in modeling circuits and in antigiffadin
compensation measures required for performance improvements.

The sub-THz wireless communication also has challenges at the digital skgialy for real-
time applications like mixed reality scenarios with a Thps data rate. These appigaggessitate
ultra-fast decoding because the offline processing cannot betaddéqe with the other applications.
In practice, the current energy-efficient Digital Signal Procesda®#s) have a small clock frequency,
and thus a Tbps decoding speed can only be achieved by means ofl machlieecture 41,42], i.e.,
at the expense of higher complexity and larger chip area. It is worth mémgi@iso that the clock
distribution network of integrated circuits consumes a significant portioneoétiergy, area, and metal
resources, all of which scale with the clock frequent§] [

Last but not least, the efficient antenna array with the tiny wavelength fisulifto design,
especially with Silicon-based electronic technology at true THz frequenditowever, significant
works for the true THz bands mainly (1-1.5 THz) are proposed bas#ueamew Graphene technology,
where a Graphene-based complete transceiver design is develdpéd][
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1.3 Candidate Waveform for sub-THz (Single carrier vs Multicarrier)

After presenting the THz challenges and limitations, it is crucial to briefly ve@agle Carrier (SC)
and Multi-Carrier (MC) waveforms because it is a crucial design stag@dble the Tbps wireless
communication in sub-THz bands. Indeed, both waveforms have sewiaaitages and disadvantages,
and based on their strong/weak features, we can conclude whichosavsfmore suitable for sub-THz
bands and then proceed forward in communication system design.

Different MC waveforms have been widely investigated for 5G mobile comnatinit, but all of
them share to some extent similar properties compared to SC. The MC popidaniiyely used in
wireless communication at sub-GHz frequencies and even at the lower nmer&ads below 71GHz.
For example, Orthogonal Frequency-Division Multiplexing (OFDM) loheeodulation is adopted
by different standards such as Long-Term Evolution (LTE) downlinlbiltocommunication, digital
audio/video broadcasting, different Wifi versions, and also suppantéeEE 802.11ad/ay known as
WiGig [33]. Recalling that MC waveform is mainly designed to overcome the chanequéncy
selectivity due to multipath by dividing the allocated bandwidth into narrow safaéls/subcarriers
exposed to almost frequency flat channels (subcarrier band smaliertthanel coherence bandwidth).
For instance, the frequency-selective fading is more difficult to congtensand in such a channel,
the SC waveforms require more sophisticated equalization techniquesnthastothe MC basic idea
aided by a Cyclic Prefix (CP) helped CP-OFDM modulation to combat deémfaffect and mitigate
the performance degradation due to interference with a simple equalizatiesnwdirth mentioning
that SC’s complex equalization methods were a real challenge few deggdesspecially when the
end-users are low-cost devices (e.g., handheld UE in downlink mobile coioation). However,
the development of the low-cost DSPs and the introduction of the Fregu®mmain Equalization
(FDE) concept of lower complexity enabled the SC implementation even in thadney-selective
channel. Thus, the SC waveform suits well the applications in a freqtfaiciading channel and
can be used in frequency-selective fading when the receiver gspip@ increased complexity of
time-domain equalization or can use a simple FDE technique to mitigate the integferdnwever,
MC's reduced equalization complexity comes with more stringent synchitioriza&quirements since
any inaccurate frequency synchronization and/or PN deterioratesygitens performance due to
Inter-Carrier Interference (ICI). For information, the CFO in pradtsystems is a natural phenomenon
due to the local oscillators’ frequency mismatch and the Doppler effeat Wigetransmitter and/or the
receiver are in mobility. Hence, it is clear that SC waveforms, especialrtipditude modulation (e.g.,
Pulse Amplitude Modulation (PAM)), and the low order Quadrature AmplitudeliMation (QAM)
are more robust to inaccurate CFO synchronization and PN, which is mgoiécant at higher carrier
frequency as previously mentioned in Sectiof

Another essential aspect to consider when selecting a convenientowavis its EE, which is
directly related to the waveform Peak-to-Average Power Ratio (PABIRFPr clarification, the PAS’
efficiency decreases with the PAPR increase to maintain the linear amplificgiiocreasing the power
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backoff and operating the PA farther from its saturation point of the maximifficiency. Hence, the
MC waveforms of inherent high PAPR (high amplitude variations with an impbdi&erence between
its peak and average value) lead to lower PAs efficiency and thus fuffiehigh power consumption
[49]. In contrast, the SC waveform, in general, has much lower PAPR andetbgipower consumption.
It is worth mentioning that constant-envelope modulations (e.g., CPM) ar@tjpechemes that permit
the PAs to operate at maximum efficiency in the saturation region due to theiPBBR. In addition,
the PAPR of SC with amplitude modulations (e.g., QAM or PAM) and their powesumiption
increase with the modulation order. But the PAM scheme is the worst SC in téimosver efficiency
because its PAPR increases rapidly with the modulation order, but it peotidanaximum robustness
to CFO and PN since no information is transmitted in the phase. In addition, the 8Glation
is also more robust to PA non-linearity than MC waveforra6][ Another advantage of MC that
enabled the OFDM widespread is its simple extension to support a multi-accesgjtee (Orthogonal
Frequency-Division Multiple Access (OFDMA)) for multi-user scenariddowever, the latter MC
advantage is not critical for sub-THz bands, where the thin beamwidtliredtste antennas in sub-
THz bands enables frequency reuse and allows efficient use oflgpaision multiple access (Space
Division Multiple Access (SDMA)), and even for some scenarios, Timeflreacy Division Multiple
Access (Time Division Multiple Access (TDMA)/Frequency Division Multipledess (FDMA)) could
be possible when the ultra-high data rate is not needed continuouslyifgla sser.

Moreover, some other special requirements can help in judging which $&Cdbased scheme
is more suitable for a specific scenario/application. For example, the simpléOMidinpatibility is
crucial for high data rate application, the low latency for uRLLC, and the power consumption
for uplink mobile communication, Low-Power Wide Area (LPWA) network, dntérnet of Things
(loT) applications. A lower level of analysis should be considered feseirequirements since these
properties are more modulation and system dependent. For example, OFBdviecompatible with
MIMO than the MC Filter Bank Multi-Carrier modulation (FBMC), constant dope modulations are
preferred over other SC modulations (e.g., QAM, PAM, or Phase ShifinggPSK)) for low power
IoT [51]. Therefore, itis clear that a particular SC/MC scheme can afford séthese properties, but
it is not a general rule for the waveform type (SC or MC).

The main advantages and disadvantages of SC and MC are summarizetkid.Talblence, the
sub-THz challenges and limitations in Sectib2 make the SC waveform, as opposed to the popular
MC schemes, more favorable and appropriate for wireless communicastensy operating in sub-
THz bands. This conclusion is based mainly on the following reasons:

1. In contrast to MC, SC is more robust to RF impairments that increase ifildalpands, like PA
non-linearity, CFO, and PNbp].

2. SCis more power/energy efficient than MC due to lower PAPR of the fipamd mainly SC with
constant or near-constant envelope has very low PAPR that leads pieer consumptiond].
This aspect is crucial for sub-THz to permits the PAs to operate at hidfiderrcy and deliver
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Table 1.1- General comparison of single carrier and multi-carrievefarms.

Performance indicator SC MC
High Spectral efficiency -to++4  -to+++
High Power efficiency (low PAPR) +to +++ -

Robustness to CFO and PBZ 53] +to +++ -
Robustness to PA non-linearit$(, 54, 55| +++ -

Low equalization complexity -to++| ++to++t
Robustness to frequency selective fading -to ++ +++4
Robustness to time selective fadifgp] | + to +++ -to+

MIMO compatibility +to+++| -to+++

more transmit power (better Signal-to-Noise Ratio (SNR)) with the limited powercss of
current electronics technology.

3. Both SC and MC can achieve high SE depending on system configyratiopted modulation
and its order. Similarly, both suffer from a SE penalty when a Zero-P{gR) or CP is used.

4. The considered scenarios in the sub-THz channels have fewavadunultipaths, and thus
less frequency selectivity (almost flat) than in the lower bands since the coitetion is
LoS or nearly LoS. Also, the high propagation loss for sub-THz signat$ their weak
penetration capability leads to receiving the reflected/scattered signalsy)ifngth very low
power. Hence, the SC waveform, especially with FDE, can still operatdesatigly with low
system complexity and affordable cost even if the channel is not plgrfiéat. This leads
to adopting the Single Carrier Frequency Domain Equalization (SC-FDEntlgcin IEEE
802.11ad/ay WiGig standar83], after its previous adoption in LTE-Advanced (4G) uplink for a
better UE power efficiency, 2G global system for mobile communications, Bi&&elsal Mobile
Telecommunications System, IEEE 802.15.4 standard and Bluetooth, etc.

In conclusion, the SC waveform is more suitable for wireless ultra-highrdédaup to Thps with
low power consumption for BSG communication at sub-THz bands, and thalataoh should provide
the following: (1) high robustness to RF impairments (PN, CFO, non-linedriyalog components),
(2) high SE, (3) high EE, (4) limited PAPR to operate the PA more efficientlythnsl ensure that an
acceptable SNR can be achieved with the limited transmit output power, awdrtfatibility with
MIMO system such as spatial multiplexing to increase the data rates. In addtimmodulation
should be able to cope with few-bits low cost-power data converters;iaipén a large-scale MIMO
to keep an affordable system cost and power consumption. Besidegjldeflscalable and adaptive
system is an advantage to permit the system adaptation according to cbamnditions and received
signal power.

It is worth mentioning that our SC waveform conclusion is strongly depande the sub-THz
scenarios and the current technology maturity. Thus, this analysis avefomsa selection should
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be revisited for future potential applications, higher frequency bainds THz or higher), or after a
technological breakthrough.

In the true THz context (above 1 THz), a wider bandwidth (in order o&)Tl4 available that
can simplify the transceiver design. For instance, the wireless TbpstraigealHz bands can be
achieved with a simple transceiver using On-Off Keying (OOK) based mbdnta[57, 58], which
is not the case for sub-THz bands of smaller available contiguous batmdwidowever, the true
THz bands above the BRAVE considered spectrum have more stringénbtegical limitations, and
the signal propagation is limited to extremely short distances with a very low spgwer using
current electronic technology. Hence, they are more suited nowadeyaifio-scale communication
paradigms, such as nanotechnology applications for industrial and miliddg finano-bio-sensing,
and even intra/inter-chip communicatiob9 60]. But, more research is required at the technology
level to enable the macro-scale Thps wireless communication at true THandtance, Graphene-
based plasmonic technology can be a potential key enabler for wirelesawacation at these true
THz frequencies47, 61].

Finally, it is obvious that the sub-THz bands are the first stop for B5G camwuation system,
where the low-cost electronic technology can operate but with seugiiahtchallenges, limitations,
and RF impairments. This thesis aims to create and evaluate new radio techmtiagigould operate
in the sub-THz spectrum and offer the desired B5G performance. [ingate goal is to define a
solution that would reach 1 Tbps (100x peak data rate defined in IMT-2025G). More insights
are given in the next section about our adopted approach to enabfg@ndte the wireless Thps at
sub-THz bands.

1.4 Major Contributions and Thesis Outline

As described earlier, the main challenge to exploit the sub-THz band#fatigh data rates wireless
applications is its technological limitations, intrinsic RF impairments, and chanasdcieristics. Even
though larger spectrum and MIMO are envisagé#,[but additional breakthroughs are necessary to
exploit the sub-THz bands and reach the B5G throughput requireniRetently, the IEEE 802.11ax
standard in sub-GHz band enhanced the data rates using highemwrdalation up tol024 QAM,
wider channels, and the adoption of MIMO technologies. However, theTélz systems suffer from
more severe RF challenges and technological limitations such as low transmeit, jeN, PA non-
linearity, and limited resolution for low power/cost ADC as summarized in SedtidnConsidering
these limitations and RF impairments, the usage of high-order APMs becongsuitable solution in
current sub-THz technology. In addition, the sub-THz channelaciaristics impose the replacement
of the MC waveform with high PAPR in IEEE 802.11ax by SC modulations, asidsed in Sectioh.3.
The existing high data rate system uses a spectral-efficient modulation whitlPARR and then seeks
for PAPR reduction to limit the power consumption. In contrast to the prewvi@attional approach,
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our approach insists on benefiting from a power-efficient SC wanetbat can survive with sub-THz
challenges and then enhances its spectral efficiency through IM aad@etl MIMO techniques. This
thesis is divided into two parts, as shown in Fig5, and outlined as follows.

( Chapter 1: \
Terabits scenarios,
sub-THz band and its
waveform

PartI: u% PartII:
Contributions and Advances to ( \ Novel Domain/Dimension
Generalized Spatial Modulation Chapter 2: for Index Modulation

State of Art: Index

Modulation

Chapter 3:

Generalized Spatial
Modulation based
schemes

Figure 1.5— Map of the thesis organization. Any top-down path can bleigd to read the thesis, or one of the
two parts.

In Chapter2, the different existing IM domains and techniques are reviewed to cgatewards
the most spectral-efficient technique suitable for sub-THz. The basioid® is to convey additional
information bits contained implicitly in the index of an element among several pessimbinations
that can be detected at the receiver side. It is worth mentioning that IMattvasted tremendous
attention in the last decade, mainly due to its potential spectral and/or erfécggney enhancement
that can help to suit the different B5G requirements from high-data-ggi#cations to low-power
0T systems. Firstly, the SISO systems based on time, frequency, codertiinls are presented
with a focus on their achievable SE, and the combination of the modulation typethiveither time
or frequency domains is also provided. Afterward, the MIMO SMX thatvedlancreasing the SE
is presented, followed by the investigation of the spatial IM domain. The eyistamsmit spatial
IM and the receive spatial IM schemes that convey information by indetkiagactivated/targeted
transmit/receive antennas respectively, are explored, then their 8E®m@pared. After presenting
these IM techniques, a brief comparison of their advantages and digadea is given, and their
convenient application is deduced.

In Chapter3 of the first partl in this thesis, the MIMO SMX and the spatial IM domain, mainly
GSM based scheme, are studied in the context of ultra-high data rate systemis-THz bands.
Besides, several contributions are proposed in order to overcome the@8M limitations related
to sub-THz channel characteristics, MIMO SMX and GSM detection coritplekhen, a scheme is
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proposed allowing the increase of MIMO system SE through multidimensitbhaWbre precisely, in
the first section, the potential of the proposed approach of using pefficient SC accompanied by
a spectral-efficient IM technique is investigated in Rayleigh and Ricianngignfollowed by a link
budget and power consumption estimation. The®;EBGSMis proposed where a selection technique
of the indexed antennas’ groups is developed, without instantane@am@lSide Information at the
transmitter side (CSIT). The proposed S-EGSM aims to reduce the transttigl $pl's performance
degradation in highly correlated channels without a feedback chamedghead. Also, dest-effort
spatial bit mapping based on gray codingis proposed to minimize the system BER. After these
enhancements, the GSM system with power-efficient SC and its equidlbtd® SMX of the same
SE are compared in sub-THz channel with RF impairments from differesppetives: performance,
PAPR, energy efficiency, robustness to PN, optimal detection complexis, and compatibility
with low-resolution ADC. Consequently, low-complexity near-optimal detectemhniques, called
OSIC-ML and O?SIC-ML, are proposed for MIMO SMX and GSM respectively to enable the
extension to large-scale MIMO systems. The results with the proposedatstsliow that the optimal
performance is achieved with 99% complexity reduction. In the last sectiother layer of indexation
based on the polarization IM domain is proposed to ob2iGSM scheme that enhances GSM
SE while maintaining its advantages. The theoretical performance asse¢ssinthis indexation
scheme along with its study in sub-THz scenario are provided to highlighttieahdvantages of
GSM based schemes. The content of Chapteais been partly published in seven conference papers
[10,14-17,20,31]; and three journal articled B, 19, 21].

In the second parti, mainly in Chapter4, a novel IM domain, nameéilter IM domain , is
proposed where another degree of freedom is given to conveymafam bits by a filter’s index. In
addition, the derivatives of this domain and its different potential indexationniques are discussed
to highlight that this domain generalizes most existing SISO-IM techniqugmcidly the time
and frequency IM domains. Following our approach and within the filter bmhdin, two novel
schemed=SIM, and its two-layers indexation on the in-phase (l)/quadratue (Q) components
“IQ-FSIM”) are proposed to enhance the SE/EE of the power-efficient SC modul&tiun study
of the proposed systems is completed by proposing optimal detection techmigghdow complexity
and an appropriate equalization scheme. In order to better assess firenpace of the proposed
techniques, the lower-bound performance is derived, and a conyeasttidy with the equivalent
conventional SC systems and SISO-IM schemes of the same SE is prodelly, the filter IM
domain is exploited in MIMO system by proposi®MX-FSIM to achieve the target rate with low
power consumption while respecting the existing sub-THz challenges and lim#afibe proposition
of MIMO SMX-FSIM system is accompanied by a development of low compleignsceiver,
theoretical performance derivation, an assessment from diffeegspgctives, and a comparison with
the previously investigated solutions of Cha@eihe content of Chaptetrhas been partly published
in one conference pape2d; and three journal articlePp, 24, 25)].
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In Chaptel5, the challenges introduced by the proposed filter IM domain to maximize itsiat=bc
SE/EE are discussed. These challenges lie in the filter bank design tliéd sbspect the proposed
filter IM schemes’ requirements and constraints. In order to tackle the fdiek Hesign ofV filter
shapes, the problem to be solved by optimization techniques is formulated. tHdugddressed
multivariate optimization problem to jointly design tié filter shapes of lengtlL is a non-convex
jointly constrained problem with: (1) multimodal quartic objective, (2) quadraquality, and (3)
several multimodal quartic non-convex constraints. In order to solve &|axation and restriction
approach is followed, then an algorithm to desiffilter shapes is proposed and extended to jointly
designN filter shapes. Finally, the obtained results are used to evaluate the FSévheand prove
that a higher SE and EE can be attained by tackling this challenging problesrconitent of Chapter
5is part of our perspectives, where a publication will be submitted in theforae.

Finally, chapte6 concludes the thesis and summarizes the main contribution. It also points out the
open research problems and provides a discussion about the pisesgaections for future works.

1.4.1 Summary of the major contributions

In the following, the main contributions of this thesis are listed briefly:

1. We proposed a new approach based on constant or near-¢oaestaope SC modulation
with IM to reach Tbps with low power consumption. In addition, its feasibility islested
depending on error performance, power consumption, complexity, @std he performance
analysis of the proposed approach SC with spectral-efficient IM iseaddd over spatially
correlated/uncorrelated Rician and Rayleigh channels as a starting pooreoWr, the link
budget is calculated, and the power consumption is estimated based on tferwaPAPR
to emphasize the importance of SC-IM for Tbps. Finally, the advantageveérpefficient SC
enhanced by spectral-efficient IM scheme for mmWave and sub-THishampresented. The
details are presented in Sectidr2 and [L0, 14].

2. GSM conveys information by the index of the activated Transmit Anteroralhation (TAC)
and by theM-ary APM symbols. In conventional GSM, the legitimate TACs are randomly
selected, where their number should be a power of 2. An Enhancedralieeé Spatial
Modulation (EGSM) based on adaptive legitimate TAC selection is previouslpgsed in
[63] to provide the optimal performance, but EGSM requires the full knowdeoligCSIT. In
order to avoid the overhead of feedback channel and effectivelosdaa S-EGSM without
instantaneous CSIT is proposed for highly correlated channels. Memethe spatial bit-
mapping for conventional GSM is based on binary bit-mapping that can teagisors in all
spatial-bits when the activated TAC is misdetected. In order to reduce thedEd#ficient best-
effort spatial bit-mapping (Index-to-Bit) is proposed to reduce the BEgratation in correlated
channels. The two proposed techniques are detailed in S&c8amd [L5)].
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3. We provided a complete analysis for MIMO SMX and GSM subjected to majbrTéiz
limitations and RF impairments. This study considers the performance analydifepént
power-efficient APM with GSM systems subjected to PN effects over ddib-dhannels, then
the best APM candidate with GSM is compared to SMX. The proposed agpisassessed
in a realistic sub-THz environment by considering the system performaolastness to PN,
computational complexity, cost, PAPR, link budget, and power consumptidmns study is
discussed in Sectio®.4and [1L6,17).

4. We proposed a novel quasi-linear detector for MIMO SMX, called@BL. The proposed
detector combines the linear Ordered Successive Interference llatone(OSIC) technique
with the non-linear optimal Maximum Likelihood (ML) technique to enable an immorta
performance enhancement while providing a prominent complexity reduofiaron-linear
optimal detectors like sphere decoder. The system performance wigtpenperfect channel
estimation and the proposed detector’s computational complexity are evawigtedifferent
configurations to highlight its advantages. In addition, the proposedtdetececonfigurable to
provide the best performance-complexity tradeoff. This detection scieepmevided in Section
3.5and [19].

5. We extended the proposed OSIC-ML detector for SMX to GSM systedna#inits special
cases. The proposed detector denoted by Ordered TAC-OrdersbsSive Interference
Cancellation with ML verification (BSIC-ML) is designed to achieve the optimal performance
with a controllable complexity-performance tradeoff even for a largéedddVO system. The
proposed GSIC-ML detector is accompanied by ordering techniques for the TACsAdHd
symbols to further reduce the complexity and improve the performanceataggy. The results
reveal that @SIC-ML allows reaching the optimal performance of non-linear detector with
complexity reduction in order ¢f9% as shown in Sectiof.6 and [L8].

6. We proposed a DP-GSM scheme where we incorporate DP antenna&$ihto reduce
the spatial correlation impact and also to enhance the system SE by addithgralayer of
polarization indexation. Furthermore, we proposed a low complexity detaatbijoint ML
detector for this scheme that estimates jointly all bits conveyed by APM symbdéation of
TACs and polarization dimension. Moreover, the theoretical performario-@SM is derived
and validated by Monte Carlo simulations, then a comparison with uni-polarigdti@&d SMX
in sub-THz channel with RF impairments is provided. The details of the pegpp®-GSM can
be found in Sectio®.7and R0, 21].

7. We explored a novel IM domain named “Filter Domain” that generalizes mexisting
modulations and SISO-IM domains. In addition, the proposed domain allovisiadgtdigher
SE and EE by exploring all available time and frequency resources. dmaid’s special cases
are discussed, and their achievable SEs are presented in Skt R2].
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8.

10.

11.

We proposed a novel scheme within the filter IM domain denoted FSIMpTd@sed scheme
conveys additional information bits by the index of the selected filter shaffedtansmitter
side. This indexation can be changed at symbol rate and exploits all dedilale-frequency
resources, and thus permits to achieve higher SE and EE gain in SIS@sydvever, the
proposed technique allows using non-Nyquist filters to achieve low filkeos's-correlation even
if a controllable 1Sl is introduced. Hence, we developed an ISI estimatidncancellation
technique to compensate the added ISI and reach the optimal performantmwwittder power-
efficient APM schemes. Moreover, the joint ML detector for this schemedsemted, and an
optimal detector with low complexity is proposed. The theoretical lower botiticeqrobability
of filter error, total BER and Symbol-Error Rate (SER) are derivedvatidated by Monte Carlo
simulations to truly characterize the proposed scheme. Then, the perfieraad EE gain of
FSIM is shown by comparing to the equivalent SISO systems with/without |Mdiditve White
Gaussian Noise (AWGN) channel and frequency selective fadingnethaThe proposed novel
FSIM scheme and its study is detailed in Secda®and 22].

. We developed another scheme in the filter IM domain, called 1Q-FSIM, ublddhe SE gain

of FSIM. This technique performs a parallel indexation of the filter shapeshe in-phase
and quadrature components. Then, the joint ML and a low complexity detactatesigned
to estimate the additional information bits, and the previous ISI estimation anellzdion
technique is adapted to deal with the separate filter shapes’ indexatiomdnQ.&=inally, the
theoretical performance lower bound is deduced and validated, theracedo the previously
proposed FSIM scheme.

We extended the FSIM to MIMO SMX system in order to deliver the higB&sand EE gain
among the existing MIMO systems with/without IM. This superiority is guaranbseskploiting
all the available time, frequency, and spatial resources in contrast tolMdsthniques that
sacrifice in some resources to enable the indexation. The proposed NHBIE with low
complexity linear receiver is evaluated theoretically by using its derivelyticed lower bound
and Monte Carlo simulations to confirm the achieved enhancements. Thergntjgred in sub-
THz with RF impairments from different perspectives to the previously tiya®d technique
in Chapter3. The proposed approach leads to this end by designing power artdasadiicient
SC waveform using IM and MIMO techniques to achieve B5G rate requimesnélhe results
also show that the proposed MIMO transceiver with a linear low complexitgctier is a
promising solution for ultra-high data rates system in sub-THz bands duehiglitsobustness
to RF impairments, high SE/EE, and low power consumption. This concluseaneh study is
presented and discussed in Secdohiand 5.

We completed this thesis by formulating the challenging problem for filtek lwhasign
that respects the proposed filter IM schemes’ requirements. This mwexcgroblem is
not addressed previously in the literature, and its multi-non-convexity leadgssitate the
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simplification by relaxation and restriction. Firstly, an optimization algorithm faigieng a
filter bank of size two is proposed to search for the filter shape iterativiyerward, this
algorithm is extended to design a larger number of filter shapes jointly. Tdtdgon analysis
and discussion reveal that the global optimum can be achieved only wheseld initialization
lies in the vicinity of its global optimum. Consequently, the obtained filter bank is tsed
evaluate FSIM system and compare it to the previous results with non-optiteed,fivhere we
showed that a significant performance gain is achieved. Finally, wesdisduhe limitations of
the proposed filter bank design, and we highlighted at the end of CHaghtatrthere is still room
for enhancements in our future work.
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1.6 Summary

In this chapter, an overview of the thesis motivation is provided by highligh85@ communication

goals and the sub-THz bands as a key enabler for ultra-high data pptésations. Besides, a brief
introduction of the sub-THz bands, its use cases, and its main challengesgiven. Afterward,

the existing potential waveforms for sub-THz bands are discussedevihés highlighted that a

breakthrough in waveform design is required to achieve B5G targetimatab-THz environments.
Finally, the thesis outline and its main contributions are presented.



Chapter 2

State of Art: Index Modulation

Contents

2.1 Introduction . . . . . . . ... 26
2.2 SISO systems with/without Index Modulation. . . . . . . ... ... ... ... 27
2.2.1 SISO time, frequency and modulation IM domains . . . ...... . .. .. 28
2.2.2 Code IM- Spreading spectrum . . . . . . . . ... ..., 32

2.3 MIMO systems with/without Index Modulation . . . . .. ... ... ...... 32
2.3.1 Spatial Multiplexing . . . . . . .. e 33
2.3.2 SpatialIMdomain . . ... ... 34
2.3.21 TransmitSpatialIM . . ... ... ... ... .......... 34

2.3.22 ReceiveSpatialIM . . ... ... oo 35

2323 SUMMArY . . . . 36

2.4 Channel/polarization IMdomains . . . . ... ... ... ... ... .. ... 39
2.4.1 IMusing polarized/Reconfigurable antennas. . . . . ... ....... 39
2.4.2 Scatteringand BeambasedIM . . . ... ... ... . 0L 39
2.4.3 Media-Based Modulation using RF mirrors . . . . .. .. ........ 39

2.5 Multidimensional IM . . . . . ... e 40
2.5.1 Channel/polarization IM with spatial and time IMddnsa. . . . . ... .. 40
2.5.2 Modulation Type-based IM with spatial IMdomain . . . . . ... .. .. 41
2.5.3 Spatial IM with time and/or frequency IM . . . . . . . ... ... 41

2.6 IM advantages/disadvantages and applications . . . . . .... . ... ... ... 42
2.7 Conclusions/DISCUSSIONS . . . . . . . o v vt 43




26 | State of Art: Index Modulation

2.1 Introduction

Future wireless communications systems seek to achieve higher data rates lanér energy
consumption, and thus they require schemes with enhanced SE/or EEdI&@av&IIMO technology is
integrated into different standards due to its impressive system improverkiemgver, the traditional
modes of MIMO wireless systems (spatial multiplexing, space diversity) aremough to achieve
the wireless Terabits system with low power consumption. The transmitted sigaat mainly a

3D representation, as depicted in Fi@.1, where the time/frequency and space are the basis of
this representation, and the signal can contain complex symbols that map dhadtibn bits to

the in-phase and quadrature components. These three domains aoceiglyegonsidered for data
multiplexing/diversity or multiple access transmission (TDMA, FDMA, SDMA).

space space space

frequency frequency frequency

time time time
(a) Time Division (b) Frequency Division (c) Space Division

Figure 2.1— 3D representation for Time, frequency and spatial divisio

Recently, Index Modulation has attracted tremendous attention due to its intppdimtial
enhancement in the system SE and/or EE achieved by the intelligent exploghtimsignal aspects
and its surrounding environment. Firstly, IM is well explored separatety jamtly in the spatial,
frequency, and temporal domains, and also other dimensions are integtigmshown in Fig2.2 The
IM principle is to convey additional information bits implicitly (as Virtual Bits (VBs$))the selected
element index among several possibilities. Note that using an IM strateggdbiger should be able
to correctly detect the indexed element before deducing the associagedgBexample, in the spatial
IM domain, the indexed element is the antenna while it is the time slot, the frequandjsbibcarrier in
time and frequency IM domain, respectively. The IM immense advantagesisgged the researchers
to investigate this concept in many other dimensions based on spreading at@shael medium,
radiation patterns of reconfigurable or polarized antennas, and moduigim Consequently, different
multidimensional IM schemes are proposed by combining several existingiits.

In this chapter, the traditional SISO system and its combination with time, freguamnd code IM
domains are presented in Sectih@. However, the MIMO systems with/without spatial IM domain are
reviewed in Sectior2.3. Section2.4 discusses the different strategies to convey additional information
bits by indexing the scattering clusters in a real channel, and the genesdiaton patterns/beam
with the help of reconfigurable antennas/beamforming or RF mirrors. Fitladlynultidimensional IM
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Figure 2.2— Index modulation domains presented in this chapter.

schemes are introduced in Sectb. Finally, the advantages/disadvantages of these IM domains are
highlighted in Sectior2.6, while Sectior2.7 concludes this chapter.

2.2 SISO systems with/without Index Modulation

SISO wireless communication system is the most straightforward antennalegpnwhere the
transmitter and receiver are equipped with one antenna, as depicted th3-ighe data is transmitted
in a dedicated time-frequency block, where this block can be divided in timmaties slots, and in
frequency to sub-bands to allow data diversity and/or multiplexing. The Tiivisibn Multiplexing
(TDM) and Frequency Division Multiplexing (FDM) multiplexing techniquesg axtended to TDMA
and FDMA multiple-access techniques, respectively, to allow simultaneousumselteommunication.
Afterward, these domains are explored by IM, where a single or a s#vtsfsub-bands are selected



28 | State of Art: Index Modulation

Receiver:

Transmitter = \‘ / o
St chain ] ; chain Signal
Generator | \ Detector

Figure 2.3— General SISO wireless communication sytem.

for transmission based on the input bit-stream, and the Rx detects the actesoerce to deduce the
VBs.

2.2.1 SISO time, frequency and modulation IM domains

In general, the time and frequency domain IMs have limited SE enhancenrehigfo data rate
applications, as we will highlight in this sub-section. This limitation is due to the digua of
some available time and frequency resources. The time domain-IM, whiclatastia single time
slot to convey information bits, appeared from many decades in sewdraings as OOK, Pulse
Position Modulation (PPM) without APM6H], and Generalized Pulse Position Modulation (GPPM)
with APM [65]. Then, the SE is enhanced by activating a fixed number of time slots in Single
Carrier with Time Index Modulation (SC-TIM)6], which is proposed with FDE inspired by the
frequency IM domain counterpart Orthogonal Frequency-Divisiattidlexing with Sub-carrier Index
Modulation (OFDM-SIM) B7] [68]. Similarly, the Generalized Frequency Division Multiplexing
with Index Modulation (GFDM-IM) B9] uses the index of activated frequency bands for the same
purpose. Their SEs are expressed in Tablewithout considering the pulse shaping roll-off factor
SE penalty that has similar impact on all schemes. Hence, the unit bit penathase (bpcu) is
used for SE, and the SE in b/s/Hz can be deduced by multiplying the SE in lypthe lroll-off

SE penalty (i.e.,%%g. In this table, we used the following notationd; denotes time
slots or sub-carriers/frequency bands without the CP elements of |akgih N is divided intoG
groups ofN, elements §7 = N, G), andN, elements ¥, < N,) within each group are activated to
convey information bits in IM. The indexation is performed using an accéptabup sizeV, to avoid
the high detection complexity with a largé-. Inspired by OFDM-SIM, the MC Differential Chaos
Shift Keying (DCSK) modulation is combined with IM by conveying bits using thevated carrier
index and transmitting zero symbols on non-activated o6k [Other IM idea is also investigated
in OFDM with Orthogonal Frequency-Division Multiplexing with Sub-carridumber Modulation
(OFDM-SNM) [71] [ 72], where only the number of activated sub-carrigy¥s {alue) conveys the VBs.
The allowedV,, values for a certain OFDM-SNM system is represented in the sethich can contain
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all possible values in the extreme cage & {1,2,..., No} where its SE remains lower than that of
conventionalM-ary APM in most cases, according to their SE equations in Tali)e

Moreover, the time and frequency IM domains are adopted with non-asttedgoverlapped)
resources in Faster-Than-Nyquist with Time Index Modulation (FTN-JTBd Spectral efficient
Freguency Division Multiplexing (SeFDM), respectively as shown in Fid. These systems suffer
from inherited interference, but they can compensate for some of thesSEidimited gain of their
orthogonal version, depending on the compression facédithe price of performance degradation.

Similarly, the Index Modulation Multiple Access (IMMA)7B] and Index Modulation with
Orthogonal Frequency Division Multiple Access (IM-OFDMAY] exploit the appealing advantage of
IM in proposing a new Non-Orthogonal Multiple Access (NOMA) in time arehfxency, respectively.
Note that IMMA is similar to GPPM, whereas it allows resource sharing amdngsers. However,
the frequency domain counterpart IM-OFDMA allows activativig subcarriers in contrast to IMMA
that uses a single time slot. The SE enhancement of IMMA is doubled in Quesltadex Modulation
Multiple Access (QIMMA) [75] by performing separate indexation on the In-phase (I) and Quadratur
(Q) components. In other words, QIMMA transmits the real and imaginaris d the complex
symbol through different resources unless the VBs for | and Q arsdhee. Consequently, these
non-orthogonal schemes with a convenient configuration achievef@mpance gain that can vanish
due to collisions when many users transmit during the same time/frequenayaeso Thus, they
provide a tradeoff between the SE system enhancement and the collistmabpity that are affected
by the maximum number of users in each time/frequency chunk.

Furthermore, several SE enhancements for these SISO-IM are érbédiowing the activation
of a variable number of sub-carriers in Dual Mode-Orthogonal Feequ-Division Multiplexing
with Variable Subcarrier Index Modulation (DM-OFDM-VSIMY§] and/or independent sub-carriers
activation with the same&v, between the | and Q components in Orthogonal Frequency-Division
Multiplexing with Quadrature Sub-carrier Index Modulation (OFDM-QSIMY] or different N,
between them in Orthogonal Frequency-Division Multiplexing with Hybridphase Quadrature
Sub-carrier Index Modulation (OFDM-HIQ-SIMY[]. For the same reason, the Layered-Orthogonal
Frequency-Division Multiplexing with Subcarrier Index Modulatiafi-OFDM-SIM) is proposed in
[78] while taking advantage of modulation type IM domain that uses distinguishabtilatmns
between different layers. In each groupf subcarriers, theL-OFDM-SIM scheme activates,,
subcarriers per layer &¥, — N, (L — 1) elements. ThisL.-OFDM-SIM activates more subcarriers in
total (GLN,) compared to OFDM-SIM@ N,,), and the former performs another SIM on the remaining
non-activated subcarriers successively on the subseduent layers within each group that help to
enhance the SE of OFDM-SIM.

However, the previous techniques do not use all available time/frequesoyrces that limit the
SE enhancement. Hence, the modulation type IM domain is explored to corfeemdtion bits in
the selected modulation type while using all available time/frequency resouFemsinstance, the
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dual-mode (DM) IM is introduced to better compensate for the SE loss or limited ¢jadeed, the
non-activated slots/bands are exploited to send different and distidplesAPM symbols by means
of modulation type IM, saf4 andMg-ary APM schemes are used respectively during the primary and
secondary activated time slots in Dual Mode-Single Carrier with Index Nédidn (DM-SC-IM) [79]
and Dual Mode-Faster Than Nyquist with Index Modulation (DM-FTN}INMQ], sub-carriers in
Dual Mode-Orthogonal Frequency-Division Multiplexing with Index Midation (DM-OFDM-IM)
as discussed in8fl] and its generalized version with a variable humbemgf DM-OFDM-VSIM
[82. These DM-IM techniques convey information by the used modulation tgpe, this idea
is extended to Multi-Mode Orthogonal Frequency-Division Multiplexing witidéx Modulation
(MM-OFDM-IM) [83], where each subcarrier within a group &f, elements transmits a symbol
from different distinguishable constellation sets, and the permutation & thedulation conveys the
VBs, similarly for Multi-Mode-Orthogonal Frequency-Division Multiplexingth Quadrature Index
Modulation (MM-OFDM-QIM) but with different indexation on | and Q compnts. Afterward, a
generalized version of Generalized Multi-Mode Orthogonal Frequ@&magion Multiplexing with
Index Modulation (GMM-OFDM-IM) is proposed in8@] to provide a more flexible choice for SE
compared to MM-OFDM-IM, by adjusting the number of subcarrigrshat use the same modulation
order M, (the special case MM-OFDM-IM is obtained when M}, are equal ta/ as shown in Table
2.0.

It is clear from Table2.1 that most SISO-IM schemes, mainly the time and the frequency IM
domains that do not fully use the time and frequency resources, sufi@r $E reduction in most
configurations. Whereas the modulation type IM domain (DM or MM) that wdEesesources
can achieve some SE enhancement using distinguishable APMs. Althou@ftfer single-mode
IM schemes is limited, they are promising for low data rate applications, suchealsPWA loT
devices and machine-to-machine communications, because better EE chiiegvecwith appropriate
configurations compared to conventional APM schemes. Indeed, etleabEE can be enhanced
with low data rate applications to reaéb% as a rough estimation for the same SE with = 2
Binary-Phase Shift Keying (BPSK), = 4, N, = 2 as presented in Single carrier Frequency Division
Multiple Access with Index Modulation (SC-FDMA-IM)8B]. However, their EE is dramatically
reduced compared to conventional APM schemes (QAM) for high datapgiications. This lower
EE is due to the need for higher power (SNR) to maintain the same SE, by ltsiagtégherM-ary
APM when not all resources are used according to TAldleor non-orthogonal schemes with inherited
interference.
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Table 2.1- SE summary of most existing SISO schemes with/without IM.

M ) SC/ System Name Spectral Efficiency Inherited
Domain MC (bpcu) Interference
sc gmarpAsiM: log, M No
) sC SC-FDE Ny log, M
No
MC OFDM Nr+Ner
Time SC OOK 1 No
Time | SC PPM 64] Log; N No
Time SC GPPM§5] M NoO
Time sc NOMA : IMMA [73] N, (llog %z““’gz M) YES
Time SC| NOMA:QIMMA [75] N 2llog, IQ’;'J”"&M ) YES
) N, (log, M +|log, C;\\,]" D
Frequency| SC| NOMA :IM-OFDMAT4] Ny £ YES
Time sc FDE SC-TIM [66]
SC-FDMA-IM [85] G(Nq log, M+{log, C¢ ) NoO
- NT+N,
Frequency| Mg CFPM-SIM [67] [68] T+Ncp
GFDM-IM [69]
G (llogy (Xngepg MNACNO])
Frequency| MC OFDM-VSIMT6] ® NNTf’]‘\,CP Ne No
Extreme case%
G (N, log, M+2|log, cxg )
Frequency| MC OFDM-QSIMT6] NTNcp No
Frequency| MC OFDM-HIQ-SIM G((Nay +Nag) og; VM +log, Cp. ! CI:;QJ) No
[77] Nr+Ncp
G(NalolngIJ\:I}Jél;ngNgJ), 1 <Ny <N,
Frequency| MC OFDM-SNMT1] [72] No
Average: G(0.5(1+N§3T1(ig]3]2/:)+ Llog, Ng |)
Time sc FTN-TIM [86] 1 G(Nalog, M+(log, cﬁ,’;q) YES
Frequency SeFDM-IMg7] v Nr+Ncp
] G (Ng logy Ma+(Ny—Ng) log, Mg +|log, CN4 |)
Modulation | SC DM-FTN-IM B(] 1 2 Ot PAT e e O T g YES
T CP
Modulation| SC DM-SC-IM 9] G(Nalogy Ma+(Ng=Na) logy Mp+Llog, C ) No
Modulation | MC DM-OFDM-IM [81]] Nr+Ncp
@ rsNg—Na ~Ng
Frequency| MC DM-O[FS[%]M-VSIM G(“"&@NMEM% My* gD No
T+Ncp
Modulation| MC|  MM-OFDM-IM [83] G (llog; Ng 1+ N log, M) No
T CP
. G (2|logy Ng!]+Ng logy M
Modulation| MC| MM-OFDM-QIM [83] (2ot Mo 1 e o8 M) No
G(|log, Ng!j+2{,<:1 ny log, My) where
Modulation | MC GMM-OFDM-IM [84] Nr+Ncp No
Zle ng = Ng andM; > M, > .. Mg
G L(llogy C7_y (r_p) [+Nalogy M)
Frequency| MC L-OFDM-SIM [78] 5NT+NCP No




32 | State of Art: Index Modulation

In conclusion, all orthogonal/non-orthogonal time and frequency SMG@chemes in Tabl@.1
achieves a fraction of bit SE gain on average in their best-case sceoanjpared to a linear APM
without IM (e.g., QAM). In contrast, the modulation type IM domain (DM/MM) is ra@pectrally
efficient among these SISO-IM domains only when distinguishable APMtelatsons’ sets can
be guaranteed. Similarly, the NOMA schemes enhance the SE only when niteenof users is
near the number of allocated time/frequency resourdgs £ N,), but this will lead to a larger
collision probability between users’ data (25% gy = N, [73]) and thus causes overall performance
degradation.

Finally, it is worth mentioning that some schemes are investigated with spatial muhigplex
to compensate the SE loss or limited gain by benefiting from the multiplexing gain asM©OM
OFDM-SIM [88].

2.2.2 Code IM- Spreading spectrum

The appealing SE/EE advantages of IM have inspired the combination of I$bl with the
spreading spectrum techniques, where a Code Index Modulatiome@eectrum (CIM-SS) and
its generalization Generalized Code Index Modulation-Spread SpectB@H-SS) are proposed
in [89,90]. The code IM domain principle is to convey bits by selecting one of the fiirextespreading
codes (e.g., Walsh code). In contrast to the traditional SS scheme, thead at the Transmitters
(Txs) side is not known for the Receiver (Rx), so it should estimate tleeteel code to recover the
VBs and use it for de-spreading before APM detection. The GCIM anagtiermore the SE by using
different spreading codes for the in-phase and quadrature comigordote that the CIM-SS scheme
is also investigated with DCSK ir9[].

However, it is worth mentioning that the indexation in this domain for multiple-acpespose
leads to user interference due to data collision when different userhesame code. Hence, this
IM domain loses the advantage of code orthogonal multiple access techriigjge Code Division
Multiple Access (CDMA)) that dedicates a single code for each user.

2.3 MIMO systems with/without Index Modulation

MIMO wireless system is composed of multiple antennas at the transmitter aeeareside, as
depicted in Fig.2.4, and it gives another degree of freedom to allow simultaneous data traiemis
on the same allocated time slot and frequency band. However, the emittedlSyonibthe Transmit
Antennas (TAs) can be either the same to achieve only diversity gainrttitatisersity) or different
to introduce multiplexing gain (Spatial Multiplexing). In general, a spatialrdiein MIMO systems
can be achieved when various replicas of the same transmitted symbolseiveddrom independent
path fading that allows enhancing the performance. Hence, the multipleddsy2E gain while the
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Figure 2.4— MIMO transceiver System Model witN, transmit antennas and. receive antennas.

diversity enables the increase in EE. For example, a full-diversity caefatling channels is obtained
by Space-Time Block Code (STBC9J] with two TAs, but a capacity loss will occur with a larger
number of TAs §3]. Hence, the MIMO system has a fundamental tradeoff between the muitiglex
and the diversity gain94]. Since our ultimate goal is to achieve high SE using MIMO and IM
techniques, we will focus in sub-secti@i3.1on MIMO SMX, and in sub-sectio.3.2on different
spatial IM schemes, where a SE improvement could be achieved. Whtreaher techniques that
aim for diversity enhancement only (e.g., transmit/receive diversity,(GERc.) are not presented.

2.3.1 Spatial Multiplexing

A MIMO-SMX system (also known as BLAST) using, TAs andN, Receive Antennas (RAs) with
N, > N, is considered as depicted in Figy4, where all TAs transmit simultaneously different symbols
of modulation orde [95,96]. Thus, the number of bits per SMX symbol is expressed as:

The received signal vectgris expressed as:
y=HxX+v, (2.2)

whereH = [hy,...,hy,] is the N, x N; MIMO channel matrix withh; is the column vector oiN,
elementsx = [x, ... ,th]T is the transmitted vectov,is N, x 1 channel noise vector and its elements
v, obeys the independent and identically distributed (i.i.d.) AWGN with zero-medrariance ofr2,
i.e,CN(0, c2)forr = 1,...,N,. The power of the transmit symbols is normalized.
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At the receiver side, the ML detector for estimatixgerforms an exhaustive search over all the
possible transmit vector as described by:

mL = argmin ||y — Hx|)?, (2.3)
Xex’
wherey’ denotes the set of all possible transmit vectors of 82, X is the estimated transmit vectors,
andH is the estimated channel.

2.3.2 Spatial IM domain

Spatial IM uses the indices of the different combinations for transmitterceiver antennas to convey
additional information bits by activating some transmit antennas and/or targetimgreceive antennas.
The former is a Transmit Spatial Modulation, whereas the latter is a RecpatabBModulation as
shown in Fig.2.6. In the following, both sub-categories of the spatial IM domain are pteden

2.3.2.1 Transmit Spatial IM

The transmit Spatial Modulation (SM) activates a single antenna at the transsiitteto send an
M-ary APM symbol P7,98]. The detection of the index of the activated antenna amon@hEAs
conveys additionalllog, (N;)] VBs (spatial bits) tdog, (M) real bits. In addition, an arbitrary number
of TAs is allowed in Fractional Bit Encoded Spatial Modulation (FBE-S®H [to facilitate fractional

bit rates over time, and in Spatial Modulation (SM) conceived for an arkitramber of TAs (Spatial
Modulation with an Arbitrary number of Transmit Antennas (SM-ATAJO[}. However, another
variant is proposed in101] to combat the error propagation effect of FBE-SM, due to unequal bit
mapping for the transmitted symbols ©9], by changing the constellation ord& of APM symbol to
keep the same number of total bits at each time slot.

Moreover, a simplified version of SM named Space Shift Keying (SSK) isdited. All the
information bits of SSK are transmitted through IM without any APM symHlddl to reduce the
receiver complexity, but at the price of lower SE for the same number & TRater on, these
IM methods (SSK and SM) are generalized to allow the activation of a fixeabeu of transmit
antennagv, at the same time to increase the number of virtual bits in Generalized SpacK&fift)
(GSSK) [L03 and GSM respectively. The latter can transmit the same APM symbol ontaihtac
TAs to add a transmit diversitylP4], or different APM symbols on activated TAs to have a higher
SE by benefiting from the multiplexing gaii(5. In addition, SSK and GSSK are studied over
multiple access independent fading chann&@f]. The authors proved that these modulations with a
multi-user detector are more robust to multi-user interference comparedvertmnal APM schemes.
Moreover, GSSK has SE higher than SSK for the same number of transteiinas at the price
of performance degradation. Another SE enhancement method is ad@pace Shift Keying
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(Bi-SSK) [107], Quadrature Spatial Modulation (QSM)(Q§], to double the number of virtual bits of
SSK and SM respectively by activating different TAs for in-phase @uadrature components of the
signal. Afterward, Generalized-Quadrature Spatial Modulation (G-§JJ$8H extended QSM concept
by dividing theN; TAs into N, subgroups of siz&/;, then performs parallel QSM with same/different
M;-ary APM. Note that SM and QSM are combined with Space-Time coding inespace Block
Coded Spatial Modulation (STBC-SM) and ST-QSM respectively[111], to provide also a diversity
gain.

Furthermore, Extended Space Shift Keying (ExSSK) is proposedlifj fhat allows the activation
of variable number of transmit antennas varying betweandN, — 1 to have|log, (2™ —2) | as virtual
bits, and another version of ExSSK is introduced lated it that conveys information bits even when
no antenna or all antennas are activated to hgyeirtual bits. Similarly, the variable humber of
active TAs is introduced in1[14, 119 with SM (called Extended SM (Extended Spatial Modulation
(ExSM))) and VariableV,, Generalized Spatial Modulation (VGSM) scheme with single APM symbol
to have|log, (2™ — 2)] andlog, (2™ — 1) virtual bits respectively, because at least one TA is needed
to transmit the APM symbol. The latter permits the usage of an arbitrary numB&sokith the help
of the FBE-SM concept. These transmit spatial IM schemes are summariZzalle®.2 to highlight
their SE and the adopted methods to conveying the spatial information bits.

Additionally, the differential counterpart of SM (Differential Spatial Mdation (DSM)) [L16,117),
and QSM (Differential Quadrature Spatial Modulation (DQSM)1§ are proposed to eliminate the
requirement of Channel Side Information (CSI) at the receiver sidewdder, DSM hassdB SNR
penalty like most differential-based modulations compared to cohereni$®] fnd it was enhanced
in [12Q to achieve full diversity with two TAs.

2.3.2.2 Receive Spatial IM

A similar analogy for transmit spatial IM schemes (SM, GSM, QSM, SSK, at85K) is considered
at the receiver side to convey bits by the index of RA(s). For instanee,Tthnsmit Pre-coding
aided Spatial Modulation (TPSM) and Generalized Pre-coding Aided $patdulation (GPSM)
target a single RA121] and multiple RAs 122 while transmitting a single and multiple APM
symbol(s) respectively. Inspired by QSM concept, a Generalizedd®timg-Aided Quadrature Spatial
Modulation (GPQSM) is explored inlR3 to double the VBs of GPSM. Also, different schemes
without APM symbols are considered to reduce more the Rx complexity likeiRedatenna Shift
Keying (RASK) and Extended Receive Antenna Shift Keying (ERASHK} target a single RA124]
and a variable number of RA429 respectively. Moreover, the authors df25 upgraded the
ERASK technique by incorporating an APM symbol to achieve higher SEhawn in Table2.2,
and this scheme is called Extended Receive Spatial Modulation (EREM) [For instance, ERSM
uses two different power levels for primary/secondary targeted RABaw APM symbol detection,
especially when no RAs are targeted. Inspired by DSM, the Transmitdelieg Aided Differential
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Figure 2.5— General system model for MIMO system with/without spatfiél

Spatial Modulation (PDSM) is proposed to eliminate the requirements of therpwovealization
factor in TPCM detection]27]. Note that the receive spatial IM schemes require the full knowledge
of CSIT to enable the pre-coding for focusing the emitted power on sel&Adsl), as depicted in
Fig. 2.5 For instance, the linear pre-coding such as Transmit ZF/MMSE (Trar&enit-Forcing
pre-coding (TZF)/Transmit Minimum Mean-Squared Error pre-codifyINISE)) and Maximum
Ratio Transmission Pre-coding (MRT) pre-coding techniques are mositijtakeep a low transmitter
complexity, where TZF cancels the interference on non-target RAsihy tise pseudo-inverse of the
channel matrix and requires more antennas at Tx @¥ge=(N,.), while the latter allows increasing the
spatial gain on target RAs by using the Hermitian of the channel matrix. fidrere sufficiently large
number of TAs is necessary for a better beam-focusing to allow coredettibn of targeted RA(S).

2.3.2.3 Summary

A general system model for MIMO schemes with/without spatial IM is resamesd in Fig.2.5. The
control signal 'MIMO scheme selector’ in Fig2.5 allows to: enable/disable the APM symbol(s)
transmission, adapt the number of bits associated with APM symbol(s) and déreth element,
instruct the signal detection/de-mapping and the MIMO spatial stream aener According to
the control signal, the latter block adapts to the selected MIMO schemes byltheifig: (1)
enable/disable the transmit precoding layer; (2) distribute the real and iampgiarts of APM
symbol(s) if any; (3) create the transmit vector witlup to N, activated TA(S) to targed up to N,
RA(s). In the transmit spatial IM context, the channel estimator at the Rxisidsguired with all
schemes except the differential schemes like DSNF. Besides, not all TAs are activated together
during all the transmission time unless SMX without Transmit Spatial IM is seledtethe receive
spatial IM context, the CSIT is exploited to target the RA(s) by using all B&sl the coherent/non-
coherent detection can be performed with/without the estimated channeltidotée full or partial
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CSIT is not necessary with Transmit Spatial IM, but it can be used attlsdE to enhance the system
performancel5,63,128-13(. Furthermore, the authors in31] proposed a Joint transmitter-receiver
SM (JSM) that uses the indices of TAs, RAs, and the APM symbols for datartrission. Hence, JSM
is able to provide simultaneously transmit/receive diversity and multiplexing gain.

Finally, the presented MIMO schemes with spatial IM domain are summarizecle 2 with
their SEs. Although not all schemes are able to reach high SE, which iedhéeteach ultra-high data
rates, these low SE systems can be suitable for different applications riett different advantages
such as lower Tx and/or Rx cost, less Inter-Antenna Interferendg (&8s detection complexity, higher
EE compared to traditional MIMO systems, etc. These advantages/disagearwill be discussed
more in Sectior?.6.
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Table 2.2— Summary of existing MIMO schemes in the spatial IM domain.

System Spectral Efficiency 12l s Number of activated/
Name (bpcu) targeted antenna(s)
SSK [107] llog, N, ] 1
GSSK [103 Llog, Cy*] N,
Bi-SSK [107] 2|log, N;] v N, = 1for /Q: {1,2}
ExSSK [112 llog, (2Nt —2) ] v {1,...,N, -1}
ExSSK [113 N, v {0,...,N;}
SM [97,98] log, M + [log, N;] v 1
DSM [114 log, M + N%Llogz(N,!)J v 1
2| FBE-SM P9 ~log, M +log, N, | v 1
% SM-ATA [10 logy, M + [log, N, v ]
@ GSMusing log, M + Llog, | | v Ne
% diversity [104 !
3 GSM [105 Nology M +|log, Cyl | v N,
- QSM [10§ log, M +2[log, N, | /| N, = 1for /Q: {1,2}
DQSM[11§ log, M + Nit llog, N;!| | vV | vV N, =1for I/Q: {1,2}
N, =1forl/Q
G-QSM [109 Zf\iﬁ log, M; +2|logy, N..| | V' | V in each subgroup:
{Ng,2Ng}
ExSM [114 log, M + |log, (2Nt —=2)] | v v {1,...,N, -1}
_ FBE_VG_SM ~logy, M +log,(2N - 1) | v v {1,....N:}
using diversity 115
= RASK [124] llog, N, | 1
-‘_ﬁf ERASK [125] N, v {0,...,N,}
& TPSM [12]] log, M + |log, N, | v 1
% GPSM [127 Nglog, M + [logy Chl | v/ N,
S| GPQSMI23 | Nlog, M+2[log, CYe] | v/ | v {N:'.)f"jn]\: rngvli (,Dz;fr)}
ERSM [126] log, M + N, v {0,...,N,}
PDSM [127] logy M + -Llog,(N, )] | v 1

L with APM symbol(s).

2 using separate indexation for | and Q.

3 with variableN,,.
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2.4 Channel/polarization IM domains

More IM schemes are investigated by exploiting the channel and anteraractdristics. For
instance, the latter take advantage of the different radiation patternsgplgewerated using
reconfigurable/polarized antennas for example. However, the chibased IM domain can convey
information by indexing the different real scattering clusters or emitted hessrshown in Fig2.6.

2.4.1 IM using polarized/Reconfigurable antennas

The reconfigurable antenna characteristics attracted the reseaatswets apply the IM concept, and
thus it allows the SE enhancement by exploiting the multiple possible RadiationrBgf®#?s). For
instance, SM with reconfigurable antennas creatgs different RPs that can be indexed to transmit
log, Nrp bpcu in addition toM-ary APM symbol 37. Similarly, the scheme based on SSK is
studied in L33 to achieve lower transceiver complexity. However, another architedtased on the
polarization IM dimension is proposed ihd4] and called Polarization Modulation. This modulation
bears the VBs by the different RPs possibility emitted from the polarized i@ jtallows to transmit

1 extra bit by each dual-polarized TA.

2.4.2 Scattering and Beam based IM

In addition, Spatial Scattering Modulation (SSM) is proposed for mmWave luptienario in 135,
and it uses the analog and hybrid beamforming with a large antenna arraglait ¢hrough IM the
existing scattering clustes,; in real channel. SSM transmitsg, N.; + log, M bits with a single
stream steered towards the selected cluster. However, SSM restrictsigs ttean orthogonal beam
and only at the Tx side by exciting the designated beam port at the transre#t@fdrming network’s
input. Consequently, a Beam IM scheme is proposed later to relax this condittb make such a
system more practical and feasibl&8f. Moreover, a generalized version like GSM called Generalized
Beamspace Modulation using Multiplexing (GBMM) with more RF chains at theidis introduced
in [137] to transmits multiple data streams simultaneously and achieves higher SE. Inrsampa
to Receive Spatial IM schemes, the emitted beam of these channel IM si&mets the selected
scattering cluster and not the RAs.

2.4.3 Media-Based Modulation using RF mirrors

Media-Based Modulation (MBM) is one of the newest members of the IM famigt dan be
implemented by intentionally altering the far-field radiation pattern of a recawfiye antenna by
adjusting the On/Off status of the added RF mirrors according to the inforniait&anThis scheme is
based on parasitic reconfigurable antenna elements that contain PIN thadiew changing its status.
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In this sense, MBM offers an entirely new dimension for the transmissiongdatinformation: the
realizations of wireless channels themselves by deliberate perturbatiantcdtismission environment
[138 139. Note that MBM scheme is investigated in different transmission modes S8@0, and
MIMO where the results show that it has important SE and performanceghinvhen more than one
RA is available [L40.

MBM based schemes Uk r mirrors RF Mirrors around each TAs to generate different channel
states and conveyrr mirrors additional information bits as long as the independence of the generated
RPs is guaranteed. However, a channel sounding is required priatadrdnsmission to estimate the
different fades realizations. A differential MBM (Differential Mediaa8ed Modulation (DMBM))
scheme is proposed ini41 to combat the channel sounding burden, but it leads to performance
degradation. Besides, MBM is also considered with MIMO SMX (SMX-MB&H)d STBC. The
former allows reducing the transmitter cost by decreasing the numbenofeddrF mirrors for higher
SE [147, whereas the latter adds a diversity gain for a better system perfoeniiedid.

2.5 Multidimensional IM

The different IM domains shown in Fig2.2 are also investigated jointly as multidimensional IM
schemes in order to combine various advantages. In the following, werpr@adew combinations of
IM domains that have more SE advantages, and for a wider surveyatierseare referred to the most
recent survey about multidimensional I44].

2.5.1 Channel/polarization IM with spatial and time IM domains

The polarization dimension can be integrated with all MIMO-IM schemes, aatloivs achieving
higher SE, lower antenna array space occupancy, and/or bettemgystiormance in severe channel
conditions. The polarization domain’s appealing advantage is that it caadiy distinguished at
the receiver side even with a realistic cross-polarization correlation |éwal.this reason, the dual-
polarized TAs are used with different spatial IM schemes (e.g., DuakiPeth Spatial Modulation
(DP-SM) [145, 146, DP-TPSM [147] and DP-GSM R0, 21]).

Moreover, MBM based on RF mirrors was also combined with the diffeneatia IM schemes
(SM, GSM, DP-SM), e.g., SM-MBM 14§, Dual Polarized Spatial Modulation with Media-Based
Modulation (DP-SM-MBM) 149, or GSM-MBM [139 techniques. These combined systems enhance
the SE progressively but at the price of larger acceptable detectionedtg@nd transmitter cost (for
more details checKkl40, Table 1]).

Furthermore, the time IM domain is merged with MBM and SM-MBM to obtain their timexed
version TI-MBM and TI-SM-MBM, respectivelyll48, where the virtual bits are encapsulated on the
activated time slots and RPs for both schemes, and also by the selected TAenlditien It is clear
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that the inherent SE drawback of the time IM domain will be reflected on thesdimensional
schemes TI-MBM and TI-SM-MBM, and thus leads to lower SE compared Bd/Mind SM-MBM,
respectively.

2.5.2 Modulation Type-based IM with spatial IM domain

The modulation type is also considered as another dimension for IM, whersetbcted modulation
scheme APM conveys some information bits. However, the different APhtetlations should be
distinguishable to allow correct VBs recovery. For instance, the duakraod multi-mode schemes
presented in Sectioh2take advantage of the modulation type IM to convey information bits by using
different APM.

This domain is incorporated with the spatial IM domain and mainly with SM and GSM
(Multi-Mode Spatial Modulation (MM-SM) and Multi-Mode Generalized Spatisllodulation
(MM-GSM)) to achieve higher SE and/or performance gdis( 151]. The idea of MM-GSM is to
transmit symbols from a primary APM set whafy TAs are activated (similar to GSM) and to use one
or more secondary APM sets with all available TAs, inspired from modulatipe Byl domain. This
strategy increases the number of possible combinations, and thus mored/Bslaced in addition
to APM bits. Note that the secondary APM sets size is half of the primary ARMrdg to keep
the same number of bits for all transmitted symbdlS(]. Besides, its counterpart in the Frequency
Domain Multi-Mode Spatial Modulation (FD-MM-SM) is presented itbp] to provide mainly the
same advantages by exploiting the spatial and modulation type IM, but theFulixRarchitecture is
always required in the frequency domain based indexation.

2.5.3 Spatial IM with time and/or frequency IM

In addition to the previous domain combinations, Generalized Spatial-Freguetmex Modulation
(GSFIM) exploits both spatial and frequency (subcarrier) IM domairmstwey additional information
bits by combining GSM with OFDM-SIM concepi$3. Thus, GSFIM tries to overcome the SE
limitation of OFDM-SIM. Similarly, the space-time IM (STIM) is considered by gs8M and SC-TIM
principle, where the VBs are conveyed by the index of activated time sldttharselected TA during
these time slots1b4.

Moreover, dispersion matrix-based IM schemes are adopted to explaratfiff IM domains
simultaneously, where the spatial IM dimension is used with time IM and/or fregu®&1. These joint-
IM schemes provide a good tradeoff between multiplexing and diversityg daira better performance
in dispersive channel as shown in: coherent Space-Time Shift KENFK) [155-159, differential
STSK [155, Multi-Set Space-Time Shift Keying (MS-STSK}159, Space-Frequency Shift Keying
(SFSK) and Space-Time-Frequency Shift Keying (STFSIK.
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2.6 IM advantages/disadvantages and applications

After summarizing most of the existing IM schemes in this Chapter, it is interestihigldight their
potential advantages and challenges. In the SISO context, all systemstimé¢hand frequency IM
domains have a low SE gain and even a significant SE loss in most casesredrtgp#he original
schemes without IM. This drawback is a consequence of discarding aeailable time/frequency
resources to enable IM technology. However, they still provide SE géhnlaw modulation APM
order (e.g., BPSK). Thus, they are suitable for LPWA loT devices dubdiv essential EE gain at
low data rates, as shown iB84]. Whereas, their SE/EE advantages vanish at higher data rates due to
the usage of highed-ary APM order compared to conventional systems without IM. Note the non
orthogonal schemes (Faster-Than-Nyquist with Index Modulation (fNand SEFDM-IM based
schemes) and/or their combination with Modulation type IM as in dual-mode/multi-fivbdeercome

the SE limitation at the price of performance degradation. Similarly, the achéegibof spatial IM
schemes without APM symbols is constrained by the antenna array sizesbemaly IM is used for
data transmission.

Hence, these systems are also more appropriate for LPWA 10T devicetowitower and cost
constraints. More precisely, the receive spatial IM (RASK basedsehgis investigated for downlink
loT applications since it permits the use of simple un-coherent 10T reseive the detection of the
targeted RAs with low computational complexit¥1[3. Whereas, the transmit spatial IM without
APM (SSK based schemes) is investigated for the uplink 0T scenario totkeecompatibility with
its downlink transceiver system desidil. Moreover, the GSSK system is also suggested for indoor
Visible Light Communication (VLC) systems ii$1] to exploit IM advantages.

In contrast to SMX, the transmit spatial IM with single activated TA with/witho#M symbol
eliminates the requirement of TAs synchronization and the 1Al at the Rxth&umore, the spatial
IM schemes with APM symbol show an important SE/EE gain. Thus they are sndeble for ultra-
high data rates applications, especially when multiple APM symbols are transmitbeshédit from
multiplexing gain (e.g., GSM). Consequently, GSM system is studied in the mm\Wa0elp2 163
and sub-THz bandd4f, 17].

Concerning the quadrature based IM schemes in SISO and MIMO araibance more the SE
and keep some EE gain, but mainly at the price of more considerable deteatigriexity compared
to their original IM system. Moreover, QSM, DQSM, and G-QSM have higrensmitter cost and
power consumption than SM, DSM, and GSM; since more RF chains aregddo use different TAs
for 1/Q components. Whereas, the GPQSM uses already more RF chdiradl aAs with GPSM to
target the selected RAs. However, in general, the receive spatialHdtses can reduce the number of
RF chains when combined with the analog or hybrid beamforming.

It worth mentioning that the spatial IM domain, like any MIMO system in geneeduires a
rich scattering environment to allow correct detection of indexed elemedttharrecovery of APM
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symbol(s), if any. Similarly, the schemes of channel IM domain are morenghalependent, especially
SSM for example, which tries to apply IM concept on real channel de&ttiering clusters). Note
that the other channel IM schemes (based on polarized/reconfiganatielenas, beamforming, or RF
mirrors) can control more the indexed element by the transceiver syssigngd and thus reduce the
dependency on the channel conditions. However, all channel Insel’ success and the maximum
SE gain are limited by the independence and number of the generated RHAgast&oce, those IM
systems based on polarized/reconfigurable antennas have a limited ndiRiRt. 0

In contrast, the usage of RF mirrors in MBM system helps to achieve highega® in bpcu
and a significant EE improvement only when more than one RA is used. Natthés® advantages
of schemes that switch RPs at symbol rate (e.g., MBM) come with a critical\dintatje related to
the spectral regrowth due to discontinuity in their signals. This disadvaigagacial for the band-
limited communication system and will deteriorate its effective spectral effigieno/s/Hz. In reality,
MBM comes with challenging design and implementation difficulties from the nunmfd@Famirrors
that can be supported around each TA to the generated RPs’s chatstand their interdependency.
Therefore, the future of these systems in channel IM domains is baste drardware components’
research and development in the next years.

Finally, multidimensional IM uses different indexation criteria jointly. Thus;hsa system is very
appealing for SE enhancement, especially when the time/frequency IM donsrege not involved.
Note that the joint IM systems try to take advantage of the different indextgimiques, but they
have a detection complexity penalty, especially with a joint ML detector. A lowadexity detection
is possible by detecting each indexed element separately and sudgdssieee the APM symbol(s).
However, such detectors are more prone to error. The erronetaedide of the information on the top
indexed layer will propagate to the subsequent layer(s) and can highiade the system performance.
Thus, for a good performance, the top IM layers mainly should be vdmystao channel conditions
with the minimum possible ambiguity between the indexed elements on each layer to mihienézeor
propagation when using a successive detection strategy. Thertfemultidimensional IM schemes
are more beneficial when the last condition is satisfied to enable simple detectidren the joint
detection remains feasible.

2.7 Conclusions/Discussions

This chapter presented conventional SISO/MIMO wireless communicatystesss and their different
possible extensions to apply IM concept. The various existing IM domagredso thoroughly reviewed
while highlighting the different strategies to convey additional information bitaich domain. The
reviewed dimensions in this chapter are summarized in Bi§, where each dimension introduces
another degree of freedom to convey information bits implicitly. It is worth mairigpthat IM can be
applied to any property/element in the transceiver and even in the charsetounding environment,
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as long as the receiver can detect the indexed elements. Our compaidssed on the SE of these
systems to highlight their appropriate scenario and applications for B5G coitation. In particular,
the SE of the different systems in the time/frequency, modulation type, atidldpd domains are
investigated and summarized in Tald and2.2. Then, the potential advantages/disadvantages and
challenges of all IM dimensions are discussed, and their suitable applatiehighlighted. Note that
all IM schemes with appropriate configurations can provide SE/EE gaia afghificant performance
enhancement compared to conventional communication systems without vexgmple, of an
inadvisable setting, the single-mode time/frequency IM schemes (e.g., SCORBIM-IM, etc.) may
induce a huge SE/EE and performance penalty when trying to reach thesgaasethe original system
using APM orderM > 4 without IM. This degradation (in order &f dB [164]) appears in this case
since a highen-ary APM order is required to compensate for the SE loss resulting frocardisg
some available resources. While the dual/multi-mode with these SISO IM domaiwns aléhieving
SE/EE gain even with high/-ary schemes, thanks to its combination with Modulation type IM, but
these systems suffer from higher detection complexity. Similarly, the chéiresdmain provides the
same advantages, mainly when applied in SIMO/MIMO systems or with spatiabhvaoh but not in
SISO. However, the main drawback of MBM in the channel IM domain is tleetspl regrowth that
can deteriorate the SE in b/s/Hz, and the limited number of uncorrelated radiptitiarns in practical
implementation that limits the feasible SE.

The transmit and receive spatial IM schemes showed a significant SEvienpent, especially
when incorporated with APM symbols multiplexing. According to the adoptecgmehand its
configuration, the spatial IM can allow having some of the following advasadigher SE, lower
transmitter and/or receiver cost, less IAl, better system performaigteerniEE, and lower detection
complexity. Therefore, it is clear that the spatial IM domain has a flexiblgddisat can be configured
to meet different specific requirements and tradeoffs among the speffica@ncy, energy efficiency,
deployment cost, and system performance.

In brief, the spatial-domain IM can enhance the SE/EE, depending opatialdM scheme being
adopted, while the time/frequency domain IM strategies in SISO have a limited IBB&ment (in
most cases a SE loss) but with a better EE for low data rate applications doanzece especially in
a dispersive channel. Therefore, spatial IM is the most promising aufigel existing IM dimension
for B5SG that targets ultra-high data rates. In the next chapter ofl R transmit spatial IM domain
is considered due to its appealing advantages on SE and EE, while il Bambvel IM domain is
proposed to avoid the limitation of the former and achieve our ultimate goal optaver wireless
ultra-high data rates.
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3.1 Introduction

The wireless ultra-high data rate is required for many emerging scenarugtdighted in Sectiod.1,
and in the following, we will focus on short-range indoor scenarios sich kiosk, indoor hot-spot
(high throughput WLAN), server farm, etc..., where the distance betivaanceiver is limited to few
meters.

In the previous chapter, a comparison between the different IM domaipesented, and the
main advantages/disadvantages of each scheme are pointed out. In ghées,obar approach insists
on benefiting from IM and advanced MIMO schemes to enhance the Sk gialer-efficient SC
modulation. For instance, the GSM system generalizes different IM taadsig the spatial IM domain
and shows an important improvement of SE, and thus it is a key enableiiriless ultra-high data
rates systems. This chapter aims to provide a more in-depth study of the GS&inswith single
carrier modulations in the sub-THz environment and discuss and tackle itchadienges.

Towards this end, first, GSM performance is analyzed with several APBlifierent channel
conditions, then the most appropriate APM candidates that can reachithpsw power consumption
are selected. The results show that exploiting IM to transmit most of the infanmizits with low order
M-ary APM schemes to reach a high system SE is more power-efficient t8&hdb same SE that
uses higher-order modulation and/or less virtual bits through spatial IBIgMX in the extreme case).
However, the GSM system is sensitive to channel correlation. Since highlglated channels as in
sub-THz bands can lead to erroneous detection of activated TAC amartied APM symbols. This
performance degradation is reduced in this chapter firstly by adequatebting the legitimate TAC
set without instantaneous CSIT, using efficient spatial bit mapping.

Further, GSM and SMX systems are evaluated in sub-THz indoor chanibI®RF impairments,
where the results reveal that GSM is a promising candidate for wirelesshidtnadata rate systems.
Then, we proposed the DP-GSM system to enhance more the SE and Kpditireg the polarization
dimension, and its analytical average BER is derived to truly charactemzeydtem performance.
After these enhancements of GSM-based systems, it is essential to atieevmtimal GSM
performance with low detection complexity. Hence, we proposed a low coitphk-based detector
to SMX, and then we extended this technique for the GSM system that ¢jeesnmany other IM
schemes while also considering the detection of the virtual bits. Our promietection algorithm
provides an excellent controllable performance-complexity tradeoférevia prominent complexity
reduction in order 099% can be obtained while achieving the optimal performance.

The remainder of this chapter is organized as follows. Se@i@ranalyzes the GSM system
in different channel conditions. Secti@3 presents the proposed techniques for GSM performance
enhancement in highly correlated channels. Se@idmprovides the comparison of GSM and SMX
from different perspectives in sub-THz channels with RF impairment$ektions3.5and 3.6, near
optimal detectors with low complexity are proposed for SMX and GSM systespectively. Finally,
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Figure 3.1— GSM System Model

we present the proposed DP-GSM scheme with its analytical performadcgub-THz evaluation in
Section3.7.

3.2 GSM for low power Terabits systems

In this section, we propose a new approach based on constant aramsaant envelope SC modulation
with IM to reach Tbps with low power consumption. In addition, its feasibility ideated depending
on error performance, power consumption, complexity, and cost. THerpgnce analysis of the
proposed approach with GSM scheme is addressed over spatially tadfetecorrelated Rician and
Rayleigh channels. Moreover, the link budget is calculated, and therpommsumption is estimated to
emphasize its importance for low power wireless Thps. Finally, the advanéagiechallenges of GSM
system are discussed.

3.2.1 System Model

The GSM system model is a MIMO system with TAs andN, RAs. In this system, the source binary
information sequence is divided into two streams; andb, as shown in Fig3.1 The bit-streanb;

is mapped by thaf-ary APM such as QAM, PSK, CPM, etc. The bit-streasris encapsulated in the
index of the selected TAC at each symbol period, where each TAC is tbofié, activated TA out of
N;.

The possible number of TAC witN,, activated antennas is the combinatiéyy; = Cﬂ;‘. However,
only Ny 4c = 2lo(Na)] gre used to keep the length of the VBs an integer number, and the other
possibilities are marked as illegal combinations. Note that the appropriate SiAdtgd be carefully
selected from thev,;; possibilities to minimize the interference and the effect of spatial correlation
between antennas as it will be shown in Sec8d® Accordingly, the number of bits per GSM symbol
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can be expressed as:
Lcsm =10gy(Nrac) + Na.logy, (M) (3.1)

The GSM transmitted symbol vector = [xi,... ,xN,]T contains only N, APM symbols
(s1, s2...5n,) at the positions of activated TAs according to the selected TAC baskg diote that the
inter-antenna synchronization at the transmitter is required to make sutbdhateiver can detect the
activated antenna from each received vegtoFhe received signal is expressed as:

Ng
y=Hx+v:thsk+v (3.2)

n=1

whereH = [hy,...,hy,] is the N, x N; MIMO channel matrix withh, is the column vector oV,
elements, the power of transmit symbols is normalizgéd N, x 1 channel noise vector and its elements
v, obeys the i.i.d. AWGN with the variance o‘E, i.e,CN(0, avz) forr=1,...,N,.

3.2.2 GSM joint ML Detector

At the receiver side, the selected TAC index and the modulated symbols actigited TAs can be
jointly estimated using the ML detector that performs an exhaustive seagchlbthe possible transmit
vector described as:

(Sprr, 1) : X = argmin ||y — Hx||*> = argmin ||y — H;s||? (3.3)
XeQ sey,lel
whereQ denotes the set of all possible GSM transmit vectors in both the spatial avad smstellation
domains andX is the estimated transmit vector witki, non-zero elements in the position of the
activated TAs, y contains the vectors of all possible APM symbols combinatiald'(), 7 =
{Ii, In, ..., Iny 4 } IS the set of all legitimate TACs where eakhontains the indices of activated TAs,
andH; is the sub-matrix oH with N, columns corresponding to activated TAdlin

3.2.3 GSM OB-MMSE Detector

However, a GSM symbol detection with lower complexity is possible by OrdBtedk Minimum
Mean-Squared Error (OB-MMSELES. The OB-MMSE detector reduces the iterations of search
algorithm by ordering the appropriate TAC and stop the search WhenH;S||> becomes less than a
predefined thresholtl;, = N,o2, wheres is the Minimum Mean-Squared Error (MMSE) equalized
symbol and quantized to an APM symbol. The descending order sorting a@s is based on their
weighting factomw; that measures the reliability of each TA@efined as:

zp = (hp)Ty (3.4)
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Na
w; = Z Z%n (35)
n=1
hi . S
where(h,,)" = # is the pseudo inverse of thé” column of channel matrikd with p € {1, ..., N,}.
p''p
Thusgz;, represents the element fram= [z1,z2,...,2n,] at then'”* activated TA according to TAG

wherei € {1,...,Nrac}.

Then, the symbol vector is estimated by a simplified block based MMSE equalizer

- a(((m»”(m» B aslNaXNa)_lmm”y) 9

whereQ represents the quantization operation that restjdtsbe a value from the APM constellation
setS and theN, x N, matrix Hy, is a sub-matrix with all columns dfi corresponding to the antenna
indices in TACI,.

The adopted notation for this system is GE¥, N, M) where the parametad is the APMM-
ary size,M = 2P with p > 0. Note thatp = 0 means that the transmitted symbols are just a constant
power value to simplify the receiver detection at the expense of a loweratata-urthermore, it worth
recalling that GSM includes other spatial modulation techniques such as ti@SBMN;, 1, M) [99],
SSK GSMNM,, 1, 1) [16§, GSSK GSMNM;, N, 1) [103 and conventional MIMO SMX or BLAST
GSM(N;, N;, M) as shown in Fig.3.2 This feature can be utilized to have a reconfigurable system
with different data rates.

W GSM

GSM(N¢, Ng, M)

BLAST
GSM(N,, N, M)

Figure 3.2— GSM Derivatives

3.2.4 Channel Model: Rayleigh and Rician channels with\witbut correlation

In this section, we consider a slow fading MIMO channel maittias a Rayleigh or Rician multipath
fading channel with/without spatial correlatiobd7] defined as:

K 1 1 1r
H= H \/—ZZH X2 3.7
K+1 LoS t K+1-" NLoS&; (3.7)
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whereK is the Rician factorH;,s andH s are theN, x N, LoS and the non-LoS channel matrix
respectively. Théd 7,5 can be considered as a Rayleigh channel whose elements satisfiés 1).
In addition, the NLoS part exhibits a spatial correlation described by éaker model that assumes
the spatial correlations at the transmit and receive sides are separaidenodel approximates the
correlation matrixX, , as the Kronecker product of the correlation matrices at transmitter aeadeec
denoted a&,, andX,, respectively:

X, =X, 0% (3.8)

Thus, @.7) includes the uncorrelated/correlated Rayleigh and Rician fading chasrespecial
case depending on the valuelofand the correlation matrices.

3.2.5 Performance assessment and discussions

In this section, firstly, we compare MIMO SMX with GSM using RF-switching Tehdtecture to prove

that the latter is able to reduce the number of required RF chains at bothlsitiéss maintained only

at the receiver when using full-RF Tx architecture. However, thesarddges of GSM are at the
price of a higher number of TAs, which is feasible for example with downlicéngrios as Kiosk

downloading at mmWave and sub-THz bands. Note that the RF-switchingchkecture has some
drawbacks that will be discussed in sub-secdh7.1land Fig.3.6.

In the following, we present the numerical comparison between sevé&®l-&SM systems that
employ different APM schemes: PSK, Differential Phase Shift Keying$gt), CPM, and QAM. The
BER of these systems in function of the average SNR was evaluated usimg Karlo Simulations.
In order to conduct a fair comparison, the same transmission rate hasigestwithout restriction on
the constellation size and the number of antennas.

In fact, the GSMN;, N,, M) parameters for Tbps are chosen, such that the required number of
RF chains is minimized to reduce the cost with a maximum allowgd< 22 and a givenM-ary
APM. The adopted GSM detector in these systems is OB-MMSE that can die¢eTAC and the
APM constellations with low complexity. The simulations are performed oveetaiad/uncorrelated
Rayleigh and Rician channels with different correlation levels. The ladive matrices in the
Kronecker model are formed according to the exponential model &8 [where the elements of
transmitX, and receiveZ, correlation matrices are affected by fixed correlation fagtofX,],,., =
ﬁl"“”'. We usedt, = Iy, to concentrate on the impact of correlation at the transmitter side where a
larger antenna array is used to convey the data in the spatial domain oihdizMation.

The simulation parameters for the different systems that can achieve fgsramarized in Table
3.1 The CPM parameters used with CPM-GSM system are: modulation inde§< raised cosine as
frequency pulse with length = 3 symbol intervals.
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Table 3.1- Simulation parameters for different APM-GSM systems

[ Parameters \ Value ||
CPM-GSM GSM?22,6,4)
QPSK-GSM GSM17,6,4)

DQPSK-GSM GSM17,6,4)
16QAM-GSM GSM13,4,16)
64QAM-GSM GSM11,3,64)
256QAM-GSM GSM24,2,256)
N, 2N,
Rician factork [0, 3]
Oversampling factor 2
Raised Cosine Rollofk 0.2
Correlation factos;, [0, 0.2, 0.5, 0.8]
Number of GSM symbols 10*

Fig. 3.3ashows the performance of different systems over uncorrelated Raydeannel. As we
remark, the systems with more data conveyed by IM with si&abry size as (D)QPSK-GSM and
CPM-GSM have better performance than those with a lower number of astbobhwith highens-ary
sizeM > 16. Therefore, the total BER is affected by the modulation order of APM begegl more
than the order of index modulation. In other words, the lafgelic and the lowem-ary APM are,
the better the performance is.

The same systems are evaluated over the uncorrelated Rician chanrieg simgulation results are
shown in Fig.3.3h However, the required SNR in this channel is higher than that in Rayl&ighne|
for the same BER. It is worth mentioning that CPM-GSM has a notable ddgrada the Rician
channel about0 dB, and this system requires an additio@B compared to Differential Quadrature
Phase Shift Keying (DQPSK)-GSM while it was completely the inverse in Rgtylehannel.

The best APM candidates (CPM-GSM and (D)QPSK-GSM) are comparEd). 3.4aand3.4b
with different correlation levelg, = [0.2, 0.5, 0.8] over Rayleigh and Rician channels respectively.
These results show that these systems conserve their good perforwitiméew spatial correlation
while they start to degrade at high correlation levels. In particular, (}QBSM performance is
reduced by less thandB at un-coded BER 10~* when the correlation increasesgp= 0.5 as shown
in Fig. 3.4aand3.4h Also, their performance degrades by approximafetiB at a high correlation
level 3, = 0.8, while CPM-GSM is more sensitive to correlation and degrades-by dB.

Furthermore, the spatial correlation that is larger at high frequenciesunitbrm planar array
[169 affects any spatial modulation performance with multiple active TAs. Howésgeceffect can be
reduced by carefully choosing the appropriate TAC and their elemenitsywilsbe shown in Section
3.3.1
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BER vs SNR over Uncorrelated Rayleigh Channel BER vs SNR over Uncorrelated Rician (K=3) channel
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Figure 3.3— BER vs SNR for various APM-GSM systems over uncorrelatajiRayleigh channel, (b) Rician
channel.
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Figure 3.4— BER vs SNR for (D)QPSK-GSM and CPM-GSM over correlatedRayleigh channel, (b) Rician
channel.

In reality, perfect channel estimation can not be guaranteed, andghiésri [L70 show that the
channel estimation error degrades the performance of rgey QAM (M = 16) rapidly and creates
an error floor at BER 107 or higher while its effect on low/-ary as Quadrature Phase Shift Keying
(QPSK) is less important and the error floor is as low as BBR™’. Thus, these low/-ary APM,
which have a near-constant or constant envelope, are more rolmstrinel estimation errors.
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3.2.6 Link Budget

In this section, the link budget is calculated for all systems for the same dedcBER10~* with
correlated/uncorrelated Rayleigh and Rician channels. Then, theirr pmasumption for an ultra-
high data rate is deduced. For a fair comparison, these systems araicechfigr the same SE that is

defined as: ) )
BitRate birsis)y  R(symbots) * Lcsm (bits|symbol)

Wirz) W(Hz)
whereR is the symbol rate, an® is the allocated bandwidth. Since the non-linear modulation as
CPM requires a larger bandwidth, its symbol rate is adjusted accordinglgejo the same occupied
bandwidth among all systems. Thus, the number of bits per GSM symbol mugjler with CPM,
as shown in Tabl&.3.

Henceforth, we consider close proximity scenarios (as Downlink kiostk) eistance d=5m and
channel bandwidthV = 1 GHz with channel aggregation/bonding. Note that the available spectrum is
in order of50 GHz in the frequency range between 90GHz and 200GHz accordi@tafnd 50GHz
contiguous spectrum between 275-325GBJz |

Note that the receivers in this scenario are the mobile devices that haveasiealha gain, power,
and cost constraints. However, the antenna gains are higher whsideang other scenarios with
longer distances as Wireless Backhaul, where the transceivers tssvetiimgent cost/complexity
constraints.

In Table3.3, the required transmit powe, with small distance communication is calculated from
the required SNR according to the following parameters summarized in 3able

Table 3.2— Link Budget equations to estimate the required transmitp®,

Nrnermat = 101og;o(k.T.W) + 30 dBm
NFloor = NFigure + NThermal dBm
Rxpevel =SNR + Nrioor dBm
Fspl =20 log, o (&) dB

TrathLoss = fspl+ Attenuation dB

EIRP =TpathLoss — Gr + Loy + RxXpevel dBm
Pl :EIRP_Gt+LCtx dBm

where k, T, Nrigure, fspl, fe, ¢, Gr/Gs, Lerx/Lerx and EIRP are Boltzmann constant, the
temperature in kelvin, the noise figure, the free space path loss, ther deegaency, the speed of
light in vacuum(c = 3 x 10%m/s), receive/transmit antenna gain, receiver/transmitter cable loss, the
Effective Isotropic Radiated Power (EIRP) respectively.

Furthermore, the power consumption is deduced based on the power arefffiifiency, which is
affected by the APM PAPR. Note that in this section, an RF switching is carsiddter the PA, as
depicted in Fig.3.1 Consequently, the constant and near-constant envelope modulatiobined
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Table 3.3— Link Budget and Power Consumption for different GSM partarseachieving Tbhps

Temperature (degree C) 20 | Carrier Frequency (GHz) 150 Distance (m) 5
. | 99% of Channel Bandwidth 1 Number of Channel " Total Bandwidth a4
E (GHz) Aggregation/bounding (GHz) [8]
% Modulation CPM |m/4-QPSKr/4-DQPSK 16-QAM|64-QAM |256-QAM| Units
G GSM (Nt,Na) (22,6) | (17,6) (17,6) (13,6) | (11,3) (4,3)
Bits per GSM symbol 28.00 25.00 25.00 25.00 25.00 26.00 |[bits
Symbol Rate (R) 0.80 0.92 0.91 0.91 0.92 0.91 |GSym/s
o APM Spectral Efficiency 1.59 1.83 1.82 3.65 5.49 7.3 bps/Hz
E GSM Spectral Efficiency 22.26 22.90 22.80 22.83 22.88 23.71 |bps/Hz
Total Throughput 979.4 | 1007.6 1003.2 1004.3 | 1006.5 | 1043.328| Gbps
SNR with Rayleigh 13.00 12.00 15.00 20.00 29.00 31.00 |dB
RX Noise Figure (NF) 10.00 dB
§ Thermal Noise (Nthermal) -83.93 dBm
C Noise floor -73.93 dBm
& Rx Signal Level -60.93| -61.93 -58.93 -53.93 | -44.93 -42.93 |dBm
RX Cable Loss (Lcrx) 1 dB
RX Antenna Gain (Gr) 3 dBi
Free space path loss (fspl) 89.94 dB
< Vapour attenuation 1.28 dB/Km
% 02 attenuation 0.01 dB/Km
5 Rain attenuaton 11.78 dB/Km
Total Path loss 90.01 dB
5 Required Tx EIRP 27.08 26.08 29.08 | 34.08 dBm
% Cable Loss (Lctx) 1 dB
e TX Antenna Gain (Gt) 24 dBi
o T T T I T I i e P
x PAPR for (a=0.2) 0 3.8 4.86 7.5 8.2 8.35 |dB
& | Theoratical PA Efficiency | 0.8 0.52 0.44 0.34 0.3 0.28
- Power per Channel 3.20 3.91 9.21 37.70 339.40 | 576.34 |mW
% ) 0.14 0.17 0.41 1.66 14.93 W
< | Total Power Consumption
= 21.48 22.35 26.08 32.20 41.74 dBm
§ SNR with Rician K=3 23.00 17.00 21.00 24.00 29.00 31.00 |dB
> Total Power Consumption | 31.48 27.35 32.08 36.20 41.74 dBm
S SNR with Rayleigh $=0.8 21.00 17.00 18.00 dB
© |Total Power Consumption | 29.48 27.35 29.08 dBm
% SNR with Rician £=0.8 29.00 22.00 27.00 dB
© |Total Power Consumption | 37.48 32.35 38.08 dBm
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with GSM prove their ability to reach a high throughput lofTbps. Also, they conserve their low
power consumption as shown in Talde that is limited to few Watts while largéf-ary APM-GSM
requiresl5 to 20 dB more. In addition, it is worth mentioning that CPM-GSM has the lowest power
consumption in Rayleigh channel, but this behavior changes with the spatialation effect or in
Rician channel due to its performance degradation. Therefore, FS¥H-system becomes the least
power consuming system due to its better performance. Whereas the DG@BBIKsystem requires
more power compared to CPM-GSM and QPSK-GSM, but it is more robusintoilative phase noise.

The highM-ary APM-GSM systems exceed the maximum allowed EIRP limitador$Bm; even
the 16QAM required 1 dBm as transmit power which is greater than the actual transmit payés (
in order of10 dBm) at the sub-THz frequencies with current technologies. For thidreahe power
consumption for largeM-ary schemesM > 16) are omitted with correlated Rayleigh and Rician
channel.

These power estimations prove that with the proposed approach fortfifgpghput, less than 1
Watt 21 — 26 dBm) is sufficient for (D)QPSK-GSM and CPM-GSM in Rayleigh channel] &ew
Watts 32 — 38 dBm) are more than enough even in highly correlated Rician chagnel(.8).

Moreover, a highv/-ary schemes also require a power-hungry ADC/Digital-to-Analog Qoewe
(DAC) with a large resolution. In comparison, the low order modulation sckeih@v the usage of few
bits (1 — 3 bits ADC), which is a critical requirement to use higher speed ADC for altdrgndwidth
at a low cost. Therefore, the higii-ary APM-GSM systems are not suitable for an ultra-high data rate
in the order of Thps with a given power expenditure.

However, the advantages of the CPM-GSM and (D)QPSK-GSM systdiies om high optimal
detection complexity that will be tackled in Secti@®6. Another advantage of QPSK system is
the ability to perform the demodulation in the analog domain that reduces theeggonverter's
resolution L71], where they implement a multi-Gbps analog synchronous QPSK demodulikor w
phase-noise suppression.

Finally, any system requires a higher SNR in more severe channels, éaintilog or hybrid
beamforming gain can keep the systems shown in Bi§.feasible in terms of energy consumption.
This feature is enabled by massive MIMO where the number of TAs candoeased by replacing
each antenna element by a small antenna array that performs analogbeegfas proposed irlB(
without increasing the number of RF chains at transmitter nor at the rectde Therefore, these
constant and near-constant envelope modulations with beamforming é8Maf& very appealing for
ultra-high data rates, especially for a Tbps downlink Kiosk scenariorenthe power consumption and
cost of the receiver of the mobile devices are the most critical constraints.

In brief, the comparison of these APM-GSM systems from different poiintgew is illustrated in
Fig. 3.5, and it shows that the power-efficient (D)QPSK-GSM systems are adeddaradeoff between
system performance, power efficiency, hardware cost, and deteetgoutational complexity.
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—-—CPM_GSM QPSK-GSM  —-DQPSK-GSM
16QAM-GSM —-64QAM-GSM —-256QAM-GSM
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Less Detector Complexity Less RF chain
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of bits) Robustness to phase noise

Figure 3.5— System comparison between different SC modulations WBMG

In conclusion, the recent approach for high data rate wireless comntioni@s used in IEEE
802.11ax is based on increasing the MIMO spatial multiplexing order drary schemes, but it
requires a great effort to reduce the PAPR for limiting the power consumpfibis approach is not
a convenient solution for the ultra-high data rate in the order of Thps in @@&H2-200GHz band,
especially for low-cost implementation where the efficiency and the acheewalput power decreases
at higher frequencies with current technology. For this reason, agoged a different approach that
insists on using power-efficient modulation like constant or near-canstaelope modulation (CPM
and (D)QPSK), and then enhance its SE with the aid of any IM techniquesahancrease the system
SE and conserve the power efficiency. Furthermore, this approaetsate usage of low-resolution
ADC with low power and cost as required for sub-THz communication.

This section proved the feasibility of the proposed approach from diffepoints of view as
performance, spectral\power efficiency, complexity, and cost. Thxerebur approach is more suitable
for reaching the ultra-high data rates in the order of Tbps with low powesumption. In the next
sub-section, the main challenges of the GSM system are discussed.

3.2.7 GSM Challenges
3.2.7.1 RF switching transmitter architecture

One of the advantages of GSM systems and transmit spatial IM schemesiisatloats reducing the
number of RF-chains at the Tx and Rx sides because only one or a fearéMActivated at each symbol
period. However, the in-depth investigation of subcarrier-based SMesththat the MC waveform like
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OFDM requires more RF-chains at the Tx side since multiple TAs will be activater the entire
OFDM frame [L72 173. Afterward, the researchers noticed that the transmit spatial IM usihg S
modulations with the minimum number of RF-chains (equal to the number of actiVéts) has a
spectral regrowth due to limiting the time duration of the pulse shaping filter to Eesymbol period
[174. In other words, the use of the minimum number of RF chains at the transmitis te pulse
shaping time truncation at the symbol rate since the activated TAs are chathgrce, the transmitted
signal from each antenna becomes a signal windowed by a rectangulattdimagn pulse. Thus, the
occupied spectrum increases, leading to SE in (b/s/Hz) degradation gpedimal regrowth, when the
spatial IM domain scheme requires an antenna transition at every symimd.p&oreover, the RF
switching time spent to change the activated TAs also induces some SE atemrads shown inl[75
where they developed the effective SE for SM based schemes.

A possible solution for this problem is to use full-RF Tx architecture (Numib&Fochainsa,)
with SC and MC modulations. This allows transmitting a band-limited pulse (of longee pluration
like conventional pulse shaping) on all TAs, even on non-active ares avoids RF switching time
issue. Another possible solution named Offset Spatial Modulation (O3M¥)],[ can reduce the
RF-switching time between the TAs with the aid of the instantaneous CSIT. Tdrusand-limited
communication systems, the minimum number of RF-chains with the different spdtisthemes
cannot be guaranteed without an impact on SE.

In addition, the transmission rate is affected by the maximum switching rate breffeehains
that current hardware technology can support. Therefore, tlgeuda transmitter with full-RF chains
(number of RF chains equals the number of transmit antenna) remains tba®belution to avoid RF
switching drawbacks.

Finally, it is worth mentioning that this solution avoids any limitation in the achievabiz iddes
and conserves the low number of RF-chains at the Mobile Station (MSyee®eéth cost constraints
in our considered scenarios.

3.2.7.2 Peak-to-Average Power Ratio

When RF-switching is considered after the PA, the PAPR of GSM signaluresst PA inputs is
maintained equal to that of the used APM schemes. However, there is aaseaf PAPR with full-
RF GSM due to transmitting a pulse shaped signal generated from a seqfehieM/zero symbols
when the TA is/isn't activated. Hence, the average power at the PA ispetiuced, and the PAPR of
GSM signal with full-RF architecture is increased. This PAPR increaserdispon the number of zero-
symbols added for each TA during a specific time duration. Hence, inogetiee number of activated
TAs in GSM systems keeps the low PAPR advantage of SC modulations in ¢dotiad system
that has an important PAPR incread€y. Thus, the GSM with full-RF Tx architecture can have a
balanced PAPR-performance tradeoff when the number of activatedsTiAcreased while conveying
most of the information bits in the IM domain.
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To summarize, Fig.3.6 shows both GSM transmitter RF architectures with SC modulation and
compares their operation along with advantages/disadvantages. Recallitigettiull-RF transmitter
architecture is needed for subcarrier-based MC (e.g., OFDM) with amgnmit spatial IM, because
different TAs are selected for each subcarrier to maintain its SE @am). [
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Operation Mode

Advantages
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N, RF-chains and antennas are activated to transmit only pulses of APM
symbols, where each pulse is truncated to one symbol period.

N, RF-chains and antennas are activated to transmit pulses of APM and zero
symbols in GSM MIMO vector that contains only N, non-zero APM symbols. In
this setup, each pulse can span multiple symbol periods.

» Lower-cost transmitter due to less number of RF chains (Ng).

» Lower PAPR which is affected only by APM PAPR, PAs inputs are the pulses
of non-zero APM symbols only.

*  Lower power consumption due to less RF chains and higher PA efficiency
(lower PAPR)

* Maintain the GSM spectral efficiency because this architecture allows using
longer pulse shaping filters that leads to:
> Efficient band-limitation.
» Lower OOB radiations.
* No hardware limitation on maximum data rates compared to traditional MIMO
systems (e.g., SMX).

» Spectral regrowth due to pulse shaping truncation at symbol rate that leads to:
» GSM system spectral degradation due to larger bandwidth occupation
and RF-switching time.
»> Higher OOB radiations.
» Data rate limited by the RF hardware switching speed.

» Higher-cost transmitter due to more number of RF chains (Ny).

» Higher PAPR which is affected by APM PAPR and the number N, and N,, PAs
inputs are the pulses of APM and zero symbols. (zero symbol contains the tails
of future/past APM symbols if filter length is greater than 1).

* Higher power consumption due to more RF chains and lower PA efficiency
(higher PAPR).

Figure 3.6— Summary of GSM transmitter RF architecture.
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3.2.7.3 Spatial Correlation

One of the most significant limitations of transmit spatial IM systems is its perfarend@gradation in
highly correlated channels as shown in the previous results with GSMgwhermnwrong detection of
activated TAC will consequently lead to an error in the detection of the symhel$adthe attempt of
symbols estimation on non-activated TAs. As a result, the total BER will inereamendously. To
combat the Rician Fading and the latter problem, a precoding technique #sathesTAs correlation
matrix and the channel statistics is proposed for SMLRE]. Similarly, another precoding method for
GSM in [129 is designed by the real-time optimization of maximum-minimum Euclidean Distance
(ED) that shows substantial performance gain with extremely fast openee and low computational
complexity.

In this regard, the following section will introduce other approaches feM@hat be incorporated
with precoding based enhancement methods. Our techniques are baseceificient TAC selection
method and a spatial bit mapper (Index-to-Bit mapping) to minimize the overaR BEhighly
correlated channels.

3.3 GSM in highly correlated channel

In conventional GSM, the cardinality of the legitimate TAC 8&tuc is a power of 2(21102(Nan) 1),
where the TACs are randomly selected among the possible MygsAlso, the mapping of the spatial
bits was just a binary coding for the selected TAC index.

Unlike the redesigned spatial modulation &v[] where they try to enhance the performance of
SM in a correlated channel by activating a second antenna to bendfitiaasmit diversity when the
most correlated TA is selected. In this section, we focus on the perforneanri@cement of GSM
systems in highly correlated channels by proposing general methodfiéterdé TAC selection and
Index-to-Bit mapping. In this context, we designed a TAC selection metheedbanly on the transmit
spatial correlation, which is quasi-constant for a specific Tx and doesequire the instantaneous
CSIT estimation or its feedback. The TAC selection aims to reduce the erffA€idetection because
these errors will propagate to APM symbols. In such a case, the eusuetection of APM symbols
is due to the fact that the Rx is trying to detect the symbols on the non-actiagesince the TAC is
wrongly detected. Moreover, we proposed a spatial bit mapping bas&tay coding to reduce the
spatial BER. This mapping tries to reduce the number of different bits battheeneighbor TACs that
are most susceptible to be interchanged in highly correlated channels.
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Figure 3.7— System model of GSM with TAC selection

3.3.1 Efficient Legitimate TAC Selection

The GSM system hal,, TAs activated out ofV, TAs, and onlyNy a¢ = 21102 Naul TACs amongV,;;
possible TACs will be used to encode the spatial bits. Firstly, the convent@fisl system was used
with a random selection d¥7 54 out of N, then TAC selections with/without CSIT were introduced
in [63]. TAC selection’s objective is to select the optimal legitimate TAC set that permitiace the

TAC detection errors.

In this sub-section, we will propose a TAC selection method without instaotsn@SIT for highly
correlated channels, and a comparative study with the existing methods wiibleed.

3.3.1.1 GSM System Relying on Channel Side Information at the transntiér side (EGSM)

The Enhanced GSM system (EGSM) is an adaptive technique propogé@]iwhere it uses the
instantaneous CSIT, as shown in F.7 to select the optimal legitimate TAC set instead of random

TAC selection.

This selection is updated continuously in real-time to consider the channatiear Then, the
transceiver shares the legitimate TAC set through a feedback chaninét. niethod is based on
computing the Euclidian Distance (ED) matnix between theN,; TACs (Ii, ..., In, ,) With all
possibleM-ary APM symbols according t@(10, then eliminatingV,.. = N.i;; — Nt ac TACs having
the minimum ED.

IHz,, 50 — Hi s (3.10)

Wm.n = Min
VYSm,Sn
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wherel,,, andl,, are the TACs of index: andn respectively and they contain the indices of the activated
TAs within a TAC, ands represents th#/-ary symbol vector oV, elements with/ M« possibilities.

The number of ED estimations to generate the matvixcan be reduced fron’vfl”(Mf\’a)2 to
Na”(NLZ’*”.(MNa W) by removing the repeated estimations due to symmetry in egchand
W.

Despite the optimal TAC selection of this method, it still has a large complexity frtirme
estimation of these EDs, especially with large valiesiry andN,;;. The useful data rate will also be
highly reduced in a fast time-variant channel due to the overhead oééubéack channel. Moreover,
for obtaining full CSIT, an infinite rate feedback channel, is requirddickvis practically infeasible
for a band-limited channel.

3.3.1.2 Simplified Enhanced GSM S-EGSM

In this method, we target the mmWave/sub-THz bands where the antennadigeparation are very
small, which leads to a high spatial correlation. Thus, the spatial correlatiticesin 3.7) are the
dominant terms that will highly affect the detection of the activated TAC. Herrdrason, we propose
a S-EGSM that considers only the Tx spatial correlation matrix instead obthelete channel matrix
H, where there is a larger number of antennas compared to the Rx sideditio@dthe Tx spatial
correlation matrix has very low variations (quasi-constant) for a specifizeEause it depends mainly
on the antenna characteristics, separation, and array geometryforeeB2EGSM is a TAC selection
method without instantaneous CSIT, where the feedback channel is noretpieed as in EGSM
because the transceivers agree on the TAC set only once at the basgand they can update them
accordingly when the transmit spatial correlation is changed. The S-E€§Stm can be described,
as shown in Fig3.7 but without using the CSI feedbacK].

The algorithm can be summarized as follows:
Stepl: Generate all possible TACs accordingNpandnN,,.

Step2: Using only the transmit spatial correlation, compute the lower or upper p& onatrix W’
since by symmetry,, ., = wy, .
’

Wimn = min [Hs,. 50 = Az s (3.11)

whereH is calculated according t@(7) with Hz,s = OV N Hy s = 1V7N andx, =
|Nr><Nr_

Step3: Sort the ED values in ascending order

[vi,v2,...] = sort(w’, ‘ascending) (3.12)
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Step4: Obtain the TAC set by removing,. TAC starting with those that generate the smallest EDs

i, va,...).

Note that another TAC selection method without CSIT was propose®B]n h the following, we
will compare our proposed method (S-EGSM) to both methods with/without @43).

3.3.2 Efficient Spatial bit mapping

After reducing the TAC error probabilities in the TAC selection methods, fiexit spatial mapping
(Index-to-Bit Mapping) is proposed to reduce the spatial BER furtmel thus the total BER. In
conventional GSM, the spatial mapping was simply the standard binarysespiedion of the index
(m — 1) of the TACI,,, e.g., whenNr oc = 4, the spatial bits foif; to I, are coded a80,01, 10, 11
respectively.

In this section, we propose a spatial bit mapping method that considersfédu ef spatial
correlation. Note that the spatial correlation will lead to the high similarity betwkerchannels
of neighbor TACs, so when the Rx mis-detects the activated TAC, it will magigily be confusing
by one of its neighbors.

Therefore, a Gray coding for spatial bits among each group of neigh&®s can reduce the total
BER. The spatial correlation is the highest between the adjacent antsortag order of correlation
between any pair of TACs can be deduced from the Hamming distance Ipetineantenna indices.
The algorithm for the proposed mapping is summarized in the following:

Stepl: Compute the Hamming Distance (HD) matrix using the indices of activated as&etween
the Ny o¢ possible legitimate TACs according to the following equation:

Ng
HDmn = Z |mi - nil’ (313)
i=1

wherel,, = {mi,...my,} andl,, = {ny,...nxn,} and the activated antennas indieesandn;
on each TAC are sorted in ascending order. In addition, the number gf Hfan be reduced
from N%AC to (Nt ac — 1)% by benefiting from the symmetry (HP, = HD, ) and
skipping the distance calculation between the same TACs.

Step2: Compute the frequency of HB 1 for all TACs A777=" : 4{,...,4), _ that represents the
number of nearest neighbors for each TAC.

Step3: Sort theNr 4c in descending order according to they:

[P1, P2, ---PNpac] = SOMAL,, ‘descendingy. (3.14)
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Table 3.4— HD matrix for Spatial Mapping example witk, = 5 andN, =2

.\, | L Iz L I5 Iy I; Ig
L={,44|0 1 1 2 2 1 2 3
L={,s}|1 0 2 1 3 2 3 2
L={24]1 2 0 1 1 2 1 2
L={2512 1 1 0 2 3 2 1
Is={23}|2 3 1 2 0 1 2 3
l,={1,3} |1 2 2 3 1 0 3 4
L={34 2 3 1 2 2 3 0 1
=353 2 2 1 3 4 1 0

[ A, [3 2 4 3 2 2 2 2

Step4: Start the Gray coding by assigning an unused bit mapping for the TAG\#élva the highest
number of nearest neighbofg, p»,..). If this TAC has a previously assigned bit mapping
skip this step.

Step5: Generate the Gray code set for this TAC where any bit mapping in thdifies only by a
single bit.

Step6: Get the allowed Gray set for this TAC by removing the used bit mapping.

Step7: Assign a bit mapping from its allowed Gray set to its neighbor TACs (HD) if it is not
previously assigned.

Step8: Repeat from Step 4 until a bit mapping is assigned for all TACs.

In the following, we will illustrate an example for Gray coded spatial mapping with= 5 and
N, = 2. Thus, the legitimate TACHY, ..., Ig) shown in Table3.4 are obtained from the TAC selection,
and each TAC index will be mapped ez, (8) = 3 spatial bits.

Consider a uniform linear antenna array, the HDs between indices ot antennas are
generated using3(13), i.e. HD;, = |1 — 1| + |4 — 5| = 1. Note that the HD matrix for these TACs
and thel! are represented in TabB4 (Step 1, 2). Firstly, the Gray coding algorithm starts with the
TAC I3 that has the highest number;(: 4) of nearest neighborg( 14, Is, I7) as shown in Tabl8.4.
According to Step 3 to G is initialized with’000’, then its Gray Set is generatéaD1, 100,010}, and
nothing is removed because not all bit mappings have yet been used.tii@dit mapping fof,, Iy, Is
are assigned respectively from its Gray set, Bnid left for future assignment by another TAC. Next,
the neighbors foi; = 001 (previously assigned) with% = 3 will be assigned from its allowed Gray
set{101,011,00C}. Finally, these steps are continuously repeated until a bit mapping is ach$oyrae!
TACs.

This best-effort Gray coding for spatial bits reduces the effect afigpcorrelation that causes
confusion in the detector at Rx between neighbor TACs. Note that this metiteahces the spatial
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BER up to 2 dB, as shown in the next section because it limits the number afediffeits between
neighbors TAC to the minimum possible.

3.3.3 Results for proposed S-EGSM and best-effort spatial bmapping

In this sub-section, firstly, we compare our proposed technique for §&€ction S-EGSM to the
existing methods EGSM and No CSI method &3] Note that both methods without instantaneous
CSIT (S-EGSM and No CSI fronBp]) estimate offline the best legitimate TAC set once in the setup
phase, and they will keep using this set all the time while the Tx configuratipar{dN,) and antenna
array characteristics are unchanged. However, the EGSM method taptive TAC selection that
keeps tracking the channel variation and updates the TAC set acdgrdilegce, this method requires

a feedback channel to share the selected TAC set between the tvans€er a fair comparison, we set
the same GSM configuration with the same channels and transmitted bit-strealinT®€ selection
methods. These TAC selection methods are compared under differeshitarorrelation factors to
highlight the importance of the proposed method S-EGSM in highly correlteohels.

The correlation matrices in the Kronecker model are formed according texpi@nential model
of [168 where the elements of the transiit and the receiv&, correlation matrices are affected by
a correlation factop: [X;]; ; = ,Bt'i_jl. We usedt, = Iy, to concentrate on the impact of correlation
at the Tx side where a larger antenna array is used to convey the datasipetiied domain of index
modulation.

The following parameters are adopted with all TAC selection methda@dSM (N;, N,, M) =
GSM(6,2,2), Nr = 4, 8, = {0,0.4,0.8}, the number of GSM symbols i®)* simulated undet 00
channel realizations. In addition, S-EGSM takes into consideration ontyahgmit spatial correlation
matrix, which is the dominant term in highly correlated channels. For this me&¥oian channel is
used withK = 5 to prove that the S-EGSM will not be affected by the LoS component evenw
neglecting the RiciarK factor in Step 2 of the S-EGSM algorithm. Moreover, the adopted GSM
detector in these systems is OB-MMSE that can detect the TAC and the APstetlations with a
balanced tradeoff between system performance and complexity.

The results in Fig3.8ato Fig. 3.9 show that the adaptive method EGSM with CSIT has the best
performance in all correlation levels because it keeps updating the legititA@tedt instantaneously
according to channel variations. However, we notice in F&8ato Fig. 3.9 that the No CSIT
method from §3] has a slightly better performance at low SNR compared to S-EGSM, buarasntit
correlation level increases the S-EGSM performance at high SNR bscihradest TAC selection
without instantaneous CSIT. Moreover, the advantage of No CSIT mé#3bdt low SNR disappears
in highly correlated channgd, = 0.8, and the performance of proposed S-EGSM becomes better by
1.4 dB at BER90~* compared to the other method without CSIT.
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Figure 3.8— BER vsE}, /N, for various TAC selection with: (a3, = 0, (b) 8, = 0.4.
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Figure 3.9— BER vsE} /Ny for various TAC selection witlB, = 0.8

Therefore, the S-EGSM is an efficient TAC selection method without instantes CSIT in highly
correlated channels, which is the case in mmWave and THz bands wherertakation factor is in
the order ofg, = 0.8 according to 169. However, the TAC selection with CSIT EGSM can be used
in the slow time-variant channel (small Doppler) to achieve the optimal padoce, while in fast
variant channels TAC selection methods without instantaneous CSIT es@@to avoid the increased
complexity due to real-time TAC selection and to limit the overhead of the feediyanknel. Finally,
the usage of S-EGSM technique in a fast variant channel environrapathds on the correlation level,
where it will be highly recommended for highly correlated channels.
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Figure 3.10— BER vsE}, /N, for different TAC spatial mapping wit, = {0.2, 0.6}

In the following, the spatial mapping with binary and gray coding is comparettiuthe same
conditions with different correlation levels. For this comparison, we as&M (7, 4, 2) where we have
Llogz(C;‘)J = 5 spatial bits. As shown in Fig3.10Q, as the correlation factor increases, the Gray coding
gain increases frorf.15 dB t0 0.4 dB. Note that the gray coding gain is higher when TAC selection is
not used because it reduces the number of neighbor TACs.

Consequently, the gray coding gain appears when the detector at thee®Xused between the
activated TAC and one of its neighbor TACs (HD=1). This misdetection o&thigated TAC can cause
a single bit error only if this TAC and its neighbors are Gray coded. Timesgray coding advantages
appear more in a highly correlated channel, as shown inFifwhere the neighbor TACs cannot be
distinguishable at the Rx side to correctly detect the activated TAC.

Moreover, this gain does not always appear because the gray dodispatial bits is a best-effort
algorithm to reduce the number of bits difference between neighbor TAGw&ever, the gray coding
for all neighbor TACs is not always guaranteed, so this gain in somes cagght vanish, and the
performances for both the gray and normal binary coding become simitae tNat the Gray coding
for spatial bits is prepared offline once for a given GSM configuratibherefore, the gray coding
should be used in spatial mapping because in all cases it will have somdgiinwill never have a
loss compared to normal binary coding for spatial bits.

In the following, we show that the gray coding gain is larger when all thehioeig TACs are
gray coded. For example, the gray coding for all neighbors can bdisatghen SM is taken into
consideration because it has a single active antenna instesld (8M(N,, M) = GSM(N,, 1, M)).
The gray coding gain increases with SNR for @\, 2) and N, = 2 in a highly correlated Rician
channel K = 5), as shown in Fig3.11where it reache$.5 dB at BER=.107%.
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Figure 3.11- Spatial BER v, /N, for binary and gray coding for spatial bits

To conclude this section, we proposed a TAC selection method without instauRrCSIT
(S-EGSM) for highly correlated channels, where we consider only tesinit spatial correlation.
Hence, the proposed S-EGSM without instantaneous CSIT is more suibabileé-varying channels
since it permits to avoid the overhead of the feedback channel and tleasec complexity in real-
time TAC selection. However, the adaptive TAC selection with full CSIT (EG$kh be adopted in
time-invariant or slow-time varying channels to reach the optimal performadexece, the decision of
GSM TAC selection can be summarized in the flowchart shown inJ:i2

Moreover, we developed an algorithm that uses gray spatial bit-mappi@&M (applicable for
GSM sub-systems) to minimize the number of bit errors between neighbor. TA@ally, it is worth
mentioning that the authors dfT78 proposed to use signature constellations with an inter-constellation
minimum ED for different TAs to combat the Rician Fading channels and taceethore the channel
correlation effect, where it also provides an important performance gaihit can be incorporated
with our proposed techniques.

3.4 GSM with RF impairments

MIMO system with IM as GSM 109 is a promising technique for wireless ultra-high data rates
system where it achieves the best performance and lowest powenngptisn when using low
order modulation schemes in correlated/uncorrelated Rayleigh and Ri@anelk 4] as discussed

in Section3.2 However, GSM performance degrades in highly correlated chanmelsmaany
enhancement techniques are propose®&hgnd [15] to reduce this degradation as shown in Section
3.3 Moreover, mmWave and sub-THz bands are considered for B5Ghiglaelata rate scenarios
[4] as highlighted in Sectioi.l However, these bands especially the sub-THz suffer from higher
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Figure 3.12— Flowchart decision for the most suitable GSM TAC selection

channel attenuation and sensitivity to small environment det2éls[ p], severe RF-impairments and
many technological limitations such as low output power, limited resolution of sigted low-power
ADCs [39], important PN introduced by the LQLL].

In this section, different modulations schemes with GSM are compared fifteredt perspectives
while considering the sub-THz impairments mentioned in Secti@n The effect of PN has been
investigated for these modulation schemes in sub-THz channels usingnutifie@ar and rectangular
antenna arrays. Moreover, SMX and GSM are compared from diff@erspectives while considering
these impairments. The comparison is also performed in terms of PAPR, pomsemaption, optimal
detection complexity, and transmitter/receiver cost. In addition, the link lagkthe system power
consumption is estimated for both systems.

3.4.1 Sub-THz MIMO Channel

A ray-based deterministic channel modeling developed by our BRAVE gra®iiRADEL for sub-THz
Band (mainly between 90-200 GHz) is presented3if|.[ It is worth mentioning that the propagation
channel model in36] considers the material properties, gas attenuation, and the impact ivfifarthat
leads to more obstructions along the propagation paths and new scattdredIpalso characterizes
the main channel properties such as path loss and delay spread foNLOS, with vegetation, and
NLOS cases for indoor in-office and outdoor in-street scenariae following, we will focus on the
downlink hotspot (or kiosk) indoor scenario where the AP, acting astnéters, and the MSs, acting as
receivers, are equipped wity andN, isotropic antennas. Therefore, the MIMO propagation channels
are obtained using the simulator for ray-based deterministic channel madefied/IMO channels are
obtained with different array geometry, such as ULA and URA. Note that@enna element separation
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Figure 3.13- In-office scenario environment studied by our ANR BRAVEtpar SIRADEL [36]

of 44, whereA is the wavelength, is considered to reduce the effect of spatial corre[d§], and
thus enhance MIMO communication.

3.4.2 Sub-THz Phase noise model

It is well known that a practical oscillator can never generate a pureaithuand the PN increases
with the carrier frequency. Thus, the sub-THz communication systemdbeuanalyzed under this
impairment since neglecting its impact is no more tolerable as in sub-GHz systems.

In general, the analysis of PN impact on MIMO systems is dependent orithecRitecture, where
there are mainly two LO setups: DO, Centralized or Common Oscillator (CO)nidie difference
is that each antenna in the DO setup has its own LO, while in the CO setup, alhastat the
transmitter/receiver are connected to a common LO. Consequently, dlepateeams in CO have
the same PN while the DO suffers from different phase and amplitude dist®rtio

The PN model is widely investigated where the PN, in general, is modeled by tivomualels:
Gaussian PN (uncorrelated PN) and Wiener PN (correlated PN). Theervieodel is more accurate
since it includes the cumulative PN (correlated term) due to the integration fstie@ Bhase-Locked
Loop (PLL). However, for high-rate communications, the effect of Wre®N on the system
performance is negligible compared to the Gaussianl?¥ [ Besides, the wiener PN process becomes
negligible compared to the Gaussian for wide-band systems where the oscitiater frequency,
is small compared to the system bandwidtt][ Thus uncorrelated Gaussian PN model is appropriate
for sub-THz bands. Note that the uncorrelated model remains valid wiesioltbwing condition is
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satisfied 1L1]: @
In(2

2n2’
whereN; is the number of symbols per framg, is the corner frequency of the oscillator afids the
symbol period. It is clear that a careful communication system design carthieniviener effect by
selecting the appropriafé, andT.

N f2T? < (3.15)

The received baseband vector of an equivaléntx N, MIMO system with phase noise can be
expressed as:
y=®,HDX+n, (3.16)

where®, and®, are theN, x N; andN, x N, diagonal matrices of phase noise from the transmitter
and receiver oscillators respectively. These phase noise matriceg capresented as follows:

@,:quhﬁfﬂ””a%ﬁT) (3.17)

@, = diag([ejgle, ...,eigﬁf]T), (3.18)

Whereel.” andefx are the phase noise at tHé& TA and ;' RA respectively that can be described in
sub-THz band by a truncated Gaussian distribufi, o7) with zero-mean and varianeg’ similar

to SISO PN model described by our BRAVE partner CEA-Letidid][ In the DO setupei” # QJTX
andefx * Gfx for alli # j. However, in the CO setup, with different oscillators at Tx and Rx sides,
o~ =¢"~foralli=1,..,N; andef’C =gR*forall j = 1,..., N,. Thus, the received signal in the CO
setup can be simplified to:

§=e e Hx 4+ n (3.19)

3.4.3 System comparison: GSM vs SMX
3.4.3.1 Performance in sub-THz environment

In this section, the performance of the GSM subjected to sub-THz impairmdhtsevetudied using
the sub-THz channel generated from the ray-based model. Firstly,ilvehww the impact of PN
in DO setup over MIMO sub-THz channels on GSM systems with differentutadidn schemes for
an indoor ultra-high data rate scenario. The system comparison ispedarith different PN levels
(low o7 = 0.001, mediumo; = 0.01, strongo; = 0.1) without applying any phase noise mitigation
technique. In our comparison, we consider the sub-THz indoor MIM@nohls with a separation
distance between MS and AP going fr@ro 8 meter (m), i.e., an average distance3afi. For a
fair comparison, the different GSM systems are compared under the seAmgh&h requires the
same number of activated TA, and the same total number of TA5 when using linear modulation
schemes as PSK, QAM, DPSK, PAM. The optimal ML detection is used alonghdgtbame number of
RAs N,.. In the following, we will consider different GSM systems with bits per channel use (bpcu)



3.4 GSM with RF impairments |77

100 T T 10° T T
—8— QPSK-GSM(10,3) N, = 6 —8— QPSK-GSM(10,3) N, = 10
DQPSK-GSM(10,3) N, = 6 ‘ DQPSK.GSM(10.3) N, — 10
——APAM-GSM(103) N =6 |] g —w— APAM-GSM(10,3) N, = 10
T T 10t
............................... Hevrerreees
"""""""""" el B L O L e |
ﬁ . =N N, .
2 10 =L S S~ S \C R - ST S|
* ~
~x.
108 F B 10°F R
= X
N

——LowPN: g2 = 10°° —k;’“’lvpyig\fp: o= .

— — -Medium PN: o2 = 10~ = = -Medium PN: o = 10 %

--------- High PN: 02 = 107! wssese High PN: 07 = 107! \ N
10 — T I I 10 ! | A I X .

0 5 10 15 20 25 30 0 5 10 15 20 25 30
SNR(dB) SNR(dB)
(a) (b)

Figure 3.14— BER performance of different APM-GSM systems in sub-THaruetels and with different PN
levels in DO setup. The spectral efficiencylidbpcu. The concerned sub-THz indoor MIMO channels are
generated using ULA array geometry with antenna separation. (&) =6, (b) N, = 10.

with N, = 10 andN, = 3 and one of the following modulations: QPSK, DQPSK, 4PAM. Note DPSK
and PAM schemes are considered in our study with MIMO GSM becausesltiosy some robustness
to PN in SISO channels.

Fig. 3.14shows clearly that QPSK-GSM outperforms DQPSK-GSM and 4PAM-G8bjested
to any PN level. For example, a gain &# and5 dB is obtained using QPSK-GSM as compared to
DQPSK-GSM and 4PAM-GSM systems, respectively wth= 6 at low PN, as shown in Fig3.14a
However, these values of gain become respecti2eélyand5.2 dB whenN, = 10, as shown in Fig.
3.14h Moreover, the performance gain of QPSK-GSM is much higher at mediNmdepared to
DQPSK-GSM and 4PAM-GSM. Thus, MIMO QPSK-GSM is more robust toed?Bn when compared
to PAM modulation, which is not sensitive to PN in SISO mode. Note that thesensgswithout
phase noise mitigation techniques, suffer from a high error floor whiejestied to strong PN in sub-
THz channels. The simulation results with URA geometry are shown in Big5 where similar
conclusions on the obtained gain can be drawn for low PN with the differtirat all systems require a
slightly larger SNR due to the higher spatial correlation between antenoageudr, only QPSK-GSM
maintains the small degradation at medium PN when using URA geometry.

Therefore, GSM can survive at low to medium PN in the sub-THz chabnélnore research is
required to enhance GSM performance with a strong PN channel. We Wkeiltb highlight that
the performance could be improved in the PN channel by using PN robusilations (e.g., spiral
QAM [180Q), powerful channel coding technique and special detector/equaléggned specifically
for PN channel.
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Figure 3.15— BER performance of different APM-GSM systems in sub-THaretels and with different PN
levels in DO setup. The spectral efficiencyli@bpcu. The concerned sub-THz indoor MIMO channels are
generated using URA array geometry withantenna separation ang = 10.

It is worth mentioning that low order modulation schemes are only considatkd38M because
they have lower PAPR, lower power consumption, and lower sensitivity tac@ipared to higher
M-ary APM schemes, and they can be accompanied with low-power higiltspeCs of few bits
resolution. Among the compared low order modulations, QPSK-GSM achtbeekbwest power
consumption due to the lowest SNR requirements and PAPR. Note that adosiwdrack forM-
ary PAM is that highen-ary PAM suffers from higher PAPR increase and require largeduésen
bits for ADCs due to using only the amplitude dimension in the signal domain. Fitladlge GSM
systems with low order modulatiei-ary APM have similar computational complexity in terms of real
multiplication/additions and cost in terms of the number of RF chains.

In the following, the average BER performance of SMX and QPSK-GS& campared over
different sub-THz channel realizations, while varying PN levels artdrara array geometries. Fig.
3.16shows clearly that QPSK-GSM outperforms SMX subjected to any PN legekxample, a gain
of 4 dB is obtained using QPSK-GSM as compared to QPSK-SMX system, and gdéshtos.8 dB
when compared ta6QAM-SMX with N, = 6 at low PN as shown in Fig3.16a However, these
values of gain are respectively reduce@tand4.2 dB whenN, = 10, as shown in Fig3.16h Note
that QPSK-SMX in sub-THz channels performs better than 16QAM-SMXhe same SE in all cases.

Moreover, the performance gain of QPSK-GSM is much higher at mediurwidh compared
with QPSK-SMX, and becomes more advantageous when comparé6QaM-SMX, where the
results prove that the higif-ary QAM schemes are very sensitive to PN. Thus, GSM is more robust
to PN since the amount of information being conveyed and contained in tiee mfidhe complex
symbols (QPSK or QAM) is less as compared to SMX, while a part of this infoomas conveyed
through the virtual bits (less sensitive to the PN effect). Note that bothragsteithout phase noise
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Figure 3.16— Average BER performance #2bpcu MIMO SMX and GSM systems subjected to different phase
noise levels in DO setup. AP-UE mean distancé,js,,, = Sm. ULA array geometry withiA antenna separation
is used with (av, = 6, (b) N, = 10.

mitigation techniques, suffer from a high error floor when subjected to Rigtn sub-THz channels.
The simulation results with URA geometry are shown in F3gl7, where similar conclusion on the
obtained gain can be drawn with the difference that all systems requiréentlyslayger SNR due to the
higher spatial correlation between antennas.
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Figure 3.17— Average BER performance ¢2bpcu MIMO SMX and GSM systems subjected to different phase
noise levels in DO setup. AP-UE mean distancé,js.,, = Sm. URA array geometry with1 antenna separation
is used withv, = 10.
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Therefore, QPSK-GSM can survive at low to medium PN in the sub-Tldamdl more than SMX
systems of the same SE, but more research is required to enhance thegydtemance with a high
PN channel.

3.4.3.2 Optimal Detection Complexity

In this subsection, SMX and GSM receivers are compared from thetaeteomplexity point of view.
The ML complexity is measured by the number of Real Multiplications (RMs)operéd because the
hardware complexity of the addition is negligible compared to the multiplicationsniifmbder of EDs
being calculated in the ML detector for SMX iV = 2Lsmx while it is Ny g4cMNe = 2LGsm for
GSM. The number of non-zero RMs in the matrix multiplicatidr is 4N, N, for SMX and4N, N,

for GSM since each Complex Multiplication (CM) &sRMs and2 real additions. In addition, the
Frobenius norm contairsV, RMs, so the total ML detector complexity for SMX and GSM in terms
of RMs can be expressed as:

Gsmx = 25Mx*L (2N, + )N, (3.20)
Csm = 2LesMT L (ON, + 1)N,.. (3.21)

It is clear that GSM and SMX have the same detector computational complexéy thiey have
the same system SEsy x = Lesm, humber of activated TAs and RAs, even with higher modulation
order in SMX system. However, SMX suffers from higher computationaiglexity when the number
of TAs in SMX N, > N, is increased to maintain the same efficiency and modulation order as GSM
for better robustness to PN using low modulation order. The complexity of 8i\b&th configurations
compared to GSM with the same spectral efficieni@bpcu) is illustrated in Fig3.18 where MIMO
QPSK-SMX is1.86 times more complex than QPSK-GSM.

3.4.3.3 PAPR Discussion

In this sub-section, we will complete our analysis by considering other impdaators for sub-THz

communication. MIMO systems in sub-THz bands require using low order latialu schemes as
QPSK mainly for two reasons: 1) higher robustness to PN and 2) the limitetuties of ultra-

high-speed low power ADCs to few bits (limited quantization levels). Thus, lmferomodulation

schemes with GSM or other IM technigues are required to achieve ultradhtgirates in the sub-THz
environment.

When using the same modulation schemes, GSM and SMX have the same PAPR amly
RF antenna switching is applied after the PA, as detailed in Se8t@i.2 However, the full-RF
transmitter architecture without RF switching is preferred to avoid any SEaloddransmission rate
dependency on the physical RF switching rate, as discussed in S8&ignl This solution leads
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Figure 3.18— ML detector computational complexity for GSM and SMX witimse spectral efficienci2bpcu.

to higher transmitter cost (for AP can be tolerated) and a higher PAPR cethpa SMX since
GSM PAPR highly depends on the modulation schemes and the number of éndétv(refer to
Section Sectior8.2.7.3. Note that the PAPR affects the PA efficiency and thus the system power
consumption. Simple PAPR reduction techniques can mitigate this drawbackhbf I8 $onclusion,

the RF switching, when performed after the PA to maintain the same PAPR, ;:1dUBE decrease

in the GSM transmitter. Whereas the GSM with full-RF Tx architecture, i.e., moretas, has

a slightly higher PAPR compared to QPSK-SMX, and PAPR reduction techsican compensate it.
Note that the cost of GSM TX with full-RF architecture can be tolerated fob#se stations/APs, and
this solution is more appropriate for ultra-high data rates system since tissvifhing is no more
needed and the SE gain by IM is conserved.

3.4.3.4 Link budget for systems in sub-THz environment

In this subsection, the link budget for SMX and full-RF GSM subjected to Phdioor sub-THz
channels for downlink ultra-high wireless data rates is presented. In thiblidget estimation, the
system configuration shown in Fi@.16bwith medium PN is used to estimate the required transmit
power for achieving the needed SNR at un-coded BBR™*. The link budget, the estimated total
power consumption, and the data rates using GSM and SMX are preseffaula’.5 with different
values of the total system bandwidth.

In Table3.5, the required transmit poweY; with small distance communication is calculated from
the required SNR according to the following parameters to the equations simadhar Table3.2
Furthermore, the power consumption is deduced based on the PA effjordrich is affected by the
PAPR. It is clear from Tabl@.5 that GSM has a lower power consumption compared to SMX even
when using full-RF GSM that suffers from higher PAPR and thus loweeffigiency. Note that the
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Table 3.5— Link budget of SMX and GSM systems over sub-THz channelssabgected to medium PN.

System Parameters GSM | SMX

Carrier frequency (GHz) 150.00

Distance (m) 2t08

Channel BandwidthV (GHz) 0.50

Spectral Efficiency (bpcu) 12

Data Rates per Channel (Gbps) upto6

Pulse Shaping: Rolloff Root Raise cosine: 0.2

Spectral efficiency (b/s/Hz) 10

Required Transmit Power, (dBm) -1.96t0 10.08] 2.04 t4.08

Transmit antenna gai@, (dBi) 15.00

EIRP (dB) 13.041t0 25.08 17.04 to 29.08

fspl (dB) 81.98 to 94.02

Receive antenna gaii, (dBi) 5.00

Received poweRx;y; (dBmM) -63.94 | -59.94

Thermal noise (Power Spectral Density (PSD)) (dBm/IHz) '-174.00

Noise figureNg;gure (dBm) 7.00

Thermal noisSe&V7 hermar (ABM) -86.94

Noise floorN ¢ o0r -79.94

SNR with medium PN (dB) 16.00 20.00

Average PAPR (dB) 7.66 6.18

PA efficiency 0.32 0.38

Power consumption (dBm/channel) 2.991t015.03 6.24t018.28

12.5 GHz channel bonding (25 channels)

Data Rates (Gbps) 125

Total Power consumption (dBm) 16.97to 29.p1 20.22 to 32.26
48 GHz channel bonding and aggregation (96 channels)

Data Rates (Gbps) 480

Total Power consumption (dBm) 22.81to 34.55 26.06 t0 38.10

required EIRP for both systems to reach AP-UE distance @onas less than the maximum allowed
EIRP in regulations40 dBm). The required transmit power for GSM is achievable using the existing
electronic technology, while for SMX system, itlig.08 dBm for 8 m AP-UE distance, which is more
than the currently available output power at the sub-THz band.

In our example, the PAPR is estimated after the pulse shaping of QPSK-G®Mt B 1 — 2
dB higher compared to QPSK-SMX. However, GSM keeps a lower poaeswmption due to its
lower SNR requirement for the same BER. For clarification, GSM requairZs dB less than SMX
system, which means less than half of the required power with SMX systeneovier, the total power
consumption and data rates are estimated with different total system barglthidtiare available in
the band betwee90 GHz and175 GHz. SMX and GSM systems can reach ug2s Gbps and 480
Gbps ( 0.5 Tbps) when the considered total system bandwidth, aftemelreggregation and bonding,
is 12.5 GHz and48 GHz respectively with).2 pulse shaping roll-off factor. Therefore, if the residual
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PN before detection is at a medium level, the presented system QPSK-G8bkazonsidered an
appropriate solution for ultra-high wireless data rates system in the salwiite having an acceptable
AP power consumption betwe@2 and3 Watts for0.5 Tbps.

In conclusion, the different APM schemes with GSM subjected to realisti€Tstzimpairments
in an indoor environment are compared from different perspectivesre QPSK-GSM proves its
superiority compared to other APM-GSM. In addition, GSM and SMX are ayegfrom different
perspectives with the same conditions. The simulation results reveal thaOMBBM outperforms
SMX for all PN levels in the sub-THz channels using ULA or URA arraymgetry with non-coherent
detection. The performance gap increases with the increase in PN, B&#eoutperforms SMX
in terms of BER even when both systems use the same modulation order. AmoXg&tems,
QPSK-SMX achieves better performance than 16QAM-SMX at the cdsgber detection complexity.
The performance of higher-order QAM-SMX is primarily limited due to highemsstivity to PN. In
addition, GSM system with non-coherent detection achieves good penfie in the presence of low
and medium PN, and a PN mitigation is required for high PN case.

Finally, compared to SMX system, the GSM system with low modulation ordersoffetter
performance, lower complexity, lower power consumption (less than hafpaced to SMX) and
higher robustness to PN and few-bits ADC resolution requirement, whick ihalpotential candidate
for ultra-high data rates in sub-THz bands. However, full-RF GSM mé#gisitom higher transmitter
cost and PAPR, but it overcomes the ultra-fast RF switching issue ang8Bhaossible degradation.
Moreover, we would like to highlight that low order modulation schemes ayeired to allow related
systems to survive with sub-THz technological limitations, which imposes thefisgeectral-efficient
IM techniques to achieve ultra-high data rates. In the next sections, thedkigction complexity
problem for SMX and GSM using the optimal ML is addressed by proposiwectamplexity quasi-
optimal detector for each system.

3.5 Near-Optimal Performance with Low Complexity ML-based
detector for SMX

MIMO SMX technique allows reaching high SE. However, the decoding ®fr¢iteived signal at the
receiver side becomes a very complex task with larger modulation ordéaedscale MIMO.

In general, the performance of such systems highly depends on theeredetection methods
where the best estimate is obtained by the ML detector. However, the MLialetemplexity increases
exponentially with the number of TAs and it is not practical for high order uhatibn schemes due to
the huge number of possible multiplexing combinations. Consequently, the catyplesoft detection
of MIMO-QAM is reduced by avoid computing all the EDs41].
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Moreover, some known solutions in the sate of art which make use of Mlriargach as Sphere
Decoding (SD) 182-184 and QR decomposition with ordesd Maximum Likelihood Decoding
(QRM-MLD) [185 preserve the optimal performance, but they still suffer from major desks. For
instance, the SD complexity is highly dependent on the initial value for thetseadlius: if the search
radius is chosen too small, there may be no solution in the hyperspherehauséarch radius is chosen
too large, the number of points to explore may become too large, and the alywrilirencounter the
same issue as ML-based detection algorith&g] Also, its complexity is very dependent on the
SNR and on the channel modeling parameters used for implementing the algo@itmpared with
SD, QRM-MLD technique, which only keeps the badtcandidates for the next level search, has fixed
throughput and is suitable for pipelined hardware implementation. Howgvevplves a very high
complexity, especially for higher modulation schemes Bké QAM. Finally, these techniques cannot
be implemented on highly parallel hardware architecture and are thusitadiledor real-time high
data rate transmission.

In addition, the linear detector based on ZF or MMSBY or OSIC criteria P6] have a low
complexity but the overall performance is limited by an error-floor compé#oethe ML detector.
Moreover, the performance of OSIC detector highly depends on thegetsbdetected signal and can
suffer from an error propagation due to the added interference eilsgmbol is wrongly detected.

In this section, a new detection technique, called OSIC-MB, 18§, is investigated which
combines the linear techniqgue OSIC with the non-linear technique ML. It aimgpooach the
complexity of linear detectors while maintaining the performance of non-lineéectbrs. The
system performance with perfect/imperfect channel estimation and the tatiopal complexity of
the proposed detector are evaluated with different configurations todhghs advantages.

3.5.1 Proposed OSIC-ML Detector

The MIMO-SMX system model and the joint ML detector that estimatesMh&PM symbols are
summarized in Sectio®.3.1

3.5.1.1 Detection algorithm

A possible implementation for an OSIC-ML based receiver (RCV) is depiotEil). 3.19 The receiver
aims to estimate thé/, emitted symbolsg,, £, %3, ...,%y,. This detector can include any existing
ordering technique used with the conventional OSIC detector for bettefergace cancellation. In
the following, we consider a detection without any ordering and with the simnpidsring technique
based on the channel matrix columns noiiin; {|?). This power ordering technique computes once the
N; norms and sorts them in decreasing order to identify the order of symteaitas. The notation;

is used to represent thi# symbol after ordering, while; represents the emitted symbol from e
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Figure 3.19 — OSIC-ML model with/without ordering. 'EN’ is a boolean valble to activate the ordering
technique prior to detection and interference cancehatibhe stream estimator in th€, receive circuits is
based on a linear symbol detection.

TA. Note thatx(;) andx; are the same when the ordering is not considered (OSIC-ML withoutmpowe
priority).

The received signal can be expanded as:
y= h(])X(]) + h(z)X(z) + h(3)X(3) + ...+ h(Nt)x(N,) +V, (322)

whereh ;) represents thé/)’ column vector of the ordered (if any) channel matdx Each of the

N; receiving circuits RCVy, ..., RCVy,) computes and removes the interference successively while
detecting the symbols. The successive interference cancellation isrpedidn cascade by subtracting
the interference of the previous detected syndipal;) from the reduced-interference observatjpn

as shown in Fig3.19 The interference cancellation process in eRClV; can be expressed as:

Vi) = Yi-1) —ha-nEe-1)- (3.23)
Note that if the symbol is correctly detected, then the interference is sfattgsanceled in the course

of estimatingr(;.1). Otherwise, an error propagation is incurred.

To avoid this possibility that impairs the decoding processing, we consideoniyp the sliced
(quantized) estimaté;), but also theV,; nearest neighbors of the raw estimate (non-slidgg)to
create the neighbor subség) fori =1,..., N;.

For clarification, each receiving circu®C'V; computes first the raw estimatidiy, for the symbol
in thei*”* order of detection using a linear detector like ZF and MMSE, then they assigiiantized
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to N.; nearest symbols by taking thé,; constellation points that have the minimum EDs between
X(;y and theM possible constellation points) to provide the constellatiorCggtof N.; nearest sliced
estimates. Other detection techniques are also possible, as the proptestal denot restricted to any
specific technique. In the following, we will consider the ZF equalizatiorddeg where its weight
matrix is defined as: Ho . o

W, = (HGHae) T HE. (3.24)
where the sub-matri¥ ;) obtained fromH by removing the columns of the previously detected
symbols{(1) to (i — 1)}. Thus, the raw estimation can be deduced by using & row of W;g) as
follows: o

)f(i) = WZ;—) ((i), :)y, (3.25)

The next receiving circuiRCV;, is executed for each possible estimated symbol in the constellation
subsetC(;,, and similarly for the subsequent receiving circuits in order to generataifferent

constellation subsets ), C(y, ..., C(n,)-

Then, these constellation subsets are provided to the ML verification malcséndidates to select
a final estimat&osicu for the vectorx:

XosicML = arg min lly — H&|*
X(1) €C(1) - X (vy) €EC(1vy)
= arg min IWzry — &]1%. (3.26)
X(1)€C 1) X (Ny) €C ()

This problem can be represented as a search in a tree of Agightd branching facta¥,;, as depicted
in Fig. 3.20 The number of possible transmit MIMO vector provided by the treéjs

Root .

X

X (1) (1) (vei)
%2 (7} ) () )
O D olNo olR?® olR®

f.(4)
Zp @ - ' - @

Figure 3.20— The tree search for the OSIC-ML MIMO detectorsMf height andV,; branching factor. The
corresponding branches of each node in the tree are numtiened to N,;.
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For the ML optimal MIMO detectionN,; will be equal to the modulation scheme ordur
(N.; = M) that results inMV* possible transmit vectors. It is clear that the ML complexity increases
exponentially with the number of TAs and leads to a huge complexity with highr ongdelulation
schemes. However, the proposed OSIC-ML allows controlling the sysigemfermance-complexity
by selecting a suitablé < N.; < M. The raw estimaté) is the root of the tree, and if$,; nearest
neighbors constitutes the s€t;) containing the candidate for the first symbol in the detection order.
Then, for each branch @f;, the corresponding interference cancellation is performed prior to ttte nex
raw estimatet ;) and itsN,; nearest neighbor selections. Similarly, the constellation subsets for all the
N, transmitted symbols are obtained successively. Finally, the ML verificatiprissperformed on the
reduced subset @ g’ possible transmit vector instead of th&": possibilities as in ML detector.

The OSIC-ML algorithm to estimatésicu is summarized in Algorithni, whereQy, . (.) denotes
the quantization operation that gives thig nearest sliced neighbors of the raw estimafge Note the
Matlab matrix notations were used, and the input to this algorithm can be thedf{dend ZF can be
replaced by MMSE to deduce the raw estimations.

Algorithm 1 Proposed OSIC-ML detector for MIMO SMX systems.
1: procedure OSIC-ML(y,H, N,;, N;)

2. C=QNoNe™ > OSIC-ML MIMO vector candidates

3 WH, = (HE H)HH > ZF weight matrix oveH

4 ¥y =WH. 1,0y > Zero-Forcing equalization

5. Xa) =Qn, (X)) > Find N,; nearest sliced neighbors

6: C =RECURSIONX (1), Y,H,N;,C, 1, 1)

7. XosicmL = argmin||Wzg y — XHZ. > ML Verification
xeC

8: end procedure

9: function RECURSIONR, Y ,, Hp, N, C, i, m)
10: for j =1+ (m—-1)N,; tomN,; do

11: V=14 = 1NN jN, Nt

12: C(i,v) =2(j — (m = 1)N;)

13: y=Y, —HpC DEG — (m = 1)Nei) > Cancel interference

14: Hi =H,(:,2: end) > Removel* column inH,,

15: if H ;) not emptythen > End of tree ifH ;) is empty
H;

16: W = (H{ He) ' HE)

17: ¥= W;jQ (1,7)y » Zero-Forcing equalization

18: R =Qn,,(X) > Find N,; nearest sliced neighbors

19: C =RECURSIONR,Y,H(;),N;,C,i + 1, )

20: end if

21: end for

22: return C

3.5.1.2 Complexity Analysis
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The offline complexity of the pre-computatio®ine in OSIC-ML includes the ZF weight matrix
estimation of sizeV, x N, (line 3 in Algorithm 1), and those for the raw estimation of si¥g.,,, X N,
(line 16) where the number of remained un-detected APM symtgQls decreases progressively from
(N; — 1) to 1 in the recursion nested calls. Note that the pseudo inverse of a matNx.gfx N,

containsN?,,, +2N2,, N, CMs andN},,. + N2,,,(N, = 1) + Nyem(Nyem — 1)N, Complex Additions
(CAs).
N;—-1
Coffline = Z ((Nz - i)’ +2(N; - i)er) (3.27)

N0

CSiine = 2, ((Nt — i)’ + (N, = i)*(N, = 1)
=0

+ (N —i)(Ny —i - 1)N,) (3.28)

The number of RMs and real additions for offline computations can be edsilyced as follows

4cSM  RMs and2CSM  +2CSA | real additions respectively since each CM contains 4 RMs and

2 real additions. Note that when the channel is static over a long periodpthplexity of any pre-
processing steps becomes negligible.

The online computational complexity comes mainly from raw estimations, neighdsansh,
interference cancellation, and ML verification. The row multiplication in linea@) (17) of Algorithm
lincludesN, CMs andN, — 1 CMs, and these operations are performed on each node that leads to
# times. Note that each CM in these steps can be computed with 3 RMs and 3 diinesd
sinceWzr is known in advancell89, Eq. (12)]. Note that the quantization (slicing) of raw estimations
and the selection of th¥,; nearest neighbors requirds EDs (X — x||?) equivalent t2M RMs and
3M real additions, and it is done after each raw estimation. The number ditapes for interference
cancellation is one less than that of raw estimations, where each one cen@Glihdetween a column
of H with a complex number, which is equivalent4&y, RMs and2N, real additions. Finally, there
areN,;N' EDs in OSIC-ML, and the complexity of each square of ED for the vector Wjthkomplex
elements i2N; RMs and4N, — 1 real additions. Thus, the online computational complegityf the
proposed detector in terms of RMs and real additions are given by:
1-NN

CRM — (7N, +2M) (W) — 4N, +2N, N (3.29)

online —

— N:

cRa o= (TN, +3M -2) (W) — 2N, + (4N, = )N2! (3.30)

Therefore, the total complexity in terms of real operationSd§ic.mL = 4C5ne + 2C5 . + CRA_ +
CRM
online’

Therefore, itis clear that the proposed method allows a tremendous caypdekiction compared
to the ML-based solutions, by taking benefit of the reduced subset piotbeible vectors estimated
through linear detection methods. Moreover, this solution has dramatically petfermance than the
linear methods as it will be shown in the next section.
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Figure 3.21 — Uncoded BER performance of SMX-MIMO system using différdetectors. The system
parameters aréy; =4, N, =5, N,; = 2 and3: (a) QPSK (SE$ bpcu), (b)16—-QAM (SE=16 bpcu).

3.5.2 Proposed SMX detector OSIC-ML results and discussions

The performance of MIMO-SMX systems with the proposed OSIC-ML detds evaluated through
the measurement of uncoded BER versus SNR. It is assumed that the FdiM@ading channeH is
following Rayleigh distribution with their complex values are i.i.d complex GausSiaft0, 1) and
it is perfectly known at the receiver. Hence, the SNR per RA can beeegpd as SNR —. The
proposed detector with/without power priority (ordering) is compared tditlear detectors (ZF and
MMSE), conventional OSIC with power priority, the non-linear SD and thenoal ML detector. The
BER in these simulations is the average BER over different channel riatiga

In Fig. 3.213 the performance of MIMO-SMX transmitting QPSK symbols usMg= 4, N, = 5,
N.; = 2 and3 is provided. The performance of the linear detectors ZF and MMSE isdar the ML
optimal performance by around 10 dB, whereas the conventional O@uwer priority reduces this
gap to 7 dB. However, the performance of the proposed OSIC-ML u$ing 2 without/with power
priority has 2.5 dB and 3.8 dB SNR gain, respectively, compared to thentonal OSIC with power
priority. Moreover, further performance enhancement with OSIC-Mh be achieved by increasing
the number of considered nearest neighbors, i.e., OSIC-ML ugjpg= 3, where 5 dB and 6.2 dB
SNR gain are respectively obtained without/with power priority. This make®8I€-ML detector at
only 0.8 dB far from the ML optimal detector.

In Fig. 3.21band3.22 the performance is illustrated with the same system parameters used in

Fig. 3.21abut with a larger modulation schemes: 16-QAM and 64-QAM. Similar resultachreved,
where the quasi-linear OSIC-ML detector remains the best perfornamplexity tradeoff even with
higher modulation schemes using smll = 2, 3 and4. For instance with 64-QAM and/,; = 4,
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Figure 3.22 — Uncoded BER performance of SMX-MIMO system using différdetectors. The system
parameters aréi4—QAM, N; =4, N, = 5, N.; = 2, 3 and4 that has a spectral efficiency 2 bpcu.

there are ™ = 22* vector candidates in ML detection wheras oily”: = 28 candidates in OSIC-ML
detection for a SNR loss of only 1 dB. Hence, tkig value should be selected to achieve a balanced
complexity-performance tradeoff where a near-optimal performantdeachieved withv,; < M.
Note that the proposed detector becomes similar to ML whgnr= M.

Moreover, the proposed OSIC-ML detector is evaluated with diffeMgnand N, in Fig. 3.23
to highlight its advantages for a larger MIMO scale. The results of Big3reveals that OSIC-ML
reaches the optimal performance with low complexity due to using s¥ak- 4 whenM = 16 even
with high SE. Furthermore, the robustness of OSIC-ML to imperfect C8leateceiver is presented
in Fig. 3.24 The performance of the system depicted in @4 with 12 bcpu and different channel
estimation error variance?> shows that the system performance using SD and OSIC-ML detectors
degrades by less thahs dB with o2 = 10~3. Whereas a higher performance degradation with all
detectors is observed with? = 1073, but a low error floor aB.2 x 1073 is obtained with SD and
OSIC-ML in contrast to OSIC and ZF/MMSE equalizers.

Finally, the relative complexity reductiof¥--5osici) and the required SNR to reach a BER
10~ for different system configurations are summarized in Tatelt is clear from this Table that the
proposed detector allows reaching the optimal performance while havigdowe complexity, and a
slight increase of th&/,; parameter has a significant impact on performance with negligible complexity
increase. In addition, Tablg.6 gives an idea about how to configure a dynamic system in terms of
complexity or SE requirements.

It is worth mentioning that the computational complexity of the proposed OSlGsMiso lower
than that of SD detector. For instance, the dominant complexity for bothtdeteftom the ML
verification module is proportional t¥,;V: for OSIC-ML, M ™ for ML, and lower bounded by ”N:
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Figure 3.23— Uncoded BER performance of SMX-MIMO system using diffédgtectors with different number
of TAs. The system parameters até-QAM, N, = [4,6,8], N, = N, +2, N.; = 4. The SE ig16, 24, 32] bpcu.
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Figure 3.24— Uncoded BER performance of SMX-MIMO system using différdatectors with perfect and
imperfect channel estimation. The system parameters aRSKQN, = 6, N, = 10, N,; = 2 and crez =
[0, 1072, 1073]. The SE isl2 bpcu.

Table 3.6— Relative Complexity reduction vs SNR for different systeonfigurations at BER 10~%.

System SE SNR for Ml SNR for OSIC-ML Relative Complexity Reductipn
Configuration (bpcu (dB) (dB) with respect to ML (%)
N; =4, N, =5, M =16, N,; =2 16 22.8 26.7 99.9518
N, =4, N, =5 M=16, N, =3 16 22.8 24.7 99.9075
N, =4, N, =5, M =16, N,; =4 16 22.8 23.1 99.8164
Ny =4, N, =5 M =64, N,; =3 24 28.8 30.8 99.9994
N, =4, N, =5, M =64, N,; =4 24 28.8 30.3 99.9988
N;=6, N, =8, M =16, N,; = 24 194 19.7 99.994
N; =8, N, =10, M =16, N,; = 4 32 19.2 19.7 99.9997
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for SD wherey depends mainly on the SNRand constellation orde¥f [186. The exponent factor
visy < 1forlow M and it is large with highM/-ary scheme up to 1) [L86. For illustrating the
complexity of these detectors, the following example with= 16 is provided:Cy o« 2*Mt, Csp o
24Ny = [22:8N: 22.2Ni] respectively forp = [10, 15] dB [186, andCosic.mL & NNt = [2Ne, 22M]
for N.; = [2,4] respectively.

Therefore, the presented results show clearly that the performantee dDSIC-ML method
with a convenientVN,; is similar to the high-complexity optimal ML and SD detectors even with
large-scale MIMO and imperfect CSI. Moreover, the OSIC-ML redugmminently the complexity
while attaining the near-optimal performance, thanks to the added ML véoficstep on a limited
constellation subset.

In conclusion, the OSIC-ML quasi-linear detector is proposed for Misf@tial multiplexing,
which enables an important performance enhancement while keeping rackomplexity compared to
non-linear detectors of similar performance. The proposed algorithidsavedundant computations
of ML detector on all possible transmit vectors by selecfihgnearest neighbors around the estimated
symbols and avoids the tremendous complexity increase with the number of spssially for
high order modulation schemes. In addition, the number of consideredstemighbors for each
raw symbol estimatiomv,; controls the tradeoff performance-complexity of the proposed OSIC-ML
detector where higher value achieves better performance and irctbaseonstellation subset in the
ML verification. Simulation results show that the proposed algorithm provddbstantial complexity
reduction compared to the non-linear detectors and hence exhibits a bftamnmnce-complexity
tradeoff compared to the existing linear/non-linear detectors even with ieqie2S| and large-scale
MIMO.

Moreover, other more complex ordering techniques like SNR, Signaltesfémence-plus-Noise
Ratio (SINR) and Received Signal based ordering used with conveht@8IC detector can be
used with the proposed OSIC-ML to enhance the performance more louatatee price of higher
complexity.

Finally, the complexity of OSIC-ML can be further reduced by pruning tearch-tree as an
example, but this will lead to a variable complexity upper bounded\@y EDs estimation. Note
that this complexity reduction can be a drawback for the hardware implementatiopared to the
fixed-rate initially proposed by the OSIC-ML detector that can be easily impieadein a parallel
architecture. For instance, the detection technigues that have variabtth sspace as SD have
undesirable highly variable decoding delays, and thus they require additimffers, which is a
drawback for hardware implementatiatey.
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3.6 Near-Optimal Performance with Low Complexity ML-based
detector for GSM

Upon the results presented in this chapter, GSM showed its significant ®BHeBcement. However,
the optimal joint ML (presented in Sectidh2.? that detects the activated TAC and the transmitted
symbols suffers from high complexity, especially when this scheme is usetiwgihmodulation order
and number of activated TAs to reach high rates. Consequently, a lowlexityginear detection is
proposed in109, but it leads to substantial performance degradation. Another low cartyptietector
named OB-MMSE and its improved version have been proposeibi91]. The OB-MMSE based
detector permits to enhance the performance without reaching the optiniainpgnce unless high
receive diversity is sety, > 2N, whereN, andN, are the number of receive and activated transmit
antennas respectively. More powerful detection based on SphesBre(SD) was also explored, but
its complexity is affected by the initial search radid®f. Hence, two SD approaches for spatial
modulation, Transmit-based Sphere Decoder (Tx-SD) and Recesestlphere Decoder (Rx-SD),
are developed in197 in order to reduce the conventional SD complexity. Recently, two improd S
techniques based on Tree search Sphere Decoder (T-SD) anddRathSphere Decoder (P-SD) were
proposed to provide greater complexity reductiv®3, which is still much higher than linear detectors.
In this section, a novel detection technique is developed and denote3¢ML. This technique is
inspired by [L9, 188 that showed in previous section a balanced tradeoff performanoglerity for
MIMO SMX. For each TAC detection, the technique uses the conventioB#C@nethod in order to
mitigate the IAl induced by the activated TAs, but the OSIC method is appliedsat af potential
candidates (neighbor symbols) instead of a single symbol. Afterward, lame¥ification is applied
on a reduced set of candidates to alleviate the error floor of the conveh@®IC method while
maintaining a low complexity by incorporating a TAC ordering layer with early teatnom..

3.6.1 Proposed GSM Detector: 3SIC-ML
3.6.1.1 Detection algorithm

In this section, we propose the’SIC-ML detector for GSM systems (presented in SecBch 1)

that considers the interference cancellation similar to OSIC detector. Howewill be performed

on several possible candidate symbols to reach the near-optimal pemftewith a good complexity-
performance tradeoff. Firstly, this detector will sort the TACs to startlipersthm on the most probable
activated TAC. For this reason, a metticfor each transmitted antenna is computed which isolates the
potential transmitted symbol through it and mitigates the corresponding irectr The weights;

of each TACi are extracted based on the different combinations of, metrics as shown below:

H
p

zp = hly with hf =

(3.31)
hZh,
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wi =2 +z,+..+ Zin, = Z Zip» (332)

wherep € {1,2,...,N;},i € {1,2,..., Nrac} andi, is the index of the:’" activated TA in the’" TAC.
Then, these weights = [wy, ..., wn, ,.] are sorted in descending order:

[k1, k2, ... kny o] = argsort(w, descending), (3.33)

wherek; is the index of the TAC with the maximum weight. Then, an OSIC-ML is perfornoe@éch
TAC I, following the ordered list in&.33 using the submatrixi;, in order to detect thev, APM
symbolss = [§1, §2, ..., §n,], as shown in Fig3.19 The final decision is deduced by taking the TAC
and APM symbol vector that gives the overall minimum distance.

More precisely, the OSIC-ML receiver (RCV) shown in Fig.19 proposed for SMX is used as
sub-block for each TAG;, but N, andH in Fig. 3.19are replaced by, andHy,  respectively. Note
that these RCV circuits can contain any symbol ordering technique usedAWI SMX for better
interference cancellation. In the following, the detection without any symimdring and with the
simplest symbol ordering based on the channel matrix columns rigrpil?) is considered. Note that
theseN; norms are calculated once, and sorted in decreasing order to identifydéeal symbol
detection for each considered TAC. The notatigp and s, represent the:’” APM symbol after
ordering and the transmitted symbol from #ié activated TA, respectively, similar notation is used
for the corresponding. Thus, the received signglin (3.2) can be rewritten as:

y= h(])S(l) + h(z)S(z) + h(3)S(3) +...+ h(Na)s(Na) + Z. (334)

Hence, each of thé&v, RCV circuits (instead ofv, for SMX) shown in Fig. 3.19 will cancel the
interference contribution of the previogs — 1) detected APM symbol from the reduced-interference
observatiory ,_,, then estimate the’” symbol using linear equalizer/detector (e.g. ZF or any other).
The interference cancellation step can be expressed as:

Yoy =Ym-1) — N=1) 8 (n-1)- (3.35)

It should be noted thdt ;) =y so the first APM symbol is detected with complete IAl. In the following,
the ZF equalizer will be used, where its weight mathix - is the pseudo-inverse of the sub-matrix with
the columns oﬂﬂkj corresponding to non-detected symbols only. The linear equalizer tigeaw
estimations that will be quantized to the sliced estimatibbefore the interference cancellation. Upon
this step, an OSIC detection is performed, but the misdetection of one ofst¥ fir | APM symbols
leads to error propagation to subsequent RCVs, and it will highly impaciyiem performance. To
overcome this drawback, we propose to consider not only the slibattheN,; sliced neighbors near
the raw estimated symbg! Consequently, the next RCV will consider all thégg neighbors, and so
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on until the last RCV circuit is reached. This process can be describatibe search of height, and
branching factotv,;, as depicted in Fig3.20for SMX but N, is replaced by,,. Note tha;, contains

the different sliced neighbors at eaeth activated TA and the interference cancellation328 should

be ran over the different symbols of vecfpy. Thus, the number of possitde/ectors provided by the
tree for a given TAC igV,; V<, that are stored in the s€t Note that this detector becomes an ML when
N.; = M, but choosing a smalle¥,; permits to avoid the tremendous complexity increase with large
modulation order and number of TAs as it will be shown in the next sub-sec@onsequently, this
reduced se€ is passed to the ML verification module to deduce&hgc-m. for the vectors:

—~ . 2
Sosic-mL = arg min|ly — Hy, §|
seC ’

= arg min||Wzry — §)°. (3.36)
seC
The proposed &51C-ML algorithm is performed successively for the ordered TACs timticomputed
distance in 8.36) satisfies the following condition:

IWzry = 8lI* < Vi, (3.37)

whereV,;, is a predefined threshold,, = N,.o2. This threshold is set for which the transmitted vector
is correctly estimated, and thus the distance contains only the noise powerthidbthis termination
will occur in the early search stage with one of the TACs of highest weigtmd, thus it allows a
further complexity reduction compared to the joint ML that searcheérinc.M N« candidate vectors.
Therefore, the proposed GSM8IC-ML detector provides a good controlled performance-complexity
tradeoff by selecting a suitable< N,.; < M.

The proposed €51C-ML detector for GSM systems is summarized in Algorithosing the Matlab
matrix notations. The main procedure deduces the final decisipf)s (hile the function OSICML
(line (18) to (25)) with the help of recursion function (line (26) to (39)iraatessosicmL for a given
TAC. Note thatQy,, (.) denotes the quantization operation that givesNhenearest sliced neighbors
of the raw estimaté;), and the used ‘min’ operator in line (24) of AlgorithRreturns the minimum
distance and its argument. The input to this algorithm can be the orgieegdtl ZF equalizer can be
replaced by the MMSE equalizer to deduce the raw estimations.

3.6.1.2 Complexity Analysis

The offline complexity of the pre-computatio@siine in O’SIC-ML includes the ZF weight matrix
estimation of sizev,, x N, (line 20), and those for the raw estimation of si¢g,,, X N,- (line 33) where
the number of remained un-detected APM symidgls,, decreases progressively frqiN, — 1) to 1 in
the recursion nested calls. Thus, the online computational complexity in terRigi®tcomes mainly
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Algorithm 2 Proposed @SIC-ML detector for GSM that generalizes several transmit spatial IM
schemes as shown in Fig.2

1: procedure GSM-O’SIC-ML(y, H, N.;, N;, No, Ny ac, o, I)
2:

10:
11:

12:

13:
14:

15:

16:

17

18

25

26

. hH
z=[z1,22,..,2N,] ip = (hp)I Y, h; = hH'h )
PP

N(Z 2

W= [Wl,WQ,...,WNTAC],W,'ZZ Z5 1 E{l,z,...,NTAc};

k1, k2, ..., knp 4] = argsort(w, c?e;cefr;iding);
Initialize: j = 1, V;j, = N, o2
while j < Nyac do
(gj,dj) = OS'CML(y, H]Iki7Nei,Na)
if d,; < Vi then
[=1Ty;, §= §;;break;
else
end]if A
end while
if ;>N then
u=argmin d;, j € {1,..,N}

J

I=1,,8=8;
end if

Output the detecte(, 8)

: end procedure

: function OSICML(y, H, Ne;, N;)
19:
20:
21:
22:
23:
24.

C-= ON,XN(),-NI

Wzp = (HY H)7THY

Sy =Wzr(1,0)y

S = Q. (1)

C =RECURSIONS(1),y,H,N;,C, 1,1)
[d.Sosicmi] = min([Wzr y - §[1%)

: return (SosicwmL, d)

> OSIC-ML MIMO vector candidates

» Zero-Forcing equalization
> Find N,; nearest sliced neighbors

> ML Verification

: function RECURSIONS,Y,,,H,, N¢, C, i, m)

27: for j =1+ (m-1)N,; tomN,; do

28: V=14 = 1NN jN Nt
29: C(i,v) =8(j — (m—1)N,)

30: y=Y, —Hp( D3(j - (m = )N;)
31: H=H,(,2: end)

32: if H not emptythen

33: Wy p = (HZ H)-'HH

34: ngZF(l’:)y

35: §=Qn,,; (%)

36: C =RECURSIONS Y,H, N;,C,i+ 1, )
37: end if

38: end for

39: return C

> Cancel interference
> Removel* column inH,,
> End of tree ifH is empty

> Zero-Forcing equalization
> Find N,; nearest sliced neighbors

from TAC ordering, raw estimations, neighbors search, interfereaceetiation, and ML verification.
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The TAC ordering (line (2-3)) require¥,N,, CMs. The row multiplication in line (21) and (34) of
Algorithm 2 includesN, CM, and this multiplication is performed on each node that Ieadﬁ—]}’g?
times. Note that each CM in these steps can be computed with 3 RMs and 3ditalnsdsincelV, ¢

is known in advancel89 p. 4, (12)]. Note that the quantization of raw estimations and the selection
of the N,; nearest neighbors requird$é EDs (|5 — s||*) equivalent to2M RMs, and it is done after
each raw estimation. The number of operations for interference canaeliatane less than that of
raw estimations, where each one contains a CM between a colufimvagh a complex number which
is equivalent tBN,. RMs. Finally, there are&V,;V« EDs in OSIC-ML with each given TAC, and the
complexity of each square of ED for the vector witlh complex elements i8N, RMs. The early
termination with TAC ordering reduces the number of tested TA® twhereN < Nrac. Thus, the
online computational complexitg of the proposed detector is given by:

. 1- NN
Conline = 3NN, + N((6Nr + ZM)( I ]\;l ) - 3N, + ZNGNQ[.,"). (338)

[4)

Note that when the channel is static over a long period, the complexity of agrpcessing steps
becomes negligible. To analyze the proposed detector advantage Bgpétiamassive MIMO and
large modulation order, the theoretical relative complexity reduction (corityp®Baving) of GSIC-ML

is defined by:

CmL — Cdetector_ _ Cdetector

Csaving = 1 3.39
Saving o oL (3.39)
where the complexity of ML detector in terms of RMs is expressed as:

CuL = NM™Ma (4N, N, +2N,) (3.40)

3.6.2 Proposed GSM detector @5IC-ML results and discussions

The performance of GSM system with the propose®IC-ML detector is compared to different
existing linear and non-linear detectors (ML, Tx-SD, Rx-SD, Tree-BBth-SD, ZF/MMSE, and
OB-MMSE). In addition, a Reduced complexity Sphere Decoders (Re)}&Dconsidered by using
the candidate sorting technique proposedli®q. The average uncoded BER versus SNR is evaluated
over different Rayleigh channel realizations by Monte Carlos simulatiatis3u 10° frames where
each one contains 100 symbols. The proposed detector is considereditdbhiwAPM detection
ordering.

Figures3.25a3.25bshows the performance of different detectors wh= N, = 5, N, = [2, 3],
N.; = 2,andM = [16,32] QAM. As expected the performance of all nonlinear detectors, ML and
SD, are overlapped. Itis clear that §IC-ML with N,; = 2 achieves the performance of optimal non-
linear detectors wheV, = 2, and a gap 0.3 and0.8 dB appears whelV,, = 3 using the proposed
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Figure 3.25— Uncoded GSM performance witty = N, = 5 andN,, = [2, 3] and different linear and non-linear
detectors: (a) 16QAM, (b) 32QAM
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Figure 3.26 - Uncoded GSM performance with; = 8, N, = 6, N, = 4, N,; = 2 andM = [8,16]QAM
compared to linear and non-linear detectors.

detector with/without priority respectively. Whereas, a gain of 1.7 (4) @B $%6QAM and 1.7 (4.7) dB
with 32QAM are achieved compared to the low-complexity OB-MMSE when uling 2 (N, = 3).
These results are maintained for large MIMO systéin,= 8 and N, = 6, and largeN, = 4 with
M = [8,16]QAM as shown in Fig3.26

In addition, the relative complexity reduction/saving3r89 of O’SIC-ML is compared to that of
SD-based detectord 99 in Figs. 3.27a3.27h In addition, the complexity saving of the proposed
detector is calculated usin@®.88-(3.40 for several configurations as shown in Tall&, where
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Table 3.7—Complexity of the proposed GSM detectof$)C-ML and its complexity saving for different
system configurations witN,. = N;.

System Configuration SE (bpcl)  Cw Corsicm | O?SIC-ML Csgaving (%)
N, =4, N,=2, M =16, N,; =2 10 4.096 x 107 712 98.26
N;,=4,N,=2, M =64, N,; =4 14 6.554 x 10° 3272 99.50
N;=8 Ny=4, M =8, N, =2 18 3.775x 107 | 6.819 x 10* 99.82
N, =8, N,=4, M =16, N,; =2 22 6.04 x 10% | 8.355x 10* 99.99
N, =8, N,=4, M =16, N,; = 22 6.04x 103 | 5.648 x 10° 99.91
N, =8 Ny,=4, M =64, N,; =4 30 1.546 x 10'1 | 1.087 x 10° 99.9993
N, =16, N, =4, M =64, N,; =4 34 4.948 x 1012 | 2.154 x 107 99.99956
N, =16, N, =8, M =64, N,; =4 61 1.254 x 102" | 4.868 x 100 99.99999
N, =16, N, =12, M =64, N,; =4 82 3.869 x 1027 | 1.695 x 102 99.99999
N, =24 N,=12, M =4, N,; =2 45 4222 %10 | 1.511 x 102 99.99642
N, =24 N,=16, M =4, N,; =2 51 3.566 x 10'® | 6.322 x 10'? 99.99982
Ny =24, N,=22, M =4, N,; =2 52 9.728 x 1018 | 2.105 x 10™ 99.99999

different N;, N,, N,, M and N,; values are considered to highlight the S0IC-ML complexity
advantage for large MIMO systems. These results reveal that the-bpped relative complexity
reduction (V = N7 4¢) of the proposed detector is in ord®% while reaching the optimal performance
with different M-ary QAM, N, and N, as shown in Figs.3.253.26 Thanks to the interference
cancellation and the added ML verification step on a limited constellation su%geﬁmstead ofMNa
with ML) that allowed GSIC-ML to reduce the complexity prominently while attaining the optimal
performance.

Finally, we would like to highlight that the proposed detector reach the optierédpnance even
with N, < N, as shown in Fig.3.26in contrast to the optimal SD based techniquelifg that can
operate only whev, > N, > N,. Itis worth mentioning that different SD based optimal detection
with reduced complexity are also proposed 197, 198, where their complexity saving is varying in
terms of SNR and is within a rang%-75% (86%-93%) compared to original SD (ML detector)
[197. Hence, its maximum saving remains lower th8% complexity saving achieved with the
proposed detector. Recalling that the variable complexity of SD-baseaudees can be a drawback for
the hardware implementation due to the variable detection delay compared tcethedis proposed
detector 190Q.

In this section, we proposed”SIC-ML detector for GSM that generalizes many other schemes
in the spatial IM domain. The proposed detector takes the advantages ahYlOSIC without their
disadvantages of high complexity and possible error propagation tesghgc More precisely, the
O’ of the proposed algorithm comes from the: TAC ordering according to te&ability weight,
and ordering of APM symbol detection. The former ensures the low coitypley early search
termination, while the latter allows a better interference cancellation. For fugttencement of OSIC
performance, a set @¥.; nearest neighbors for each raw symbol estimation is used to perforre-a tre
search and ML verification on a reduced subset. These adopted issagdge more control on the
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Figure 3.27— Relative complexity reduction compared to ML of differapttimal GSM detectors withv,
N, =5: (@) N, =2 andM = [16,32]QAM, (b) N, = [2,3] and 32QAM.

performance-complexity tradeoff, and allows to reach the optimal perfarenaf non-linear detectors
with much lower complexity (dominant biy.N"« whereN < Nrac andN,; < M). Finally, we
would like to highlight that other adaptive APM symbol detection ordering lmamsed to enhance
more the performance at the price of some complexity increase. Also, theof@deZing technique
proposed in 191 with a predefined number of tested TAC lower th&pc can be used to allow
a better early termination and thus lower complexity with small performance digza. Also, the
QR decomposition or a tree pruning can be incorporated with our progdgedthm for a further
complexity reduction.

3.7 Dual Polarized GSM

Despite the multiple advantages of GSM system, the latter suffers from aparioe degradation
with Rician channel and in spatially correlated channels. Note that the diggna due to spatial
correlation is reduced in Sectiégh3[15], but cannot be completely eliminated. In addition, the space
occupancy of Uni-Polarized antenna (UP) antenna arrays in MIM@ s can limit the number
of antennas due to physical space limitation especially at low frequenaysbafo deal with the
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space limitation, an efficient solution has been proposed for the SM-MIyKem, by adding a
polarization dimension to the transmitter and receiver using Dual Polarizedren (DP) antennas
that can transmit simultaneously through two orthogonal polarization direct®ut in DP-SM [L46
only one polarization is used to allow better separation between channeisusnoketter performance
in highly correlated channel.

In this Section, we incorporate DP antennas with GSM (DP-GSM ) to improvelynidie SE
by exploiting the polarization dimension, and to reduce the space occujpgnbglf without any
performance degradation. To avoid any ambiguity, the notation for unripethGSM previously
presented is changed to UP-GSM. Moreover, the joint ML detector anadifiedd Ordered Block
Minimum Mean-Squared Error (MOB-MMSE) detector algorithm are psgicto detect the complex
symbols and the virtual bits conveyed by the activated polarization and éntiex. The performance
of DP-GSM system over correlated Rayleigh/Rician fading and sub-Thémrels is studied. In
addition, an Average Bit-Error Probability (ABEP) upper bonding is\s&tiand analyzed for the
DP-GSM system over correlated Rayleigh/Rician fading channels. Th&8W system is studied
by considering the sub-THz impairments, since the sub-THz band sdiffensmany technological
limitations and severe RF-impairments as previously discussed in Séc2dvioreover, the DP-SMX
and the UP-GSM are compared with the DP-GSM system.

More precisely, our main contributions in this section are summarized as follows

1. The DP-GSM scheme is proposed, where we incorporate DP ant®ith&SM to enhance the
system SE by exploring the polarization dimension. In addition, DP-GSM allowsduce the
space occupancy of antenna arrays by half without any perforndegradation compared to
UP-GSM.

2. Unlike the UP-GSM, proposed DP-GSM scheme has to be able to detebitsheonveyed
through the antenna polarization (horizontal or vertical), to the estimationedbith spatially
indexed over every active antenna, and finally the modulated symbol ltshis reason, the
joint ML detector for DP-GSM that achieves optimal performance is pteseand a sub-optimal
detector with lower complexity named Modified OB-MMSE (MOB-MMSE) is deyp&ld to
estimate the polarization bits, spatial bits and symbol bits.

3. Thetheoretical ABEP upper bound of the DP-GSM system under thedctor over correlated
Rayleigh/Rician channels is developed and verified to be tight with Montk-Ganulation
results.

4. The performance analysis of the proposed DP-GSM system is addres/er spatially
correlated Rayleigh/Rician channels with different spatial correlatiosalso over a ray-based
deterministic channel model for sub-THz Bar®b]. To illustrate the potential of proposed
DP-GSM system for sub-THz channels we compared this scheme with th@SbPand the
DP-SMX.
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Figure 3.28— N, x N, DP-GSM system model.

5. Finally, a complete analysis is provided for the proposed DP-GSM systpariencing different
levels of PN impairments and compared with the DP-SMX system.

3.7.1 DP-GSM System model

The proposed system model is a MIMO system withand,- DP antennas at transmitter and receiver,
respectively, and based on the GSM, in whi¢h (N, < N,) antennas are activated in each time slot.
Therefore, the number of TAC combinationsjgt“. However, onIyz“"gz(cllgza)J antenna combinations
are permitted to keep the bits length an integer numberN h&V, DP-GSM system leads vV, x2N;

dimensional channel between transmitter and receiver due to the implemeiaigubthrization. The

DP-GSM system is shown in Fi§.28

At each transmission instant, a block6h p_gsym = L1 + L2 + L3 incoming data bits are selected
and constituted of three parts named; = |log, (C%“)J bits are used to select thé, activated
antennas at the transmittef, = N,log, N, bits used to select the polarizations of the selected
antennas. Her#/,, = 2 stands the polarization dimension. Note that the polarization directions can be
vertical, denoted by 'V’ or horizontal denoted 'h’. The remainifig = N, log, M represent the bits
mapped intaV, M-ary symbol of the transmitted constellation symbol ve&er [s1, 52, ..., sn,]7
where[.]7 is the transpose operator. Thus, the total achieved SE in bit per chase@pcu) can be
expressed as:

Lop-csu = Llog, (Cﬁ;) |+ Nglog, M+ N, (3.41)
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N(l
By doing so, the number of possible TACsNs = ZUng(C’W )J and the number of possible Transmit

Polarization Combinations (TPCs)A& = 2V¢. Thus the total number of possible combinations using
TACs and TPC isNt apc = N1 N>.

The transmitted signal is denoted band represented by2aV, x 1 vector whose entries have,
non-zero elements. The position of the non-zero elementsilows the identification of the selected
TAs as well as their polarizations and the transmitted symbols. We denote in thigwa,...,iy, as
the indices ofV, active antenna in theth TAC, wherei € {1,2, ..., N1} and we denoté,, {,,...,{n,
as the corresponding polarization of the activated antennas &ttth& PC wheref € {1,2, ..., N> }.
The TA with indexi, € {1,2,...,N;} and polarizatior{, € {v,h} sends out symbols, whereg €
{1,2,..., N,}. The transmit signal vectoris given by:

X =[..., [0,0], [0, Sf ],...,[sf ,01,.... [0, sy, 1....1" (3.42)
_ : ol
fiih ey tnth

Atreceiver,N, DP antennas receive the modulated signal transmitted over a slow fadifrgquency-
flat MIMO channel. The channel matrkt is equivalent to &N, x 2N, matrix represented as:

hivivi hivih o Aoy -+ hivngh
hiniv — hinih ki -0 hinagh
H=| hwiv hawin  hwa -+ hawnh |, (3.43)
| AN,hav o BNhah BNy o AN

where eachn;, ;- andu,u’ € {v,h}, represents the fading coefficient between polarization
of i’-th receive antenna and the polarizatioh of j’-th TA. If v’ = u, hy, j. represents the
co-polar channel coefficient; otherwise, it represents the crdss-phannel coefficient. We can
reformulate 8.43 asH = [Hi,Ha,...,Hy,] WhereH; = [hyy,hp] € CM>2 andh;y, =

[ A1y, jvs Bin, jrvs hov, jrvs ...,thh,J-/V]T is the a2N, x 1 channel matrix for polarization v of’-th TA.
Similarly, hjn = [hiy, jh, hin,joh, By, jhs - thh,j,h]T is the @2N, x 1 channel matrix for polarization
h of thej’-th TA.

To be able to model correctly the chanrél two kind of polarizations are investigated in this
section. Correlations induced by polarization effects within each antemththe limited spacing
between antennad46. These effects will be studied in the next section. The received sigral
C2N>1 can be formulated as:

Na
y=Hx+v= Z hi e, 54 +V =Hrps+Vv (3.44)
g=1
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wherev € C*V*! is AWGN with zero mean and varianee’, Hyp = [h;,¢,, hiyeys ... Niy ey, 1 iS the
sub-matrix withN, columns ofH, corresponding to the TAC sétand TPC seP. We recall thaix
is power normalised to have unity power. In the following, the optimal DP-GSht jdL and the
proposed low complexity detector are presented.

3.7.2 DP-GSM Joint-ML Detector

The receiver estimates the activated antennas, their polarizations anah$mitted symbols by using
joint ML detection which performs exhaustive search over all the possifesmitted signal vectors
and is given by:

% = arg min||y — Hx||? (3.45)
Xex
wherey denotes the set of all possible transmit vectors in spatial, polarization aral s@nstellation
domains, and is the estimated transmit vector. Based 8rH)), X can be written as:

(I,P,9 = argmin ||y - Hyps||? (3.46)
lel,PeP,s€Q
whereZ = {I;,L,...,In,}, ; is defined as the set of th¥, active TAs in thei-th TAC, £ =
{P1, P>,...,Pn,}, P¢ is defined as the set of th¥, active polarization in theé-th TPC, andQ is
the set ofV,-dimensional modulation symbol vectors.

3.7.3 Modified OB-MMSE Detector for DP-GSM

In order to reduce complexity by avoiding the use of the joint ML detectorprmpose a modified
version of OB-MMSE detector which has been successfully used feG8BR where polarization
dimension is not usedlp5 as shown in Sectio.2.3 Therefore, in addition to the estimation of the
indices of theN,, possible activated TAs, we propose to estimate their polarizations. Cdygcthee
pseudo-inverse of channel columy),, is computed and then weighting factor§? are calculated to
measure the joint reliability of (TAC, TPC) as follows:

N, hH
wht =322 with 2, = iafa¥ (3.47)
- iqly iqlq = hH h. )
g=1 igly lalq

We recall the reader that the total number of TA and polarization combing@tiénhcorresponds tov.
Sorting the weighing factor values of the vector= [w’’;i € {1,2,....,N}, € € {1,2,....,N>}]T in
descending order, we obtain the ordered Transmit antenna and pibericambinations (TAPCs) as
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follows:
[k1, k2, ... kN A pe] = arg SOr(w, descending) (3.48)

Note that the TAPCs indek, contains implicitly the TAC and TPC indic&s, ¢) and it is represented
by Iix,Pe—k,. Consequently, a block MMSE detector with dimensio2®f x N, is used for each
possible TAPCs to detect the vector symgpivith n € {1,2, ..., Nt apc}:

~ -1
S =Q|(H", p. , Hiypy +07) H by (3.49)

wherel is the N, x N, identity matrix.For the reduction of the detection complexity of ¥l 4pc
possible TAPCs, the MOB-MMSE will end once the outpyt, 3,) satisfies the following relation:

Iy = Hi,y, prs, Sl < Vi (3.50)

whereV,, = 2N,o? is a threshold to be set to produce the detected signal vector. i-theutput
satisfies the conditiorB(50), the detector will provide the optimal TACand TPCP, and the estimated
symbol vectors,. Otherwise, the detector will continue the same procedure with n + 1 until
n > Nt apc. In this case, the detector becomes equivalent to the optimal ML algorithollass:

u =argmin d,,n € {1,2,..., Nrapc}
. no (3.51)
[=Tiex, . P=Pri,.5=5.

The MOB-MMSE detection algorithm is summarized in Algoriti3m

3.7.4 MIMO Channel models with Dual-Polarized antennas
3.7.4.1 Channel model with spatial and cross-polarization correlatio

The DP-GSM system may experience spatial correlation at transmitter apitvee due to the

insufficient spacing among antennas and can be modeled as a matrixXpandX,, respectively.

Various models are used to describe the spatial correlations, and theeakipb correlation model is
used in this study168. Therefore, the correlation amorigth and;j’-th antenna is affected by the
correlation factotg| < 1: |Z,|y = g7l

The DP-GSM system may suffer also from the cross polarization cornelék®C) between
orthogonal polarization directions as shown i®§. The polarization correlation at the transmitter
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Algorithm 3 MOB-MMSE detection algorithm for DP-GSM
1: procedure MOB-MMSE(y, H, N;, N, .. , Vi, = 2N,.02)
H

2 z=] 17, with z; = Migeg¥
: = |Z1vsZ1hs -+ ZN,vs TN s Zigty, = hT, iy
N qtq
3: W= [wl’],w]’z, o, wNeN T wit =3 z? 1 E {1,2,...,Ni}and¢ € {1,2,..., N, } ;
g=1 qtq
4: [k1, k2, ..., kng upe] = arg SOr(W, descending);
Main:
5: forn=1to NTAPC do
. _ H 21\l H
6: S" - Q((Hﬂi‘_knpp_kn HI{«—knP&—kn to I) H]Ii_kn P[u_kny
7: dn = Iy = Hyy, Prcy, Sl
8: if d,, < V;;, then
9: =Tk, P=Prci,,$=5%
10: break;
11: else
12: n=n+1
13: end if
14: end for
15: if n > Nrapc then
16: u=argmind,, n€{l,2,...,Nrapc}
n
17: I=Ti,, P=Prr, 5=5i,
18: end if

19: return I, P8

and the receiver can be expressed as follows:

1 1,
m=| _ | m=_ " (3.52)
e 1 Ve 1
respectively, with:
vy = E{hir invhirv in} _ E{him, ivhim,in} (3.53)

Vu(l = p) u(1 = p)

E{hin inh i iv E{h oy ovfiom o
y, = { JV. v h,.lv} _ { v, jrhtjn, j h} (3.54)

Nmeem) Nmeem)
where the parametér< u < 1is the amount of power leakage from one polarization to the ofG£}.[
Assuming the symmetry condition between different polarization, the leakagangter is given as
follows i = E{|hirv.iml?} = E{lhimin|?} andl = u = E{|hiv.inl*} = E{lhininl*}. In the literature,
the Cross-Polarization Discrimination (XPD) is defined as the ratio betivegandu. For larger XPD
values, the two polarization directions are easier to be discriminate®01h jt has been demonstrated
that the impact of the cross-polarization is relatively small @rd|vy, |, |y;| < 0.2.
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In our study, we consider a slow fading MIMO channel matrix as RayleigRician multipath
fading channel with/without spatial correlation and with polarization catimmaTherefore, th@N, x
2N; DP-polarized channel matrix is expressed in the Kronecker form diyen

= K NrxNy ! Ny XNt % %
H= @ er) oHios +‘/1+1<(1 ®T) o (¥;Hnios'Y}) (3.55)

whereT is the leakage matrix:

e
Vi T

K is the Rician factorHp,s and Hyios are the2N, x 2N; LoS and the NLoS channel matrices
respectively. The elements Hif_ .5 are deterministic and we will assume that the elements are all one,
andHyy.s is considered as Rayleigh channel whose elements are i.i.d. circularly syimpeetrmean
complex Gaussian variables with unit variance den@ad0, 1). Finally, the matrice¥, = X, @ I,
and¥, = X, ®II, are the2N, x2N, and2N; x 2N, composite transmit and receive correlation matrices,
combing spatial and polarization correlations.

r= (3.56)

3.7.4.2 Sub-Terahertz MIMO channel

The sub-THz channel are generated using a ray-based deterministit awodrding to 36] but using
DP antennas. Note that these channels are generated by our BRAVEN@&RADEL in indoor office
environment with the same settings described in Se&idéri

3.7.5 sub-THz PN model for DP MIMO systems

The received baseband vector of an equivalénk N, MIMO DP-system with PN can be expressed
as:
¥=0,HDX+V, (3.57)

where®,; and®, are the2N; x 2N, and2N, x 2N, diagonal matrices of PN from the transmitter and
receiver oscillators respectively. These PN matrices can be repedsenfollows:

®, = diag([ej"ln, eJQzT&]T) (3.58)

@, = diag([ej"lkx, eiefw"r]T), (3.59)
whered”* and 9%~ represent the PNs at the TAs and RAs respectively,.aad{1,2, ...,2N,} and

k ={1,2,...2N,}. The even/odd values ofand« are for the vertical/horizontal polarization, at the
|51 ] TAs and| 41| RAs respectively. These can be described in sub-THz band by a truncated
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Gaussian distributionv (0, oﬁ) with zero-mean and varianu:;g;2 similar to SISO PN model described
in [11]. In the DO setup, the PN at the different TA are independent, similarlyeatebeiver side.
However, in the CO setup with independent oscillators for Tx and Rx sgdesd oscillator is used for
all antennas on each side but different oscillators for the Tx andé&%)= 67~ for all . = {1, ..., 2N, }
andgRx = gRx for all k = {1, ...,2N, }. Thus, the received signal in the CO setup can be simplified to:

g = el e Hx +v (3.60)

3.7.6 Analytical Performance: Average error probability bound

In this sub-section, we provide the theoretical ABEP analysis and weeddre upper bound of the
ABEP which depends on the Pairwise Error Probability (PEP). In additian provide validation
through channel simulations.The upper bound of the ABEP, denot&®}, bgf the ML detection is
obtained first by evaluating the Average Pairwise Error Probability (A3P&hoted byP, and then
averaging the set of ABEP for all possible pairs of symbal3Z. In fact, the PEP is a function of
fading channel coefficients and required to be averaged over thalitlity Density Function (PDF) of
channel coefficients to provide the APEP, and finally to find the ABEP.

According to the union bounding technique, the ABEP of DP-GSM can perdmpunded by using
the upper bounding relatio203:

2£1 241 242 240 243 245

> Z (il ””)P(”MW) (3.61)

DPGSM i=1 i=1 (=1 j—| v=1 b= Lopgsm

whereN,(i,1, ¢, i, ) is the number of bits in error between the respective channel/polarizatibn an
vector symbols pairHy, p,.s,) and Hy, p,. Ss), P.(i,i,¢,0,v,D) is the APEP,Lppcsu is the total
number of bits in DP-GSM symbod£oresm = NyN,MMe is the total number of configurations, and
N, (i,i,¢,0,v,9)] Lppcsyu is summation weight for the pairwise probability.

To evaluate the conditional PEP analytically, we assume that an DP-GSM bygamisisting of the
i-th TAC, ¢-th TPC, and the digitally modulated symbol vectprare transmitted. Due to noise and
fading, it is detected in error as the TAC, TPC and digitally modulated symbolordowly, the PEP
representing the probability of incorrectly detectsygass; conditioned orH is given by:

A

P.(i,i,€,8,v,) = Pr(x — X|H) (3.62)
-Pr(ny Hﬂpsv||2>||y—Hﬁ,psﬁ||2‘H) (3.63)

= o] - 2R (s, - Hipso V)| > I, - Hﬂpsvn‘ ) (3.64)
- ( DRV (Hyps, — Hy p50)) > [Hrps, — Hy ) (3.65)
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2R{VH (Hyps, — H;: pSo)} is a real Gaussian random variable with zero mean and variance
20%||Hi,pS, — Hi sS5l1* (see AppendixB for more details). Therefore, the probability thatis
transmitted buk # X is given by:

Hips, — Hs 5S5 |2
Pr(x — %[H) = 0 \/“ P 1p% (3.66)
202
The average PEP is given by:
H — H; 5S5]?
Pr(x - %) =E{Q \/“ LpS ~ Hy pSoll (3.67)
H 202

- 1 . L .
Defining a new vectoz = \/:Z(H]I,PSV — H; ps5) € C*Nr*1, the previous equation is equivalent to:
o

Pr(x—%) = E {Q (\/W)} (3.68)
_ % /O i /Z exp(—%) £,(2)dzdo (3.69)

where f,(z) is the PDF ofz which is a proper complex Gaussian vector as define@@d][with PDF
given as:

f2(2) = 772%&” exp (—(z -my)Hx;l(z- mz)) (3.70)

According to the channel model given by @3.59, the expression df is given by:

= L N, xN; _
2= 202(1 +I()((1 ®r) QHLOS)(X %)
1 N, XN, i i B
N2 (1+K) ((1 eh)o (TVHNLOS‘Pt))(X R). (3.71)

As a consequence, the expectation= E{z} and the covariance matr®, = E{(z- m,)(z - m,)}

are given by:
f K N, XNy
- \/ 2 2(Il<+ K) ((X - ® |2NrX2Nr)veC(1N’XN’ ®I') ©vec(Hros) (3.73)
g

1
Y = X — R T I2N,><2Nr 1NrXNt r
? 20-2(1+K)(( )@ vee( eho
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H H
¥T @ W,) O vec (1erNr ® r) ((x e |2NerNr) (3.74)

Finally, using the distribution of and following the technique of2D5 to compute the double
integral in equation3.69, the APEPPr(x — R) is then given by (see Appendfor details):

/2 _mH ) -1
Pr(x — %) = l/ exp(—mz’ (Xz + 2sin” 0l) mZ)d@
i

X,
0 |25in20+||

(3.75)

The closed-form expression of the integral form of the APEP is natadla. In this case, the APEP is
upper bounded by assuming:

exp(—-m3 (22 +21)"'my)

12 +1

Pr(x — %) < (3.76)

3.7.7 DP-GSM results and discussions

In this subsection, we provide the performance of the DP-GSM evaluatedgtn Monte Carlo
simulations of the BER and different values of SNR and compared to theetiedrABEP upper
bounds. The simulations are used over correlated Rayleigh and Ricianathaith different values
of B according to the mathematical model given By56 and also over sub-THz channels shown in
subsectior8.7.4.2 Different comparisons between our proposed DP-GSM system ardRHeMX
system for several parameters and different channel conditiorssar@rovided and discussed.

The proposed DP-GSM system is evaluated using QPSK. The latter has alymod performance
with UP-GSM system comparing to the other modulations such as the DPSK addPikl [16]
and compared to UP-SMX system in sub-THz environmé}. [ For our case of study, we choose
the configuration§; = 5, N, = 3, N, = {3,5}). The corresponding SE is in the order of
12 bpcu. Moreover, the corresponding data rate is estimated with a totafrsandwidths of 50
GHz which is available in the band between 90 GHz and 200 GHz. The twoafiguration for
DP-GSM systems can reach up to 500 Gbps (0.5 Thps) when the coulsideresystem bandwidth,
after channel aggregation and bonding is 50 GHz with 0.2 rolloff factotife pulse shaping. The
simulation parameters, the data rates estimation using DP-GSM is summarized i8.8abieall our
simulations, the Rician factak is set to 3 and the polarization correlation for the transmit and the
receive components are chosen identiggl= |y, | = 0.1.

First, to further illustrate the potential of DP-GSM with the MOB-MMSE detedtor,ML detector
is compared with our approach. Fig.29 shows the simulation results of the DP-GSM system over
correlated Rayleigh channel (a) and correlated Rician channel (lQ)PSK with MOB-MMSE and
ML detectors. The spatial correlation is chogea {0.2,0.8} and the leakage paramejer 0.2. As it
is shown in Fig.3.29there is quite acceptable difference bf2.5) dB between ML and MOB-MMSE
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BER

Table 3.8— Simulation parameters for DP-GSM sub-THz system example.

Parameters Value
APM QPSK
DP-GSM configuration N,=5,N,=3,N, ={3,5}
Carrier frequency (GHz) 150
Channel bandwidth (GHz) 0.50
Spectral Efficiency (bpcu) 12
Pulse Shaping: Rolloff Root Raise cosine:0.2
Spectral efficiency (b/s/Hz) 10
Data Rates per Channel (Gbps) 5
Data Rates with 50 GHz (Gbps) 500
RF-impairments: PN o Value
Low 0.001
Medium 0.01
Strong 0.1
10t T T T T T T T T 10t
—8— (=02, DP-GSM ML, N, =5,N, =3,N, =3 —8— (=102, DP-GSM ML, N, =5,N, =3,N, =3
- & =(=0.2, DP-GSM MOB-MMSE - & =(=0.2, DP-GSM MOB-MMSE
=—f— (3 = 0.8, DP-GSM ML =—f— ( = 0.8, DP-GSM ML
100 F = B =(=0.8, DP-GSM MOB-MMSE il 100F = B = =0.8, DP-GSM MOB-MMSE
- i: o .
10-1 L
o~
A
10—2 L
0%}
10
18 0 25

(b)

Figure 3.29— BER performance oV, x N, DP-GSM system with spatial correlatighe {0.2,0.8} and power
leakage parameter = 0.2 for QPSK over: (a) correlated Rayleigh channel and (b) ¢ated Rician channel
(K = 3) using both MOB-MMSE and ML detectors. The spectral efficieis 12 bpcu.

atthe BER ofl 0~*. Thus, the MOB-MMSE for DP-GSM system can achieve sub-optimabpagnce
with low complexity.

In the second experiment, the DP-SMX and the UP-GSM are compared wiPH&SM system.

We recall the reader that the SMX is a particular case of the GSM technifeesveymbols are
transmitted simultaneously fromd, TAs to N, receive antennas and all the TAs are activated. In the
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10t T T T T T 10t : g
we@3=02 DP-GSM, N, =5, N, =3,N, = 3 w@en 5= 0.2, DP-GSM, N, =5, N, =3,N, = 3
—-@-= =02, UP-GSM, N'" =10, N, = 3, N'" = 6 —---3=02, UP-GSM, N/ =10, N, = 3, N/ = 6
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0 = 3 = 0.2, DP-GSM upper bound 0 = =0.2, DP-GSM upper bound
107 F weeefeees f = 0.8, DP-GSM E 100 wwefe B = 0.8, DP-GSM
—B-== 08 UP-GSM === = 0.8, UP-GSM
- =3 =10.8, DP-SMX
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Figure 3.30 — BER performance comparison of DP-GSM , DP-SMX, and UP-GS#&tesns with spatial
correlationg € {0.2,0.8} and power leakage = 0.2 over: (a) correlated Rayleigh channel and (b) correlated
Rician channelK = 3) for QPSK using ML detector. The spectral efficiencyt 2sbpcu.

DP-SMX system, all transmit and receive antennas use the dual polamizattonvey simultaneously
different symbols on each polarization. The comparison is made usingethitfgpatial correlation
configurations,8 € {0.2,0.8}, and under different fading channels, Rayleigh and Rician channel.
The comparison is made using the optimal ML detector where the number ofnastdor the
compared systems: DP-GSM , DP-SMX, and UP-GSM are respectivily=(5, N, = 3, N, = 3),

(N; =3,N, =3),and WY =10, N, = 3, NY? = 6) to have the same SE given by 12bpcu for a fair
comparison. It can be seen in Fig§.30that the DP-GSM outperforms the UP-GSM system in both
channels and both spatial correlations. In all cases, the DP-GSM alldwasd@ more compact antenna
array physical size compared to UP-GSM, which is crucial for UE. Bi@0shows clearly that the
DP-GSM and the DP-SMX have the same performance with the ML detector isdatial correlation
and for both fading channels. In the context of high spatial correlatimnDP-GSM outperforms the
DP-SMX in both channels and the SNR difference between them is abowts dB at a BER=10"%.
Fig. 3.30shows also that the derived ABEP upper bounds accurately match witimthkagon results

of the DP-GSM especially in the high SNR range.

The third experiment consists to study the performance of the DP-GSMsysiag the sub-THz
PN model described in the previous section. The study is also extended caghef DP-SMX for
fair comparison with our system and performed with different PN levels (ng: 0.001, medium
og = 0.01, strongo; = 0.1) without applying any PN mitigation technique. Fi®.31and3.32
show these comparisons between DP-GSM and DP-SMX systems for QRS Karrelated Rayleigh
channel and correlated Rician channgl £ 3) respectively with spatial correlation (&) = 0.2 and
(b) B = 0.8. Itis clear that the performance for both system are very close efipacieen the fading
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10° ‘ ‘ ‘ 10° ‘ ‘ ;
—8— (3 = 0.2, DP-GSM ML, low PN =—f— 3 = 0.8, DP-GSM ML, low PN
6 = 0.2, DP-GSM ML, medium PN 6 = 0.8, DP-GSM ML, medium PN
—8— (3 = 0.2, DP-GSM ML, strong PN =—f— ( = 0.8, DP-GSM ML, strong PN
‘. - & =(=02, DP-SMX ML, low PN T = B =(3 =08, DP-SMX ML, low PN
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Figure 3.31—- BER performance of DP-GSM and DP-SMX systems for QPSK owgetated Rayleigh channel
with spatial correlation: (ap = 0.2 and (b)8 = 0.8 using ML detector. Both systems are affected by PN
with different levels (low, medium and strong noise). Thevpoleakage parameter js= 0.2 and the spectral
efficiency is12 bpcu.

channel is Rayleigh and the spatial correlation is sm@lk(0.2). When this value increases, the
DP-GSM outperforms the DP-SMX b5 to 2.5 dB with low and medium PN respectively. It is also
worth to mention that the performance for both systems degrade condydieragirong PN. In the case

of Rician fading channel (Fig3.32), the performance of both systems is acceptable for low value of
spatial correlation but when it increases, the performance for botaregss degraded especially for
medium and strong PN.

Finally, we extended our analysis using a more realistic sub-THz chatifferledt from that
presented in3.55. In hereafter we compare the performance of the DP-SMX and the 8-G
systems using a ray-based deterministic channel modeling for sub-TidZ®@200 GHz) developed
by our BRAVE partner SIRADEL in36]. We adopt here the downlink hotspot (or kiosk) indoor
scenario generated using the ray-based channel model describextiomS.7.4.2 Here, the ULA for
antennas geometry is considered with antenna element separadioroofa lower spatial correlation
[169, whereA is the wavelength. Also, different channel realizations are considereing the 10
APs marked in red and distributed throughout the room, and the 50 UEs Hitgdig/ith yellow circles
in Fig. 3.13 The considered range for UE is going from 2m to 8m, i.e., we use in avexdgm
separation distance between UE and AP.

For a fair comparison, the DP-SMX and the UP-GSM are compared with th&8WR system
under the same SE which is 12bpcu using same detector, same number caRfessAPM for all
systems, and same number of activated TAs for UP-GSM and DP-GSMfolldwing configurations
are adopted: for DP-GSMV, = 5, N, = 3, N, = 3), for DP-SMX (¥, = 3, N, = 3) and UP-GSM
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10t T T T T T 10t T T T
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—8— (3 = 0.2, DP-GSM ML, strong PN =—f— ( = 0.8, DP-GSM ML, strong PN
100+ - & =(=02, DP-SMX ML, low PN ] 100+ = B =0 =038, DP-SMX ML, low PN ]
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Figure 3.32— BER performance of DP-GSM and DP-SMX systems for QPSK owaetated Rician channel
(K = 3) with spatial correlation: (g§ = 0.2 and (b)g = 0.8 using ML detector. Both systems are affected by PN
with different levels (low, medium and strong noise). Thevpoleakage parameter js= 0.2 and the spectral
efficiency is12 bpcu.

(NYP =10,N, =3, NP =6). Fig. 3.33 shows such a comparison using the ML detector for the three
systems. It can be seen that the DP-GSM and DP-SMX have nearly thepgafoemance and they
outperform the UP-GSM with a difference btiB at the BER ol 0~* (see solid lines). Moreover, when
the number of DP receive antennas increasgs: 5 for both DP-GSM and DP-SMX, andlV ' = 10
for UP-GSM, the performances of the three systems improve and the DPaB& DP-SMX systems
always keep their superiority compared to UP-GSM.

Other effects related to sub-THz impairment can be observed in Fi84 where different PN
levels are used and different number of received DP anteNpas3 in Fig. 3.34ga andN, = 5 in Fig.
3.34bare used for comparing the performances between the DP-GSM and {B&BRystems. Fig.
3.34 shows clearly that both systems achieve same performance for anyo¥luevith low PN. The
gain achieved by the DP-SMX is slightly higher (about 1.5 dB at a BER)of) with medium PN and
N, = 3 when is compared with the DP-GSM . However, it is important to highlight thdt bgstems
fail to detect correctly the conveyed bits in their respective systems dfedt 5om a high error floor
when they experiment a strong PN impairment even when the valig efhigh, because the system
considers uncoherent detection without any PN cancellation. Whenthiearwof received DP antennas
increases t&v, = 5, the performance of the DP-GSM and the DP-SMX systems improves codngare
the case wher®, = 3 and the performances of both systems become similar. By comparing.Bita
and Fig.3.34h we can notice that the DP-GSM system register a gain of 2 dB at B&ERat low PN
and a gain of 3.5 dB at medium PN.
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Figure 3.34— BER performance of DP-GSM and DP-SMX systems with sub-Thenmaels and different PN
levels. The spectral efficiency 12 bpcu.(a)V, = 3 and (b)N, = 5.

In conclusion, the implementation of GSM system with DP antennas is evaluatedavelated
Rayleigh/Rician channels and sub-THz channels with/without RF-impairmechsss the PN. Adding
the polarization indexation layer into the GSM system leads to an increase SEthgN,, log,(N,,).
To be able to detect at the DP-GSM systems the activated antennas ind@egotarization, and
the transmitted APM symbols a MOB-MMSE detector is proposed and compajadttdL optimal
detector.Theoretical analysis and Monte-Carlo simulations reveal thatRH8IM system provides a
1 dB gain in comparison to the UP-GSM system which needs to have twice as modsenof UP
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antennas, and same number of RF chains for full-RF transmitter architedtusealso shown that
the proposed DP-GSM scheme is more robust against the Rician fadewseifith inter-antenna
correlation, and therefore is advantageous for improving the overaldf®EEE. In addition, the
DP-GSM outperforms the DP-SMX in Rayleigh channellby to 2.5 dB with low and medium PN
respectively. Besides, the proposed scheme has demonstrated toguege@erformance in a case of
sub-THz RF-impairments especially for the case of low and medium PN levelsedVer, the depicted
results using the ray-based deterministic channel modeling for sub-Tidz(®@— 200 GHz) with RF-
impairments reveal that the performance of DP-GSM with low and medium P laxe very close
with help of receive diversity.

3.8 Conclusions and Discussions

In this ChapteB, we investigated MIMO SMX and GSM for ultra-high data rate indoor sdesafhe
results reveal that such a wireless system with low power consumptionecaohieved by spectral-
efficient IM schemes such as GSM with a power-efficient single carsi€@RSK motivated by the low
PAPR [14]. In addition, it worth mentioning that exploiting IM to transmit most of the informatiiis
with low order M-ary schemes (e.g., GSM-QPSK) to reach a high system SE is more pffieiene
than SMX system and other GSM configuration that uses higher-ordeulatimh and/or less virtual
bits by means of spatial IM as summarized in Fi§.5. However, GSM system is more sensitive
to channel correlation because highly correlated channels can leadeie@ian error of activated
TAC and thus the transmitted symbols. For this reason, we proposed somitesshto enhance the
performance by properly selecting the legitimate TACs without instantaneolis (SEEGSM), and
using efficient spatial bit mappind.p].

Moreover, we proved that the power-efficient APM with GSM has many iapb advantages in
sub-THz channels with RF impairments compared to MIMO-SMX especially vaoasidering the
complexity/energy constraints of UE receiv&6[17]. For instance, GSM-QPSK with non-coherent
detection compared to other systems has: (1) better performance; (2plower consumption; (3) less
complexity; (4) higher robustness to PN; (5) a few-bits ADC resolutiomirequent, as summarized
in Fig. 3.35 However, the GSM systems mainly have three drawbacks: (1) the reugrteof
larger TA array where only a subset is activated at a time to convey mduahbits by IM; (2) the
higher transmitter cost if full-RF architecture is adopted; (3) the PAPR aseravith full-RF GSM
as highlighted in Fig.3.6 and [L7] [173. However, the antenna array size is not a critical factor in
mmWave and sub-THz bands, where the small antenna size allows havirgg @afdenna array in a
compact area. Also, the transmitter cost is still feasible, especially in thelidtvatenarios, where
the AP serves as the transmitter. In addition, the increased power consuigpdido the slight PAPR
degradation is counterbalanced by significant SNR gain and EE/SE inmpeowechieved by IM. It is
worth mentioning that the proposed system with channel bonding andgagigre in sub-THz bands
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Figure 3.35— Comparison of MIMO Systems in sub-THz channels. Axes armabized by the best achieved
value among the 3 systems of same spectral efficiency.

allows reaching scaled Tbps downlink rat&3][ where different users can be served simultaneously
on different channels.

Although the GSM system has lower detection complexity than SMX, both systemplexities
increase dramatically with the number of activated TA and the APM modulatiar.ofd avoid such
a problem, we proposed a near-optimal detector with low complexity for SMX&@BM system that
can achieve ML performance wi#9% complexity reduction even with channel estimation error and
large-scale MIMO.

Moreover, we proposed DP-GSM scheme, where the DP antennascarpdrated with GSM
scheme for further SE and EE enhancement by exploiting the polarizatiatiniension. Also, this
improvement is validated by deriving the analytical system performanceyileigh/Rician channels.
Then, DP-SMX and GSM are compared in the sub-THz environment to B®;Gvhere the latter
maintains GSM advantages while achieving better performance and roggistngpatial correlation.
Thus, the main tackled challenges in this chapter for GSM and SMX MIMO s\stre presented
along with the proposed solutions in Tal3l®.

Finally, the presented analysis for GSM, SMX, and DP-GSM in the subériizonment confirms
that the combination of power-efficient low-order modulation with MIMO apeécral-efficient IM is a
promising solution for low-power ultra-high wireless data rate systems. IngkiePart, we will follow
the same approach (power efficient SC + MIMO + spectral-efficientdi)with our novel proposed
IM domain that can achieve even better SE/EE accompanied with sevematotival advantages for
sub-THz bands.
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Table 3.9— Our proposed solutions for the main challenges of GSM andl 8¥MO systems.

Challenge Proposed Solution

S-EGSM system: that reduces detection error by avoiding the most
correlated TACs based on the transmit spatial correlation information.

GSM hlg.h performance. Best-effort gray spatial bit-mapping: that minimizes the BER due to
degradation due to spatial . .
correlation the ambiguity between neighbor TACs.

DP-GSM: that exploits polarization IM dimension to provide better
robustness against spatial correlation while enhancing the SE.

OSIC-ML and 0% SIC-ML detectors for SMX and GSM
respectively: that provide a controllable complexity-performance
tradeoff while achieving the optimal performance with 99%
complexity reduction compared to ML detector.

SMX and GSM high detection
complexity with large-scale
MIMO and high APM order
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4.1 Introduction

The previous Chapter investigated the spatial IM domain and mainly GSMtisabemes to achieve
low-power ultra-high wireless rates in sub-THz. The spectral-effigpatial IM scheme with power-
efficient APM (e.g., GSM-QPSKI1[g]) is shown to be more advantageous in sub-THz bands than the
systems used in recent standards (e.g., IEEE 802.11ax) where SMXightldder QAM is adopted,

as discussed inl[/] using their optimal detectors. However, GSM requires a full-RF transmitter
architecture (i.e., high-cost) to maintain its SE while using only few TAs for multipteXAPM
symbols, and it suffers from performance degradation when a TAKiisdmis-detected due to its
propagation to all APM symbols. Consequently, these results and driasviastivate us to propose

a novel IM domain that provides even higher SE/EE in SISO prior to its MI&APloitation. It is
worth mentioning that each single bit SE enhancement in the SISO contextewiilultiplied by the
multiplexing order in the MIMO context and turns into important SE gain, esjhg@iith larger-scale
MIMO. Hence, an intelligent strategy that should significantly impact theadtMgiiMO system design

is to enhance the SE of SISO systems while keeping using power-efficiewotrttier APMs suitable for
sub-THz bands with the technological limitation and RF impairments.

In this Chapter, a novel domain for IM is proposed where a more signif@BfEE enhancement
is targeted in SISO with a better performance compared to the equivalgatsysth/without IM.
The proposed filter IM domain generalizes the existing time and frequenapotivhins and provides
another degree of freedom to better exploit IM advantages. Morgm@novel schemes are proposed
to achieve higher SE and EE enhancement. Furthermore, the filter IM domaitoiporated with
MIMO SMX to highlight the different advantages of our proposed domaipeeially in sub-THz
environment. Finally, a complete analysis and comparison with the results pte€CBas presented to
conclude both chapters.

The major contributions of this chapter are summarized as follows:

1. A novel domain for index modulation, hamed Filter IM Domain, is proposedra/fanother
degree of freedom for IM is introduced. In addition, the special caé#ise proposed domain
and its different potential indexation techniques are discussed.

2. Within the filter domain/dimension, a novel modulation scheme named Filter Shdpg |
Modulation (FSIM) is proposed. To the best of our knowledge, this is tisé time such an
indexing dimension is used as a method for SE enhancement purposeul$éesipaping filter
is indexed to convey additional information bits to those transmitted in the APM gathats.
The information bits in FSIM are mapped into both signal domain @hgry APM) and filter
domain. As a new approach, we consider a filter bank with differenteshtigat can be changed
at each symbol period rather than a single pulse shaping filter to furtplrexhe indexation
gain.
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3. Within the filter IM domain/dimension, another novel modulation scheme namdesI{ is
proposed. In contrast to FSIM, the pulse shaping filters for the lisli and Quadrature
(Q) components are indexed separately to double the virtual information béaddition to
those transmitted in the APM symbols. The bits in 1Q-FSIM are mapped into botitidred
signal domain (any/-ary APM) and filter IM domain. This scheme generalizes the previously
proposed FSIM, which is in turn generalizes most of SISO-IM schemeagquéncy and time
IM domains. By considering different filter shapes at each symbol gpetithe transmitter and
the separate indexation on | and Q, a higher EE and SE is enabled by thisesch

4. The FSIM and 1Q-FSIM system models are presented where a low cxitgletector based on
MF is proposed. Compared to the joint ML detection that considers the joiettiten of both
APM symbols and filter shapes’ indices on | and Q, the proposed MF libetedtor performs
the filter shape detection firstly, and then the APM symbols being receivegroinent
computational complexity reduction is obtained while achieving the optimal Mlopagnce.

5. An ISI estimation and cancellation block is proposed for both schemes to aferine ISI
introduced by the designed filter shapes.

6. Theoretical analysis and Monte Carlo simulations substantiating the effjaiérthe proposed
FSIM and IQ-FSIM schemes are presented. A lower bound for the prabability for filter
index detection is derived. Also, the APM error is incorporated to trulyadtarize the FSIM
and IQ-FSIM system performance in terms of total Symbol-Error Rate &R BER. This
lower bound can be evaluated numerically with any number of filtersiraty APM scheme.
Simulation results demonstrate the superior performance of FSIM compatetdther systems
of the same SE with/without IM in AWGN and frequency selective fading nkim

7. The performance of both proposed schemes FSIM and IQ-FSIMoanpared at the same SE
using theoretical and numerical results with the currently designed filtées rédsults highlight
that IQ-FSIM with a realistic filter bank allows reaching a higher EE due to tedonodulation
scheme order or the number of filters, especially when the larger filter isamét optimally
designed.

8. A generalized MIMO SMX system is proposed by incorporating FSINeste to achieve high
SE and EE gain. The proposed SMX-FSIM system conveys informatiornbite signal and
filter IM domains. The VBs are encapsulated by the different filter shiapleees that are used for
pulse shaping of th&/, simultaneously transmitted APM symbols. Note that the transmit spatial
IM (e.g., GSM system) conveys all the VBs by a single index (index of aetivdAC), and its
misdetection leads to bit errors in most of the VBs and also in the real bits ohalritted
APM symbols (i.e.,N, APM symbols in GSM will be most probably mis-detected when an
error occurs in the TAC index detection). However, the decentralizafidiBe encapsulation in
SMX-FSIM avoids the highlighted single point of failure in GSM system.
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9. A simple receiver for SMX-FSIM is presented, which is based on -Eerging (ZF) sample
level equalizer followed by a parallel MF-based detector. The prappsaeallel detection for
SMX-FSIM provides good performance with prominent complexity reduatimmpared to the
joint Maximum Likelihood (ML)-based detector.

10. The analytical performance of SMX-FSIM using ZF equalizer isvéedrand validated by Monte
Carlos simulations. Then, they are compared to those of the conventionalBMKsystem of
the same SE. The results show an important SE and EE gain can be achiexedlith a low
number of filter shapes.

11. The performance of the proposed SMX FSIM scheme is evaluatesr sntd-THz channels
generated using ray-based deterministic channel m@&&lgnd with RF impairments, then
compared to the existing ultra-high data rate candidates presented in CRg@&M and
conventional SMX QAM L7)).

12. These sub-THz candidate schemes are compared and analyzedlifierent perspectives
(performance, robustness to PN, SE/EE, cost, PAPR, and poweuroptisn). The results
reveal that the spectrally efficient SMX-FSIM with power-efficient AVthe most promising
candidate for such systems in sub-THz bands because it has betmaer€e and robustness
to PN, higher SE and EE gain, lower power consumption, and cost, assiekhweoids the RF
switching problem that appears with transmitter spatial IM (e.g., GSM).

The remainder of this chapter is organized as follows. Seecti@dimtroduces the novel Filter IM
domain that generalizes most of SISO-IM schemes. The novel FSIMceies along with different
detectors, its theoretical performance derivation, and simulation resaltsresented in sectioh 3.
Similarly, in Sectiord.4, the proposed IQ-FSIM is presented with a similar study, and it also pevide
a comparison between both proposed schemes: FSIM and 1Q-FSIkeFuore, the proposed filter
IM domain is extended to MIMO SMX in sectioh5, along with its theoretical performance analysis,
evaluation in the sub-THz environment, and comparison to other sub-Ttlidzdes from different
perspectives. Finally, Sectigh6 summarizes this chapter.

4.2 Filter IM domain

In this section, the filter IM domain is proposed aiming at further enhancin@hgain. It will be
first applied to SISO systems prior to its exploitation in MIMO context. It is worttmamtion that the
filter IM domain can include all kind of communication systems because all of thetems have at
least one filter used for band-limitation of the emitted signal. In addition, the fMfetdmain allows
the indexation of several filter property to convey information bits with or witrem APM symbol.
Adopting filter indexation strategy, one can cover as many schemes ashedamgined to convey
VBs by indexing: the bandwidth, the roll-off factor, the filter shapes, titerfiime shift,...,etc.
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Hence, the frequency domain IM (presented in Sed@i@ncan be seen as a special case of the filter
IM domain because the activation/deactivation of a frequency bandutrcasier is just an application
of a band-pass/zero filters in single mode IM. Similarly, the time domain IM copate¢presented in
Section2.2) can also be considered as a special case of the filter IM domain, wieetutismit filter
is shifted by multiple of symbol period without allowing overlapping of diffdrggmbols. Note that in
the single mode time domain IM, the transmitter sends APM symbols only duringtactitrane slots
where a non-zero filter is used.

In modulation type IM domain, the transmission of data symbols in all time slots oagigrs is
enabled by using distinguishable APM schemes between primary and seg@utivated resources.
The DM-IM systems in 0] [79] [81] consider two distinguishable constellation alphabets drawn
from the inner and the outer constellation points of different averagesptevels using same or
different normalized constellation points. Note that DM-IM can be achibyagsing same normalized
APM alphabets followed by different filters to change power and phlgeaysing different APM
constellations with same filter or using both different APM constellations andsfittetween primary
and secondary active resources. The filter domain IM generalizemtie-snode IM by selecting only
different filters between active and non-active sub-carriers or timig. $towever, the filter IM domain
needs also to select different APM mapper (constellation alphabets)drepyvenary and secondary
active resources to generalize all cases of DM-IM.

For clarification, the modulation type IM can be realized by considering drtbeofollowing
strategies that use:

1. same normalized APM alphabets followed by different filters to changeipand phase between
the different active resources, e.g., the inner and outer QPSK cotistedlased in§1].

2. different APM constellations with different filters if the constellationdsse APM mappers/de-
mappers are the normalized version and the filters modify them (i.e., by scadipgwer levels
for each APM, rotating the constellation points) to get distinguishable corigiaiale.g., the
two constellations used i, 80)).

3. different APM constellations with same filter like most modulation type IM schlefed., the
two constellations used irr9, 80)).

Note that the first strategy fits well in the proposed filter IM domain with unigB&Anapper/de-
mapper.

Moreover, the non-orthogonal time/frequency IM schemes in single aaichtbde where the filters
overlap in the time/frequency domain in Faster Than Nyquist (FTN)/SeFDdddachemes, are also
special cases of filter IM where the filters are adapted according to essipn factor, and the overlap
and add block that we will present in the next section is modified for FT¥dashemes. Therefore,
the filter IM domain can generalize most of SISO IM schemes.
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Furthermore, the filter IM dimension also includes the conventional modulativenses as the
PPM and its generalization, Pulse-Width Modulation (PWM), OOK becaugetresey bits by means
of indexing a filter property. Hence, our proposed domain generalizes ah&I1SO-IM schemes and
its exploration allows more innovation in communication systems. To the best &houledge, such
a domain has never been investigated in the literature but the investigatiomeftpecial cases in this
domain as OOK or PPM started before many decades.

In this chapter, many possible indexations in filter IM domain (e.g., the filter f)llave not
explored currently, because they involve a bandwidth variation, anddgraannot be modified and
detected at symbol rate, and thus negatively impacting the SE which is dotdrgdvith our ultimate
goal: the SE enhancement. In the following, we will introduce our proposedl schemes in this
IM domain/dimension to convey additional information by indexing the filter shapbese schemes
use all frequency and time resources where the filter shape can bgechaineach symbol period to
maximize the possible SE enhancement as it be explained in the next sections.

4.3 Filter Shape Index Modulation (FSIM)

4.3.1 FSIM Transmitter System model

The proposed system considers a SISO transmission mode, where the donece information
sequence is divided into two streams; andb, as shown in Fig4.1 The bit-streand; is mapped

by theM-ary APM, such as QAM or PSK, etc. The bit-streémis encapsulated in the indeéxf the
selected filter. Then, the selected filidin] of lengthL samples is used as a pulse shaping filter where
m is the sample index taking values betwdéeand L — 1. The filter is truncated in the time domain
to n APM symbols and sampled with a ratetb§amples per symbol, which yields= n.1+1 samples.

L is restricted to be odd in order to have a linear phase filter without a half sampdal shift.

We suppose that there is a filter bank wihdistinguishable filters as shown in Fig.1 (N is a
power of 2), and its design is addressed in the next Ch&ptéccordingly, the number of bits per
FSIM symbol Lgsv can be expressed as:

Lrsim =1log, N +1og, M. (4.2)
Thus, the SE is enhanced ng, N compared to conventionaf -ary APM systems thanks to the filter

indexation at each symbol period.

The output of the filter bank for theth APM complex symbot,, is denoted by signals, [m] and
given as follows:

sulm] = (fi, * ) [m] = cu fi, [m] (4.2)
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Figure 4.1— System model of the FSIM-based transmitter and receiviér Mi-based detector usimny filters
of lengthL andM-ary APM. Note that the detector can be replaced by the joindgtector.

wherec;, is an up-sampled version of, by a factorZ, andi, € {0,1,..., N — 1} is the index of the
filter being selected for the’” symbol according to the bit-streabs.

Then, the signals,, [m] are passed through the Overlap and Add (OLA) block as shown in Fig.
4.1in order to generate thesamples for each APM symbol. Thedesired samples for thé” APM
symbolc, is given byx, [ p] as follows:

n+|n/2]
xalpl= Y swlp—(n' =], (4.3)
n'=n-[n/2]

where the indey = pcenter— [4/2] + 1, ..., pcenter+ | 4/2] and the index of the middle desired sample
IS peenter= LT_]

An example for the OLA withy = 6 is illustrated in Fig.4.2 Note that each row in this figure
represents thé output samples of the filter bank for th&” symbolc, which contains: the desired
A sampless, at the center and the undesired sampljefer j = +1,+2, +3. Thel sampless, will be
affected and interfered by the undesired samples ofjh&] = 3 APM symbols prior the instant (for
j > 0) and of /2] = 3 APM symbols posterior to the instant(for j < 0) as depicted in the red
vertical box (forn = 3) of Fig. 4.2 Hence, the equatior(3) can be rewritten in terms of interference
as:

[ l/2]

- 2
Xalp] =1p, 77+t 1 Pes Iﬁyt;/]éjj (4.4)
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Figure 4.2— An example for the Overlap-Add block in the proposed schasseming; = 6 symbols.

Note that the conventional transceiver with aMtary APM schemes can be considered as a
special case from our proposed system where all the filters in the banéllasubstituted by the
same Nyquist pulse shaping filter e.g., RRC. In other words, the proppnsstdm is equivalent
to conventional transceiver when using the same Nyquist filter for all sisntand this proof
is presented in Appendi®. Finally, a framex, is created by padding the signal of; FSIM
symbols by a ZP of lengtiNzp samples in order to eliminate the inter-frame interference:=
[01,...,0N,p>X_[57/2]5 --» X[N,-1+1/21]- HENCE, the SE of FSIM is attenuated by a factoNgf (N +
Nzp) only when ZP is used, but adding a ZP is without any power penalty in @ststrusing CP.

4.3.2 FSIM Receiver System model

The receiver scheme proposed by our approach is represented i Eigrhere the received signal
is expressed in time domain as:

y(t) = (h*xp) (1) +v(1), (4.5)
whereh(r) is the impulse response of a multipath frequency-selective fading chaithel paths and
maximum delay spread @t/ — 1)7,,,, whereTy,,, = A.T; is the APM symbol period and; is the
sampling period. Note thatzp, > (J — 1) in order to avoid the inter-frame interferenog) is the
AWGN with zero mean and varianee’, i.e, CN (0, o2). The power of transmitted symbatg and

the used filtersf;, are normalizedg([||c,||] = 1 and|If;]|> = 52, £2[m] = 1, respectively.

Firstly, the receiver compensates for the fading channel distortion oeedived samples that
contain the implicit information of the selected filter index. For each receiasdd, the ZP is removed,
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then a linear equalizer like MMSE-FDR(] is used to mitigate the channel effect and recover the
signalx as depicted in Figd. L

Afterward, the equalized signélshown in Fig.4.1is passed to the ISI estimation and cancellation
that remove the controlled ISI from the used filter shapes. The ISI Batiog is required if the used
filters don't satisfy the Nyquist ISI criterion. The condition for zero I SAWGN channel is:

(fi ) (n.Tsym) = 0 (4.6)

for any integem andi = 1,..., N, whereg; is the impulse response of the MF. Note that when this
condition is satisfied, only one pulse has an effect at the integer multiple sythieol period as shown

in Fig. 4.2 However, this condition is relaxed in the proposed system when the targeenhance
the SE ofM-ary APM, and then ISI will occur naturally. Therefore, an ISI cdlat®n process is
mandatory before detecting the APM symbol and the selected filter indexARFResymbol and index
detection can be performed jointly using the joint ML detector or separatily tiee MF detector. The
proposed detectors are described in the following.

4.3.2.1 Joint ML Detector

The equalized signdl is fed to the ISI cancellation block that aims at regenerating free-1Sl Isigna
composed each df samples. These signasare then fed to the detector to jointly recover the filter
index and the transmitted symbols. The detection can be performed using detiitior that makes
an exhaustive search over all possible APM symbols and filt@@mbinations as described below:

(i,¢é} =arg min ||5—f; *c| 4.7)
fiey,cex
wherey andy denote the set df filter's shapes and th&-ary APM constellation, respectivelyand
¢ are the estimated filter index &f and the estimated APM symbol, respectively. Such a receiver’s
system model is similar to that illustrated in F&§1 but by replacing the MF-based detector by an ML
detector.

4.3.2.2 Matched Filter-based Detector

The detection of the selected filter index can be performed using a bank®bia bank of correlators.

In this section, we will consider the MF-based detector, knowing that betéctbrs provide the same
results R03. Figure 4.1 depicts the system model where the detection is performed after the ISI
cancellation. The detector is composed\omatched filterg, whereg () = fi (Ty — 1) with0 <t <
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Figure 4.3 — ISI estimation and cancellation using feedback decisign&} for past symbols and tentative
decisions{i, ¢} for future symbols.

Ty, Ty = L.T,. The outputs of these filterg () are given by:

re(t) = /Otf(r)gk(t -7)dr, k=12,...,N
= /tf(‘r)fk(Tf —t+71)dr. (4.8)
0

These filter outputs are evaluated at the insTant

T,
rk:/o "5 f(Ddr. k=1.2,...N. (4.9)

Thus, the decision on the selected filter index, being used at the transmiliageid on selecting the
largest energy of the sampled MF outputs as follows:

i=arg mlftx||rk||2. (4.10)

Once the filter index is detected; is decoded by using the APM detector that determines the ML
transmitted symbat in the constellation set. Note that any other APM detector can be used. Finally,

the detected APM symbdl and the filter index are sent to the corresponding demappers to deduce
the bit-streanmb, andb,, respectively.
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4.3.2.3 ISl Estimation and Cancellation

The principle of FSIM is to convey additional information bits through the indiethe transmission
filter being selected at the transmitter. Thus, this modulation’s success @ tagke capability of
detecting correctly at the first stage, the index of the selected filteffor this reason, the filter bank
cannot contain only Nyquist filters due to the inherent high crossdedioe between the possible
Nyquist filters. One of the solutions that could allow the detection of coreelsguist filter is to
use the same filter shape for many successive symbols. However, thisrsalontradicts the FSIM
approach, aiming to increase the SE in contrast to other SISO-IM schessned in Sectiod.2
Therefore, the filter bank used in this modulation is expected to generdiatiStedictable depending
on the filter shapes, and the filter bank design will be considered in CHapter

Considering an AWGN channel, equatighd) can be rewritten as follows:

Y(O) =x(0) +v(1) = D su(t = nToym) +v(1) = D cufi, (t = n.Tym) + v(0). (4.11)

n n
The received signal is sampled at the ratel'ofand theL received samples corresponding to APM
symbolc, is given as follows:

yalml = (enfi, Iml + D cwfiy Im = (0" =mA+ Y - fi, Im = (0 = m)A]) + vu[m]

n’>n n’'<n

anticausal ISI causal ISI

=cp.fi, [m] + ISI,[m] + v, [m], (4.12)

wheref;, represents thé” filter used to transmit the’” symbol andv, [m] is the noise sampled at
t = n.Tsym + m.Ts. Note that if the used pulse shaping filters satisfy Nyquist condition fa-Isi,
then the received signal in AWGN channel is ISI fré8(= 0 in (4.12) which is not the case in the
proposed system.

Thus, the perfect ISI cancellation for thiesamples around any symbol requires the knowledge of
the filter index and APM symbols for thgpast and; future symbols (as shown in Fig.2 where the
ISl in the sampleskg of the first APM symbolk, can be eliminated by knowing all the futune= 6
symbols). The proposed ISI cancellation algorithm takes thejpdstected APM symbols, ., along
with their filter indicesi, ,, as a feedback from the previous final decisions as shown in &igy.
However, a tentative decision as iB(Q7] [20§ is required for thep future symbols. Thus, the ISI
cancellation and detection for the current symbol will be delayeg bymbols after receiving thé
samples of,, as depicted in Fig4.3in order to be able to mitigate the anticausal ISI. Note that the
conventional transceiver delaydsony, = % + L%J samples, which corresponds to filter ramp-up delay
and time needed to receive dllsamples for first symbol. Thus, the additional FSIM system delay
compared to conventional transceiverdisim = L + nd — deonv. = 3# +1- L%J samples, which
corresponds to the delay needed to receive the rest of thé fianples and to eliminate the anticausal
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ISI from then future symbols.

The FSIM receiver with linear I1SI cancellation is depicted in FHg3. The tentative decision of
the APM symbolé,, -, and the filter index, -, for future n symbols are detected by the matched
filter as described in the subsectiér8.2.2using their correspondinfy samples of the received signal
yw[m]. These tentative decisior{, , ¢, } are used to regenerate the filter bank output originally
generated at the transmitter sidesagm| = ¢, f;, [m]. Similarly, this regeneration is performed for
the past symbols using the feedback decisigps ¢, } to gets,[m] = ¢, f;, [m]. As shown in Fig.
4.3, the regenerated signals are saved in their corresponding registetseamused to generate the
ISI estimation. Finally, the ISI cancellation is performed by subtracting the dsiil&l| from the
correspondind. samples of the received signg} [m]. This aims to generate the estimated transmitter
filter outputs,, [m] for the APM symbok,, that can be expressed as follows:

Sn [m] = Cnfin [m] + 151, ¢5ia [m] +Vau [m]’ (413)

wherem = 0,...L — 1. ThelSI,..;q[m] represents the residual I1SI that might still persist due to the
non-perfect ISI cancellation. Note that if the filters are well designeel/$i,.;;;[m] approaches
zero. Finally,s, [m] is passed through the filter index and the APM symbol detectors to recover the
bitstreams| andb, as described in Figl. L

4.3.3 Filter Bank Design requirements

Note that the proper design of the filter shape is crucial to allow the cate¢ettion of the indexed filter.
In this sub-section, the filter bank design problem is summarized, and it valiltieessed and solved in
the next chaptes. In brief, this problem shares some requirements with the conventional ghagping
problem, but more constraints are added to maximize the correct detecticn s#lécted filter index.
The proposed system insists that ISI is not necessarily undesirableitnkit®ntrollable. The aim is
to achieve better system capacity rather than enforcing zero interéerenc

The filter bank design problem is not a trivial task because all filfeirsthe bank should be jointly
designed to satisfy the following conditions and constraints:

1. f; is strictly band-limited with a bandwidtB within the channel bandwidtB., whereB < B,
should be as large as possible. In addition, the filfeshould be around the center frequency of
the channel (around the carrier frequency in the pass-band archrauo in the base-band).

2. Minimum cross-correlation between all normalized filtérs the bank is required to maximize
the correct filter index detection at the receiver side. The crosslation between two filterg
andf; from the bank is given by:

=400

(fi % f)]d Zf, 1.fill-d], Vij=1,2,...,Nandd=0,2,...2L - 1. (4.14)
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More precisely, the dot-product square between fil'(é;r,sfj)2 should be minimized since the
MF detector output taken at= 7y depends on this dot-product value.

3. All the filters should have an acceptable level of Out-of-Band (O@Biations with a feasible
filter length. Thus, the Magnitude respori$&(w)| of all filters f; should satisfy the following
condition: |F;(w)| £ OO0 B4« for w > wy, Wherewy is the stop-band angular frequency.

4. The filter lengthL should be kept the minimum possible to allow practical implementation.
Hence, the tails of their impulse responses should decay to zero aftesibldeaumber of
symbols in order to have, after the time domain truncation $ymbols, the best tradeoff filter
length-OOB.

5. The performance of FSIM depends on the ability of correct ISI estimatial cancellation, and
mainly on the correct tentative decisions in presence of ISI. Thus, thedinted 1SI distortion
should be minimized while respecting the previous conditions and constraiat&itbany error
floor in terms of SER and BER.

A straightforward solution for this filter design problem is to have orthobéhers that occupy
each different bandwidth by dividing. into N sub-bands. In this case, the first condition to have
the same center frequency is not satisfied, which will lead to a lower SE hibriV/-ary schemes
are used according to Tab®el. This case was discussed /] when applying IM in the frequency
domain on the OFDM sub-carriers. Hence, the frequency IM domain iscaase of the proposed
filter index modulation without a noticeable SE enhancement.

Finally, for a proper filter shape design, we have to jointly minimize the injectédlitortion
on the transmitted symbols and the cross-correlation between all filters catikenthile keeping the
highest possible bandwidtB(~ B.).

4.3.4 Theoretical performance analysis

In this sub-section, the probability of error for the filter index is evaluateeh the SER and the total
BER is deduced to truly characterize the FSIM system performance. Natiedth proposed detectors
(MF and joint ML) achieve similar performance (negligible difference)it asll be shown in the next
section. For this reason, the low complexity MF-based detector is only @esidn the following
theoretical derivations.

The probability of error for filter index pilots the system performance bseahe error in filter
detection leads to an additional ISI and thus more errors can appear ietdwtioh of APM symbols.

For each symbol period, the input to matched filter detector i& th@mples as expressed th13.
In the following, we will assume that the filter bank is well designed whereShesIperfectly canceled
(i.e., ISI,.sia = 0). Hence, the probability of error that will be derived can be consitigne lower
bound of the proposed system.
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The output of the matched filter bank sampled atT; given byr; in (4.9) can be rewritten as:

cn+ fr, Vi) fork =i,
ry = <fk9fi,,>-cn + <fk,Vn> = (4.15)
<fk, fin>'cn + <fk,Vn> fork #1i,

Note that when theV filters are orthogonalf,f;) = 0, the system will be transformed into
frequency band indexation, which results in a limited SE enhancement. ldgwewour proposed
system, the filters are not orthogonal because they occupy the sanveidithndnd they have the same
center frequency to target a more significant SE enhancement.

To evaluate the probability of error, let us suppose that the filtey selected at the transmitter side
for the APM symbol,,. Then, the vector, composed of the elementg for k = 1, ...., N is given as
follows:

re = [en+vi, (Fo, fi)cn+vo, o (L, T)cn + Vi ], (4.16)

wherev; = (fy, Vv,,) are complex valued zero-mean mutually statistically independent Gaussimran
variables with equal varianaee’ = cr,f = %No, whereN, is the noise spectral densit®(Q3. According

to (4.10), the detection of the filter index selects the maximiim= ||r¢||> which represents the energy
of ri. Uy is described as a statistically independent non-central chi-square wistnif203 for all

k, each havin@ degrees of freedom where the non-centrality parametevith the energy of APM
symbol&, is given by:

ar - leall for (4.17)
’ (fr, f1)2. ”Cn”2 (i f1)2.8¢  fork #1,
where&, is the energy of the transmitted APM symlagl Thus, we obtain the PDF &f; as
uk+u/2,
p(uy) = Le‘ 202ho ViR ) (4.18)
202 o2
whereu, > 0 and (p) is the zero order modified Bessel functioniéf kind given by R03:
2)28

Z(p/ )~ 50 (4.19)

(B1)?

The error probability of the filter index can be deduced by deriving tiodaility that the detector
makes a correct index decision. This is the probability thas larger than all otheN — 1 u; values
for k # 1. This probability of correct decision for a given APM symbol eneijymay be expressed
as:

Pc’gq = P(U2 <U,Us; <Uy,...,Uy < U]) =/ P(U2 <U,..,Uny < U1|u1).p(u1)du1 (420)
0



136 | Novel IM domain

whereP(U, < U;,Us < Uy, ...,Uy < U;|U;) denotes the joint probability thab, us, ...uy are all

less thant; conditioned on a given;. Then this joint probability is averaged over a|l. The filters
are considered orthogonal when deriving the lower bound, thus thiesd variablesu; becomes
statistically independent under this assumption with chi-square distribmfgqn:é 0 for k # 1). Since
theu, are statistically independent, the joint probability can be factorized as agirofiv -1 marginal

probabilities of the form:

u
P(ur <uyluy) = / Pup (xp)dxx, k=2,3,...,N. (4.21)
0

Thus, the probability of a correct decision is given by:

w [N
P.g, =/ (1_[ P(ug < uylur)
0 2

and the probability of a filter index error with a given APM symbol enefigyis as follows:

p(ur)du, (4.22)

Pe,8q =1- Pc,Sq- (4.23)

Hence, the average probability of filter index error is the weighted aeevédjlter error over the
possible energy levels of APM symbols, given as follows:

o
Pe,filter = Z Pe,Sq-P(aq)’ (424)
q=1

where P(&,) is the probability of occurrence of the energy ledl. For example, when the used
APM is 16-QAM, there ar@) = 3 possible energy levels, = [0.2, 1, 1.8] and their probability of
occurrence i (&,) = [0.25, 0.5, 0.25] if all APM symbols are equiprobable.

An erroneous detection of a filter index leads to the attempt of APM demodulasiog the signal
output of an mismatched filter with more ISI most probably. Thus, the totagtibty of APM symbol
error P, app in FSIM system can be written according to the law of total probability as follows

Pe,APM = P(APM errorNcorrect filter) T P(APM error N false filter)

= (1 - Pe,f ilter)P(APM error/correct filter) T Pe,f ilterP(APM error/false filter), (425)

Where Papas errorjcorrect filter (PAPM error/f aise filrer) 1S the probability of APM symbol error
knowing that the filter index is correctly estimated (mis-detected). Hencereveetiving the lower
bound under the perfect ISI cancellation assumption, then the probakilit&®8M symbol error in

both cases are equal to the probability of APM symbol error in convertimarasceiver with Nyquist
filters.
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Consequently, the correct FSIM symbol detection occurs when bothtdreafaid the APM symbol
are correctly estimated, then the probability of a correct FSIM decision-sP, 7 izer) (1 = Pe,apm)
and the SER is given by:

SER=1-(1~P. ritter)(1 = Peapm)- (4.26)

The average probability of virtual (real) bit error can be deduced fitber (APM symbol) error similar
to [203 p. 262 (5-2-24)], thus they can be expressed respectively as/fllo

N

Py, filter = mpe,filter (4.27)
M

Py apm = 2(M—_1)Pe,APM, (4.28)

Similarly to SER, the total BER is deduced but while taking into consideration tlightvef real and

virtual bits: oo N loo. M
0og 0og

2 Py, filter + 2
FSIM FSIM

BER =

Py apm.- (4.29)

Finally, we should mention that the cross-correlation between all filterstaffine proposed
system’s performance and should be minimized to enhance the systenneréer Besides, the
introduced ISI by all filters should also be minimized to approach the lowendai the error
probability for the filter index that affects the APM symbols’ detection. Thabpbility confirms that
the proposed system’s success is based on the filter bank design wieredi-correlation of these
filters and their introduced ISI should be jointly minimized. Finally, these thealdtaer bound for
error probabilities of filter index detection and BER are validated in the resstics.

4.3.5 Numerical results analysis and discussions

In this section, firstly, the theoretical error probability of filter index detect{d.24) using the
MF-based detector is evaluated and compared to the numerical resultsedbtath Monte Carlo
simulations under different configurations. Secondly, the performafidie proposed system is
evaluated when a joint ML and an MF-based detector are employed andacesnpt different
transmission rates to the theoretical lower bouh@% and to the performance of the equivalent APM
scheme of the same SE in AWGN channel and a multipath frequency-selecting channel.

It is worth mentioning that the filter bank design &ffilter shapes is not a trivial problem with
these new constraints and conditions. For this reason, we desigmatii non-optimal filter shapes to
prove the feasibility of the proposed scheme and to illustrate the minimum perfoengain and SE
enhancement that can be achieved. The impulse responses of the twafiftgresented in Figt.4,
and their magnitude and phase responses are shown i Bignd4.6. Note that the dot product of
these filters igf;, f,) = 0.2057. Moreover, the complete filter responses at the receiver, afteratorre



138 | Novel IM domain
0.6 : 20 ‘ ; 0
x n.Tgym —— f1: Magnitude Response
+Filtér fi —— f1: Phase Response
05f —4—Filter £, ok 1-20
b RRC
04 ] 1-40
20
03fF ] ~ .
g 160 %
3 ool 1 = a0p £
Z E {80 &
I = ©
2 oaf 1 5 601 g
s 100 &
0.—»&—-#“-—"”\’ 52 2 WYV
\} WA ;o 80
H-120
_01 = 4
02fF ] 1007 H-140
03 . . . . . . . . . 120 : L L L -160
5 4 3 2 4 0 1 2 3 4 5 0 0.2 04 0.6 08 1

Time in symbol period Ty,

Figure 4.4 — Impulse Response for the two filters Figure 4.5 — Magnitude and phase response of the
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used in our simulations compared to RRC pulse filter f; depicted in Fig4.4.

shaping filter, wher@ = 10 anda = 8.
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Figure 4.6 — Magnitude and phase response of theFigure 4.7 — Complete responses of the 2 filters
filter /> depicted in Fig4.4. obtained after correct matched filtering at the receiver
side, wherg; = 10 anda = 8.

matched filteringf; = g;) are depicted in Figd.7. The introduced ISl clearly appears fnbecause the
result off, + g, doesn’t have a zero-crossingrat n.T,,, for all n.

The proposed system is studied at different transmission rfate§ pits/symbol) by using different
numbers of filter shapes and different QAM orders. The used simulaticangeters are summarized
in Table4.1

Figure 4.8aand 4.8b compare the theoretical lower boundlZ4) and simulated probabilities of
error of filter index detection with perfect ISI cancellation, and with 1Sineation and cancellation as
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Table 4.1— Simulation parameters

[ Parameters \ Value |
M-ary QAM [4,8,16,32,64]
Number of filtersV [2,4]
n 10
Oversampling factora 8
Number of symbols 5x10°
Pulse shaping filter for Conventional Transceiver RRC

described in subsectiagh3.2.3 Note that perfect ISI cancellation means that the tentative decisions for
filter index and APM symbol are correctly detected, but those decisionsaii symbols are fed back
after the final detection. This comparison is performed witk- 2 filters and differentV-ary QAM
where the notatiotv—FSIM-MAPM is adopted for our proposed system'’s performance analysis.

It can be observed from Fige8a4.8bthat the theoretical lower bound.@4) derived under the
assumption of perfect ISI cancellation and orthogonal filters matchesntidasion results of perfect
ISI cancellation with a small difference due to non-orthogonal filters gaotiuct is 0.2057), and thus
the theoretical lower bound is validated. In addition, the performance FSIR4-QPSK with ISI
estimation is near the optimal ISI cancellation as shown in#igg because QPSK can support a high
ISI level without leading to a false detection (high minimum distadgg, between constellations), so
a better ISI estimation and cancellation are achieved. Similarly, this probabilityl litestimation
and cancellation using-FSIM-8QAM and 2-FSIM-16QAM is very tight to the lower bound at low
Signal-to-noise Ratio (SNR) values, while the gap between them increidsigh &NR values due to
the residual ISI. In addition, it is clear that this degradation due to relsiSlias more important with
higherM-ary QAM as shown witl2-FSIM-32QAM in Fig. 4.8k This can be justified by the fact that
higherM-ary QAM schemes are more sensitive to ISI (smallgr,) compared to QPSK.

Note that the two used filter shapes satisfy all the filter bank design requitementioned in sub-
section4.3.3 but they are not the optimal filters. Thus, the performance of FSIM eanrhe tighter
to the lower bound when the filter's bank shapes are optimally designedeHleis analytical bound
is a helpful indicator for evaluating the performance of the proposdersys

In the following, the proposed FSIM system is compared to the conventitaraceivers under
different configurations but with same SE. The BER of these systemseidil of the average SNR
is evaluated using Monte Carlo Simulations and theoretical lower bounddiegao @.29. The
comparison in Figs4.9a4.10bis performed with ISI estimation and cancellation under an AWGN
channel with MF and joint ML detectors. It should be highlighted that theréteal BER lower bound
(4.29 and the simulated BER with perfect ISI cancellation are very tight, and tteesepresented by
a single curve named FSIM lower bound in Fig.9a4.10h In addition, these figures show that
the performance with the MF detector is very tight to that with the joint ML deteotrwith an



140 | Novel IM domain

10° 10°

———MF Detector-Perfect ISI cancellation
Theoretical Lower Bound
—4— MF Detector- ISI Estimation

———MF Detector-Perfect ISI cancellation
Theoretical Lower Bound
—4— MF Detector- ISI Estimation

101
1072t

1072 ¢

102 ¢

10% | | | | |
-4 -2 0 2 4 6 8 10 12 19

Figure 4.8 — The error probabilities of filter index detection with ISitination and cancellation, perfect ISI
cancellation, and the derived theoretical lower bound; 2 (2-FSIM-MQAM). The SE is: (a) 3, 4] bits/symbol
usingM = [4, 8], (b) [5, 6] bits/symbol using = [16, 32].

extremely lower complexity. The propagation of error issue is clearly appem Fig. 4.10busing
both detectors (or any other) which is due to residual I1SI from the énr¢entative and feedback
decisions in the preceding block for ISI estimation and cancellation. Theigrtbr propagation is an
issue with any detector, and it can be minimized by optimal filter design that allovmyrtize correct
tentative decisions.

In order to conduct a fair comparison, the performance of the propsgstem is compared to
an equivalent conventional transceivéfHary QAM scheme with RRC filter) of the same SE. The
system2-FSIM-QPSK is depicted in Figd.9a where an important SNR gain 8f8 dB is obtained at
BER = 10* compared to the equivaleBQAM scheme. Accordingly, for the same BER performance,
the SE enhancement biybit/symbol requires an addition@l9 dB only to the required SNR of QPSK.
However, for the same SE enhancement with respe8ttdM and 16QAM, an additional2 dB is
required with2-FSIM-8QAM and 2-FSIM-16QAM as shown in Figs.4.9b and 4.10arespectively.
While the higher-order equivalent schemed &AM and32QAM need an addition&l.2 dB and3.1
dB respectively instead @fdB with 2-FSIM-8QAM and2-FSIM-16QAM. It is worth mentioning that
a higher SNR gain is achieved when the proposed system, using two fili@pglisd to a square QAM,
so this system allows us to avoid the inherited performance degradatiom-siguare QAM by using
FSIM with the lower squaré/-ary QAM order. In other words, as depicted in Fi§j9bthe system
2-FSIM-8QAM has a smaller SNR gain due to the fact that the SNR gap between thenpanize of
the non-square constellations&PAM and that ofl6QAM is small for the same BER performance.

It is worth mentioning that these FSIM schemes are able to achieve SE anditEvgn with
non-optimal filters compared to conventional APM schemes. In addition,uper®rity is maintained
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Figure 4.9 — Uncoded BER performance @tFSIM-MQAM, its analytical lower bound and its equivalent
scheme&M QAM of the same SE: (&) bits/symbol usingt = 4, (b) 4 bits/symbol using! = 8.

when the FSIM is compared to existing single and dual-mode SISO-IM schifmwesse EE due to the
need of higher power to maintain the same SE by using lavgary and/or to detect the transmitted
VBs (see 164 and references therein).

For further analysis of the proposed scheme, the results with higheraRM a2-FSIM-32QAM
and2-FSIM-64QAM are presented in Fig4.10h where their performance with ISI estimation and
cancellation starts to degrade compared to equivalent schet@sM and 128QAM respectively at
high SNR values. It can be noticed that at low SNR, the performance gfrtposed systems with
high M-ary APM is better than their equivalent schemes. An error floor appeitin the higher-order
M-ary APM caused by the residual ISI not completely mitigated by the regeiad which has been
induced by the non-optimal filters being used.

However, the BER of the latter two schemes with perfect ISI cancellationris tight to the
performance o82QAM and 64QAM, respectively, while enhancing the SE bybit. Hence, this
maximum achievable performance shows that there is always room fae fimprovements by
designing an optimal filter bank and proposing better ISI mitigation techniques.

The spectrum of the conventional transceiver an@tR&IM-M QAM are compared in Figd.11 It
can be observed that most of the emitted power of both systems are categotn the same bandwidth.
However, the OOB radiations of the proposed systerhOiglB higher than that of a conventional
transceiver due to the fact the used filfgthas higher OOB radiation comparedfioand RRC filters.
Hence, the OOB radiation will be considered in the future filter bank desidretkept as low as
possible.
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Figure 4.10— Uncoded BER performance @fFSIM-MQAM, its analytical lower bound and its equivalent
schem&MQAM of the same SE: (& bits/symbol usingy = 16, (b) 6 and7 bits/symbol using/ = 32 and
M = 64 respectively.

By considering the filter bank design requirements mentioned in sub-sdc8dha set ofN = 4
filters is designed by using and A as mentioned in Tabld.1, and the complete filter response is
depicted in Fig.4.12 The mean of the signal to the introduced ISI power ratio for all possible filte
sequence permutations26.29 dB, and the dot-product symmetric matrix between these non-optimal

filters is:

1 0.7615 0.7284 0.334
0.7615 1 0.6376 0.0887
- (4.30)
0.7284 0.6376 1 0.67

0.334 0.0887 0.67 1

[1]

The results using these 4 filters with QPSK d6@AM is depicted in Fig.4.13aand Fig.4.13h
where4-FSIM-QPSK @¢-FSIM-16QAM) has 1.7 (2.2) dB gain compared to its equivalent scheme
16QAM (64QAM). Note that4-FSIM-QPSK #é-FSIM-16QAM) requires3.9 (3.6) dB more than its
lower bound due to high dot-product between some filters.

After presenting these encouraging FSIM scheme results, its BER M8, (Es is the energy
per symbol) is evaluated and compared in a frequency selective fadammehto the competitors
SC schemes in single and dual-mode. A Rayleigh fading channel is coedidéth J-paths of an
integer multiple of symbol period delays, and the MMSE-FDE is used for h#érses of the same SE
(DM-SC-IM , SC-TIM and their Reduced Correlation (RC) versions witieileaver 6]). Note that
the optimal joint ML detector is used for these schemes, while a MF-basearatadélower complexity
is used for FSIM. The frame setup in symbol lengthNs:= 1015, Nzp = Ncp = 9, and the schemes’
configuration, to have average SB bits/symbol, are: (RC-)SC-TIMM = 16, N, = 3,N, =5,G =
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Figure 4.11 — Spectrum comparison between the Figure 4.12 — Complete responses of the 4 filters
proposed FSIM system withnon-optimal filters and obtained after correct matched filtering at the receiver
the conventional transceivers with QAM and RRC side, where; = 10 anda = 8.
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Figure 4.13— Uncoded BER performance d¢fFSIM-MQAM, its analytical lower bound and its equivalent
schemet M QAM of the same SE: (&) bits/symbol using¥ = 4, (b) 6 bits/symbol usingy = 16.

203, (RC-)DM-SC-IM M, = 8, Mz = 4,N, = 2, N, = 5,G = 203, and FSIM:M = 4, N = 2. Figs.

4.14a4.14bshow clearly that FSIM with ISI estimation and cancellation outperforms all atttegmes
with a minimum gain ob dB (4.2 dB) compared to the second-best scheme Reduced Correlation Single
Carrier with Time Index Modulation (RC-SC-TIM) in Rayleigh selective amarwithJ =2 (J = 4).
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Furthermore, we would like to mention that the proposed system can achieteaperformance
and a higher EE gain by using optimal filter bank satisfying the requiremertioned in sub-section
4.3.3

4.3.5.1 FSIM vs Media-Based Modulation (MBM)

In this chapter, we proposed a novel domain for IM based on filter dimenbkat generalizes many
existing modulations and IM domains, and we focused on SISO mode SEcemhamnt by proposing
FSIM. In the following, SISO-MBM reviewed in Sectioh4.3is considered for a fair comparison
with our proposed scheme in current stage and accordint@ {he main similarities/differences are
extracted and summarized as follows:

» FSIM usesN filter shapes to convelog,(N) additional information bits, while MBM uses
NRrF mirrors RF mirrors to generate different channel states and coNgy,.i,rors additional
information bits as long as the independence of the generated radiatiompégtguaranteed.

» For high data rates system, the design of SISO-MBM schemes with suchhigher of RF
mirrors (different states) is a challenging research problem becanseds to jointly optimize
the radiation-related parameters, such as reflection coefficient, amgaimaadiation efficiency,
and so on. Similarly, FSIM is facing a challenging research problem tomed&yge filter bank
that satisfies the requirements highlighted in sub-seetidri
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» FSIM is not based on any channel condition, whereas MBM requrkscattering environment
(Non Line-of-Sight (LoS) Rayleigh Channel) and it is very challenging tad.0S scenario to
obtain sufficiently independent fade realizations for MBM systetds][

* In contrary to FSIM, SISO-MBM has an inherent diversity gain due ghperposition of the
same transmitted symbol from the different reflections caus@dgyy.irrors RF mirrors. Note
that SISO-MBM allows using a single RF chain while achieving some diversiiy, gnd it is
very similar in SE enhancement to ExSSKLF with the number of transmit antennas =

NRF mirrors:-

» For the same spectral efficiency, MBM provides a significantly betteor goerformance
compared to traditionad-ary modulated systems since the ED between MBM constellation
points, which are random fade realizations, remains the same even witlasmgespectral
efficiency values. The advantage of MBM further increases for mighaer constellations and a
higher number of receive antenndsgl{]. However, this gain is achieved only where more than
one receive antenna (SIMO mode) is used as shown in Fig. B46f fnd it is one of the main
listed disadvantages that states the MBM performance is not satisfactasfoall number of
receive antennas. Whereas the results of FSIM shows that a sighgi@anis achieved even
using non-optimal filters in SISO mode especially with low order modulations.

* FSIM requires the channel estimation using limited number of pilots or trainiqgesee only
with any number of filters, whereas the main shortcomings of the MBM systers exitessive
channel sounding burden. In order to obtain the CSI, the receietohiae trained with pilot
signals from all possible antenna states, thattsr =irrors test signals are required for a single
reconfigurable antenna.

» MBM comes with challenging design and practical implementation difficulties. A hignber
of sufficiently different radiation patterns is not a straightforward te8knilarly, FSIM in the
current stage of research comes with a challenging design difficultygomumber of filters.

* MBM is a linear time varying system that can expand the spectrldd][ In addition, the
antenna pattern switching between different signaling intervals may cpestga growth due to
the discontinuity in the band-limited MBM signal. However, this problem is notdaia filter
domain IM in general and in FSIM.

» The possible high correlation among different radiation patterns (fedkzations) that make
them indistinguishable at the receiver may become the Achilles’ heel of NdBS&d systems
by limiting the achievable performance. Note that an accurate and a realistiemsadtbal
correlation models to quantify the different fade realizations is still not esaildHowever, this
problem is not faced with FSIM where a very small correlation can be aethjdut it may limits
the possible number of filters (the possible SE gain) that satisfy the requiteimghlighted in
the filter requirements sub-sectidrB8.3
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4.3.6 Conclusions

Index Modulation is explored mainly in the spatial, temporal and frequennoyaduo In this section,

we propose a novel domain for IM, named the “Filter domain” and a novalrae “Filter Shape Index
Modulation” where the index of the filter is used at the transmitter to convetjiawlal information bits

and enhance the SE Iy, N. Note that this domain allows a SE enhancement by at least 1 bit/s/Hz in
contrast to the existing SISO-IM schemes (mainly not multi-domain IM schemefertheir maximum
enhancement is limited 6 bit/s/Hz or less according to Tak®el with feasible system configuration.

This novel domain is investigated by proposing the FSIM system, where laviidm different
filter's shapes is used. In addition, the joint ML detector that detects theifittek and the transmitted
APM symbol is presented. Then, a low complexity optimal detection schemd baddatched filter
is proposed. Moreover, an ISI cancellation process is proposetbdhe fact that FSIM introduces a
controlled ISI. Note that the proposed system can be reconfiguredas ®eonventional transceivers
by using same Nyquist filter for all symbols.

The theoretical lower bounds for filter error probability and BER aravddrand the analysis
validates the achieved performance using the proposed FSIM apprddchte Carlo simulations
showed that the FSIM-QPSK system witland4 non-optimal filters offers, at BER10~* and same
SE, a gain 08.8 dB and1.7 dB as compared to their equivalent syste&8@g\M and 16QAM, similarly
4-FSIM-16QAM achieves a gain @f2 dB. It is worth mentioning that FSIM maintains its superiority
in a frequency selective multipath channel compared to existing SC SIS€chdmes where the
former achieves a minimum gain dfto 6 dB. Thus, the proposed scheme demonstrates that ISI is
not necessarily undesirable while it is controllable and predictable, sipeeritits to achieve a higher
system capacity compared to systems that enforce zero interferenadly,Fircan be concluded that
FSIM scheme can achieve even higher SE after designing a larger filtkr(begherN), and it is
useful for ultra-high rate wireless communication. In the next sectionsectwond filter IM scheme is
proposed.

4.4 Quadrature Filter Shape Index Modulation (IQ-FSIM)

4.4.1 Introduction

In the previous Sectiod.2 and R2], the filter IM domain is proposed where any filter property at the
transmitter side can be indexed, whenever the receiver can detectapertyr The filter IM domain
generalizes most of existing SISO-IM and several existing modulatiorsrsehas shown in Section
4.2 (Section 1l in 22)). In addition, a novel scheme named FSIM is proposed in Sedti8mhere
different filter shapes can be selected on each symbol period at tiseniteer side to convey VB by
means of IM, and it allows to reach a higher SE and EE gain in SISO in contrasost SISO-IM
schemes.
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In this section, a novel IQ-FSIM is proposed for further SE and EEarobment compared to the
equivalent conventional APM, and FSIM that achieves the best gaipared to existing SISO-IM
schemes.

The main contributions of this section can be summarized as follows.

1. Within the filter IM domain/dimension, a novel modulation scheme named 1Q-kSpkbposed.
In contrast to FSIM, the pulse shaping filters for the In-phase (1) amab@ture (Q) components
are indexed separately to convey the double of virtual information bits,iraratidition to
those transmitted in the APM symbols. The bits in 1Q-FSIM are mapped into botitidred
signal domain (any/-ary APM) and filter IM domain. This scheme generalizes the previously
proposed FSIMZ2] which is in turn generalizes the most of SISO-IM schemes in frequentty an
time IM domains. By considering different filter shapes at each symbolgatithe transmitter
and the separate indexation on | and Q, a higher EE and SE is enabled &ghifise.

2. The IQ-FSIM transceiver system model is presented along with twer€iff detectors. The joint
Maximum Likelihood (ML) detector is presented where a joint detection of Ad3khbols and
both filter shapes’ index on | and Q is performed. Subsequently, theSi®tEletector based
on MF is proposed to achieve the optimal performance while providing loamiptexity. The
latter estimates firstly the filter shapes on | and Q in parallel, and then detectPMeyinbols
in contrast to the MF-based detector for FSIM in sectdah2.2

3. The previously proposed ISI estimation and cancellation for FSIM tmairates the effect of
the introduced ISI by the designed filter shapes, is modified to consideifféredit filter shapes
onlandQ.

4. The theoretical lower bounds for the total Symbol-Error Rate (SEER Bnd filter error
probability are derived to evaluate the proposed 1Q-FSIM scheme thatsmadifferent shapes
on | and Q in contrast to FSIM scheme. Then, these analytical expresmiercompared and
validated by Monte Carlo simulations. Furthermore, different simulationsrareded to show
the tremendous EE and SE gain achieved by the proposed IQ-FSIM cedfripathe equivalent
conventional APM scheme.

5. The performance of IQ-FSIM and the previously proposed FSKWcampared at the same SE
using theoretical and numerical results with the currently designed filtées rdsults highlight
that 1Q-FSIM allows reaching a higher EE due to the lower modulation schedes or the
number of filters, especially when the larger filter bank is not optimally dedigne

4.4.2 1Q-FSIM Transmitter System model

The proposed IQ-FSIM transceiver in SISO system is depicted indElg, where the initial bit-stream
b is divided into three streanis, b!, andsz. The bitstreand; is mapped by théZ-ary APM, such
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Figure 4.15— System model of the IQ-FSIM based transceiver with MF-8akgector usingy filters of length
L andM-ary APM. Note that the joint ML detector can replace the IQHA detector.

as QAM or PSK, etc. Whereas, the bitstredfgandeQ are encapsulated in the indicesndj of the
selected filters at the | and Q components, respectively. Note #mat; are not necessarily the same
in contrast to FSIM22] that uses the same filter on | and Q. These filtgra ] andf; [m] are used also
as pulse shaping for | and Q components respectively, where the sameleism = 0,1, ..., L — 1,
and L is the filter length. The filter is truncated in the time domaimtdPM symbols and sampled
with a rated samples per symbol, which yield= 5.1 + 1 samples.

Similar to FSIM scheme, the filter bank in Fig.15 contains different filter shapes whe® is
a power of 2. Hence, the number of bits per IQ-FSIM symbBgJ.rsim can be expressed as:

Lig-Fsim = 2log, N +log, M. (4.31)

Thus, the SE enhancementisg, (N) compared to conventiondf-ary APM systems, and it is the
double of previous enhancement by FSIM because IQ-FSIM perftrenBlter indexation separately
on |l and Q at each symbol period.

The filter bank’s output on | and Q branch for theh APM complex symbok, are denoted
respectively by signals/, [m] ands< [m] given as follows:

stalml = (fin * Ricy}) [m] = ¢, f;, [m] (4.32)
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s@ulml = (f;, * {c,}) [m] = 2 f;, [m] (4.33)

wherec! is an up-sampled version of = ¢ +j 2 by a factorL withj = v-1,i, andj, € {0, 1, ..., N—
1} are the index of the filter being selected at | and Q forstfesymbol according to the bit-stream
bé andeQ respectively. Then, the complex signalm] is deduced by combining both components

sulm] = s[m] +j s2[m].

Afterward, the OLA block generates thesamples for each APM symbol by using their signals
sn[m], as depicted in Figd.15 The corresponding samples for thé" APM symbolc,, is given by

x,[p] asin @.3).

Similar to FSIM scheme, the traditional transceiver with Nyquist pulse shdpigg RRC) and any
M-ary APM schemes remains a special case of the proposed 1Q-FStéfrs(see Appendi). This
reconfiguration of IQ-FSIM system is done by using the same Nyquistfidterl symbols on I and Q.

4.4.3 1Q-FSIM Receiver System model

The proposed IQ-FSIM receiver is represented in Big5 where the received signalis expressed in
time domain as:
y(t) = x(t) + v(1), (4.34)

wherev(r) is the AWGN with zero mean and varianeg, i.e, CN'(0, o). The power of transmitted
symbolsc, as well as all the filterg in the bank for | and Q components are normalized according to
E{llcall} = LandX 2y f2[m] = 1 respectively.

The Nyquist ISI condition4.6) is relaxed in the proposed system to enhance the SE of conventional
APM schemes by using distinguishable filter shapes. Thus the ISI will aaturally, and an ISI
cancellation block is required in IQ-FSIM receiver before the detectisshawn in Fig4.15

In the next sub-sections, the two proposed detectors for IQ-FSIMeweribed, where it is shown
that the filter indices on 1/Q and the APM symbol can be jointly detected by usingitit ML detector
or successively by using the MF based detector.

4.4.3.1 Joint ML Detector

The ISI cancellation block targets to eliminate the introduced ISI from thevextesignaly and
generate the signdlof L samples for each symbol. Then, these sigBase fed to the detector to
estimate the filter indices and the APM symbol. The joint ML detector performs lasustive search
over all possible combinations between the APM symbols, fiftesa | and filtersf; on Q as described
below:
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{i,j,¢} = arg min 18— (c"f; +j c9F))|I? (4.35)
fiey! fieyQ,cex
wherey! /y@ and y denote the set oW filter's shapes used for the 1/Q components and¥hary
APM constellation, respectively. The detecigtland¢ are the recovered indices ©ff; on 1/Q, and
the APM symbol respectively. Thus, the corresponding 1Q-FSIM gysteodel can be obtained by
replacing the 1Q-FSIM detector in Fig.15by the joint ML detector.

4.4.3.2 Matched Filter-based Detector

After ISI cancellation, the IQ-FSIM detector based on MFs performs éection of filter indices used
on | and Q components in parallel, before proceedinyftary APM detection as depicted in Fig.15
Note that the bank of correlators can replace the MFs, and providearie results303. Each MF
detector is composed of matched filterg, whereg, (1) = fi(Ty —t) with0 <t <Ty,Ty = LT, as
shown in Fig.4.16 The filters’ outputs (z) on the | branch are given by:

t
ri(t):/ sl(t)gr(t —1)dr, k=1,2,...,N
0

t
= / $1 (1) fx (T —t+7)dr. (4.36)
0
These filter outputs are sampled at the insignt

Ty
r;(:/ §1 (1) fu()dr, k=1,2,...N. (4.37)
0

Hence, the selected filter index is estimated by taking the maximum of the sampleglistied outputs
as follows:
i=arg m]?x(rllc)z. (4.38)
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Similarly, the filter index on the Q branch is detected to deduasing the input signal?. Once the
filter indices(i, j) are detected; = rll +j rj? is decoded by using the APM detector that determines
the ML transmitted symbaf in the constellation sef. Note that any other APM detector can be
used. Finally, the detected APM symhiband the filter indicesi, j) are passed to the corresponding
demappers to deduce the bit-streapandb,, respectively.

4.4.3.3 ISl Estimation and Cancellation

The filter bank implemented in the 1Q-FSIM system is not intended to satisfy tlygiiblycriterion
for zero-1Sl, since a low cross-correlation filter is only required to akbmsrect filter index detection,
which cannot be guaranteed with only Nyquist filters. This relaxation witMr®d 1Q-FSIM is added
only to achieve higher SE enhancement in contrast to most SISO-IM sehérhes, these different
filter shapes on | and Q will induce a predictable 1SI that could be estimattthan removed or at
least minimized before proceeding with the APM symbol detection.

In contrast to4.5) for FSIM in AWGN channel that uses same filter on | and Q, the equadi@4)(
can be rewritten as follows with 1Q-FSIM:

y(1) =x(1) +v(1) = Z Sn(t = nTsym) +v(1) (4.39)

n

= Z (Cilﬁn,(t - n-Tsym) +] Cgfjn(t - n-Tsym)) + v(1).
The received signal is sampled at the rat&oand thelL received samples corresponding to APM

symbolc, is given as follows:

yulm] = (chfi, lm) +5 2 fi,ml) + 3" (el fiy +5 €S fy,) m = (0" = m)A]

n’'>n

anticausal 1SI

+ > (chfiy +5 €2 f5, ) lm = (0" = m)A]) + vy [m]

n’'<n

causal I1SI

= (chfiu I+ c2 £, m1) + 15T [m] + vy ], (4.40)

wheref;, and f;, represents thé” and j’" shapes used to filter the real and imaginary parts of the
n'" APM symbol respectively, and, [m] is the noise sampled at= 1.7y, + m.Ts. In contrast to a
conventional transceiver that uses Nyquist filters, the receivedlsigithe proposed scheme contains
some ISI (ST # 0in (4.40).

Since the detection of filter needs all tliesamples around each symbol, the ISI cancellation
requires eliminating the causal and anti-causal ISI introduced on all dedaraples. Thus, the filter
indices on | and Q, along with thepast and; future APM symbols, are required. For clarification, as
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Figure 4.17— ISI estimation and cancellation using feedback decis{ons ¢} for past symbols and tentative
decisiong(i, j, ¢} for future symbols.

shown in Fig.4.2, the ISl in the sample@ of the first APM symbok can be eliminated by knowing

all the futuren = 6 symbols. Hence, similar to ISI cancellation for FSIM scheme, the additional
IQ-FSIM system delay compared to the conventional transceiv&issiv = drsim = 3’77"’ +1- L%‘J
samples 22], which corresponds to the required delay to receive the rest of gtd.fsamples and to
mitigate the anti-causal I1SI from thgefuture symbols.

The ISI estimation and cancellation technique for IQ-FSIM scheme is depictad. 4.17. This
circuit receives first the,, signal composed of. samples related to the symhg) and passes them
through the delay block. Second, the samples related to future symhols< n’ < n+n, i.e.,y,[m],
wheren’ xn < m < n’ X n+ L, are progressively received and a tentative detection is performed
immediately on each of them using the IQ-FSIM detector that generatég $healong with their filter
indices pairdi,, jv), n < n’ < n+n. Note that a low complexity MF based detector is considered.
These tentative decisiord -, along with their filter indices are passed through the IQ-FSIM pulse
shaping to regenerate the sigigd[m] originally generated at the Tx side, and then overlapped and
added as shown in Figg2 Similarly, the past; detected APM symbolg,, along with their filter
indices pairs(i,, j,v), n’ < n, are received as feedback to reconstruct their associated sy#phols
Then the reconstructed future and past symbols are overlapped ded add finally their sum that
represents the ISI to the symbaolsis subtracted and the decided symgpis obtained.

However, a residual ISI can remaindp|[m] when an error occurs in past and/or future decisions,
and thuss, [m] is given by:

Sulm) = (chfi, lm] + ¢ £, [m)) + IS Iyesialm] + valm], (4.42)
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wherem = 0,...L — 1, andISI,.;;q[m] represents the residual ISI. Note that if the filters are well
designed, théSI,..;q[m] approaches zero. Finally, the IQ-FSIM detector takd®:] to estimate the
final decisiondi,,, j,, ¢,} as shown in Fig4.15

Finally, the filter bank design requirements and constraints for |Q-FSHtsyare similar to those
for FSIM detailed in Sectiod.3.3 These requirements can be summarized as the follows: 1) the
filters dot-product and 2) the introduced ISI should be kept as low ssilfe while having the same
bandwidth and center frequency; 3) the level OOB radiations shouldimemithin the norm; 4) the
filter length should be as low as possible. The first two factors should be medniizallow correct
detection of filter indices and APM symbols, while the OOB and filter length caimé$rare needed
to be minimized to limit the adjacent channel interference, and maintain a low aerdwmplexity,
respectively.

4.4.4 Theoretical Performance Analysis

In this section, the lower bound analytical expression for the probabilitgriadr for filter indices

detection is derived, then the APM symbol error detection is consideredlyoetraluate the 1Q-FSIM
system performance in terms of total SER and BER . Note that the low complekityadged detector
approaches the joint ML performance as it will be shown in the next sectiteamce, the analytical
expressions will consider only the former.

The errors in filter indices detection affect the subsequent APM symisolamismatched filtering
on | and/or Q that leads to higher ISI most probably, which thus, degrtte IQ-FSIM overall
performance.

For deriving the lower bound expressions, we will assume that the filtée isawvell designed to
allow perfect ISI cancellationi . 1S1,.5;iq = 0). As shown in Fig.4.16 the bank of MFs on I/Q
took on each symbol period the sigrfls€ of L samples that represents the real/imaginary pagt of
expressed in4.41). Then, these outputs are sampledat7; given byr,’c in (4.37) ander. Firstly, the
probability of error for filter detection on the in-phase component is ddrithen that on the quadrature
component can be deduced similarly. Thus, the outputs on | bvémzhn be rewritten as:

I (fp, VL k=i,
Pl = (F b el + vy = 1 (e V) fork=i (4.42)
(fk,fin>.cfl + (fk,V£l> fork #i,.

The filters are correlated in our proposed system because they shasantle bandwidth around
the same center frequency to allow a more significant SE improvement.
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Let us suppose that the filtgi is selected at the transmitter side on | component for the APM
symbolc,,. Then, the vectori composed of the element§ fork = 1,...., N is given as follows:

rf{ = [cfl + v{, (fz,fl).ci + vé, (fN,fl).cfl + vf\,], (4.43)

wherevfc = (fx,vl) are real-valued zero-mean mutually statistically independent Gaussiaontand
variables with equal variance’ = o-,f = %No, whereNy is the noise spectral densit(Q3. The
filter index on | is estimated by taking the maximum squared component of ther\réctd/,ﬁ =
(r,i)z. Similarly, the detection is performed on Q component uﬁﬁghat represents the square of the
matched filter output in the Q branch. Thid§, in general is described as a statistically independent
non-central chi-square distribution for &l each having degree of freedom where the non-centrality
parametefa)? is given by:

o =% fork=1 (4.44)
(fe.f1)2.84 fork #1,
where &, is the square of the real part (imaginary part) of the transmitted APM sympalthen
estimating the PDF olf],{ (U,?). In the following, the superscripts | and Q fbf are omitted for the
sake of simplicity. The probabilities of error for filter index on | and Q aresidered similar with the
following differences: the selected filter at the transmitter, &pd Thus, we obtain the PDF @fy. in
general as:

2

1 _(uk+(yk) o

plug) = ———e \ 27 cosh( ¢ Zyk)
(oA

. (4.45)

whereu; > 0.

The error probability on the indexed filter can be deduced by derivingotbbability that the
detector makes a correct filter index decision. This is the probabilityithé larger than all other
N — 1 uy values fork # 1. This probability of correct decision for a givé), may be expressed as:

Pc,Sq = P(UZ < Ul, U3 < Ul,...,UN < U]) Z/ P(Uz < Ul,...,UN < U1|u1).p(u1)du1, (4.46)
0

whereP(U, < U,,Us < Uy,...,Uy < U;|U;) denotes the joint probability that, us, ...uy are
all less thanu; conditioned on a givem;. Then this joint probability is averaged over all. The
filters are considered orthogonal when deriving the lower bound thieseV — 1 variables:; becomes
statistically independent under this assumption with central chi-square diiﬂritﬁai’q =0fork # 1).
Since they, are statistically independent, the joint probability can be factorized as agrotiv — 1
marginal probabilities of the form:

uj
P(ug < uruy) :/ Pug (xi)dx, k=2,3,..,N. (4.47)
0
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Hence, the probability of a correct decision is given by:

w [N
Pcg, =/ (1_[ P(ux < Mllul)) p(ur)du (4.48)
0\

and the probability of a filter index error with a givél is as follows:
Peg,=1-Pcs,. (4.49)

Thus, the average probability of filter index error on 1/Q is the weightedsaecof filter error over the
set of possible energy leve®' /Q2 for real/imaginary part of the APM symbols, given as follows:

Pe,pitter = )| Peg,-P(Eq), (4.50)
E4€Q

whereP (&) is the probability of occurrence of the energy le@gl For example, when the used
APM is a rectangular 8-QAMRY! = {1/6,1/2} (2 possible energy levels for the real part), and their
probability of occurrence iP(SfI) = [0.5, 0.5] if all APM symbols are equiprobable. Also, there is
one level for the imaginary pa2? = {1/6}. Hence, the probability of error for filter index on I and Q
can be expressed as follows:

1 1
Pe,filter onlandQ = 5 Z Pe’gé + 5 Z Pe,(‘ig’ (451)
&leq! SquQQ

For this example, it can be simplified to:

1 1
Pe,filteronl andQ = 5 Z Pe,gcll + EPe,SqQ:l/G (4.52)

1
&heQf

Since the perfect ISI cancellation is assumed to derive the lower bousrdttie probabilities of
APM symbol errorP, _apys is equal to the probability of APM symbol error in conventional transceive
with Nyquist filters.

Consequently, the correct IQ-FSIM symbol detection occurs when thetliilter on | and Q as
well the APM symbol are correctly estimated, then the probability of a cot€@dtSIM decision is
(1= Pe fitter 1)(1 = Pe itrer 0)(1 = P apy) @nd the SER is given by:

SER=1-(1~=Pe fitrer1)(1 = Pe fitter 0)(1 = Pe aPm). (4.53)
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The average probability of virtual (real) bit error can be deducerh ffilters (APM symbol) error
similar to [203 p. 262 (5-2-24)], thus they can be expressed respectively as/follo

N

Pb,filterl = mpe,filterl (454)
Py, filter Q = LP@ filter Q (455)
’ XN=1)
Ppapm = LPe APM - (4.56)
: 2M=1) ©

Similarly to SER, the total BER is deduced, but while taking into consideration gighivof real and
virtual bits:

log, N log, N log, M

BER = Pp fitter1 + Pp fitter 0 +

Pp.aPM .- (4.57)

Lig-Fsim Lig-Fsim Lig-Fsim

Finally, it is clear from 4.44) that the dot-product between all filters affects the filter error
probability, and thus the system performance because the filter eremtsathe subsequent APM
symbols detection. In addition, the introduced ISI can also degrade tlierpance if it was
not correctly estimated and canceled. Therefore, the filter bank delsmridsconsider the joint
minimization of these two factors to approach both lower bounds for SER BRIGBIQ-FSIM system.

In the next section, these theoretical lower bounds for error probasitifiélter indices and BER are
validated with different 1Q-FSIM configurations.

4.4.5 Numerical Results Analysis and Discussions

Firstly, the theoretical error probability of filter index detectignx1) using the MF-based detector is
evaluated and compared to the Monte Carlo simulated results obtained urieiesrdi€onfigurations.
Secondly, the performance of the proposed system with joint ML and d&edbdetectors is evaluated
and compared at different SE4$ {0 8 bits/symbol) to the theoretical lower bound.%7) and to the
performance of the equivalent APM scheme of the same SE. The simulatiomet@rs for 1Q-FSIM
are maintained similar to those of FSIM in Talld.

In the following, the2 and4 filter shapes designed in Chapfare used on both | and Q components
to demonstrate the feasibility of the proposed scheme, and to show the minimfanmaerce gain and
SE improvement that can be achieved. Fi18 presents the impulse response of the two filters,
whereas Figs.4.19 and 4.20 show their magnitude and phase responses. In addition, after correct
matched filtering f¢ = g;) the complete filter responses at the receiver are shown in&£RL The
added ISI clearly appears jfi because, the result éf = g, has non-zero values for some= n.T,.
Note that the 2 filters shown in these figures are an enhanced versioa filteh pair in Fig. 4.4to
achieve lower cross-correlation.
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4.45.1 Performance Analysis based on Theoretical Lower Bound

The theoretical lower bound and simulated filter index error probabilities weitfept I1SI cancellation,
and with ISI estimation and cancellation are compared in Fig22aand4.22h Note that perfect
ISI cancellation means that the tentative decisions for filter indices and APhMva@s are detected
correctly, but the decisions for past symbols are fed back after fatakction. In the following, the
notationN-1Q-FSIM-MAPM is adopted for performance analysis of our proposed system.

It is clear from Figs.4.22a4.22bthat the simulation results with perfect ISI cancellation validate
the analytical lower bound4(51) derived under the assumption of perfect ISI cancellation and
orthogonal filters. However, a Signal-to-noise Ratio (SNR) gap betileese curves may appear
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Figure 4.22— The error probabilities of filter index detection on | and @wSI estimation and cancellation,
perfect ISI cancellation, and the derived theoretical loh@und,N = 2 (2-1Q-FSIM-MQAM). The SE is: (a)
[4, 5] bits/symbol usingy = [4, 8], (b) [6, 7] bits/symbol usingf = [16, 32].

due to non-orthogonal filters and to a possible error in feedback desidiat increases with higher
M-ary APM. Moreover, the difference between simulated results with gei$ cancellation and ISI
estimation and cancellation is due to residual ISI when the ISI estimation moposubsection.4.3.3

is adopted. It is worth mentioning that 2-1Q-FSIM-QPSK with IS| estimation iy tight to its lower
bound because QPSK can support a high ISI level. However, thadbgyn due to residual ISl is
more important with highes -ary QAM that are more sensitive to ISI as shown in EFi@2h but it is
minimal at low SNR values. Note that the two used filter shapes are non-optimiahey satisfy all
the filter bank design requirements summarized at the end of Sec8¢h Thus, better results can be
achieved when optimal filter shapes are used. Therefore, this thebl@tieabound can be considered
as a helpful indicator for evaluating the proposed system’s performance

4.4,5.2 Comparison to EquivalentM-ary QAM

In the following, our proposed system 1Q-FSIM is compared to its equivaenventional transceivers
with the same SE that ugé-ary QAM scheme with RRC filter. The system performance is evaluated in
AWGN channel using theoretical lower bourti}7) and Monte Carlo simulations with I1SI estimation
and cancellation. Figs.4.23a4.24b shows the comparison between the BER performanc#-of
IQ-FSIM-M and its equivalent QAM with the same SE. It is clear that the low-complexity Mieda
detector achieves the joint ML performance in all configurations, andrbgoped 1Q-FSIM system
with up to 16QAM has an important performance gain at all SNR range compared to tivaksnt
system. It is worth mentioning that the BERB1Q-FSIM-QPSK with ISI estimation is very tight to
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Figure 4.23— Uncoded BER performance 2flQ-FSIM-MQAM, its theoretical lower bound and its equivalent
schemetM QAM of the same SE: (&) bits/symbol usingt = 4, (b) 5 bits/symbol using! = 8.

its lower bound while achieving.55 dB gain at BER= 10~* compared to its equivalent systera
QAM as shown in Fig4.23a However, the BER 02-1Q-FSIM-16QAM system is 3.55 dB far from its
lower bound due to residual ISI, but it requires 2 dB less than its elgmivaysten64QAM to achieve
the same performance. Note tRalQ-FSIM-8QAM has a lower gain ol dB compared t32QAM
due to the inherited performance degradation when using non-squave Qéreover, as\f-ary QAM
scheme is increased with IQ-FSIM system, the residual ISI effect bexomaee important, as shown in
Fig. 4.24h but the 2-1Q-FSIM32QAM and 2-1Q-FSIM64QAM systems can achieve some gain at low
SNR region. This degradation appears due to sensitivity of Mgary QAM to ISI and due to error
propagation that results from the residual ISI caused by the error tatitenand feedback decisions
in the preceding block for ISI estimation and cancellation. However, thE3Q4 BER lower bound
depicted in Fig4.24bshows that there is always room for future improvements by designingtanad
filter bank and a better ISI mitigation techniques.

The spectrum of the proposed 1Q-FSIM scheme is compared to that aftlerttional transceiver
in Fig. 4.25 The proposed scheme conserves most of the radiated power on ttedabgndwidth,
similar to the conventional/-ary QAM system, but a higher OOB radiation is observed. Hence, the
OOB radiation will be considered in the future filter bank design to be kelotnaas possible.

For further analysis of the proposed system, the 4 non-optimal filters in&=ik are used also
to evaluate 1Q-FSIM. the performance of 4-1Q-FSIM-QPSK (6 bits/syinbalepicted in Fig.4.26a
where a4.3 dB gain is achieved compared 6¢ QAM at BER= 10™*. However, the gain with 4-
IQ-FSIM-16QAM is more important at the low SNR regiofi.2 dB at BER= 10~!), as shown in Fig.
4.26h and it decreases to rea@!s dB at BER= 10~* due to residual IS effect on highf-ary QAM.
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Figure 4.24— Uncoded BER performance 2flQ-FSIM-MQAM, its theoretical lower bound and its equivalent
schemetM QAM of the same SE: (&) bits/symbol usingy = 16, (b) 7 and8 bits/symbol using = 32 and
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Figure 4.25— Spectrum of the proposed 1Q-FSIM system withon-optimal filters compared to the traditional
transceivers with QAM and RRC filters.

Note that the residual ISI and the high dot-product between some filtersdeadegradation between
the 4-1Q-FSIM performance systems with ISI estimation and cancellation airddtver bounds.

Nevertheless, this 1Q-FSIM scheme can achieve SE and EE gain even amitbptimal filters
compared to conventional APM schemes. In addition, this superiority is masdtaihen the 1Q-FSIM
is compared to existing single and dual-mode SISO-IM schemes of worsadete the need of higher
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Figure 4.26— Uncoded BER performance #flQ-FSIM-MQAM, its theoretical lower bound and its equivalent
schemel6 M QAM of the same SE: (&) bits/symbol using = 4, (b) 8 bits/symbol usingy = 16.

power to maintain the same SE by using lareiary and/or to detect the transmitted VBs (s&€4
and references therein).

Furthermore, better performance and higher EE gain can be achievesirtgyan optimal filter
bank satisfying the IQ-FSIM requirements and constraints.

4.4.5.3 Comparison to Equivalent FSIM System

Finally, the comparison between the two proposed schemes in filter IM doméimh &®&I 1Q-FSIM
with their equivalent scheme of the same &hkits/symbol is provided in Fig4.27. It is clear that, in
terms of the lower bound, the scheme with a higNidras the best performance. However, when using
non-optimal filters, FSIM with 4 filters has an important degradation due toigfiefitters dot-product

as compared to 1Q-FSIM with 2 filters. It is worth mentioning that 1Q-FSIMSBRwith the2 filters
achieves the best realistic performance wit85 and3.5 dB gain compared to 4-FSIM-QPSK (same
modulation order) and 2-FSINMQAM (same number of filters) respectively. However, both schemes
are much better than the equivaldbQAM scheme at all SNR range. In conclusion, IQ-FSIM shows
an important advantage over FSIM with the current designed filters bediaallows using lower order
modulation scheme, which is more robust to IS, or half the number of filteesewve can achieve a
lower dot-product.
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Figure 4.27— BER performance comparison between FSIM, 1Q-FSIM and #wgiivalent schem&QAM of
the same SE bits/symbol.

4.4.6 Conclusions

In this section, a novel scheme IQ-FSIM is proposed in the filter IM domalre @roposed scheme
conveys information bits by an APM symbol and the indices of filter shapeg bsed on the in-phase
and quadrature components. Thus, IQ-FSIM system allows a SE impravéme log, N, which
is double the gain obtained with FSIM scheme, and achieves the highesh@kcement among all
SISO-IM schemes. It is worth mentioning that the proposed system digestride previously proposed
FSIM scheme, and thus most of the existing SISO-IM schemes in time ancfreggdomains3?).

This novel scheme is proposed along with a joint ML detector that estimates jbinityfilter
indices and APM symbol using an exhaustive search. In addition, a lowplexity optimal detector
based on Matched Filter is proposed to estimate the filter indices on | and Qadliep#éinen the
transmitted APM symbol is deduced. Moreover, a linear ISI cancellatiomiggé is presented to
mitigate the ISl effects introduced by the filter shapes being used on | and Q.

The system performance of 1Q-FISM is characterized by deriving therétical lower bound of
filter error probability, symbol error rate, and total BER. The numerieallts using Monte Carlo
simulations validated these lower bounds and showed that the IQ-FSIM-@iPSem with2 and
4 non-optimal filters offers, at BER10~* and same SE, an important gain3$5 dB and4.3 dB as
compared to their equivalent systeh@AM and64QAM respectively. In addition, 2-1Q-FSIM-QPSK
achieves a gain df.85 and3.5 dB compared to 4-FSIM-QPSK and 2-FSIM-8QAM, respectively, with
the filters currently designed. Thus, the results of the filter IM domain, maiBiFand 1Q-FSIM
schemes, insist that accepting a certain level of controllable and prddid¢&lballows reaching a
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higher system capacity using a low ordérary APM. Finally, IQ-FSIM can achieve even higher SE
by designing a larger filter bank (high#®®, which is useful for ultra-high rate wireless communication.

The filter bank design for the filter IM domain will be considered in the nesiptér and in our
future work to achieve higher SE and EE gain.

4.5 MIMO Spatial Multiplexing with FSIM

In section4.2, a novel domain for IM named “Filter domain” is propos@®]} Recalling that this new
dimension generalizes many existing modulations and SISO-IM domains (e.g. nihfikeguency IM
domains described previously). In addition, the sectibi3sand4.4 show that the proposed domain
permits to achieve the highest SE gain in SISO since it can be configurelliytada all the available
time and frequency resources.

In this section, a generalized SMX system is proposed motivated by theediffadvantages of
FSIM scheme and its generalizations for various existing IM schemes., Thigssystem includes
different existing schemes as special cases (e.g., SMX with convenfigtid] MIMO-OFDM-SIM
[88], and SMX with any time/frequency IM), since filter IM domain can be coriéguto change the
emitted symbol as highlighted in Sectidr2 and R2]. The transmission of different FSIM symbols
from the TAs allows to achieve a higher SE and EE gain. In other worgssmaall SE enhancement
by FSIM in SISO has a tremendous impact when it is extended to MIMO systeargwhe overall SE
gain by SMX FSIM compared to SMX QAM i#; log, N for N; < N,. In addition, a simple receiver
for SMX-FSIM is presented in this section, where a sample level equaliztiparformed followed
by a parallel MF based detector. Moreover, the theoretical systemwrperce is derived and validated
by Monte Carlo simulation, then compared with other equivalent systems. Tinecordributions are
summarized as follows:

1. A generalized MIMO SMX system is proposed by incorporating FSINesee to achieve high
SE and EE gain. The proposed SMX-FSIM system conveys informatiornbite signal and
filter IM domains. The VBs are encapsulated by the different filter shiapleees that are used for
pulse shaping of th&/, simultaneously transmitted APM symbols. Note that the transmit spatial
IM (e.g., GSM system) conveys all the VBs by a single index (index of aetivdAC), and its
misdetection leads to bit errors in most of the VBs and also in the real bits ohalritted
APM symbols (i.e.,N, APM symbols in GSM will be most probably mis-detected when an
error occurs in the TAC index detection). However, the decentralizafidiBe encapsulation in
SMX-FSIM avoids the highlighted single point of failure in GSM system.

2. A simple receiver for SMX-FSIM is presented, which is based on -Eerging (ZF) sample
level equalizer followed by a parallel MF-based detector. The prappsaeallel detection for
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SMX-FSIM provides good performance with prominent complexity reduatimmpared to the
joint Maximum Likelihood (ML)-based detector.

3. The analytical performance of SMX-FSIM using ZF equalizer is éerand validated by Monte
Carlos simulations. Then, they are compared to those of the conventionalBMKsystem of
the same SE. The results show an important SE and EE gain can be achiexedlith a low
number of filter shapes.

4. The performance of the proposed SMX FSIM scheme is evaluated sndelHz channels
with RF impairments, then compared to the existing ultra-high data rate candi@8&4 4nd
conventional SMX QAM 17)).

5. These sub-THz candidates are compared and analyzed fronediff@rspectives (performance,
robustness to PN, SE/EE, cost, PAPR, and power consumption). Thiésresseal that the
spectrally efficient SMX-FSIM with power-efficient APM is the best promgscandidate for
such systems in sub-THz bands because it has better performanagbasthess to PN, higher
SE and EE gain, lower power consumption and cost, as well as it avoidsRh&vRching
problem that appears with transmitter spatial IM (e.g., GSM).

4.5.1 System Model: MIMO Spatial Multiplexing with FSIM
4.5.1.1 SMX FSIM Transmitter

Consider av; x N, MIMO-SMX system (V, < N,), whereN, andN, are the number of transmit and
receive antennas respectively. In this section, FSIM scheme thatyomformation bits by the index
of the different filter shapes and the APM symbols is considered to achigheSE and EE gain. Note
that this system SMX-FSIM in the filter IM domain allows to use all available ressuin contrast to

other IM domains (time, frequency, antennas, etc.).

The input bitstreand is divided intoN; sub-stream$, b,, ..by,, as shown in Figurd.28 and
passed through its corresponding FSIM modulator.

Each sub-streai; contains the real and virtual information bits denoteab?)andb}’ respectively.
The former is mapped using thé¢-ary APM (e.g., QAM, PSK), while the latter is translated to an index
i/, which represents the index of the selected fifieat thej’” TA. Then, the APM symbad/ is pulse
shaped, as depicted in Fig.29 using the filterf;; [m] of lengthL samples withn is the sample index
from0to L —1. Note that the filter is truncated in the time domaimt&PM symbols, and it is sampled
at a rate oft samples per symbol, which yields= r.1 + 1. Then, the FSIM modulators’ outputs are
transmitted simultaneously from thg TAs.

The filter bank for each FSIM modulator shown in Fig.29 includesN different filter shapes
whereN is a power of 2. Without loss of generality, we consider that SMX-FSIksube same filter
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Figure 4.28— System model oN; x N, SMX-FSIM transceiver.

bank and APM for all TAs. Subsequently, the total number of bits per SN symbol SEpmx-Fsim
can be expressed as:

Lsmvx-Fsim = N;(logy N +log, M)
= N;logy N + Lsmx. (4.58)

whereLsux = N, log, M is the number of transmitted bits of a conventional MIMO-SMX system with
N; TAs andM-ary APM. It is clear that the SE gain increases linearly with the number ef @Ad it
is N; log, N higher than that of the conventional MIMO-SMX system with the safary APM.

The output of the filter bank’,[m] for then’® APM symbolc’ at thej’" TA is:
silml = (£ = ') lm] = ehfyy Im). (4.59)

wherec’ is the up sampled copy of, by a factorL.

Then, the signals{; [m] are passed through the OLA block as shown in Eig9to generate the
emitted signak’,[p] as follows:

. ntln/2)
pl= Y slwlp- (' =nAl, (4.60)
n’'=n—[n/2]

where the indey = pcenter— [4/2] + 1, ..., pcenter+ | 4/2] and the index of the middle desired sample
IS Peenter= LT“ [22]. Note the used filters introduce ISI since Nyquist condition for zerad $laxed
in FSIM scheme to achieve higher SE by indexing distinguishable filter shapes
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Figure 4.29—- System model of FSIM Modulator withf-ary APM mapping and a filter bank of filters.

45.1.2 SMX-FSIM Receiver
At the receiver, the received signal in time domgican be expressed as:
y=Hx+v. (4.61)

whereH = [hy,...,hy,] is the N, x N; MIMO channel matrix withh; is the column vector oiV,
elementsx = [xq,... ,th]T is the transmitted vector that contaiNs different FSIM symbolsy is

N, x 1 channel noise vector and its elements are complex Gaussian variables, i.i.d., with zero-mean
and variancer2, i.e,CN (0, o2) forr=1,...,N,.

45.1.2.1 Equalization

The received signal suffers from IAl and inter-symbol interfeeedaie to the MIMO transmission
and the used non-Nyquist filters in FSIM scheme respectively. In otbedsythe former represents
the interference from simultaneously transmitted symbols from other antemhies the latter is the
interference contribution from the previous and the future symbols emitted fne same antenna
(within a filter period). When the receiver intends to detectfie=SIM symbol transmitted from the
j'" TA, the received signal can be rewritten as follows to highlight the 1Al congmts :

Ny
y=hal+ > bl v, (4.62)
I1=1,1#j

In addition to IAl, the symbols suffer from ISI due to filters used at thedmaitter that do not
satisfy Nyquist ISI criterion. At the first stage in receiver side, theirex signal is passed through
an equalizer to eliminate the effect of the charnidelNote that ZF or MMSE equalizers can be used,
or any other equalizer that conserves the FSIM filter contribution. Heredialization is performed
at sample level before matched filter and down-sampling and not at synvieblle usual, since the
pulse shaping filter used at the transmitter is still unknown at this stage. Ioltbwihg, the linear ZF
equalizer is adopted to eliminate channel effect on all received samplesllaw the detection of the



4.5 MIMO Spatial Multiplexing with FSIM | 167

FSIM Controlled-ISI cancellation and Detection

|
|
| .
! i/ Filter i
. : : . _ 1
2J : ISI Eztrlll(qiqatlon i]_ Matched Filter De-mapper :
1 " ~
!'| Cancellation Detector ¢/ M-ary APM b}
! - De-mapper |
|
: Feedback !
|

Figure 4.30— System model of FSIM demodulator with the controlled-I&hcellation and detection.

transmitted FSIM symbol (APM symbol and index of the used filter). Then tityut of the equalizer
can be written as follows:

K=Wy =x+ Wy, (4.63)
whereg is the vector of equalized samples and = [w],wl, ... ,Wﬁt]T is the ZF weight matrix
expressed as:

W = (HAH)'HH. (4.64)

andw; is the j*" row of W.

Afterward, in order to have an effective detection of the transmitted F§Hbsl (filter index and
APM symbol), the estimation and cancellation of the controlled-1SI from thd nee-Nyquist filters
is performed in parallel as shown in Fig.28 on the equalized stream of samplgssimilar to the
simplified SISO FSIM receiver depicted in Fig.30

Hence, the samples streaih corresponding to thg?” TA is passed to the ISI Estimation and
Cancellation blockZ2], that intend to remove the 1SI generated from the used filters that d@tisfys
Nyquist zero-ISI criterion. The output of the ISI Cancellation block barexpressed as follows:

§[m) =cl, Sy lm] + ISE . [m] +w;v[m] (4.65)

resid

where thelSI’

siglm] represents the residual IS that might still persist due to the non-pdBéc
cancellation.

Then, for eacly = 1,..., N, the ISI cancellation output signai;[m] is passed through a MF-
based detector to estimate the APM symbol and the index of the selected filter&t TA.

45.1.2.2 Detection

In the following, the detection of the APM symbol and filter index is considévedne TA, since
all TAs perform in parallel a similar detection. Each MF-based detectdastna bank oV matched
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filters gx wheregi (1) = fi(Ty —t) with 0 <t < Ty, Ty = L.T,; andTy is the sampling period].
The output of these fiIter;s’,(' sampled at the instaffl: can be expressed as follows:

. Iy |
= [ Y@aman k=120, (4.66)

Then, the selected filter at the transmitter side onjthelA can be recovered by taking the maximum
energy of the sampled MF outpuft§ as follows:

¥/ =arg max ||r£||2. (4.67)

After estimating the index of the filter being used at tHé TA, the APM symbol detection
is performed onr;;. Afterward, the detected symbols and filter indexi/ are passed to their
corresponding demappers to recover the sub-stre@mnd 13}’ respectively. The above mentioned
steps are processed in parallel for thetransmitted FSIM symbols, and finally the parallel to serial
recovers the bitstreamas depicted in Figd.28

45.2 Theoretical Performance

In this section, the analytical lower bound in terms of Symbol Error Rate &Efhe proposed system
SMX-FSIM is derived, where we consider that the ZF equalizer andahedlpl MF-based detector are
used. The system performance of SMX-FSIM depends on the APM dgrahd filter index detection.

In addition, the lower bound theoretical SER and BER are deduced thmlassumption of perfect ISI
cancellationf.e. IS1,.5;q = 0), and near-orthogonal filter shapes that can be achieved when the filte
bank is well designed.

The output of the matched filter bank gft TA sampled at = Ty given byri in (4.66 can be
rewritten as:
ri = (fif)ch o+ (B wyv)
c{; + (fe,wjvy) fork = i{;

= _ _ (4.68)
<fkafi.f>-c£1 + (fk,WjVn> fork + lil

wherev,, are theL samples around thé” symbol.

The detection of the filter indei at the /' TA is estimated according tet(67) by choosing the
maximumU = ||r£||2 which represents the energy o,‘j . Note thatU; follows the independent
non-central Chi-Square distributioR(Q3 for all £ with degree of freedom equaland the non-central
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parametery? that can be expressed as follows:

c{; 2=8 ork = i£
g, = leall™= 24 ! . (4.69)
’ Gt 02 Nenll? = (. f.)2.84  fork # iy,
wheref;; is the selected filter at the" TA and &, is the transmitted energy of the APM symlmﬁl

Therefore, the PDF dff;, can be written as follows:

2
1 _ uk+(lk a u
plw) = —e > Iy kfy (4.70)
207 op

whereu; > 0, 0-12, is the post-equalization noise variance, dpdp) is the zero order modified Bessel
function of 1* kind given by @.19.

Since the MF-based detector for dll= 1,..., N, performs APM and filter index estimation in
parallel for all TAs similar to SISO-FSIM detectio7], we will consider the detection on one of the
TA, and the indey is omitted. Let us suppose that the fil{gris selected at the transmitter side for the
APM symbolc,. The detector makes a correct index decision; if the probability @f greater than all
otherN — 1 uy values fork # 1. The filters are considered orthogonal to derive the lower bound, and
thus theu; become statistically independent, then the joint probability can be factorizegmsiuct
of N — 1 marginal probabilities of the form:

ui
P(uk < u1|u1) = / Duy (xk)dxk, k=2,3,..,N. (471)
0

Hence, the probability of a correct decision is given as folla28:[

Pc,gq =PU, <U,U3 < Uy,...,. Uy < Uy)
-

and the probability of a filter index error can be deduced from probabilityamrrect decision as:

p(uy)duy (4.72)

N
P(ug < upluy)
2

Peg,=1-Peg,. (4.73)

The average probability of filter index error ought to be the weightedaaestilter error accross th@
possible energy levels of APM symbols, given as follows:

o
Pe,filter = Z Pe,Sq-P(aq)’ (474)
q=1
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whereP (&, ) is the probability of occurrence of the energy leégl
The SER ofM-ary QAM modulation in AWGN channel is given b2(3:

Pe,QAM =

411 ! 3 SINR Ki n

( —\/—M)Q m IS eve

2
1 3
—4[(1——)Q( —_SINR)
VM M-1 (4.75)
(41]— 21 - 2]) 0 6logy(1J) SINR Kis odd
M (I?+J%-2)
4 L 5 6logy(1J)
M(1+IJ I1-0)Q (\/—([2+12_2)SINR

whereSINR is SINR,k = log, M, I =27, andJ = 2'3".

Subsequently, the correct detection of FSIM symbols arises when boffiiténeand the APM
symbol are correctly estimated, therefore the probability of a corredtiFelkision at a given TA is
(1 - Pe,filter)(l - Pe,QAM) and theSERgg)v IS given by

SERrsim=1~— (1= P¢ fitrer)(1 = Peoam)- (4.76)

Then, the SINR estimation at th&" branch can be written as:

GINR. E($3} P SNR @.77)
TUE{W VY (wgl2o? flwg '

whereP is the average power on each TA, SR is the average transmitted signal to noise ratio.

We definedw; = 1/,/llw;||?, thenw; meets general Rayleigh distribution with variarigé and
degree of freedo(N; — N, + 1) when the channel matrid follows Rayleigh distribution. The PDF

of w; is the following:
2

_ ()2
et e en (4.78)
r — iVt)-

pw(wj) =

In the ZF algorithm, the FSIM symbol detection is implemented independently ¢nbeanch of

the equalizer output corresponding to the symbol emitted fromithdA with same configuration

(filter bank, APM scheme and order), and the SINR of each sub datanstfellows the same
distribution with the same degree of freedom. Hence, the average SERXFSIM symbol with
ZF and MF based detector receiver can be obtained under the flaidgtefdding channel as follows:

N;
1 . .
SERsMx Fsim = — E ‘(SE%MX FSIM) = SE%MX FSIM
N &
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_ / SERps131(0))po(@))dw; (4.79)
0

45.3 Results and Discussions

4.5.3.1 Theoretical and simulated performance comparison of SMX-$IM to equivalent SMX-
QAM system

In this section, Monte Carlo simulation in Rayleigh channel is performed to &walhhe proposed
system SMX-FSIM and validate the derived theoretical lower bound SEfnmance 4.79. Note
that the theoretical SER performance of SMX-QAM with ZF equalizer is @fiog to [209 p. 2,
(9)]. In addition, the SMX-FSIM system is compared at different transimisrates to its equivalent
SMX-APM systems. For a fair comparison, both systems with ZF equalizeraan@ared with same
number of receive antennas and under the same SE, which requireshtetiame modulation schemes
with SMX-FSIM and SMX-QAM or the same number of transmit antennas. Weaaaconserve the
same values for both variables because SMX-QAM needs to accommodafettlakbits conveyed
in the filter IM domain by increasing one of these parameters. The simulatiomesms for all
configurations in this section are summarized in Tabk

Table 4.2— Simulation parameters
[ Parameters \ Value |

N; for SMX-8QAM,

SMX 2-FSIM-QPSK [4.8,10]

N; for SMX-QPSK b, 12, 15]

N, [8,12,16]
n 10

Oversampling factora 8
Filter’s length: L 81
Pulse shaping filter Root Raised Cosine
for Conventional Transceiver (RRC)

Number of channel realizations 500

Total Number of symbols 5x10°

Figures4.31a4.32 show the SER performance for SMX-QAM and SMX-FSIM with/without
perfect ISI cancellation in Rayleigh channel by transmittidgto 30 bits per MIMO symbol (or bit
per channel use (bpcu)). In addition, the theoretical SER for botlemsgsare compared to the Monte
Carlo simulation results. The notatiafi-FSIM-APM is used to describe FSIM scheme wiHilters
and APM modulation schemes.

The different systems with2 bpcu andv, = 8 are: SMX-QPSK withV, =6, SMX2-FSIM-QPSK
and SMX8QAM with N; = 4. As we can notice that when we are using the same QAM avfiéor
SMX-FSIM and SMX-QAM, N, for the SMX-QAM system is larger to have the same SE. Similarly,
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Figure 4.31— SER performance of the proposed SM>@SIM-QPSK system and its equivalent SMX-QAM
systems of the same SE: (a)SE2 bpcu withN, =8, (b) SE= 24 bpcu withN, = 12.

104

when the saméV, is used, the modulation order is increased for SMX-QAM for same reasha.
SER performance of these systems are depicted indF8i.a and it is clear that SMX-FSIM-QPSK
system ha$ dB and5.2 dB performance gain at SERI0~* compared to the equivalent SMX-8QAM
and SMX-QPSK systems respectively.

Similar comparisons with larger number of transmit antennas are providedievadigher SE.
The results in Figs4.314.32show that SMX2-FSIM-QPSK withN; = 8 (SE=24 bpcu) andv; = 10
(SE=30 bpcu) achieve arour#t3.5 dB performance gain compared to SMX-8QAM with same number
of transmit antennas and more thEhdB gain compared to SMX-QPSK.

Finally, it is worth mentioning that the simulated SER for SMX-QAM matches theirrtiaal
curves , and the simulated SER for SMX-FISM system with perfect IStelation is very tight to its
theoretical lower bound in all configurations. Whereas, a slight pedace degradation (less thaug
dB) can occur when using the proposed IS estimation and cancellatiomdaehdue to residual 1SI
from the non-Nyquist filters.

4.5.3.2 Spectral Efficiency Analysis: SMX-FSIM vs existing MIMO teciques

In this section, the SE of different MIMO techniques with/without IM showTable4.3is analyzed
using different number of TA%, and modulation orde¥!. This comparison considers the conventional
SMX with linear APM (QAM, PSK), and several transmit spatial modulations mithout APM that
uses the TA(s) indices to convey additional information bits. The SE of $yedems are summarized
in Table4.3while assumingV, > N,, and Figs4.33a4.33bcompare their SEs as function of number



4.5 MIMO Spatial Multiplexing with FSIM | 173

10°

T T T T
e — = :SMX 2-FSIM-QPSK: N; = 10
—8— SMX 2-FSIM-QPSK: N; = 10 Perfect ISI Cancellation
> R, SMX 8QAM: N, = 10
N —€—SMX QPSK: N, = 15
s
S
N
10t F A
\
\
\
= 2 * \\
= 102k
wn 10 \J
\3
\
*\
\Y
\
103 F \
- \
% Theoretical \
Simulation \
104 0 I I I I
0 5 10 15 20 25 30
E,/No

Figure 4.32— SER performance of the proposed SMXSIM-QPSK system and its equivalent SMX-QAM
systems of same SE30 bpcu andV, = 16.

of TAs with M = 4 andM = 16 respectively. For clarification, the ExXSSK and VGSM (shown in
Table4.3) allow a variable number of active TAs to increase the SE. For the samentemseparate
indexation for the in-phase and quadrature components is considere®BKB107] and Quadrature
SM [10§.

Note that the SE of GSSK and GSM depends on the number of activatedvJAs shown in
Table4.3, and in these figureX,, is selected to achieve the maximum SE with a spegifithat occurs
whennN, = % with GSSK (depends o -ary order with GSM usingv, < N, to enable IM since
GSM usingN, = N, is same as conventional SMX). Figé.33a4.33bshow that the transmit spatial
IM schemes without APM (i.e. SSKLDZ, GSSK [L03, Bi-SSK [107], ExSSK [L13) suffer from a
limited SE gain, and thus they are more suitable for low data rates applicatiomses¢ta higher SE is
reached when incorporating APM symbol transmission with IM (i.e., SM, GZBM, etc.). Itis clear
that the highest SE is achieved by the conventional SMX-APM, GSM, angritposed SMX-FSIM
system due to the important multiplexing gain with/without IM. However, SMXNF@lchievesl.5
(resp. 1.25) times higher SE witl2 filters only compared to SMX-QPSK (resp. SM¢6QAM) as
depicted in Fig4.33a4.33bwhere SMX-FSIM shows its superiority over all other MIMO techniques.
In addition, it is worth mentioning that the number of activated ™swith transmit spatial IM is less
than N, but they require full-RF transmit architecture (i.e. Number of RF chaiNs) to avoid SE
degradation. Note that the transmit spatial IM schemes with RF-switchingdh&vennumber of RF
chains equals to the maximui, suffer from spectral regrowth due to pulse shaping time truncation
to symbol period, and thus a SE degradation will ocda#]. Moreover, the RF-switching time at each
symbol period introduces additional SE degradatibrf]. Thus, the obvious solution for all transmit
spatial IM is to use a full-RF transmit architecture to avoid this SE problem.
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Figure 4.33— Maximum SE for different MIMO technique#’, = [1, ..., N, — 1] for fixed N, schemesV =2

Table 4.3— Spectral efficiency of differen¥, x N, MIMO techniques (Selected from Talie?).

System Spectral Efficiency | N, number of
Name L (bpcu) activated TA(s
é SMX-APM N; log, M N;
| SMX-FSIM | N,log, M + N, log, N N,
SSK 107 [log, N;| 1
GSSK [L03 llog, Cﬁf’ ] N,
= _
= | Bi-SSK [107 2llog, N; | Na = 1for
= 1/Q: {1,2}
&1 EXSSK[L13 N, {0,...,N;}
E SM [9§] log, M + [log, N;] 1
[%2]
S| GSM[109 | Nylog, M +|log, Cyel N,
|_
N, =1 for
QSM [10§ log, M +2|log, N, | “
2 2 1Q: {1,2)
VGSM [115 | = logy M +log, (2N —1) | {1,...,N;}
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4,5.3.3 Comparison of SMX-FSIM, conventional SMX and GSM in sub-THz avironment

In this section, the best candidates in terms of SE highlighted in previousrseci@valuated from
different perspectives while considering sub-THz challenges and linnitatidlote that SMX-QAM
and GSM system are investigated in sub-THz environmerit6nl[7], and the results show that using
lower modulation ordeds is more efficient especially in sub-THz with RF impairments and limitations
such as higher robustness to PN, lower transmit power and less ADIOtresoequirements. For this
reason, the proposed SMX-FSIM system using QPSK is compared to thudrakent GSM and SMX
schemes with the same SE.

4.5.3.3.1 Performance in sub-THz channel with RF impairments

In this sub-section, the performance of these candidates is evaluatedinddor sub-THz channels
and subjected to PN impairment. The sub-THz MIMO channels are genenaied ray-based
deterministic channel modeB§] at 150 GHz carrier frequency with an in-office environment and a
transceiver distance separation up to 8 meter. When considering a widisystem like our case in sub-
THz, the PN impairment can be modeled by Gaussian distribution with zero méafj aariance 1],
and in the following different PN levels are considered: lew= 10~%, mediumo, = 1072, and high
o, = 107! For fair comparison, the SMX FSIM, SMX QAM and GSM systems are condigd to
achieve the same SE t bpcu with same number of RAs, and same modulation scheme QPSK or same
number of TAs. The configuration of these systems are summarized in4ldlbaere we can observe
the different systems of same SE either have the sdmmdulation order or sam¥,, and they use the
full-RF transmitter architecture. Note that a pulse shaping filter is considdgticll MIMO systems
before transmission with the same parameters shown in fabland a low complexity receiver based
on ZF equalizer is adopted with all systems to allow a practical implementation oflidévecenario
where the user equipment have complexity and energy constraints.

Table 4.4— System configuration for sub-THz candidates wiztbpcu.

System N/ |N-| M| N, | N
SMX-FSIM | 4 |10 | 4 | 4 | 2
SMX-QAM | 4 |10 | 8 | 4 | 1
SMX-QAM | 6 |10 | 4 | 6 |1

GSM 6 |10 4| 5 |1
GSM 9 1104 | 3 |1

The non-coherent SMX 2-FSIM-QPSK system with low and medium PN |legves the best
performance compared to its competitor systems as depicted ind=8y4.34h For instance, SMX
2-FSIM-QPSK has 8.9 dB and 18 dB gain compared to SMX-8QAM with same number of TAs
and SMX QPSK (same modulation) respectively. Similarly, SMX 2-FSIM-QRaK9.8 dB gain
compared to GSM-QPSK withv; = 9 andN, = 3, while GSM-QPSK withN; = 6 andN, = 5
suffers from important error propagation that leads to error floore GI$M system in general are
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Figure 4.34— Uncoded BER performance of the proposed non-coherent S&IKI Eompared to SMX-QAM
and GSM in sub-THz channels. The SE for all systenig isits/symbol (bcpu) and they are subjected to different
PN levels: (a) low PN¢7 = 107"), (b) medium PN &7 = 1072).

more prone to error since the mis-detection of the activated TAC does uest caly virtual bit errors
but it propagates to the detection of all transmitted APM symbols in the same Midd@rdue to
the attempt of APM symbols detection on non-activated TAs. This drawbia@GISM clearly appears
whenN; = 6 andN, = 5 in both figures, while the other GSM configuration performs better since it
is well known that GSM performance is enhanced when transmitting most affivenation bits by
means of IM. However, the SMX FSIM system overcomes GSM drawbgekror propagation to all
APM symbols by the decentralization of virtual bits transmissiotaroup of virtual bits, and thus
a mis-detection of filter index can affect only the subsequent single ARMbsldetection and not all
the transmitted APM symbols like in GSM. Furthermore, the filter index mis-detecties dot cause
necessarily an APM symbol error since the transmitted APM symbol is notletehplost in contrast
to GSM that drops the APM symbols on non-activated TAs.

A similar conclusion can be drawn at medium PN Ieveg & 1072) from Fig4.34h Besides, it
worth mentioning that SMX FISM with linear receiver is the only system able araips at this PN
level without an error floor. However, all these system configuratsuffer from an error floor when
subjected to very high PN Ievedr§ = 1071). In conclusion, the non-coherent SMX FSIM provides
the best PN robustness among these candidates, but a PN mitigation tecmigorean APM less
sensitive to PN (e.g., PAM, spiral constellatiod8(], Polar QAM [210, ...) are necessary at very
high PN level.

45.3.3.2 Detection Complexity
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In this section, we characterize these systems in terms of the computationdexitynpf the
optimal ML and the low complexity ZF based equalizer/detector. Their ave@gelexity per symbol
are expressed in terms of RMs and summarized in TaBlevhere each CM consists of 4 RMs, and it
can be computed using 3 RMs if one term in known in advat&8,[p. 4, (12)]. The computational
complexity of the ZF matrix for th&v,, x N, channeH is expressed in terms of RMs as follows:

2N} +3N? - 5N,

. +2N,N?), (4.80)

CWZF = 4(

where the first term is for the square matd% H inversion and the second term represents the needed
multiplications to deduce the pseudo inverseloHowever, the ZF matrix calculation can be computed
once when the channel is static for the duratiotvpymbols. Note that the ZF equalization for SMX-
APM and GSM can be performed after matched filtering and down-samplhibg that for SMX-FSIM
should be done for the whole received signal (all samp\ea:+ L — 1) prior to the filter index detection,
and then performs the matched filtering using the detected filter. Hence nipdedavel equalization

for FSIM is approximatelyl times larger than that of symbol level equalization.

The complexity of SMX-FSIM receiver lies in the equalization, ISI estimatiod eancellation
block, and the matched filter detector. The matched filter on each TA perfgromvolutions with
a filter of lengthL known in advance, then the middle sample is used for detection after the sampling
Thus, this middle sample is computed byCMs when the signals of the convolution are completely
overlapped. For the filter index and APM symbol detectivirt M EDs are computed respectively
where ED consists df RMs. Thus, the matched filter complexity is expressed as:

Cvr =3NL+2N +2M (4.81)

The ISI estimation and cancellation block (depicted?8, [Fig. 3] contains a MF detector for tentative
decisions, and the Tx filter output regeneration that multiplies the estimatedemd&M symbol
with the filter (L CMs= 3L RMs). Similarly, the feedback of the previously detected symbol contains
L CMs= 3L RMs. Afterward, an overlap and add is performed to deduce the estinfitetthén it is
subtracted from the input signal where these steps contain only additibtrafstions. Therefore, the
total complexity of the ISI estimation and cancellation block is:

Cisi cancellation= Cm F + 6L, (4.82)

The ZF based equalizer/detector provides a prominent complexity redufctioall systems
compared to the ML counterpart, and SMX-FSIM suffers from higheeiker complexity which is
proportional to the filter lengtlh as shown in Tabld.5. However, it is clear from the results in sub-
sectionst.5.3.1and4.5.3.3. 1that the performance of SMX-QAM and GSM with their linear detection
are not satisfactory as SMX-FSIM and the formers have a high error #ith medium PN level
(0 = 1072). Therefore, this additional complexity of SMX-FSIM linear receivernpared to SMX-
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Table 4.5— Average computational complexity in terms of real muitigtions for SMX-FSIM, SMX-APM, and
GSM equalizers/detectors.

| System | ZF equalizer/detector complexity \ ML complexity |
SMX-FISM (%)4]\0]\5 + Nz(CMF + Cisi cancellatior) + CWZF /Ns ZLSMX'FS'MH (ZNt + 1)LNr
SMX-APM 4N;N, +2MN, + Cw,,,. | Ny 2Lsw+ T (2N, + 1)N,
GSM 4NN, +2MN, + Cw,, . | Ny 2Leswt (2N, + 1)N,

APM and GSM, comes with a tremendous system performance and rotsugirie that are critical
factor for sub-THz system with RF impairments and limited SNR.

4.5.3.3.3 Hardware cost and design issues

The hardware cost depends on the number of used RF-chains tkgihsdhe most expensive hardware
components. In Sectiof5.3.2 it is highlighted that the full-RF transmit architecture is required with
transmit spatial IM schemes to avoid SE degradation. Therefore, the nofrfRE-chains at Tx side is
same as number of TA%, with all schemes, and thus it is clear from Tallld and Figs.4.33a4.33b
using anyM-ary modulation scheme that SMX-FSIM system with only 2 filter shapes restiire
minimum number of TASV, (and thus RF-chains) to achieve any SE. Therefore, SMX-FSIM allows
to have the minimum possible cost for the transceiver hardware. Note 8dtréceiver with some
configurations can have lower cost by using smaller number of RF-cbaqirad toV,,, but this condition

(N, = N, < N;) can highly degrades the system performance with low complexity detectors.

It is worth mentioning that the full-RF transmitter architecture with GSM eliminatesitie$peed
RF switching challenge at the price of higher cost. The practical implementatidmese MIMO
schemes requires careful antenna array design to have low spat&htion, and especially for GSM
system since the mis-detection of the activated Transmit Antenna Combinafi@) [@ads also to
APM symboils error and thus highly degrades GSM overall performaige [

4.5.3.3.4 PAPR, Link Budget and Power consumption

Based on a MIMO SC transceiver with pulse shaping, the correspondorgplementary
Cumulative Distribution Functions (CCDFs) of the PAPR of SMX-FSIM, SIQ&M and GSM
systems are shown in Figd.35 The PAPR for all these schemes is evaluated over one TA, since
all TAs for each system have similar PAPR when using safrary scheme for different TAs and TAs
activation is equiprobable in GSM. SMX-FSIM use the non-Nyquist filterpas designed for filter
IM domain [22], while the pulse shaping for SMX-QAM and GSM system is performed witht ro
raised cosine filter. The CCDF that represents the probability of haviddP& Pigher than ®?APR,
threshold depicted in Figl.35shows clearly that SMX QPSK have the lowest PAPR 3.65 dB at CCDF
of 107*, and the PAPR increasesi® dB SMX 8QAM due to the higheb/-ary scheme (8QAM), and
to 4.4 dB (resp. 8.3 dB) with GSM usingN; = 6, N, = 5 (resp. N; = 9, N, = 3). Itis clear that



4.5 MIMO Spatial Multiplexing with FSIM | 179

10%

T T
—8— SMX 2-FSIM-QPSK
SMX 8QAM
—4—SMX QPSK
—6— GSM QPSK: N, = 6,N, =5

GSM QPSK: N, = 9,N, =3

= Q—]\)
S <

CCDF (Prob[PAPR> PAPR

H
S
&

0 2 4 6 8 10 12 14
PAPR  [dB]

Figure 4.35— Comparison of CCDF of PAPR for the SMX FSIM, the SMX QAM aneé {8SM systems with
pulse shaping having SE12 bpcu. SMX FSIM uses the filter shapes presente@#, fwhile SMX QAM and
GSM use RRC filter.

the PAPR of GSM increases when the r%te decreases due to the lower average power caused by
zero symbol transmission when the TA is inactive. Concerning SMX-F8E8WAPR is7.3 dB due

to the used filter shapes that are designed to have low filter's correlatiblingited 1S without any
PAPR constraint. The higher PAPR reduces the Power Amplifier (PA)eaftig, and thus it affects the
system power consumption. In the following, the link budget for these mmgsie calculated from the
required SNR to achieve BERIO™ according to 8.2).

Furthermore, the power consumption of these systems are deducedhbabkedPA efficiency that
depends on their PAPR.

The link budget for the different systems in indoor scenarios (Kiosharoed throughput WLAN,
etc.) with a distance up t® m is depicted in Tabld.6, where the GSM system witN; = 6, N, = 5
is omitted due to the high error floor. It is clear that SMX FSIM requires theegivransmit power
to guarantee BER 107> due to better system performance. This low transmit power requirement is
an important advantage for sub-THz bands, since the output transmér pewery limited at high
frequencies with current technology. The required transmit powettenBIRP make SMX QPSK and
GSM with linear ZF based detector impractical in current technology whifgedsg EIRP regulations
in contrast to their results with ML detection discussedlii] |

In addition, it is worth mentioning that SMX-FSIM maintains its superiority in the @ow
consumption despite the PAPR increase by the used filters due to the imporfarnpace SNR gain.
For instance, SMX-FSIM with linear receiver provides 21 dBm power gain compared to SMX
8QAM and more thari0 dBm compared to GSM and SMX QPSK as shown in Tab® Finally,
when considering a higher PN level, all systems with linear ZF based desdter from an error
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Table 4.6— Link budget and power consumption of SMX FSIM, SMX QAM and GSM systems with ZF based detection

over sub-THz channels subjected to low PN.

System Parameters SMXFSIM | SMX8QAM | SMXQPSK | GSM(N, =9, N, =3)
Carrier frequency (GHz) ‘ " 150.00 ‘

Distance (m) 2t08

Channel BandwidthV (GHz) 0.50

Required Transmit Powe?, (dBm) | 0.04t012.09] 3.941015.99 18.043@09" | 9.84 1021.89*
Transmit antenna gai6, (dBi) ‘ " 20.00 ‘

EIRP (dB) 20.041032.09 23.941035.99 38.0460009" | 29.84 t041.89*"
fspl (dB) ‘ 81.98 t0 94.03 ‘

Receive antenna gai, (dBi) 5.00

Received poweRx;.,.; (dBmM) -56.94 \ -53.04 | -38.94 | -47.14
Thermal noise (PSD) (dBm/Hz) ‘ ' -174.00 ‘

Noise figureNr;gure (dBm) 7.00

Thermal noiS&VT j,ermar (ABM) -86.94

Noise floorN 40, -79.94

Required SNR with low PN (dB) 23.00 26.90 41.00 32.80
PAPR (dB) at CCDE 10~* 7.3 5.8 3.65 8.3

PA efficiency 0.34 0.4 0.52 0.31
Power consumption (dBm) 4.71t016.75] 7.92t019.96  20.87to 32.92 14.93 to 26.97

* Required power exceeds the maximum available transmit power with current electronics technology.
™ Large EIRP for indoor scenarios.

floor except SMX-FSIM as shown Fig.34h and the latter consumes onlys dB more than its power
consumption at the low PN level.

45.4 Conclusion

In this Section, a generalized MIMO Spatial Multiplexing system is propo#ehks to filter IM
domain that generalizes many existing modulation and time/frequency IM doméinparticular,
FSIM scheme is considered in the proposed system to achieve the highgainS)V; log, N) among
the existing MIMO systems by conveying the additional bits in the index of thd fiker shape at
each TA. The received signal of SMX FSIM suffers from IAl and tBat are compensated using
ZF equalizer and ISI estimation and cancellation block respectively. A lirezmiver based on ZF
equalizer and MF-based detector is proposed to avoid the high compleXiynoML detector by
performing parallel detection for all transmitted symbols. Note that the eqtiatizis performed
at sample level before matched filter and down-sampling, since the seldtednfiFSIM symbol
is still unknown for the receiver at this stage. In addition, the theoreticht tayver bound of the
proposed SMX FSIM system is derived and verified by Monte Carlo simuaktidhe proposed SMX
2-FSIM-QPSK achieves at leakt 4 dB gain compared to SMX 8QAM of the same SE and number
of TAs, and the performance gain increases to more tBaiB compared to SMX QPSK of the same
SE and APM order. Furthermore, the different candidates for ultra-tiéda rates in sub-THz bands
(SMX FSIM, SMX QAM, and GSM with linear receiver) are evaluated in-3iz channels with RF
impairments and a complete analysis/comparison is provided. The results thad&&MX FSIM has
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better performance, higher robustness to PN, lower transceivehigisér SE/EE gain and less power
consumption. However, these advantages comes with a slight recemptestty increase which is in
order of L times higher than other candidates, and this complexity can be reduceddey pesign of
filter bank with shorter filter lengtia while respecting FSIM scheme filter requirements. Finally, it is
worth mentioning that SMX FSIM in sub-THz channel requires much loweR $\- 18 dB less than
other candidates) which is crucial for sub-THz systems with limited outpuepcand it is the only
scheme among these candidates that can operates in a medium PN level witlolineamplexity
receiver.

4.6 Summary

In this Chapte#, we first proposed a novel IM domain denoted “Filter IM domain” to furtieploit
IM advantages. The filter IM domain generalizes most of the existing SIS@dMains, such as
time and frequency IM domains, but this domain allows a higher SE and EEhesim@nt due to
using all available resources. We also showed that the filter IM domain beuddsily reconfigured
to a conventional transceiver (i.e., any APM with Nyquist pulse shaping, fihe system with OOK
or PPM modulations, etc.), and most existing schemes in SISO IM (schemes inregueficy IM
domains) as shown in Fig..36

4 )
Linear modulations
without IM (QAM,
PSK, PAM, etc.) Frequency IM domain
based on Nyquist or
FTN Signaling
Time IM domain

Proposed FSIM

OOK, PPM,

Proposed 1Q-FSIM GPPM, etc.

Proposed Filter Index Modulation domain

Figure 4.36- Filter IM domain and its special cases.

In the filter IM domain, we also proposed two novel schemes that perfarmtexation by using
a bank of filter shapes. Both schemes maximize the IM SE gain by allowing thesfiltge variation
at each symbol period while transmitting an APM symbol. The first schemedda8éM, uses the
same filter shape for the in-phase and quadrature components of theyhftdMIswhereas the second
one IQ-FSIM, performs separate indexation on | and Q to double the BEofjahe former. For
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both schemes, the optimal joint ML detection is presented, and an MF-basectat is proposed
to reach the optimal performance with a noticeable complexity reduction. TheistySI criterion
is relaxed in our proposed schemes to have more distinguishable filterssivépeow-correlation.
Hence, an ISI estimation and cancellation technique is developed to eliminatethetable 1SI from
the used filter shapes, and the results show that this block allows reachkinogtimal performance
with perfect ISI cancellation when the filter bank is well designed. We therived the theoretical
lower bound for the filter error probability, BER, and SER to truly chamdgeour proposed systems.
These theoretical results are validated by Monte Carlo simulations with dgitffeomfigurations. The
analytical and simulated performances prove that the proposed MHB-tatetor reaches the optimal
ML performance, and the performance of these two systems is very tightvey lmound when the
designed filter bank is near-optimal. Furthermore, the proposed schesrasmpared to the equivalent
conventional transceiver at the same SE and under the same conditien®stlts in the SISO context
reveal that both FSIM and IQ-FSIM schemes have a significant pedioce and EE gain compared
to equivalent conventional transceivers, especially when using tder@PM (e.g., QPSK) where the
gain reaches more thamdB. The achieved gain with a non-optimal filter bank is more significant with
low-order APM due to their robustness to I1SI that cannot be completely ensaped. However, the
FSIM and IQ-FSIM with higher-order APM have a smaller gaint¢ 2 dB with 16QAM), but this
gain is maintained only at a low SNR region with a very high constellation ordé€)AM or higher)
due to their sensitivity to ISI. Hence, it is clear that both proposed schentesce the performance,
SE, and EE by using a non-Nyquist filter bank that adds a controllablegeedictable ISI. These
schemes’ success is directly related to the ability to estimate the selected filterastththe emitted
APM symbol correctly prior to ISI cancellation. Therefore, the filter bah&uld be carefully designed
to provide low cross-correlation (inter-filter correlation) and maintain a BlvIh the next Chaptes,
the filter bank design will be addressed where the filter correlation andttbeirted ISI are minimized
while satisfying and considering the other constraints and requirementighighl in sub-sectiod.3.3
(bandwidth, OOB, filter length,etc.).

At the end of this chapter, the proposed FSIM system is extended to MIM® $ystem to
achieve the highest SE gain among the existing MIMO systems with/without IMinBtance, the
achieved gain with SMX FSIM system §; log, N higher than that of SMX QAM using the same
modulation order and the number of antennas. It is also important to mentioBNB&tSIM fully
utilizes all time, frequency, and spatial resources in contrast to spati@.bv] GSM,...) that activates a
certain number of antennas and requires a full-RF architecture as higldighSectior8.2.7.1 In the
current study, we are focusing on an ultra-high data rates systemdoriscenarios with power and
complexity constraints for the UE receiver, like downlink kiosk applicatiod enhanced throughput
WLAN described in Sectiofi.1. For this reason, we developed and theoretically assessed the gfopose
SMX FSIM system with a linear receiver based on ZF equalizer and plavtfaletectors that allow
us to maintain a low and feasible receiver complexity. The performance o-B®M is very tight
to the derived theoretical lower bound. Compared to the equivalent SKMM Qystem of the same
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SE using either the same modulation order or the same number of TAs, the resadbthat SMX
FSIM with a linear receiver and only two non-optimal filter shapes outpex$dy3.5 dB up to more
than12 dB these equivalent systems in Rayleigh channel. In order to complet¢udyrand propose
a new ultra-high data rate system in the sub-THz environment, a completesiarialyhe sub-THz
indoor environment with RF impairments is provided for the proposed sysiii ISSIM, and the
other candidates (SMX QAM and GSM). Finally, we showed that SMX FSlith & linear receiver
has better performance and robustness to phase noise, lower tvansost, higher SE/EE gain, and
lower power consumption compared to its competitor candidates presentedeCh Therefore,
this analysis and discussion summarized in Tablgpermits to conclude both Chapte&@snd4, and
it promotes SMX FSIM with a linear receiver as a very competitive candidatiw-power wireless
ultra-high data rates system in sub-THz bands.

Table 4.7 - Summary of different MIMO techniques for low-power wirsseultra-high data rates systems in
sub-THz bands.

MIMO systems with power-efficient low order APMs and ZF based linear receivers

Na
Spectral Efficiency N¢(log, M +log, N) N¢log, M Ng loiz M; l:g;,ll',\,t
: where Ny < N,
(see Fig. 4.33) High Medium Mediaum
Robustness to PN . . Low
(see Fig. 4.34) gzt Lol eding (High with ML, see previous Chapter)
PAPR . i Low to High
(see Fig 4.35) Medium Low (depend on M, N, and N;)
Energy Efficiency . n q
(see Table 4.6) High Medium Medium
Linear Detector Complexity Medium to High . i
(see Table 4.5) (depend on filter length) Medium Low
Cost based on number of RF chains Low Low to Medium High
(see sub-Section 4.5.3.3.3) e
Flexibility . .
(Reconfigurable System) High Low High

In the next chapter, the filter bank design is considered where this chialgemroblem is
formulated as an optimization problem that allows us to successfully desigouhdilfers used in
this chapter.
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5.1 Introduction

In Chapter4, a novel IM domain is proposed to enable a higher SE gain and generalsteeristing
SISO schemes with/without IM. The two proposed systems (FSIM and IQHF® this filter IM
domain convey additional information bits by indexing different filter shaged the Nyquist condition
for zero-ISl is relaxed to find more distinguishable filter shapes andneelthe filter detection. These
proposed schemes demonstrate that the ISI is not necessarily unidesitaite it is controllable and
predictable. However, the introduced ISI should be kept as low ash®s® that the receiver can
correctly estimate the tentative decisions for estimating and canceling the icdbdfsl. Hence, the
filter shapes’ cross-correlation and the introduced ISI should be minimizgclso other parameters
(OOB radiation, filter bandwidth, filter length, etc...) should also be congider¢he filter design
process.

The Nyquist filter design is widely studied in the last decaddsl,[212, where many methods
tackle the filter design as an optimization problem. The filter optimization can consilgy different
filter properties such as:

« Filter lengthL, which is necessary to be kept the minimum possible while satisfying the other
system requirements. This parameter minimization allows having a low and feaggim
complexity. This minimization is non-convex, but it can be solved by bisectas®ed search on
[Linfeasibles Lfeasivie] fOr the minimum feasible length when all the constraints are convex
(quasi-convex problempfL1]].

+ Self-orthogonality that means the filter impulse respofise orthogonal to translated versions
of itself at integer multiples, like in wavelets and multi-rate filter banks. This caimstieads to
non-convex quadratic constraints ¢gn This constraint can also be used to satisfy the Nyquist
criterion for zero-ISI in the absence of channel distortion.

» Nyquist filters robustness to time synchronization error (timing jitter) thatbmasatisfied by
keeping low tails’ amplitude of the complete filter response (after matched filjering

« Filter magnitude response (bandwidth, stop-band level, pass-batestigtc.) usually must fit
within a predefined spectral mask.

* Filter phase response (linearity and bounds), where the phase lineantglso reduce the
complexity by taking advantage of the filter symmetry.

» PAPR reduction of the modulated signal, which is affected by the pulserghéilper, can be
reduced by decreasing the filter tails.

« Filter normalization: the energy of the impulse response, or its DC gain.
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The filter design problem with such constraints can be formulated as an optonipeoblem where
the objective function is a weighted sum of several characteristics. riunftely, several constraints
are non-convex in terms of the filter response. Indeed, some of theseaiats (e.g., filter energy, self-
orthogonality constraints, etc.) can be written as convex constraints in téthesfdter autocorrelation
function instead of the filter response. When the autocorrelation-basedilation is used, another
condition is required to ensure that a valid autocorrelation is found. Ttherspectral factorization
techniques are used to extract the optimal filter response from its aldtatinmn.

However, certain filter characteristics cannot be expressed in cdakex and thus such a non-
convex problem has the potential for multiple locally optimal solutions. In thig,cagnsiderable
judgment on behalf of the designer is typically required, and this interventialsdgsnecessary when
there is a tradeoff between competing filter properties.

In contrast to the state of the art Nyquist filter design, the filter shapeghforproposed
FSIM/IQ-FSIM schemes have more sophisticated constraints, mainly due depeeadency between
all the filters to be designed. For instance, the ISI minimization involves all the dittepes in the
bank since the filter shape in these schemes can change at the symb8imaltarly, the filter cross-
correlation adds another layer of filters’ dependency. These twdraims with the other filter bank
requirements summarized in subsectib8.3leads to a challenging filter design problem. Moreover,
this non-trivial problem appears for the first time with the proposed scbetoethe best of our
knowledge.

In the next sections, the filter constraints and requirements are develthymedtwo different
optimization approaches are considered to tackle this filter bank designllyFswane results and
discussions are presented. The main contributions are summarized asfollow

1. Filter design Problem formulation: The fundamental non-convex optimization problem is
formulated, then its transformation and simplification are presented. Thiteprateduces the
filter shape by optimizing the ISI subjecting to FSIM requirements and contstrafdur aim
is to minimize the ISI metric that can results from the different successivayiations of all
filter shapes in the bank under the low cross-correlation (dot-prodndtjreagnitude response
(bandwidth, OOB,..) constraints with a predefined filter length. This formulaiamon-convex
problem, and some relaxations are required to solve this problem. For iastaegrocedure
to design a bank of 2 filter shapes will take advantage of the previouslgraekfilters by
intuition, where the first filter is initialized by; in Fig. 4.4, then the optimization search for
its corresponding optimal filtef,.

2. Recursive N filter design Algorithm: Using the first problem formulation, a recursive
optimization approach is discussed to design a larger filter bAnk (2), where one filter is
designed at each recursive iteration. This procedure needs td tepibéhe required number of
filters is designed, and it is based on the initial condition of the first filter.
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3. Joint filter design Algorithm: Another problem formulation is considered for larger filter
bank, where the different filter shapes are jointly designed while comsigell filter 1M
schemes requirements. This strategy permits the design of a larger filtewlibrigwer filters’
dot-product and ISI compared to the recursive approach. Thiegdue also requires some
relaxations and initialization to overcome the non-convex limitation and enabletdérebfink
design.

4. Design Insights: Although the global optimal filter bank is not guaranteed, and the designer
intervention is required to choose a good compromise for the optimization peramieut the
results reveal that the optimal performance is achieved with 2 optimized fifteesdesign of 4
filter shapes leads to significant performance and SE/EE gain, as shoaeprevious chapter
with FSIM and IQ-FSIM schemes.

5.2 Filter Design problem formulation

An FIR filter of lengthL is represented by its impulse resporf§e:] (vectorf),0 <m < L — 1, or by
its frequency response denoted by:

L-1

F(el) = > flm]e™em. (5.1)
m=0

When an odd-length linear phase FIR filter is considered, the desigredfaihof the filter impulse
responsé = [f(0)f(1) ... f((L —1)/2)] of lengthL is enough to deduce the filter impulse respofise
by using the (anti-) symmetric property. The vedtean be written in terms dfas:

f = Ef (5.2)

[ - . . . e = . - . L -
whereE = 50 | is the identity matrix of sizé. x L andJ is the antidiagonal matrix of sizg. — 1) x L

(without first row forL odd) illustrated as follows:

0 010
0 ... 100

e (53)
1 000

Consequently, the frequency responsg @in be expressed in terms of thatfoés follows:

F(el®) = £l9(@) F(eiv) (5.4)
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[F (w)]

Transition band

Passband

Stopband

0 Wy Wy T

Figure 5.1— Low pass filter magnitude response.

wheref(w) = 0y + pw depends only on the filter length and symme$1] (6o = 0 andp = —% for

odd-length even symmetric filters), and the amplitude frequency respomsely:
F(&°) = A(w) flip{f} (5.5)

whereA(w) = [1,2cos(w),2cos(2w),...,2cos((L — 1)w)] and the flip operator is to reverse the
elements order in the vector. Hence the three main bands of the frequesponse can be deduced
from the matrixA as follows:

Apsp(w) =A0 < w L wp,:) (5.6)
Arrs (@) = A(wp < 0 < wy.2) (5.7)
Agp(w) =A(wy < w < m,:) (5.8)

(5.9)

whereA s, A andA,;, are the sub-matrices corresponding to the passband, transition band, an
stopband respectively,, andw, are the the passband and stopband angular frequencies, redpective
as depicted in Fig.5.12).

All filter shapes in the bank should satisfy the requirements mentioned in sdc8dhand they
can be expressed as follows:

1. Magnitude response constraints These conditions in our design are responsible for
maintaining a maximum bandwidth within the channel bandwidth and a low OOB stog)
radiations. In real systems, these conditions are required so that thenfilgeitude response lies
within a predefined spectral mask (a typical spectral mask is depicted iv B)g.For instance,
these constraints are semi-infinite, in the sense that there is one constraathw € [0, 7]
(each value otv generates different constraints). These constraints should beseapzd in a
finite manner to incorporate them in the optimization framework. Thus, a popuéaof thumb
to overcome the semi-infinite issue is the uniform sampling in the frequency dorhairethe
number of frequency samples should be in the ordeVi@kmpes~ 15L [211]. Therefore, the
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[F ()]

Passband

Figure 5.2— A transmit spectral mask template.

vectorw is represented in a finite manner py Nf_sar:ples_] , Nf_sjm’; —T , ], and the constraints
for the transition and stopband according to F can be expressed using Matlab notations as
follows:
. = (6s -0 )
A(w) < o < ws, ) flipf}] < (6, : engthie, < w”< RS Ss) (5.10)
p = = Wy
. 1 . (6s1 - (Ss) .
|A(ws < 0 < wy,, ) flip{f}] < (65 : engio, <@ <o) 1 8s,) (5.11)
s = = Wy
IA(ws, < w < ws,,:) flip{f}| < (6, : (O, = 9s1) 2 8,) (5.12)
! - 7 lengthws, < w < wg,) — 1 2
A(ws, < w < 7, :) flip{f}|e < 6, (5.13)

where these vectors’ inequalities are an element by element comparisoaehethe left-
hand and right-hand sides. Note that #ie magnitude levels are in linear scale, and the
‘length’ operator returns the number of elements in the vector satisfyingptidition @ range).
These upper-bounded constraints are finite and linear when congidegimagnitude response

(quadratic when considering the power spectrunf)timt leads to a feasible convex set in both
cases.

2. Low Filter shapes cross-correlation We are interested mainly in the sampled cross-correlation
between the filter shapes, which is the dot-product between any filteripair lgy:

(fif)? = (1) <e i+ j,ViandVj € {1,...,N} (5.14)

wheree is a predefined dot-product threshold, and it should be carefullytedléo guarantee
that the filters are distinguishable for better detection. Hence, a nea¢-zalue is preferred, but
it should be slightly higher to allow solving the optimization problem with the othesitamts
(i.e., avoid restricting too much the feasible set to reach a low ISl level).
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3. Low ISI distortion (keep an acceptable level of Signal-to-Interfeence Ratio (SIR)) This
permits to have a low probability of error in tentative decisions under theepcesof ISI. The
correct tentative detections are crucial to estimate and cancel the ineabd8t in order to
achieve a good system performance. Any detection error propagdtekdstimation and can
deteriorate the system performance since each estimated FSIM symbdivgemtéinal decision
feedback) is used to cancel the ISI from theext symbols. Thus, the minimization of the
introduced ISI from correct and false estimation should be considerlhitats propagation
effect on the subsequent symbols.

Considering an AWGN channel, the ISl in conventional systems, thatausiagle pulse shaping
filter, is due to pulse tails with non-perfect zero-crossing at symbol geridter the matched
filtering. However, in FSIM based schemes, there are several filtershen possibility of
incorrect match filtering due to error in filter detection. Thus, the ISl in agedncludes:

(a) ISl resulting from correct matched filtering.

(b) ISl resulting from incorrect matched filtering.

In the following, the ISI expressions for both cases are developesthyi-iet's express the filter
f in the z-domain similar toJ12:

L-1
F(z)= ) fmz™ =1"e(z) (5.15)
m=0
wheree(z) = [1z7!...z-(&D]. Recalling that the equivalent transmit-receive filter (complete

impulse responsg = f(m) * g(m) = f(m) = f(-m))is Q(z) = F(z)F(z™"), we get:
0(z) = (fTe(z)) (Te(z))T =T e(z)el (z7Hf =TT R(2)f (5.16)

where thel. x L matrixR(z) is given by:

R(z) = e(z)€ (z71) (5.17)
1
Z—l L-1
R (LR E (5.18)
Z_(l;_l) m=—L+1

andsS,, areL x L constant matrices whose elements given by

1, u—-v=m
[Smluy = _ (5.19)
0, otherwise
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whereu andv are the row and column indices of the matri&gs respectively. Substituting

(5.18 in (5.16, we obtain
L-1

0= ) (fTSmf)z—m (5.20)

m=—L+1

The Nyquist condition for zero-1SI in AWGN4(6) can be re-written usindg(20 as follows:

1, m=0
f1'S,f=10, m=nl,ncZ (5.22)

arbitrary m # nA.

These quadratic equalities defined By21) form a set of non-convex hard constraints where
mainly the samples of at symbol rate (an integer multiple @) are restricted to the desired
values denoted by a vectdr Recalling that the Nyquist condition is relaxed for filter shapes
indexation techniques to find distinguishable filters. Hence, these equatdiebanged to soft
equalities so that a filter bank with low dot-product can be designed while nmairga low ISI,

so these equalities become:

1S, f~d=[07" 1,07 meQ (5.22)

whereQ = {m =nd : n € Zand —n < n < n} represents the set of constrained samples at
integer multiple of symbol period. These conditions52@) can be rewritten as follows:

Bf ~ d (5.23)

where
B = (177121 @ 1) Seonditioned (5.24)
Sconditioned= [S',, 1> Sh» - - .. S,,1" form € Q. (5.25)

We will use the notatiofB ;. to represent th& matrix corresponding to filtef;. Therefore, the
matched filter output for both cases of correct and false match filteringecdeduced as follows:

Correct Matched filteB ;f;, Vi=1,...,N, (5.26)
False Matched filteB . f, Viandj withi # j. (5.27)

When the filter shapes are not symmetric at the centerflikim Fig. 4.4 (shifted version of
RRC), there isV> — N different possible false matched-filter outputs for a bank dilter shapes

(fi(m) = gj(m) = fi(m) = f;(—=m) # f;(m) = g;(m) = f;(m) = fi(—m) for i # j). For all correct
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match filtering, the soft conditions i 23 are considered. Whereas, for the false one, the vector
of desired values for samples at symbol rate defindglify is an all-zero vector to have low ISI
and low filter shapes’ dot-product (the center value squaB:df corresponds to the condition
in (5.14)). Since the dot-product constraint is separately considered andllenemaero values
are tolerable, we will consider later on the minimization of the ISI square distai§ify » given
by:

[1SIspli.; = B2, (5.28)

whereB* does not consider the center symbok{ 0) (computed using; form e Q* =

{m=nA:neZ and —-n <n <n}).

onditioned

When the transmit and receive filters are both linear phase FIR filter symragdtind the center
sample, the half-responsésnstead off can be used even with a false matched-filter. This
approach guarantees the phase linearity and reduces the problemxignigylelesigning a half-
filter response, and then deducing the complete impulse response agdorir2). In this case,
the matrices® and 3 are computed as follows8 = (17171 @ ¥ ). ditioned Sconditioned =
[§,§T,,,,...,§M]T, S, =E'S,Eform e Q={m=nl:neNand0 < n < 5} and

d = [1, 0717 whilen = 0 is excluded foB™ and the identity matrix size is reducedite 7.

4. Filter energy: The energy of all filter shapes should be normalized to unity. This conttra
avoids satisfying the above constraints by changing the filters’ eneifyie ¥eir normalized
versions do not. Hence, the following condition should be considered:

L-1
Ifill> =, = > f2ml =1 (5.29)
m=0

This quadratic equality constraint is also non-convex. Note that this @msis included
implicitly in the Nyquist condition $.22 whenm = 0, but we will insist on this restriction
since the Nyquist condition is relaxed to soft equalities.

In our filter design, we target mainly to minimize the overall ISI resulting froleef@nd correct
match filtering defined by the followingb jective:

N N N
objective=" > > [ISIsplij+y Y lIBgfi — d| (5.30)
j=1,j#i i=1 i=1

The ISI resulting from false and correct match filtering will be jointly minimizethgsbjective,
where the first and the second term %30 represent the former and the latter, respectively, and the
latter also includes the filters’ energy to keep it near 1 while minimizing the 1Ste Nwat the ISI
resulting from correct matched filtering is more crucial in the system pegoce. For this reason, a
weighting factory is introduced in the objective functiarb jective to emphasize the ISI minimization
resulting from the latter.
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Therefore, the fundamental optimization problem to jointly designAhélter shapes can be
formulated for a given filter length as follows:

P1: frninimifze objective defined in(5.30) (5.31a)
155 1IN
subject to
|F; (w)| within a predefined spectral mask accordingdd 05.13 Vie {1,...,N}, (5.31b)
(fif)? = (1) <e i+ j,YiandVj e {1,...,N}, (5.31c)
Ifill* =1 Vie{l,...,N}. (5.31d)

The multivariate optimization ifP1 (5.31) is a non-convex problem, and thus finding the global
optimal solution is challenging mainly due to the following reasons::

1. The objective functioni.319 is non-convex. In general, the optimal solution of multimodal
quartic function (fourth-degree) can only be found iterativélgd, if a proper initial choice
of the filter shapes could be made within the vicinity of the global minimum. Note that this
optimization problem can re-formulated as a geometric program which is als@anvex,
and since the filter samples can take non-strictly positive valyids:[ € R), the simple
transformation to geometric program in convex fo2d 3 p.162 ] cannot be applied.

2. The jointly constrained filters’ dot-produci.B19 is a quartic polynomial, and thus it is not a
convex constraint. Note that its square is required to avoid the negativly loigrrelated filters
(fl.Tfj ~ —1) that cannot be correctly detected, especially in the presence ofitgppasstellations
in the APM symbols set.

3. The filter energy restriction to unitp (319 is hon-convex in terms df (quadratic equality). In
the sequel, this equality is relaxed by upper bounding by one to get axcoomstraint (quadratic
upper-bound) as follows|f; ||> = f'f, < 1.

Thus P1 requires some manipulations in order to be solved by a convex method. Feakbeof
optimization framework clarification, a bank of two filter shapes is designsillyfiand then it will be
generalized tav filter shapes.

5.2.1 Filter DesignN =2

The problemP1 contains several non-convex issues in the constraints and objeativéofu In the
proposed problem formulation foF = 2, the first filter f; is initialized and the problem targets to find
its corresponding optimal filtef,. The initialization off; plays a major role in the problem feasibility,
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S0 a good starting point is the previously designed fite(shown in Fig. 4.4). In this case, the
condition in 6.319 becomes an upper-bounded quadratic constraint that means a comstsaint,
and the filter energy is also relaxed by upper bounding, as mentioned.edtis new formulation
leads to a quartic function optimization (due to the second terfs.BOY) with convex constraints, and
thus the iterative approach is used to find the best filter sifap&o deal with the non-convexity in
the objective, the quartic term in the objective (later term5r8Q) resulting from correct matched
filtering is relaxed to a quadratic function. This relaxation is performed by liaitig f> for use inB
computation of the later term o530 only, where the initialized is denoted b)szo in first iteration

t = 1. This filter is re-initialized at each iteration by the previous problem soluﬁpﬁ. These
relaxations lead to a quadratic optimization problem with convex constraintgdhalbe efficiently
solved. It is worth mentioning that the filter design fér= 2 can be seen as a bi-convex optimization
problem after relaxing the energy constraibu3(Ld and initializing the filter inB computation used in
ISI estimation for correct matched filtering.

Hence, the problerRP1 can be reformulated fav = 2 to design a linear-phade according to a
givenf; as follows:

P2: minimize (/B f2ll” + B fill%) + y||sz,,1f2 —d|? (5.32a)
f,,f, = Ef,
subject to
|F>(w)| within a predefined spectral mask according3d 0 — 5.13), (5.32b)
(fi.f2)? <, (5.32¢)
If2l* =f3f, <1 (5.32d)

where the problen2 searches for the optimah, and the equatiorb(2) is used to estimatg when
need it. The iterative approach will be used to solve the multimodal quartictagjéenction, and the
stopping criteria can occur either when a predefined number of iter&tipnis reached, or when the
objective enhancement between successive stages is below a predefinecctotarashold.

Recalling that the proposed schemes in the filter IM domain can use diffdtenshapes, and the
MF based detector for tentative decisions performs the estimation on thivedksignal with ISI. Thus,
to maximize the correct tentative detection and enhance the ISI estimationraredlaton, the Signal-
to-Interference (SIR) ratio at the center sample of the matched filter osliputd be maximized. This
center sample is affected by the pasind futurep symbols that may have different filter shapes, and
all these symbols are filtered in the MF bank by one of the filters. Thus, e ffi@atch filtering for
the tails of several past and/or future pulses is occurring naturally in thetitee detection. We will
neglect the possible APM symbols in the filter design process, and we wii§ foe searching for the
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maximum-minimum SIR for all possible filter shapes permutations at thesgmbols (past and future
symbols). Hence, the number of possible filter permutation&’is (permutations ofy filter shapes
taken fromN possible filters), and let th§27 x 2n matrix §p be the permutation matrix that stores all
the possible permutations of the transmit filter indices aRihpositions as follows:

(11 01 .1 1 1]
1 11 ... 1 1 :
1 11 ... 1 1N
1 1 1 1 2 1
1 1 1 1 2
- 5.33
B 1 1 1 1 2 N (5-33)
1 1 1 1
11 1 1 N N
N N N ... N NN

Thus, knowing thatf; is used for the current symbol at the transmitter, the SIR for a filter
permutation (row index in P) at the output of correctly matched filtering for the current symbol
can be expressed as follows:

SIR+(p) = Signal Power (B fi))?
AP = TisTPower ~ y (Br ) 2
n=-n, n#0 -ﬁ‘B]p,n i (m_n/l)]z
SIR = [SIRY, ..., SIR} 1" (5.34)

and the vectoSIR of all possible SIR for theV possible transmit pulse shaping is of si¥é7*!.
This SIR estimation considers that all tails at the current symbol are constructiveiapping, which
means the worst SIR occurring when the APM symbols multiplied by their corresponding filter
shapesf;, have the same sign at the instant of the middle sample of the current symbol.

Therefore, to reach our ultimate goal of maximizing the minimum SIR for all filtempéations,
we will track the highest minimum SIR in the iterative search to take the best filsgres, as the final
optimization result. Finally, Algorithrd summarizes the linear-phase filter shgpeéesign procedure
by convex optimization giverf;.

In this section, some introduced relaxations are based on the filter shgfeahd/or f;)
initialization. We acknowledge that the initialization of the former pilots the feasibifithe problem
and the attainable minimum for ISI and filters’ dot-products, but as we prsljianentioned, the
previousf; is a good starting point. In order to reduce the impact of the fiffdnitialization (used
in Bﬁ), the iterative approach searching for the best fifkenses the previous filter shape obtained by
solvingP2 as an initial value for the next stage. This iterative search for thefbedibws approaching
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Algorithm 4 Proposed filter design procedure for linear-phase filter siiape
1: procedure FILTER DESIGN(f{, €, N, 4, , L, Spectral Masky¥;;.,, tolerance)

2: Initialization :
31 SIRPSS! = —oo, 0bjective® = o, fi = RRC(m —1/2), f,) = RRC.
4: ComputeS according to$.19, By, E.
5: Iterative search for best f:
6: for t = 11to Ny, do
7 UpdateB]%_1 using the previou?;zt_1 designed in iteration— 1:
8: Bfétfl = (|77+1X'7+1 ® (fzt 1)T)Sconditioned
9: Solve the optimization problef2 (5.32.
10: Deducef, according to $.2).
11 Normalizef, energy to unityf, = \/:;T
12 Estimate theSIR vector for all possible filter permutations according5d3d).
13: if min(SIR) > SIRb%" then
14: Updatefzbes’ =f, andSIRffl.;’ = min(SIR) to save the filter shape that leads to highest minimum
SIR for any filter permutations.
15: end if
16: Compute the objective functianb jective’ (5.329 using normalized,.
17: if |objective’ — objective'™!| < tolerancethen
18: break
19: end if
20: Savef, in f3~! for next iteration.
21: end for

22: return f best

the optimal filter bank design if a proper initial choice of the filter shapes cbelchade within the
vicinity of the global minimum.

5.2.2 N-filter shapes design

The bank ofV filter shapes can be designed recursively and jointly. The recungpr@ach is based on
designing one filter shape at each recursive stage, where the sitsorsthape is designed based on the
first filter initialization, then the third filter is deduced by initializing the first twogd&o on to design

N filters. The maximum achievable number of filters in the bank, which can bgrdssrecursively,

is limited by the firstf filter shape’s initialization. This means that the recursive optimization method
may reach a limited number of filteNswhen the subsequent problem becomes infeasible with the used
/1 initialization, which is not trivial especially foN > 2. An alternative approach is to design tNe
filter shapes jointly where the initialization effect is reduced but not complataided, because in this
case, the initialization of th¥ filter shapes is required to solve our non-convex optimization problem by
a convex method. However, for a better convergenck fifter shape design, these filters are updated
iteratively in the filter design procedure by the partially optimized filters frompiteious iteration.
This strategy is similar to the technique of solving jointly constrained multi-conkegramming, but
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unfortunately, our problem is a jointly constrained multi-non-convex prabidere the convergence
to a global optimum cannot be guaranteed.

In the following, the proposed recursive approachXofilter shapes design is omitted, while the
joint design ofN filter shapes is presented, since the latter method leads to better results witMfilter
schemes. The proposed fundamental problemVdilter design is similar td?1 (5.31), but we add
another constraint concerning the relaxed Nyquist condition for Erim- AWGN channel. Hence, the
following condition is added to make sure that the resulting ISI from comatthed filtering remains
within a predefined threshokg s; :

1B/fi — dII” < erst, (5.35)

where this quartic non-convex constraint is relaxed by initializfhgn the matrixB computations.
Therefore, the relaxed problem to solve by convex approximation carpgressed as follows:

P3: frfummlfze g;}: ||Bj§t_lfj||2 (5.36a)
subject to
1B, - d|? < erss Vie{l,...,N}, (5.36b)
|F;(w)| within a predefined spectral mask accordinggd (0-5.13 Vie{l,...,N}, (5.36¢)
L2 = (D) < e i#j,Viandvj e {1,...,N},
(5.36d)
17 =7F, < 1 Vie{l,...,N}. (5.36e)

Wheref{‘1 represents the initial value of the filter shape that will be updated by théopeevesults
obtained in the iterative algorithm as shown in AlgoritBThe problenP3 targets to minimize all
possible interference resulting from correct and false match filteringcetrabverlap with the current
symbol in MF-based tentative detection defined5r869. The multivariate optimization problem for
the joint design ofV filter shapes was multimodal non-convex objective (quartic) with threecoomex
constraints (near-Nyquist filter, dot-product, and filter energy caim#) before the relaxations. The
adopted relaxations by initialization transform the quartic equations to cquagkatic in the objective
(5.369 and the upper-bounded constrairis3ph) and 6.369, and the last constraint for filter energy
is relaxed by replacing the quadratic equality by quadratic upper bolnedefore, the relaxed problem
can be solved by convex optimization for the Quadratically Constrainedr@iim&rogram (QCQP).

Recalling that the iterative search is required to minimize the multimodal quartitidan@and
thush filter shape joint design is summarized in Algoritithat solves the QCQP probles.86) and
search iteratively for the best filter bank. Note that the optimization protdesilfility and convergence
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cannot be guaranteed unless the initialization forNH@éter shapes lies within the vicinity of the global
minimum.

Algorithm 5 Proposed joint design procedure féffilter shapes.

1: procedure FILTER DESIGN(), 1), ... 1%, €, ersr, N, A, n, L, Spectral MaskN,.,, tolerance)
2: Initialization :
3: SIR,’jfiff = —00, objective? = oo, initialize fy,f,, ... Ty byfo,fg, .. .f?\,.

4: ComputeS according to%.19).

5: Iterative search for best filter bank:
6: for t = 1to N;s, do
7 UpdateBJ’{1 using the previoui;i"1 designed in iteration— 1 according to .24).
8: Solve the optimization probleia3 (5.36).
9: Re-initialize the filter shapef; that contains any undefined sample value (NaN) due to
inaccurate/infeasible optimization.
10 Normalizef; energy to unityf; = :"Tf .
11 Estimate theSIR vector for all poséit')le filter permutations according3a3d).
12: if min(SIR) > SIRb%" then
13: Updatefi”e“" =f; andSIR%jf = min(SIR) to save the filter shape that leads to highest minimum
SIR for any filter permutations.
14: end if
15: Compute the objective functiamb jective’ (5.369 using normalized;.
16: if |objective' —objective'™!| < tolerancethen
17: break
18: end if
19: Savef; in f/~! for next iteration.
20: end for

21: return f best

Finally, it is worth mentioning that the filter bank design is prepared once eftiindefine the
modulation. Thus, the computational complexity and time of the optimization algorithrotia n
problem in the proposed filter IM schemes.

5.3 Results

5.3.1 Filter bank of 2 filter shapes

In this section, the FSIM scheme’s performance is evaluated with the two optiriliee shapes and
compared to those with the previously designed filter bank. The proB2im our proposed filter
design Algorithm4 is solved using Matlab Software for Disciplined Convex Programming (CVX),
a package for specifying and solving convex prograisi[215. The control parameters used in
the filter design are the followingZ = 10,1 = 8,7 = 10, € = 0.125% y = 12. The last two
parameters are selected by the designer to have a good tradeoff beheedter properties. The
optimizedf; is obtained by initializingf; with the filter shapef in Fig. 4.4, and f; is firstly initialized
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Figure 5.3— Magnitude response of the optimized filrusing the iterative 1SI minimization in Algorith
compared to the previously designed filter by intuition degd in Fig.5.4a

by a RRC filter inB calculation. The used magnitude response constraints are based of.Fig.
with 6,(dB) = 0, 6,(dB) = =20, 6,,(dB) = -25, §5,(dB) = -30 according to current sub-THz
standardization activities. The magnitude response of the optimized /filisrdepicted in Fig.5.3,
which is clear that it matches the mentioned constraints. The impulse respbtisesilter /| and the
optimized filter f; are depicted in Figs.4aand compared to the previously designed filter by intuition
in Fig. 4.4used in Sectiod.3. Similar comparison is performed for the complete response after correct
matched filtering at the receiver side in Fig4h which highlight that the optimized filtef, has better
zero-crossing at integer multiple of symbol period compared to the preyipasad thus lower ISI. The
average SIR for all possible filter permutations accordingt84 after the optimization i42.63 dB
and the minimum SIR for the worst filter sequence permutatid.isl dB, while the former using the
previous filters in Fig4.4is47.41 dB and the latter i3.71 dB. This maximization of the minimum SIR
is a crucial factor for better filter IM schemes’ performance as showigia. b.5-5.7, because low-ISI
permits to performs correct tentative decisions and more accurate 1S| &stirmad cancellation (lower
residual I1SI). Note that much higher minimum SIR can be reached usingitigo4 by relaxing the
other constraints, and/or using differefatinitialization.

Figuresb.5-5.7 shows the FSIM can achieve a larger performance gain compared to ikaleqti
scheme. For clarification, the filter design by optimization allows increasing dhe af 2-FSIM-
MQAM by 0.35 dB for M = 4 and up t06.5 at BER=10"3 for M = 64 where the previous error floor
disappears. It is clear in Fig$.55.7 that the gain increases witl1, because the previous residual
ISI has negligible impact on QPSK, and the minimization of ISI affects more the latozhs with
higher sensitivity to ISI. In addition, it is worth mentioning that 2-FSIWRAM for M < 64 using the
optimized filter shapes achieves 1 bit per symbol SE enhancement with aillegit{R increase)(3
to 1.5 dB) compared ta QAM of lower SE. Therefore, we conclude that the proposed optimization
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Figure 5.4 — Comparison of the previous intuitive filters and the optiadi filter f, using the iterative ISI
minimization in Algorithm4: (a) impulse responses, (b) complete responses afterctonagched filtering at

the receiver side.

for filter design enhances the SE and EE gain by FSIM and 1Q-FSIMrenthe latter’s results with the
optimal filter design are directly presented in Sectdoh5
The average SIR achieved with all possible filter permutatiétis! limits the M-ary modulation

order that can be used without any performance degradation sinb#IRSFSIM with higher-order
M > 64 modulation schemes will face a performance degradation starting this ev@iiag
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Figure 5.5— Uncoded BER performance @fFSIM-MQAM with optimized filter shapes, and its equivalent
schem&MQAM of the same SE: (&) bits/symbol using/ = 4, (b) 4 bits/symbol usingy = 8.
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Figure 5.6 — Uncoded BER performance @fFSIM-MQAM with optimized filter shapes, and its equivalent
schem&MQAM of the same SE: (&) bits/symbol using/ = 16, (b) 6 bits/symbol using\ = 32.
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Figure 5.7 — Uncoded BER performance @fFSIM-64QAM with optimized filter shapes, and its equivalent
schemel 28QAM of the same SE5bits/symbol.

5.3.2 Filter bank of N filter shapes

Recalling that the recursive filter design used #be 2 in the previous section can be generalized for
N filter design as discussed in Sectim2.2, but the main limitation of the recursivé > 2 filter design
is the initialization of the first filter. For instance, this initialization is critical to guéea the feasibility
and convergence of the filter bank optimization. The intuitive designed Zfiteawn in Fig4.4helped
to overcome the initialization issue and achieve the optimal result§ foR presented in the previous
sub-sectiorb.3.1 However, the first filter initialization foN > 2 is not obvious and off-the-shelf filters
does not permit to design larger filter bank design with the recursive mdtletb problem infeasibility
with the strict constraints for filter IM schemes. In order to overcome thigjsse proposed in this
chapter an iterative joint filter optimization according to Algoritlmvhich is used in the following.
The four filter shapes are successfully designed by the Algorihmith the following parameters:
L=10,2=28,7=10, N = 4, Niz.r = 1000, € = 0.5, ¢75; = 0.3, and random initialization for
all filters on the first iteration.This filter bank depicted in Fig.12is used to evaluate FSIM and
IQ-FSIM to achieve higher SE in Sectiods3.5and4.4.5respectively, where the results reveal that
these schemes achieve significant performance gain and EE enhahcempared to their equivalent
schemes. However, we acknowledge that these filter shapes can tz aptimal solution since the
proposed iterative joint optimization is based on the initialization of all filters,raady relaxations
are introduced in the problem formulation. Hence, a better filter bank magiheébe designed if
the initialization limitation is tackled to achieve lower filters’ dot-product and highgimum SIR
that leads to better system performance. This limitation of the proposed optimiZatinework is
caused by the non-convex problem characteristics: jointly constrainéi/amiate optimization with
non-convex multimodal objective/constraints.
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5.4 Conclusion

In this chapter, the filter bank design that satisfies the requirements ofpeged FSIM and 1Q-FSIM
schemes in the filter IM domain is formulated as an optimization problem. The filterbgnirements
highlighted in Sectiod.3.3are categorized as Magnitude response constraints, low filters’ ddtiro
low ISI distortion by the filter shapes to keep high SIR and avoid errorggaion in the system
performance, and the filter energy normalization constraints. The prdpmsimization framework
aims to minimize the introduced ISI distortion with a spectral mask, low filters’ dodpst, and filter
energy constraints to respect a predefined spectral mask and alloltetheh@pe detection. In contrast
to conventional schemes, the FSIM and IQ-FSIM may have false match filtérthe filter index
is mis-detected, and this error will propagate to ISI estimation and cancellatichd subsequent
symbols that can lead to error floor in the system performance. Hencélteudesign optimization
considers the joint minimization of the I1SI resulting from correct and false meattéiltering to limit the
ISl increase in the case of inaccurate ISl estimation due to filter misdetectienntfoduced ISI by the
non-Nyquist filter shapes affects MF-based detection, especially ttegivendetection. In addition, it
is highlighted that the ISI from correct/false matched filtering naturally ccicuthe tentative detection
since each filter of the MF-bank is used to filter thesamples around the current symbol, and these
samples correspond to the overlap of future and past symbols that fesuitdifferent pulse shaping
filters. After the in-depth analysis of ISI effect on system performatioe proposed optimization
framework does not consider only the joint minimization of ISI resulting franrext/false matched
filtering but also targets to enhance the detection of the current symbol xiynimang the minimum
SIR of all possible filter permutations in thygpast and; future symbols.

The fundamental multivariate optimization problem to jointly designXhiéiter shapes of length
L is a non-convex jointly constrained problem with a multimodal quartic objecatimetfon, quadratic
equality, and several multimodal quartic non-convex constraints. Sublalkeieging problem fov
filter shapes joint design is not addressed in the literature to the best ofitther’a knowledge. In
order to find a suitable filter bank for the proposed filter IM schemes, lalgmoreformulation with
relaxation and restriction is proposed to approximate and solve it by captgrization method. For
instance, it is worth mentioning that this joint filter design is a jointly constrained mati-convex
problem since even if all filters except one are fixed, the ISI resultimg torrect matched filtering in
the objective and the filters’ energy quadratic equality constraints alsddemdion-convex problem.
These constraints and a part of the ISl in the objective prevent solvingroblem by multi-convex
optimization methods.

Recalling that the optimization of a multimodal quartic function, in general, can loalgolved
by iterative approach[l?, if the filter shapes initialization lies in the vicinity of its global optimum.
After the study of the fundamental probldPi (5.31), the filter bank design witlv = 2 is addressed
firstly, then it is generalized and updated for a larger filter bank. To debigfilter bank withV = 2,
the first filter £, is initialized by the intuitively designed filtef; that provides good results in previous
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chapter 4, then the algorithd search iteratively for the best corresponding linear-phase FIR filter
f>. This iterative process requires also the initializationfgf and its update in each stage by the
previous optimizedf, ! corresponding to a giveri. The former initialization f;) simplifies the
multivariate problem to a design of a single variable filteL.&famples and avoid the jointly constrained
multivariate multimodal condition related to low filters’ dot-product. However,ldlier initialization

(f2) and its iterative update are used to solve the multimodal objective due to therm$resulting
from correct matched filtering. Solving this relaxed optimization algorithm bhwew methods leads
to a better filter bank, where tieoptimized filters enhance the FSIM scheme performance.kfy

dB with QPSK and up t6.5 dB with 64QAM. Hence, the proposed filter bank optimization provides
a significant performance enhancement compared to the previouslhyndeditiers by intuition, and
besides allows to avoid the error floor that appears in BigObwith FSIM using high order QAM
scheme ¢ > 16). Thanks to the minimization of ISI resulting from correct/false matched filtering
in the proposed algorithm and its embedded maximization of the minimum SIR forsaiige filter
permutations that lead to these enhancements.

Moreover, a recursive approach is discussed to desigfiter shapes, where the previously
proposed algorithm to design the filter shapeagiven f; is performed firstly, then in each recursion
step, an additional filter is designed given the filters of previous stageis. approach is limited by
the initialization of the first filter that pilots the overall recursive optimizationt th@s reason, thev
filter shapes joint design is proposed to reduce the initializatiofy 6imitation in problem feasibility.
Hence, the filter shapes problem formulation is generalized in the proposed joint dpsigedure
while another set of constraints is added to restrict the ISI resulting fosract matched filtering below
a predefined threshold. The filter shapes’ initialization is still required dyeaweiously mentioned
optimization problem characteristics. However, in contrast to the reeuegiproach, the proposed
joint filters design initializes the filter shapes and updates them in each step of the iterative algorithm
to search for the best filter bank with the multivariate multimodal objective/cnsér The proposed
algorithm allowed to desig# filter shapes, and their results with FSIM and IQ-FSIM are presented in
Chapter 4 where a significant performance gain is achieved comparezléquivalent QAM schemes
of the same SE. But the results of Figé.13a4.13bfor FSIM and Figs. 4.26a4.26bfor 1Q-FSIM
reveal that the filter bank cf filters could be improved to approach the lower bound of the proposed
filter IM schemes. Finally, it is worth mentioning the filter shapes’ initializationcff¢he optimization
problem feasibility, the achieved minimum ISI, and filters’ dot-product. Thusetter filter bank could
be designed by another filter initialization in the vicinity of the global optimum anufaronsidering
different problem formulation. Therefore, there is room for a potei@tland EE improvements by
the filter IM schemes, where the filter bank challenging design problem pleyajor role.






Chapter 6

General Conclusions and Perspectives

The work presented in this dissertation aims to provide an innovative solatiartfa-high data rates
wireless communication system in sub-THz bands that satisfies B5G requteemé/ireless Tbps
links will become an urgent requirement within the next 10 years. Hermgyiring larger bands
in the mmWave/sub-THz bands and employing spectral-efficient MIMO tdobpas necessary to
deal with the ever-increasing demand and the scarce sub-GHz spe&oumassive production and
business market perspectives, low-cost electronics technologyisserad. However, it is functioning
at the edge of its operation region in sub-THz bands leading to different tiomtgaand severe
RF impairments (i.e., high PN, CFO, PA non-linearity, low transmit power, ets.jighlighted in
Chapterl. The naive high-data-rate approach adopted by different stemdasiib-GHz bands (e.g.,
IEEE802.11ax) is based on acquiring more spectrum, adopting MIMOitgets) using MC with high
APM modulation order (up to 1024 QAM), and then working on reducing itsgroconsumption.
However, to cope with sub-THz limitations and enable low-power Thps wsetesnmunication
systems, we proposed a new approach that insists on using wider b#mdaddpting power-efficient
SC modulation, and exploiting Index Modulation to enhance the system dpeiitaency mainly.
Based on this approach, several contributions and solutions aresgebothis thesis to answer the
problematic ‘Can we design a low-power wireless ultra-high data rate system with low oagtlexity
that survives with the severe sub-THz challenfjes®™d they are presented in the following.

6.1 Conclusion on our contributions

We started this manuscript by investigating the wireless Tbhps scenariosinddtse sub-THz channel
characteristics, highlighting its technological limitations, RF impairments, andrlblzbwaveform
requirements. Besides, a broad survey on existing IM domains and teeBrnig provided to study
and promote a spectral-efficient scheme like GSM in spatial IM domain, anddfald our fingerprint
by proposing a novel IM domain, called Filter IM domain. In Rawe proved the proposed approach’s
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feasibility by using power-efficient CPM and low order QAM modulationsomepanied by the spectral-
efficient GSM scheme, firstly in a general context. The result confirnagdtst only a low-power high-
data-rate system can be achieved using this approach, but it pointéndibilte previous approach is no
more possible for sub-THz due to its high SNR requirements even with pededitions that cannot
be reached using current electronics technology. It is also interestihigitight that the implicit
transmission of most information bits in the IM domain leads to the best perfoemasalts.

After this conclusion, the main GSM challenges of high detection complexity anfdrmance
degradation in highly correlated channels like those in sub-THz are smigte To enhance GSM
BER performance, we proposed two methods summarized as in the sequeffiodant legitimate
TACs’ set selection without using instantaneous CSIT (system denot8dEfySM) is proposed, and
it provides the near-optimal performance achieved by the adaptive G&8Mitgie with full CSIT
knowledge (system denoted by EGSBB]). The former reduces the number of detection errors of
the activated TAC that also affects APM symbols detection. This is achieyeaididing the use
of the most correlated TACs. However, our second proposed method mésintiz BER that may
results from the activated TAC misdetection due to the ambiguity between the esh@imrelated
TACs in the legitimate set. The latter proposed method, called best-efforsgedial bit-mapping, is
based on a careful TACs index-to-bit mapping based on their correlatiticators. To consider the
high-detection complexity challenge in large-scale MIMO for GSM and egerdnventional MIMO
SMX, we proposed a low-complexity quasi-optimal detector for each sy&StCML for SMX, and
O’SIC-ML for GSM). These detectors are designed mainly by a clever catibinof OSIC and ML
techniques to reach the ML optimal performance with a linear structure letm®89% complexity
reduction. In addition, the proposed detectors are controllable to prtvedeest tradeoff complexity-
performance, even with channel estimation error and large-scale MitN&3worth mentioning that the
high GSM complexity due to its two-layer of information bits is tackled by orderiegihC detection
based on their reliability indicator and performing a linear detection followellibyerification on a
reduced set.

Moreover, we proposed DP-GSM to achieve higher SE gain and betbestress to spatial
correlation than the GSM system. This multi-dimensional IM scheme activate€avh&re a single
polarization per TA is used for data transmission. This permits to conveyniafitwn bits by the
indices of activated TAC and polarization. This technique benefits fronoittgonal polarization
to reduce the overall correlation among the legitimate TACs, and it exploits thidinnsion for
SE enhancement. These advantages come with antenna-array spage@nogcreduction inherited
from the usage of DP antennas. This point and the sub-THz shortemaik allow the integration
of large-scale MIMO even on the end-user devices. But the sucédbisadea at sub-THz bands
is limited by the antenna array design in current technology and the hardewssl interconnection.
Furthermore, the different candidates (SMX, GSM, and their dualdgeldversion) for low-power
wireless Thps are evaluated in a realistic sub-THz environment usingelsasbtained by ray-based
deterministic channel modeling for sub-THz (provided by the BRAVE pitgpectner Siradel) with
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RF impairments (MIMO PN model extracted from the PN model of the BRAVE ptgjartner CEA-
Leti). These evaluations are carried at different levels, and the ksted-candidates are compared
from different perspectives such as: performance, EE/SE, detemimplexity, cost, link-budget, and
power consumption estimation. To conclude this part, the power-efficiemtith@G SM-based schemes
(e.g., GSM-QPSK) shows many advantages compared to the competing SdXfesstems. Note that
the proposed solution for low-power ultra-high data rates can be usayy éitequency bands.

In Partll, a novel IM domain called the filter IM domain is proposed to achieve bettésnpeance,
higher SE/EE gain than the previous solutions. In addition, the proposediddargets to overcome
the performance degradation of the spatial IM domain that cannot be defgptatigated in the highly
correlated channel, even with the best enhancement techniques. Aisstiethat we increased our
interest to explore this novel filter IM domain is the RF-switching problencefia any transmit spatial
IM that leads to spectral regrowth, and this switching is currently unfieaattihese ultra-high symbol
rate. Nevertheless, a possible solution based on using a full-RF archetegth transmit spatial IM
can solve both problems but at the price of higher system cost. In thistba&sspatial IM schemes
sacrifice with the available spatial and RF resources to bring IM advantage proposed novel filter
IM domain allows overcoming all these issues since it makes possible the etiptodfall available
time/frequency and spatial resources while providing the advantagdd. dfibreover, the filter IM
domain generalizes most of the existing SISO-IM schemes, especially thtteetime/frequency IM
domains. We explored two schemes (FSIM and IQ-FSIM) within our pregpammain that convey
additional information bits by an index of a filter-shape changing at the syrat®to maximize SE
gain. Both schemes can transmit any APM symbols, and 1Q-FSIM doubleSEhgain of FSIM
by using separate indexation on | and Q components. These systemsasigéewith non-optimal
filters a significant performance and SE/EE gain compared to the convdr@éma and SISO-IM
systems in AWGN and frequency-selective fading channels. Thegksrase verified by their derived
theoretical performances. Furthermore, we proposed MF-basectatstéor both schemes to reach
the optimal joint-ML performance with a tremendous complexity reduction. AlsdSaestimation
and cancellation technique is proposed to combat the injected controllalg % non-Nyquist filter
shapes. The zero-ISI Nyquist condition is relaxed to permits finding a Glek with low filters’
cross-correlations. Moreover, both proposed schemes (FSIM@REIM) are compared at the same
SE by using the designed filter banks and their theoretical lower boundsvdmd like to highlight
several interesting points based on this comparison: The lowest ordémAR the maximum number
of filters gives the best results as expected since IM, in general, is nowver{efficient than the
conventional signal domain (any APM). The theoretical lower boundiros that FSIM can achieve
better performance than IQ-FSIM of the same SE using the same APM bueahamber of filters.
IQ-FSIM with the designed filter bank provides the best realistic perfoceaompared to FSIM
(which is the most competent SISO-IM scheme), and 1Q-FSIM reacheswtr-loound in contrast
to FSIM with 4 filters since the challenges in filter bank design increases witgheethnumber of
filters.
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After proposing this novel IM domain that achieves a significant SE/Eigs&8ISO, we extended
this system to MIMO to exploit the multiplexing and IM gain together. The prop@&ilX-FSIM
system elevates the achieved SE gain of FSIM using IM by the multiplexing ardkethus permits
to transmit more information bits in the IM domain. The strength of the SMX-FSIktesy lies
in its independent parallel indexation strategy on each transmit antenispdrmits the design of a
linear receiver architecture of low-complexity based on linear equalizatidiparallel linear MF-based
FSIM detectors suitable for the high-throughput. Furthermore, the peagh8MX-FSIM system with
the decentralized VBs transmission overcomes the performance degnaafatie spatial IM domain
that occurs when the activated TAC in GSM is misdetected. This degradatioa ts the fact that TAC
detection error propagates to all APM symbols detection and thus affebitsallhese advantages are
validated by the derived theoretical performance, and then a widessassat for all candidate schemes
in sub-THz environments concluded this thedike conclusive study promotes SMX-FSIM as the
most promising solution for low-power wireless ultra-high data ratessystem in sub-THz bands
This conclusion is based on the different proved advantages in perfawe, SE/EE gain, cost (lower
number of RF chains), link budget, power consumption, and robustn@&3s {asing a linear receiver
at medium PN level, SMX-FSIM is the only candidate with good performancendti@ut any error
floor, while the equivalent GSM and SMX of the same SE have a high eoan)fl

Furthermore, to complete the study of the proposed solution, we addrixeselallenging filter
bank design problem by optimization. In order to solve this problem, we defime filter bank
requirements, and we highlighted that the ISl resulting from correctasd fmatched filtering should
be jointly minimized. This ISI minimization is needed to enhance the tentative decifonSl
estimation and cancellation in the filter IM schemes. Moreover, we discussenngortance of
maximizing the SIR at the considered symbol under detection by considdtipgrenutations of
previous and future filters that contributes to its ISI. We provided an opttiniz&ramework to solve
this problem and reach our goal of maximizing SE/EE gain by the proposedfiltechemes (FSIM
and 1Q-FSIM). However, solving the formulated non-convex optimizatiablem necessitates some
relaxations and restrictions to solve it using convex methods. This is impggkd [wintly constrained
multivariate multimodal objective function and the different non-convestraimts (quadratic equality
and jointly constrained multimodal constraint). In general, solving suchlagrorequires an iterative
approach with initialization, and it converges to the global optimal if this initializaligsmwithin the
vicinity of this optimum. Based on this strategy, we succeeded in finding filteksbtirat provide
a significant performance improvement for FSIM based schemes. Howes want to acknowledge
that there is still room for future improvements in the challenging filter desigblem, and even higher
SE/EE gain are expected by the filter IM domain.

Finally, in order to verify the feasibility of the proposed filter IM domain withIrbardware,
we implemented using LabView communication software the proof-of-corfoeiSIM transceiver
with all the necessary RF impairments’ mitigation techniques. Then, we pedoaneal-time
demonstration on NI-USRP at sub-GHz frequencies at the first stagkethen we proved FSIM
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robustness to sub-THz RF impairments by real-demonstration with more $tvémgairments added
artificially like those in sub-THz bands (high CFO, PN, time offset,...). This wssellemonstration
with over the air synchronization validated our theoretical study, and iadyrto be extended to MIMO
system and tested using a sub-THz RF front-end.

6.2 Perspectives for future works

This thesis mainly tackled the transceiver and waveform design for laveipwireless ultra-high data
rate system in sub-THz bands. Note that the proposed system is detigmaghtain the minimum
receiver complexity/cost to enable its implementation on end-user device®vip it opens the door
for potential perspectives and different directions for future woaksoutlined in the following:

Exploring more IM schemes in filter IM domain

The proposed filter IM domain offers the opportunity for more exploitationMfbenefits. Even
though, we proposed in Chaptéitwo novel schemes that provide different advantages, but we still
can imagine different indexation techniques enabled by this domain. Thawsedees could enhance
more the SE and/or EE, or provide much lower receiver complexity convefaedifferent kinds of
B5G applications. Moreover, we acknowledge that more scheme(s) inltédrellfl domain is(are)
possible like any novel domain recently proposed.

Filter Bank design for our proposed filter IM domain

At the end of this thesis, we had limited time for solving the challenging filter baslgdeproblem.

However, more advanced techniques could provide a higher SE/EHEogéine filter IM domain when

the global optimal bank is designed. The fundamental optimization probletd beueformulated to
reduce the non-convexity of the objective and constraints, and thusnitgeo solve it more efficiently
with fewer relaxations to avoid the impact of filter initializations. However, agoflossible approach
for the filter bank design could be based on machine learning. Ther@ferexpect that tackling this
challenging problem will provide more promising SE/EE gain by approadieglerived theoretical
lower bound of the proposed filter IM schemes.

Specialized FSIM/IQ-FSIM receiver blocks for synchronizaton and RF mitigation

The FSIM and IQ-FSIM receivers have a different structure arguire a specialized receiver
architecture. This requirement is due to sending information bits via the sblétter shapes
that will be detected at the receiver. Hence, the matched filter at theveecgdle could not be
performed immediately on the received signal compared to the existing d@mednsystem. This
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modification requires adapting all the existing receiver blocks for time/&nequ synchronization,
channel estimation, and equalization. In order to do the real-time demonstrét@neceiver has
been carefully designed to consider the specifications of FSIM schem&eudr, a more optimized
receiver specialized for filter IM domain has to be designed. Thergfisdfilter IM domain also opens
a research area at different levels of the receiver.

Enhanced FSIM/IQ-FSIM detection/equalization techniques

In Chapter4, we proved that filter IM schemes with a MF-based detector reach the opgimaML
performance while providing a very-low complexity. However, a more adegd detection/equalization
technique could achieve better performance by approaching the systeErmpance of FSIM/IQ-FSIM
with perfect ISI cancellation when a high number of filters and/or modulatidercare used. This
thesis aims to keep the minimum receiver complexity to support Thps applicatitn&& receiver
like Kiosk, enhanced throughput WLAN/WPAN, etc. However, for otheznarios like Backhaul, the
receiver can support a higher complexity, and we have in mind a morerfubwdetection/equalization
technique specialized for these schemes. For instance, a joint detegtialization method specialized
for filter IM domain is a possible solution to reduce the residual ISI, andabhigve better performance
and EE gains.

Adaptive filter IM domain

The proposed filter IM domain allowed to reach higher SE and EE comparedsting IM schemes,
and it also generalizes most SISO-IM schemes, especially the time/frggidomains. Moreover,
the filter IM domain can be reconfigured to a conventional transceiverNyitjuist filter by using the
same Nyquist filter in the filter bank as proved in AppendiXn order to exploit this generalization of
the filter IM domain, we can propose an adaptive scheme that changeselnetttese schemes and/or
adjusts the system SE according to channel condition, SNR, ...etc.

Study the performance of the proposed filter IM scheme in a mul-user scenario

The proposed solution for sub-THz considered a single user transmiss@single time/frequency
resources, which means the multi-user (MU) scenario does not introdoieeinterference. However,
the SDMA technigue in sub-THz is interesting to allow resources re-usemax@mize the cell SE.
This is enabled by MIMO precoding and the small beamwidth in sub-THz harss, the theoretical
study and performance assessment of the filter IM domain in a MU-MIM(sstailso required.
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Effect of PA non-linearity on sub-THz candidates

After proposing different systems and comparing them in sub-THz @iamith PN, it is necessary to
consider the PA non-linearity on the considered IM schemes. Highelimearity occurs in all analog
components at sub-THz frequencies, and thus considering this impaiamerstudying its effect on
system performance is necessary.

This thesis took some steps forward towards achieving B5G requirementsppeens several
directions for more improvements. Finally, we would like to mention that seveiatpfrom these
perspectives will be considered in the short term.






Appendix A

Excel Sheet for link budget and power
consumption estimation

Different tools are prepared in Excel sheets to allow evaluating the tegséehss quickly. The tools
are listed in the following:

» Achievable Signal-to-Noise Ratio estimator according to scenario parameter

» Data rate estimator with channel aggregation and/or bonding based orydieensspectral
efficiency at the achievable SNR.

 Link budget and power consumption estimator based on the required Skhi¢hieve a target
performance.

The first tool is to estimate the achievable SNR based on RF propertiesr{armgjain, cable losses,
available transmit power, etc.), environment, and channel characte(iBxidRx separation distance,
losses, ...). This tool can be configured to deduce the realistic ableeS&lR for any scenario by
updating the different parameters highlighted in FAgL. This inputs should consider the recent values
of current technology suitable for the studied scenario.

The second tool calculates the maximum data rate according to the systaralsggféciency. Note
that this spectral efficiency should consider the achievable SNR of thiedtscenario and the required
system performance. In addition, the data rates are deduced if cHanmbhg and/or aggregation is
used with an assumption of negligible inter-band interference. The twadlitféotal bandwidths
considered in this tool are:

» Up to 12.5 GHz by channel bonding of equal channel bands, this total bandwidthaitable
around thel57.75 GHz.
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CentraleSupélec

Achievable SNR estimation

beyond 5G

Fill Parameters in yellow to deduce achievable SNR
NB: All parameters in grey are calculated automatically

Parameter Name Value Parameter symbol and equations
Carrier frequency (GHz) 145.00 fc

Distance (m) 8.00 d

Bandwidth (GHz) 1.00 BW

Transmit Power (dBm) 14.00 Pt

Transmit antenna gain (dBi) 25.00 Gt

Tx Losses 1.00 Ltx

EIRP (dB) 38.00 EIRP=Pt+Gt-Ltx

Free space propagation loss (dB) 93.74 fspl=20 log(4pi*d*fc/c)
Other losses (gas attenuation,shadowing, fading,...) 0.00 Lchannel

Total Channel losses 93.74 Lchannel_total

Rx losses 1.00 Lrx

Receive antenna gain (dBi) 0.00 Gr

Rx Signal Level (dBm) -56.74 RSL=EIRP-Lchannel_total-Lrx+Gr
Thermal noise(dBm) -83.93 Nthermal

Noise figure 7.00 NF

Noise floor -76.93 Noise floor= NF+Nthermal
Achievable SNR (dB) 20.19 SNR=RSL-Noise floor

Figure A.1 — Excel Sheet for achievable SNR estimator.

» Up to 58.6 GHz by channel bonding and aggregation of different bands avaitsilgeen90

GHz and200 GHz.
C‘/.) Data rate with channel bounding and aggregation \B G
CentraleSupélec (using system spectral efficiency) "u RAVE

Fill Parameters in yellow to deduce data rate

Channel Bandwidth (GHz) 2.00

Percentage of usefull BW 0.83

System Spectral efficiency 12.00

Data rate per channel (Gbps/channel) 20.00 Nb of Channels |Total Aggregated BW (GHz)
Data rate with channel bounding (up to 12.5 GHz) around 157.75 GHz 120.00 6.00 12.00

Data rate with channel aggregation and bounding (up to 58.6 GHz) of equal channel bands ~00.00 00 50.00

between 90 GHz and 200 GHz

Figure A.2 — Excel Sheet for data rate estimation with channel bondiracat aggregation.

The last tool prepared in the Excel sheet depicted in FAg3 estimates the required transmit
power and the resulting EIRP. This calculation is according to the link buatgthe required SNR
to achieve the target BER performance. Moreover, this tool allows tohigugstimate the power
consumption while considering the PAPR of the transmitted waveform thattsffee PA. This tool
estimates these parameters simultaneously for several systems (up to 6dhengieme conditions. It
uses their required SNR to achieve the same performance and SE, aitctlowgs the comparison of

the following factors:

» System Link budget.

 Feasibility of required transmit power in current technology.

» Compliance to THz regulations, standards, and specifications (e.g., \EitRid the allowed

range).
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+ System power consumption.

Link Budget & Power Consumption phyead 28

¢

CentraleSupélec

comparison between different systems

BRAVE

| Fill all Parameters in yellow to estimate the power consumption

NB: All parameters in grey are calculated automatically

Conditional Formating:

Auto-highlight in red EIRP cells>=40 dbm
Auto-highlight in red Pt cells>=10 dbm

Color scale Power consumption:

Transactions on Communications, vol. 46, no. 12,
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Figure A.3 — Excel Sheet for link budget and power comparison estimatio

Note that all tools require to fill the input parameters in the excel sheetligingim yellow in Fig.
A.1-A.2) according to the considered scenario and system configuration., fiteetool provides its
output calculation accordingly. In addition, the last tool in FAg3 for power consumption estimation
also includes automatic conditional formatting for:

* Required Transmit Power (Pt): if it exceeds 10 dBm which is at the bemiesl of current
electronics technology, the cell will be highlighted in red to alert the user.

» Total Power Consumption: the colour scale from green to red is used tighgthe power
consumption of the different systems from the lowest to highest.






Appendix B

PDF characteristics for PEP derivation in
DP-GSM systems

The conditional PDF of the received signal is given by

2N, 2N,

_ _ 1 |ni |
fy(YIH, %) = ]_llf (n:) = ]_1[ —5 exp(——) (8.1)
1 IV
= 2Ny 4N, exp(~ o2 ) (B.2)
The ML solution is given by
R = arg max fy(yIH,x) (B.3)
— H
= arg mfxm exp —;tr[(y — Hx)(y — Hx)"] (B.4)
= argmin rr[(y = HX)(y - Hx)H] (B.5)
Accordingly,
(2.4,89) = arg min tr[(y = Hy.p$,) (¥ = Hy.ps,)"] (B.6)

For erroneous detected vector symbiof, s;) # (i, £,s,) the following condition is satisfied
tr[(y = Hyps,) (Y = Hyps) ™1 > tr[(y — Hy pSo)(y — Hy pSo) ] (B.7)
The previous inequality can be written otherwise

tr[wWH] > tr[(y = Hs pSo)(y — Hy pS0) 7] (B.8)
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= tr[((HpSy — Hy 5So) + V)((HLpS, — Hy p55) + V)] (B.9)
= tr[(H1pS, — Hy pSo) (HipSy — Hy pS5)™ ] + 1r[2R{(Hy pS, — Hy pss)V ] +1r[w!]  (B.10)

The last inequality implies :

tr[-2R{(H1pS, —Hg pSs)V7}] = 1r[(HipS, — Hg pSs) (HipSy — Hi pS)™] (B.11)
= [[HLpS, — Hy pSsll7 (B.12)

Defining the scalar variab® = rr[-2R{(Hy pS, — Hf[’f,s\})vH }] and trying to find the distribution of
w:

W = ir[~2R{(HypS, - Hy pso)v'}] (8.13)

2N,
= Z —2R{(h;s, - hysp)m},  hy, by are thel-th row of Hy p andH; » respectively,  (B.14)
=1

2N,

= 22 I{(hisy — huso)} S {m} = R{(his, — husy)} R {1} (B.15)
I=1

R{n;} andJ{n,} are zero-mean independent Gaussian random scalars. As comsgque

g{h;s, — hyss}3{m} ~ N(0,1/2 o> 3{h;s, — hyss 1) (B.16)
Rihs, - ss}R{n} ~ N(0,1/2 o*R{hs, — hys;}?) (B.17)

The combination of the previous variables is also zero-mean Gaussiaontaradiable with variance
given by 53 {h;s, - fise)? + S R{hs, - Auss}? = S lus, - sy

Accordingly, the variabléV is the sum of zero-mean independent Gaussian random scalars. The
variance of is given by

2N, o
o N

var(w) =4 > =-[lhs, - huss|1? (B.18)

=1 2

2N,
=207 ) (s, - fusy) (s, — fusy)” (B.19)

=1
=20"||HypSy — Hs sSo13 (B.20)

In conclusionW = tr[-2R{(HypS, — Hﬁ’pso)vH}] = 2R{VH (Hyps, - H: pSs)} is a zero-mean
Gaussian random variable with variance equalds||Hy, ps, — H; 5Ss[%
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Simplification of ABEP for DP-GSM

The APEP is given by the following double integral

1 /2 H
Pr(x— %)= /0 /Z exp(—zszg) £,(2)dzd6 (C.1)

wherez is assumed to be proper complex Gaussian random vector with joint PDFerslgivequation
(3.70. By substituting the PDF of in the APEP equation, the second integral is then given by

A / ! ( 22 m)HE (2 my)) dz (C.2)
= [ ———exp|- -(z- - :
2 T2NT|E,| P 2sin% 6 z z z

The above equation can be re-expressed by considering the insideiofabral as multivariate scaled
Gaussian distribution with meagn, and varianc&
Mz
2sin” 6

—(z-m)"E; (2 my) = ~(z— p) "L (2 p,) + Const (C3)

The left side of the previous equation can be developed as following

2zt + yz+mie lz4 202 m, — m,x;'m, (C.4)

2sin’ @
and the right side can also be developed as

etz w24 22y, — p 27y, + Const (C.5)

After identification we can conclude that

|
! +x;! (C.6)

u, = XX;'m, (C.7)
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Const=mZz 1(z - z,)x;!'m, (C.8)

As conseguence, the new expressiod @$ given by

1 Hvy -1 -1
= v O (mZ (T - 5)x; mz) x
Jew (- u"x @ ) ez (C9)
z
1 _ _
= —— exp(My/ ;' (£ - £,)%;'my) (C.10)
2,27
1 _ _ _
= ———exp(-my (L7 - Z;'EX;)my) (C.11)
|25in29

Using the matrix inversion lemm&A — CB~'D)™' = A~ + A"!C(B-DA"'C)"'DA~!, we can
write that

;' -x'exohy = (2, + 2sin? 01) 7! (C.12)
z z z

Finally, the APEPPr(x — X) is then given by

1 72 —mH (2, +25sin261)"'m
Pr(X—>X)=—/ exXp(=My (2 +2sin” 617 ma) (C.13)
T

x,
0 |2$in26+||




Appendix D

Proof of the equivalency between
conventional pulse shaping and the
proposed filter domain schemes

The pulse shaping in conventional transmitter is a discrete convolutiot|ef] the complex symbols
up-sampled byt with the finite impulse response (FIR) pulse shaping fiftgr] of lengthL. Thus,
the proposed system becomes equivalent to conventional transegigarall filters in the bank are
the same Nyquist filtef. In this case, the ISI cancellation at the receiver can be deactivatesl. T
conventional pulse shaping can be expressed as:

L
x[m] = Z flml.c”n=ml=>" fim] (D.1)

m=1
where f[m] = 0 whenm is outside the regiofl, L], ¢”[m] is of lengthN.2 andN is the number of
APM symbols.

Using “Overlap-Add method”, the output of the filtering convolution can léddd into multiple
convolutions off[m] with segments of "’ [m]:

c’'lm+nd] m=12,..,1
¢, lm] = { (D.2)
0 otherwise
Then:
"' [m] = Z ¢[m - n.Al. (D.3)

n

Thus,x[m] can be written as a sum of convolutions by replaciddg) in (D.1), we obtain:

x[m]=f[m]*c”[M]=f[m]*(Z _M) (Zf m-ndl| =3 sulm - n.al,

n n



224 | Appendix D

wheres, [m] £ f[m] = ¢} [m] = f[m] * c,,[m] = is zero outside the regiodli, L] because'[m] and
¢, [m] contains only one non-zero element for each
In the proposed systeny, [m] is calculated for each APM symbol, then these outputs are

overlapped and added but the filtecan be changed at each symbol period to gain in SE by indexing
the selected filter.
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Retour vers les Mono-porteuses pour les Communications de I'aprés 5G :
Nouvelles techniques de modulation d'index pour le systéme Térabits sans fil a faible puissance dans les

bandes sous-Térahertz.

Mots clés : Térabits, Térahertz, ondes millimétriques, modulation d'index, MIMO, domaine filtre.

Résumé : Pour les futures applications de l'aprés
5G, qui seront trés gourmandes en données, des
communications sans fils de l'ordre du Térabits/s
sont envisagées. Pour atteindre ce niveau de débit, il
faudra disposer d’'une grande largeur de bande.
Comme le spectre est déja saturé autour de 6 GHz, il
est envisagé d'utiliser la bande sous-THz (90-
200GHz). Les formes d’ondes doivent étre étudiées
en prenant en compte les caractéristiques des
canaux a ces fréquences, les limitations
technologiques, la sensibilité aux défauts RF (bruit
de phase, par exemple). Nous avons donc proposé
d’étudier une modulation monoporteuse trés efficace
énergétiguement, puis d’accroitre son efficacité
spectrale par des techniques d’indexation et des
techniques MIMO.

Dans un premier temps les techniques MIMO
multiplex spatial et spatial Index Modulation (GSM)
sont étudiées. En particulier des détecteurs réduisant
la complexité de 99% sont proposés. La trés forte
corrélation spatiale dans un environnement sous-THz
est aussi étudiée avec GSM et des solutions pour en
diminuer l'effet sont proposées. Une modulation
d’'index dans les domaines de polarisation et spatiale

est aussi I'efficacité
spectrale.

Dans un second temps, nous proposons un
nouveau domaine pour l'indexation: le domaine
filtre. Ce domaine généralise la plupart des
schémas de modulations conventionnelles et
modulation d‘Index existants. Dans ce domaine
filtre, nous avons proposé deux nouvelles
modulations d’'index : la modulation d’index de filtre
de mise en forme (FSIM) et sa version en phase et
en quadrature (I/Q-FSIM). Une version MIMO de
ces modulations est aussi proposée. Différents
détecteurs sont proposés, ainsi que des techniques
d’égalisation. Les performances théoriques de ces
modulations sont développées et validées par des
simulations. Ces modulations nécessitent de définir
des bancs de filtres avec de fortes contraintes. Deux
solutions sont proposées pour résoudre ce
challenge, qui font partie des perspectives de cette
thése. Tous nos résultats confirment que la
modulation FSIM MIMO offre un gain considérable
par rapport aux modulations de I'état de l'art et
permet d’approcher le Térabits/s dans les canaux
sous-THz.

proposé pour augmenter

Back to Single-Carrier for Beyond-5G Communications above 90GHz:
Novel Index Modulation techniques for low-power Wireless Terabits system in sub-THz bands.

Keywords: Terabits, Terahertz, millimeter wave, index modulation, MIMO, filter index modulation domain.

Abstract: Wireless Terabits per second (Tbps) link is
needed for the new emerging data-hungry
applications in Beyond 5G (B5G) (e.g., high capacity
broadband, enhanced hotspot, 3D extended reality,
etc.). Besides, the sub-THz/THz bands are the next
frontier for B5G due to scarce sub-GHz spectrum,
and insufficient bandwidth for wireless Tbps link in
5G millimeter wave bands. Even though a wider
bandwidth and large-scale MIMO are envisioned at
sub-THz bands, but the system and waveform design
should consider the channel characteristics,
technological limitations, and high RF impairments.
Based on these challenges, we proposed to use an
energy-efficient low order single carrier modulation
accompanied by spectral-efficient Index Modulation
(IM) with MIMO. Firstly, MIMO Spatial Multiplexing
(SMX) and spatial IM domain (e.g. Generalized
Spatial Modulation (GSM)) are explored, where we
reduced their optimal detection complexity by 99%
and the high-spatial correlation effect on GSM.
Besides, we proposed dual-polarized (DP)-GSM that
provides higher spectral efficiency (SE) via multi-
dimensional IM and helps with the latter problem. We
derived the theoretical performance of DP-GSM,

and all these potential candidates are assessed in
sub-THz environment. We also proposed a novel IM
domain, called filter IM domain, that generalizes most
existing SISO IM schemes. In the filter IM domain,
we proposed two novel schemes: Filter Shapes IM
(FSIM) and Quadrature FSIM (IQ-FSIM) to enhance
system SE and energy efficiency (EE) through
indexation of the filters in the bank. In addition, their
optimal low complexity detectors and their
specialized equalization techniques are designed.
Striving for further SE and EE improvement, this filter
IM domain is exploited in MIMO. Besides, we
theoretically characterized the performance of FSIM,
IQ-FSIM, and SMX-FSIM systems. To conclude, the
proposed SMX-FSIM is compared in sub-THz
environment to the previously considered candidates.
The results confirm that SMX-FSIM is the most
promising solution for low-power wireless Tbps B5G
system due to its high SE/EE, robustness to RF
impairments, low power consumption, and low
complexity/cost with a simple linear receiver. Finally,
the challenging filter bank design problem imposed
by the filter IM domain is tackled by optimization to
achieve better results.
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