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The thesis is divided into two volumes.
In volume I, we present the comprehensive state of the art and main
results with a glimpse of the proof including framework of function

spaces, new mathematical tools and techniques.
In volume II, we explained the proof of our main results with complete

details and estimates.
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Introduction and main results with
a glimpse of proof
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Parabolic problems with non-standard growth

In the recent years, there has been an increasing interest in the study of equations with non-
standard growth conditions. On one hand, the interest in such equations is motivated by their
applications in the mathematical modelling of various real-world processes, such as the flows
of electrorheological or thermorheological fluids [24,25,151,230,230], the problem of thermis-
tor [264], processing of digital images [86], filtration process in complex media, stratigraphy
problems [129] and heterogeneous biological interactions [62]. On the other hand, their theo-
retical study is very interesting and challenging from a purely mathematical point of view.

The theme of this chapter is to study the qualitative properties of a class of parabolic prob-
lems with non-standard growth conditions. The main purpose of this chapter is threefold.

Firstly, we study the strong solution of the evolution equations with p(x, t)-Laplacian oper-
ator. For this, we establish new higher integrability interpolations and trace-interpolation
inequalities. Using Galerkin method, we find the sufficient conditions on the initial data for
existence and uniqueness of strong solution. The global higher integrability and second order
regularity of the strong solution are the byproduct of interpolations inequalities and uniform
estimates of Galerkin’s approximations.

Secondly, we study the double phase parabolic problem with variable growth and nonlinear
source term. Using the method of Galerkin and establishing new weighted trace-interpolation
inequalities, we prove the existence of strong solution with better integrability and regularity
properties promoted by the energy equality.

Thirdly, we study the doubly nonlinear diffusion parabolic equations (D.N.E. for short)
involving p(x)-homogeneous operator with nonlinear time derivative and sub-homogeneous
non-monotone forcing terms. For this, we develop a new version of Picone identity for p(x)-
homogeneous operators and as an application of this identity, we extend the well-known
Dı́az-Saá inequality for the non-standard growth operators. This inequality enables us to es-
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Chapter 1. Parabolic problems with non-standard growth

tablish several new results on the uniqueness of solution and comparison principles for some
anisotropic quasilinear elliptic equations. Using semi-discretization in time and approxima-
tions methods, we prove the existence, uniqueness and regularity results for the weak solution
of D.N.E. . In addition, we prove the continuous and monotone dependency of the solution
with the respect to the initial data and potentials or coefficients in the forcing term. We also
study the stabilization property of the weak solution using semigroup theory.

This chapter includes the results of the following research articles:

(i) R. Arora, J. Giacomoni, G. Warnault, A Picone identity for variable exponent operators
and applications, Adv. Nonlinear Anal. 9 (2020), no. 1, 327-360.

(ii) R. Arora, J. Giacomoni, G. Warnault, Doubly nonlinear equation involving p(x)- ho-
mogeneous operators: local existence, uniqueness and global behaviour, J. Math. Anal.
Appl. 487 (2020), no. 2, 124009, 27 pp.

(iii) R. Arora, S. Shmarev, Strong solutions of evolution equations with p(x, t)-Laplacian: ex-
istence, global higher integrability of the gradients and second-order regularity, J. Math.
Anal. Appl., 493 (2021), 124506.

(iv) R. Arora, S. Shmarev, Double phase parabolic problems with variable growth, submitted.

Turning to the layout of this chapter: In section 1.1, we discuss two physical process as a
source of origin and motivation for non-standard growth operators, double phase functionals
and doubly nonlinear equations. In section 1.2, we present our main problems. In section
1.3, we introduce the functions spaces and the comprehensive state of the art for evolution
equations involving p(x, t)-Laplacian operator, Double phase parabolic equations, Doubly
nonlinear equations involving constant and variable exponent operators, and Picone identity.
In section 1.4, we develop the main tools and techniques, and state main results of this chapter
with a glimpse of the proof.

1.1 Physical motivation

In this section, we discuss the origin of the interest to study the evolution equations with
non-standard growth conditions and also with double source of nonlinearity.

First we discuss two physical processes of image recovery and non-Newtonian fluids whose
mathematical modelling leads to the equations involving non-standard growth conditions. Let
u be the true image and v be the input image defined on the domain Ω ⊂ RN , a result of a
linear transformation A on the true image and corrupted by a random noise v = Au+η where
η is a random variable with zero mean and u, v represent shades of gray. The effect of noise
can be eliminated by smoothing the input which corresponds to minimizing the following
energy functional

I(u) :=
ˆ

Ω
|∇u|2 + λ

2 |Au− v|
2.

4



1.1. Physical motivation

with a given Lagrange multiplier λ = const. This smoothing eliminates the noise effect , but
unfortunately it destroys small details of the true image. A better approach, total variation
smoothing method corresponds to minimizing the new energy functional

J (u) :=
ˆ

Ω
|∇u|+ λ

2 |Au− v|
2.

This method preserves edges when |∇u| is high. However, the drawback of the method is
that it may also create edges due to the presence of the random noise (called staircase effect).
A combination of the two methods consists in minimizing the following energy

V(u) :=
ˆ

Ω
|∇u|p(x) + λ

2 |Au− v|
2

where the exponent p(x) close to 2 where there are likely no edges, and close to 1 where the
edges are expected. The approximate location of the edges can be determined by smoothing
the input and looking for the zones where |∇u| is high. The minimizer of the functional V is
a solution of the p(x)-Laplace equation. A detailed discussion with more complicated models
in the image restoration problems can be found in [86,187].

A second process is the modeling of electrorheological fluids where the perturbations of the
variable exponents operators appear in a natural way. This kind of fluids is characterized by
their ability to drastically change the mechanical properties under the influence of an external
electromagnetic field. For example, many electrorheological fluids are suspensions consisting
of solid particles and a carrier oil. These suspensions change their material properties radically
if they are exposed to an electric field (see [229]). The mathematical model for the motion of
an electrorheological fluid is given by

ut + divP (u) + (u · ∇)u+∇π = f,

where u : R3 × R → R3 is the velocity of the fluid at a point in space-time, ∇ = (∂1, ∂2, ∂3)
is the gradient operator, π : R3 → R is the pressure, f : R3 → R3 represents external forces,
and the stress tensor P : W 1,1

loc → R3×3 is of the form

P (u)(x) = µ(x)(ν + |Du(x)|2)
p(x)−2

2 )Du(x)

where Du is the symmetric part of the gradient of u. The above model for p = 2, reduces to
the usual non-dimensionalized Navier-Stokes equation. The case ν = 0 and µ = 1 corresponds
to the p(x)-Laplacian operator. For more details, we refer to [229,230].

The study of the double phase problems started in the late 80th by the works of V. Zhikov
[266, 269] where the models of strongly anisotropic materials were considered in the context
of homogenization. Later on, the double phase functionals

u→
ˆ

Ω
(|∇u|p + a(x)|∇u|q) dx

5



Chapter 1. Parabolic problems with non-standard growth

attracted attention of many researchers. The significant case occurs when the modulating
coefficient a(·) vanishes on a set of non-zero measure and p < q. The double phase functional
changes the ellipticity/growth depending upon the support of the modulating coefficient a(·).
Indeed, the energy density of functional exhibits a growth/ellipticity in the gradient of order
q in those points x where a(x) is positive and of order p on the points x where a(x) = 0.
Such double phase functionals provide an elementary model for describing the behaviour
of strongly anisotropic materials whose hardening properties linked to the exponent of the
gradient variables. The modulating coefficient a(·) serves to regulate the mixture between two
different materials, with p and q hardening respectively. On the one hand, the study of these
functionals is a challenging mathematical problem due to its most dramatic phase-transition
and on the other hand, the double phase functionals appear in a variety of physical models.
We refer here to [42,268] for applications in the elasticity theory, [40] for transonic flows, [48]
for quantum physics and [91] for reaction-diffusion systems.

The significant interest to study Doubly nonlinear equation (D.N.E. for short) comes from a
wide spectrum of applications in real world phenomenons, for instance in fluid dynamics, soil
science, combustion theory, reaction chemistry (see [37,38,44,45,47,94,154,190,225,234]). In
literature, there are a variety of evolution equations involving double nonlinearity depending
upon the positioning of nonlinear exponents. One of the basic model for D.N.E. is given by

∂tu−∇. (|∇(ur)|p−2∇(ur)) = 0 in Ω× (0, T ). (1.1.1)

For p = 2 and r > 1, (1.1.1) is well-known as the porous media equation. More generally, for
p > 1 and r > 0, (1.1.1) is known as the Polytropic Filtration Equations (P.F.E.) (see [258]).
The physical background of P.F.E. can be explained by considering the flow of compressible
non-newtonian fluid in the homogeneous isotropic rigid medium which satisfies:ε∂tu = −∇(u−→V ) Mass balance

P = P0u
r State equation

where u is the particle density of the fluid, −→V is the momentum velocity, P is the pressure, r is
the polytropic constant and P0 is the reference pressure and ε is the porosity of the medium.
Due to the influence of molecular and ion effects in non-newtonian fluids, the linear Darcy’s
law (−→V is proportional to ∇P) is no longer valid. Instead, we have the nonlinear version of
Darcy’s law:

µ
−→
V = −λ|∇P|p−2∇P

where µ is the viscosity of the fluid and λ is the permeability of the medium. By combining
the two last equations, we obtain an analogous form of (1.1.1).

Another equivalent form of D.N.E. is given by

∂tu
m −∇. (|∇u|p−2∇u) = 0 in Ω× (0, T ). (1.1.2)

6



1.2. Presentation of the problems

Depending upon the value of m and p, (1.1.2) is called as Slow Diffusion Equation (S.D.E.)
if p > 1 +m and Fast Diffusion Equation (F.D.E.) if p < 1 +m. A main difference between
the two cases is the existence of solutions with compact support for the S.D.E whereas the
occurrence of dead core type solutions can not occur for the F.D.E. due to the infinite speed
of perturbations propagation (for more details see [60, 258]). In the framework of D.N.E.,
(1.1.2) is also referred in the literature (for instance see [60,173]) as:

p ∈ (1, 2) p > 2
m ∈ (0, 1) Singular-degenerate Doubly degenerate
m > 1 Doubly singular Degenerate-singular

1.2 Presentation of the problems

In this section, we present two different class of parabolic problems with variable nonlinearity
depending upon time and space variable. For this, we start by introducing the suitable
variable Lebesgue and Sobolev space for our study. We limit ourselves to collecting the most
basic facts of the theory and refer to Chapter 4 and [112] for a detailed insight, see also
[34,111,179,223].

Let Ω ⊂ RN , N ≥ 1 is a bounded domain with Lipschitz-continuous boundary ∂Ω. Let P(Ω)
be the set of all measurable function p : Ω→ [1,∞[ in N -dimensional Lebesgue measure. The
set

Lp(·)(Ω) = {f : Ω→ R : f is measurable on Ω, Ap(·)(f) =
ˆ

Ω
|f(x)|p(x) dx <∞}

equipped with the Luxemburg norm

‖f‖Lp(·) = inf
{
λ > 0 : Ap(·)

(
f

λ

)
≤ 1

}
is a reflexive and separable Banach space. Throughout the chapter, we assume that

1 < p−
def= min

Ω
p(x) ≤ p(x) ≤ p+ def= max

Ω
p(x) <∞.

The variable exponent Sobolev space W 1,p(·)
0 (Ω) is defined as the set of functions

W
1,p(·)
0 (Ω) = {u : Ω→ R | u ∈ Lp(·)(Ω) ∩W 1,1

0 (Ω), |∇u| ∈ Lp(·)(Ω)}

equipped with the norm

‖u‖
W

1,p(·)
0 (Ω) = ‖u‖Lp(·) + ‖∇u‖Lp(·) .

It is known that C∞c (Ω) is dense in W 1,p(·)
0 (Ω) and the Poincaré inequality holds if p ∈ Clog(Ω),

i.e., the exponent p is continuous in Ω with the logarithmic modulus of continuity:

|p(x1)− p(x2)| ≤ ω(|x1 − x2|),

7



Chapter 1. Parabolic problems with non-standard growth

where ω is a non-negative function satisfying the condition

lim sup
τ→0+

ω(τ) ln
(1
τ

)
= C <∞.

For the study of parabolic problem with p(x, t)-Laplacian and spaces of functions depending
on (x, t) ∈ QT , we define the following spaces:

Vp(·,t)(Ω) = {u : Ω→ R | u ∈ L2(Ω) ∩W 1,1
0 (Ω), |∇u|p(·,t) ∈ L1(Ω)}, t ∈ (0, T ),

Wp(·)(QT ) = {u : (0, T )→ Vp(·,t)(Ω) | u ∈ L2(QT ), |∇u|p(·,·) ∈ L1(QT )}, z = (x, t).

The dual W ′(QT ) of the space Wp(·)(QT ) is defined as follows: Φ ∈ W ′(QT ) iff there exists
Φ0 ∈ L2(QT ), Φi ∈ Lp

′(·)(QT ), i = 1, . . . , N , such that for all u ∈Wp(·)(QT )

〈Φ, u〉 =
ˆ
QT

(
uΦ0 +

N∑
i=1

uxiΦi

)
dx dt.

1.2.1 Problem 1: Strong solution of evolution equations with p(x, t)-Laplacian

First, we study the Dirichlet problem for a class of parabolic equations with variable nonlin-
earity  ∂tu− div

(
|∇u|p(x,t)−2∇u

)
= f(x, t) in QT

def= Ω× (0, T ),

u = 0 on Γ def= ∂Ω× (0, T ), u(x, 0) = u0(x) in Ω,
(1.2.1)

where Ω ⊂ RN , N ≥ 2, is a bounded domain with the boundary ∂Ω ∈ C2. The exponent p is
a given function whose properties will be described in main results.

Concerning the problem (1.2.1), we are interested in the existence of strong solutions u
and its global higher regularity and integrability properties. By the strong solution we mean
a solution whose time derivative is not a distribution but an element of a Lebesgue space,
and the flux has better integrability properties than the properties prompted by the energy
equality (the rigorous formulation is given in Definition 1.3.1).

The local higher regularity and integrability properties for the problem (1.2.1) are intrinsic
since their validity does not depend upon the problem data and geometry of the domain. So,
a natural question arises “Does the regularity or integrability of a weak or strong solution
improve if the initial data (u(·, 0), p(·, ·), f(·, ·), ∂Ω) are more regular?”

To answer the above question, we study the global higher integrability and second-order
regularity properties of the strong solution when the initial data posses better regularity
properties.

8
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1.2.2 Problem 2: Double phase parabolic problem with variable growth

Secondly, we study the following double phase parabolic problem with the homogeneous
Dirichlet boundary conditions: ut − div

(
|∇u|p(z)−2∇u+ a(z)|∇u|q(z)−2∇u

)
= F (z, u) in QT ,

u = 0 on ΓT , u(x, 0) = u0(x) in Ω,
(1.2.2)

where z = (x, t) denotes the point in the cylinder QT = Ω × (0, T ] and ΓT = ∂Ω × (0, T ) is
the lateral boundary of the cylinder and Ω ⊂ RN be a smooth bounded domain, N ≥ 2 and
0 < T < ∞. The nonlinear source has the form F (z, v) = f0(z) + b(z)|v|σ(z)−2v. Equations
of the type (1.2.2) are often termed “the double phase equations” because the flux function
(|∇u|p(z)−2 + a(z)|∇u|q(z)−2)∇u includes two terms with different properties.

Concerning the problem (1.2.2), we are interested in the existence of strong solution u

with “better integrability properties”. By the better integrability properties here we mean
the gradient of strong solution u has Lebesgue integrability with bigger exponent q(·) even if
the modulating coefficient a(·) vanishes on a set of nonzero measure.

In this regard, we find conditions on the functions f0, a, b, σ and u0 sufficient for the existence
of a unique strong solution by studying global regularity and integrability properties of the
regularized flux function.

1.2.3 Problem 3: Doubly nonlinear equation for p(x)-homogeneous operators

Thirdly, we investigate the following doubly nonlinear equation driven by a general class of
Leray-Lions type operators

∂t(β(u))− div a(x,∇u) = F(x, t, u), u > 0 in QT ;

u = 0 on Γ;

u(., 0) = u0 in Ω,

(DNE)

with the following nonlinear time derivative, and sub-homogeneous and non-monotone forcing
terms

β(u) = q

2q − 1u
2q−1 and F(x, t, u) = f(x, u) + h(x, t)uq−1

where q > 1, T > 0, with Ω ⊂ RN , N ≥ 1 a smooth bounded domain, and h belongs to
L∞(QT ).

Problem (DNE) involves a class of variational operators a : Ω× RN → R defined as, for any
(x, ξ) ∈ Ω× RN :

a(x, ξ) = (aj(x, ξ))j
def=
( 1
p(x)∂ξjA(x, ξ)

)
j

= 1
p(x)∇ξA(x, ξ)

where p ∈ C1(Ω) and A : Ω × RN → R+ is continuous, differentiable with respect to ξ and
satisfies:

9



Chapter 1. Parabolic problems with non-standard growth

(A1) ξ → A(., ξ) is p(x)-homogeneous i.e. A(x, tξ) = tp(x)A(x, ξ), for any t ∈ R+, ξ ∈ RN

and a.e. x ∈ Ω.
(A2) For j ∈ J1, NK, aj(x, 0) = 0, aj ∈ C1(Ω × RN\{0}) ∩ C(Ω × RN ) and there exist two

constants γ, Γ > 0 such that for all x ∈ Ω, ξ ∈ RN\{0} and η ∈ RN :
N∑

i,j=1

∂aj
∂ξi

(x, ξ) ηiηj ≥ γ|ξ|p(x)−2|η|2;

N∑
i,j=1

∣∣∣∣∂aj∂ξi
(x, ξ)

∣∣∣∣ ≤ Γ|ξ|p(x)−2.

The assumption (A2) gives the convexity of ξ 7→ A(x, ξ) and growth estimates, for any
(x, ξ) ∈ Ω× RN :

γ

p(x)− 1 |ξ|
p(x) ≤ A(x, ξ) ≤ Γ

p(x)− 1 |ξ|
p(x); |a(x, ξ)| ≤ C|ξ|p(x)−1;

and the homogeneity assumption (A1) implies that A(x, ξ) = a(x, ξ).ξ for any (x, ξ) ∈ Ω×RN .

Next, we impose the condition below to insure qualitative properties as regularity and the
validity of Hopf Lemma.

(A3) There exists C > 0 such that for any (x, ξ) ∈ Ω× RN\{0}:
N∑

i,j=1

∣∣∣∣∣ ∂ai∂xj
(x, ξ)

∣∣∣∣∣ ≤ C|ξ|p(x)−1(1 + | ln(|ξ|)|).

More precisely, from the condition (A3) we derive the Strong Maximum Principle (see [262])
and the C1,α-regularity of weak solutions (see Remark 5.3 in [118] and Remark 3.1 in [146]).

Example: Prototype examples of operators a satisfying (A1)-(A3) are given below: for any
(x, ξ) ∈ Ω× RN and p ∈ C1,β(Ω) by:

A(x, ξ) =
J∑
j=1

gj(x)

∑
i∈Pj

ξ2
i


p(x)

2


where (Pj)j∈J is a partition of J1, NK, gj ∈ C1(Ω)∩C0,β(Ω) and gj(x) ≥ c > 0 for any j ∈ J .
In particular for A(x, ξ) = |ξ|p(x), (DNE) can be classified as S.D.E. if 2q < p− and F.D.E. if
2q > p+.

(A4) A(x, ξ−η2 ) ≤ ζ(x)(A(x, ξ) +A(x, η))1−s(x)
(
A(x, ξ) +A(x, η)− 2A(x, ξ+η2 )

)s(x)

where for any x ∈ Ω, s(x) = min{1, p(x)/2} and ζ(x) =
(
1− 21−p(x)

)−s(x)
if p(x) < 2

or ζ(x) = 1
2 if p(x) ≥ 2.

The condition (A4) reformulates the local form of Morawetz-type inequality producing con-
vergence properties.

Concerning the conditions on the functions f and h in forcing term, we assume:

10



1.3. State of the art

(f0) f : Ω × R+ → R+ is a continuous function such that f(x, 0) ≡ 0 and f is positive on
Ω× R+\{0}.

(f1) For any x ∈ Ω, s 7→ f(x,s)
sq−1 is non-increasing in R+\{0}.

(f2) The mapping x 7→ δ1−q(x)f(x, δ(x)) belongs to L2(Ωε) for some ε > 0 where Ωε
def=

{x ∈ Ω | δ(x) < ε}.

and

(Hh) there exists h ∈ L∞(Ω)\{0}, h ≥ 0 such that h(t, x) ≥ h(x) for a.e in QT .

Example: Function f satisfying (f0)-(f2) is given by for any (x, s) ∈ Ω × R+, f(x, s) =
g(x)δγ(x)sβ where g ∈ L∞(Ω) is a non-negative function, β ∈ [0, q − 1) and β + γ > q − 3

2 .

Concerning the problem (DNE), we are interested in the existence of a unique weak solution
and its stabilization properties. The notion of the weak solution u for the problem (DNE) is
understood in the following sense:

∂t(β(u)) ∈ L2(QT ), u ∈ L∞(0, T ;W 1,p(·)
0 (Ω))

(a rigorous formulation is given by Definition 1.4.4).

To prove the existence of a weak solution, we alter our viewpoint towards our main problem
(DNE). Precisely, we formulate an equivalent problem by replacing ∂t(β(u)) to ∂t(uq)uq−1 in
our main problem (DNE) (see below (E)) such that

∂t(uq) ∈ L2(QT ) and u ∈ L∞(QT )⇒ ∂t(β(u)) ∈ L2(QT ) (weakly in L2(QT )).

To study the new equivalent problem, we develop a new version of Picone identity for p(x)-
homogeneous operators. Using this and semi-discretization in time method, we settled the
question of existence of unique weak solution of the equivalent problem (E).

To answer the second question of stabilization of weak solution, we seek help from semigroup
theory by shifting the nonlinearity in the time derivative term to diffusion term (see (1.4.32)).

1.3 State of the art

Problem 1: : Strong solution of evolution equations with p(x, t)-Laplacian

Equation (1.2.1) falls into the class of equations with variable nonlinearity or non-standard
growth, which have been intensively studied in the last decades. If the variable exponent
p 6≡ 2, equation (1.2.1) becomes degenerate or singular at the points where |∇u| = 0, which
prevents one from expecting the existence of classical solutions. The solution of problem
(1.2.1) is understood in the weak sense. Before starting the state of the art for the problem
(1.2.1), we distinguish the notion of weak and strong solutions as follows.

Definition 1.3.1. A function u is called weak solution of problem (1.2.1), if

(i) u ∈Wp(·)(QT ), ut ∈W ′(QT ),

11



Chapter 1. Parabolic problems with non-standard growth

(ii) for every ψ ∈Wp(·)(QT ) with ψt ∈W ′(QT )
ˆ
QT

utψ dz +
ˆ
QT

|∇u|p(x,t)−2∇u · ∇ψ dz =
ˆ
QT

fψ dz,

(iii) for every φ ∈ C1
0 (Ω)

ˆ
Ω

(u(x, t)− u0(x))φ dx→ 0 as t→ 0,

(iv) the weak solution u is called strong solution of problem (1.2.1) if

ut ∈ L2(QT ), |∇u| ∈ L∞(0, T ;Lp(·)(Ω)).

The existence of a unique weak solution to problem (1.2.1) can be proven under the minimal
requirements on the regularity of the data. We refer to [26, 34] for the results on existence
and uniqueness of weak solutions for a single equation of the type (1.2.1), to [111] for systems
of equations with the homogeneous Dirichlet boundary conditions, and to [116] for the case
of the non-homogeneous boundary conditions. Precisely, we have the following result:

Proposition 1.3.1 ([26, 34, 111]). Let Ω ⊂ RN , N ≥ 2, be a bounded domain with the
Lipschitz-continuous boundary. Assume that p : QT → R satisfies the conditions

2N
N + 2 < p− ≤ p(x, t) ≤ p+, p ∈ Clog(QT ).

Then for every f ∈ L2(QT ) and u0 ∈ L2(Ω) problem (1.2.1) has a unique weak solution
u ∈ C0([0, T ];L2(Ω)) ∩Wp(·)(QT ) with ut ∈W ′(QT ). The solution satisfies the estimate

ess sup
t∈(0,T )

‖u‖2,Ω +
ˆ
QT

|∇u|p(x,t) dx dt ≤ C (1.3.1)

with a constant C depending only on N , p±, ‖f‖2,QT and ‖u0‖2,Ω.

Concerning the study of regularity of weak solution a lot of attention has been paid by
researchers. Let Ω′ b Ω, ε ∈ (0, T ), Q′ = Ω′ × (ε, T ), and let u be a weak solution of
equation (1.2.1). It is known that u possesses the property of higher integrability of the
gradient: for every Ω′ and ε > 0 there exists a constant δ > 0 such that |∇u|p(·,·)+δ ∈
L1(Q′) and ‖|∇u|p+δ‖1,Q′ ≤ C with a constant C depending on ε and the distance between
∂Ω and ∂Ω′ - see [35, 56, 267] and [265] for global estimates in Reifenberg domains. The
weak solutions are locally Hölder-continuous, provided that the variable exponent p is log-
continuous [13, 55, 259]. Moreover, if the variable exponent p is Hölder-continuous, then ∇u
is locally Hölder-continuous and u ∈ C1,1/2

x,t (Q′) see [55,260]. These local regularity properties
are intrinsic for every weak solution of equation (1.2.1) and are completely defined by the
nonlinear structure of the equation.
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The issues of local higher regularity of solutions of systems of parabolic equations with non-
standard growth have been addressed for the first time in paper [2]. Among other results, it
was proven that the solutions of a system of equations with p(x, t)-growth conditions with the
exponent p Hölder-continuous in t and Lipschitz-continuous in x possess the property of local
higher integrability and Hölder-continuity of the spatial gradient, as well as the property of
local higher differentiability of the solutions.

The existence of strong solutions of problem (1.2.1) and their global regularity properties
have already been addressed in a number of works but all known results refer to the singular
equation (1.2.1) with 2N

N+2 ≤ p(x, t) ≤ 2, or to the equations with the exponent p non-
increasing in t. It is known [27,28,233] that the weak solution becomes a strong solution with
ut ∈ L2(QT ) and |∇u|p(·,·) ∈ L∞(0, T ;L1(Ω)), provided that |∇u0|p(·,0) ∈ L1(Ω), f ∈ L2(QT ),
pt ∈ L∞(QT ) and either pt ≤ 0 a.e. in QT , or |pt| ≤ C a.e. in QT and p ≤ 2. Further, if
|∇p| + |pt| ≤ C a.e. in QT , u0 ∈ W 1,2

0 (Ω) and p ≤ 2 in QT , then |D2
xixju|

p(x,t) ∈ L1(QT )
[27, 28], or D2

xixju ∈ L
2(Ω × (ε, T )) for every ε ∈ (0, T ) [27, 29]. The strong solution may be

Hölder or even Lipschitz continuous in t in the cylinders Ω× (ε, T ) with ε > 0, [233, 247]. It
is proven in [32] that if the initial function possesses a second-order regularity with respect
to x and satisfies certain compatibility conditions, |f |p′(·,·) ∈ L1(QT ) and ft ∈ L2(QT ), then
the singular equation with the Lipschitz-continuous exponent p ≤ 2 in a convex C2 domain
has a unique strong solution such that

|ut|p
′(·,·) ∈ L1(QT ), |∇ut|p(·,·) ∈ L1(QT ), |D2

xixju|
p(·,·) ∈ L1(QT ), p′ = p

p− 1 .

Stronger global regularity properties are known in the case of constant p > 1. It is shown in
[95] that if f ∈ L2(QT ), u0 ∈W 1,p

0 (Ω), and ∂Ω is subject to minimal regularity assumptions,
then

ut ∈ L2(QT ), |∇u|p−2∇u ∈ (L2(0, T ;W 1,2(Ω)))N , u ∈ L∞(0, T ;W 1,p
0 (Ω))

and the corresponding norms are bounded through the norms of the data. The authors of [95]
show that problem (1.2.1) with p = const admits an approximable solution, i.e. a solution
obtained as the limit of the sequence of smooth solutions of the same problem with smooth
right-hand sides and initial data. The approximable solution inherits the regularity properties
of the smooth approximations. We refer to [95] for a review of the previous results on the
global regularity in the case of constant p.

Problem 2: Double phase parabolic problem with variable growth

Equations (1.2.2) with p 6= q are also referred to as the equations with the (p, q)-growth
because of the gap between the coercivity and growth conditions: if p ≤ q and 0 ≤ a(x) ≤ L,
then for every ξ ∈ RN

|ξ|p ≤ (|ξ|p−2 + a(x)|ξ|q−2)|ξ|2 ≤ C(1 + |ξ|q), C = const > 0.

13



Chapter 1. Parabolic problems with non-standard growth

These equations fall into the class of equations with nonstandard growth conditions which have
been actively studied during the last decades in the cases of constant or variable exponents
p and q. We refer to the recent works [20, 82, 97, 98, 115, 133, 166, 202, 213, 222, 263] and
references therein for a review of results on the solvability of stationary problems and the
regularity properties of solutions.

Results on the existence of solutions to the evolution double phase equations can be found in
papers [57, 236, 237]. These works deal with the Dirichlet problem for systems of parabolic
equations of the form

ut − div a(x, t,∇u) = 0, (1.3.2)

where the flux a(x, t,∇u) is assumed to satisfy the (p, q)-growth conditions and certain regu-
larity assumptions. As a partial case, the class of equations (1.3.2) includes equation (1.2.2)
with constant exponents p ≤ q and a nonnegative bounded coefficient a(x, t). It is shown in
[57, Th.1.6] that if

2 ≤ p ≤ q < p+ 4
N + 2 ,

then problem (1.2.2) with F ≡ 0 has a very weak solution

u ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ Lqloc(0, T ;W 1,q

loc (Ω)) with ut ∈ L
p
q−1 (0, T ;W−1, p

q−1 (Ω)),

provided that u0 ∈W 1,r
0 (Ω), r = p(q−1)

p−1 . Moreover, |∇u| is bounded on every strictly interior
cylinder Q′T b QT separated away from the parabolic boundary of QT . In [236] these results
were extended to the case

2N
N + 2 < p < 2, p ≤ q < p+ 4

N + 2 .

Paper [237] deals with weak solutions of systems of equations of the type (1.3.2) with
(p, q) growth conditions. When applied to problem (1.2.2) with constant p, q, b ≡ 0 and
a(·, t) ∈ Cα(Ω) with some α ∈ (0, 1) for a.e. t ∈ (0, T ), the result of [237] guarantees the
existence of a weak solution

u ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ Lqloc(0, T ;W 1,q

loc (Ω)) ∩ L∞(0, T ;L2(Ω)),

provided that the exponents p and q obey the inequalities

2N
N + 2 < p < q < p+ αmin{2, p}

N + 2 .

The proofs of the existence theorems in [57, 236, 237] rely on the property of local higher
integrability of the gradient, |∇u|p+δ ∈ L1(Q′T ) for every sub-cylinderQ′T b QT . The maximal
possible value of δ > 0 indicates the admissible gap between the exponents p and q and vary
in dependence on the type of the solution.

Equation (1.2.2) with constant exponents p and q furnishes a prototype of the equations
recently studied in papers [58, 125, 153, 201] in the context of weak or variational solutions.
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The proofs of existence also use the local higher integrability of the gradient, but for the
existence of variational solutions a weaker assumption on the gap q − p is required.

Problem 3: Doubly nonlinear equation for p(x)-homogeneous operators

Equation (DNE) belongs to the class of Doubly nonlinear equations (D.N.E.) with variable
nonlinearity of type (1.1.2). Depending upon the exponents in both nonlinear diffusion and
nonlinear time derivative term, (DNE) is classified into several categories. For p = 2, q = 1
and F = 0 equation (DNE) is known as standard heat equation. For q = 1, p ∈ (1,∞) and
F = 0 equation (DNE) reduces to p-Laplace equation, while for p = 2, m := 2q − 1 ∈ (0,∞)
and F = 0, (DNE) is called Porous media equation. A vast amount of results is available in
the literature concerning the above types of equations, so to inhibit the vastness of section
we limit ourselves to the class of equations where double nonlinearity is involved.

In literature, various types of tools and techniques are present to deal with the D.N.E. of type
(1.1.2). Concerning the existence of solution to D.N.E. of type (1.1.2), we refer to the work
[8, 12,59,60,250]. In [12], Akagi and Stefanelli studied the following D.N.E.

∂tb(u)−∇.(a(∇u)) 3 f

where b ⊂ R×R and a ⊂ RN ×RN are maximal monotone graphs satisfying the polynomial
growth conditions for instance b(u) = um and a(ξ) = |ξ|p−2ξ. First, by using a nonlinear
transformation v = b(u), they transformed the original equation into an equivalent dual
problem which reads as −∇.(a(∇b−1(v))) 3 f − ∂tv and then by using the method of elliptic
regularization (Weighted Energy Dissipation approach), they constructed the sequence of
minimizers of suitable energy functionals (for more details see equation (1.2) in [12]) whose
limits converge to solution of the equivalent dual problem. For D.N.E. involving p-Laplacian
operator, one only changes the viewpoint in the sense that the nonlinearity is shifted from

∂tu
m − div(|∇u|p−2∇u) = f to ∂tv − div(|∇v

1
m |p−2∇v

1
m ) = f. (1.3.3)

In [59,60], Bögelin et al. studied a more general D.N.E. of type (1.1.2)

∂tb(u)− div fξ(x, u,∇u) = −fu(x, u,∇u)

where f satisfies suitable convexity and coercivity conditions. By introducing a new notion of
solution called variational solutions and nonlinear version of minimizing movement method
(finite time discretization), they proved the existence of a variational solution u. Precisely, a
function u is called a variational solution of (1.1.2), if the following inequality holds:

1
p

ˆ
QT

(|∇u|p − |∇v|p) dz +B(u(T ), v(T )) ≤
ˆ
QT

∂tv(vm − um) dz +B(u(0), v(0))

where
B(u, v) =

ˆ
Ω

( 1
m+ 1(vm+1 − um+1)− um(u− v)

)
dx
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and v is a suitable positive test function. They also proved the existence of distributional
and weak solution when f(x, u, ξ) grow naturally as a polynomial of order p as ξ → ∞. In
[250], Tsutsumi has studied the D.N.E. of type (1.1.2) in the presence of an absorption term
and using approximation method he proved the existence of a mild/weak/strong solution
depending upon the regularity of the initial data and nonlinearity exponents m and p.

For the study related to the D.N.E. of type (1.1.1), we refer to the work [9–11,174,240,241] for
existence results, [128,252] for Harnack type inequalities and [176,219,238,253] for local and
global behavior of solutions. The non-homogeneous variant of the model (1.1.1) together with
multi valued source/sink terms can also be interpreted as the limiting case (when m→ 1) of
the climate Energy Balance Models (see [50,52,107]).

Recently, the study of D.N.E. involving variable exponent growth are getting into substantial
attention. To explore the questions of existence (local or global), regularity or behaviour of
solutions for D.N.E. with variable exponent we refer to [8,9,23,30,31,33,34]. The authors in
[34] have studied the following class of D.N.E. involving the p(x, t)-laplacian and lower order
terms

∂tu =
N∑
i=1

Di

(
ai|Di(|u|m(x)−1u)|pi(x,t)−2Di(|u|m(x)−1u)

)
+ b|u|σ(x,t)−2u

with given exponents m, pi and σ. Using a nonlinear transformation v = |u|m(x)−1u, they
transformed the original equation into the D.N.E.

∂t(|v|
1

m(x) sign(v)) =
N∑
i=1

Di

(
ai|Div)|pi(x,t)−2Div)

)
+ b|v|

σ(x,t)−1
m(x) −1

v (1.3.4)

similar to (1.1.2) and by using the Galerkin method, they proved the existence of a weak
solution. The authors in [8, 9] have also studied the D.N.E. involving p(x)-Laplacian opera-
tor and proved the existence of weak solution using Legendre-Fenchel transforms of convex
functionals and an energy method. For uniqueness and comparison theorem for the solutions
of D.N.E. with non-standard growth conditions we refer to [23,34]. For localization, blow up
and extinction in finite time for the solutions of D.N.E. of type (1.3.4), we refer to [30,31].

We also recall the state of the art for Picone identity which is one of the main tool in studying
Problem 3. Picone identity plays an important role for proving several qualitative properties
of differential operators. In [215], M. Picone consider the following homogeneous second order
linear differential system (a1(x)u′)′ + a2(x)u = 0

(b1(x)v′)′ + b2(x)v = 0

and proved for differentiable functions u, v 6= 0 the pointwise relation:

(
u

v
(a1u

′v − b1uv′)
)′

= (b2 − a2)u2 + (a1 − b1)u′2 + b1

(
u′ − v′u

v

)2
(1.3.5)
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and in [216], extended (1.3.5) to the Laplace operator, i.e. for differentiable functions u ≥
0, v > 0 one has 1

|∇u|2 ≥
〈
∇
(
u2

v

)
,∇v

〉
. (1.3.6)

Later in [14], Allegretto and Huang extended (1.3.6) to the p-Laplacian operator with 1 <
p <∞. Precisely, for differentiable functions v > 0 and u ≥ 0 we have

|∇u|p − |∇v|p−2∇v.∇
(
up

vp−1

)
≥ 0. (1.3.7)

As an immediate consequence, they obtained a wide array of applications including the
simplicity of the eigenvalues, Sturmian comparison principles, oscillation theorems, Hardy,
Barta’s inequalities and some profound results for p-Laplacian equations and systems. This
work motivated a lot of generalization of the Picone’s identity and in this regard, various
attempts have been made to generalize Picone identity for different types of differential oper-
ators see [61, 100] and the reference therein. In [109,110], Dı́az and Saá proved the following
inequality ˆ

Ω

(
(−∆)pw1/p

1

w
(p−1)/p
1

− (−∆)pw1/p
2

w
(p−1)/p
2

)
(w1 − w2) ≥ 0

for wi ∈ L∞(Ω), wi ≥ 0 a.e. on Ω, w1/p
i ∈ W 1,p(Ω), (−∆)pw1/p

i ∈ L∞(Ω) for i = 1, 2,
w1 = w2 over ∂Ω and wi/wj ∈ L∞(Ω) for i 6= j, i, j = 1, 2. This inequality turns out to be
equivalent with the convexity of a p-power type energy functional, as suggested in [71] for
p = 2, and generalized in [127] to any constant p ∈ (1,∞). In applications to quasilinear
elliptic operators (with p constant, 1 < p <∞), this equivalence played a decisive role in the
works [155] and [245]. In [81], Chaib proved the above inequality in RN , and pointed out
the connection between the Dı́az-Saá inequality and the generalized Picone inequality (1.3.7).
Lator on, in [64], Brasco and Franzina extended the above Dı́az-Saá inequality in p-q form.
Precisely, for every pair u, v of positive differentiable functions the following holds:

1
p

〈
∇A(∇u),∇

(
vq

uq−1

)〉
≤ A(∇v)

q
pA(∇u)

p−q
p

where q ∈ (1, p], A : RN → [0,∞) is a C1 positively p-homogeneous convex function.

1.4 New contributions

In this section, we provide the details of new tools and techniques which are developed to
tackle the Problems 1, 2 and 3 mentioned in Section 1.2 and main results with a glimpse
of the proof.

1Equation (1.3.6) is known as “identity”, even if it is inequality, because of the two terms can be written
as ∣∣∣∇u− u

v
∇v

∣∣∣2 = |∇u|2 + u2

v2 |∇v|2 − 2u

v
∇u.∇v = |∇u|2 −∇

(
u2

v

)
.∇v

which is indeed positive.
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Chapter 1. Parabolic problems with non-standard growth

1.4.1 Problem 1: Strong solution of evolution equations with p(x, t)-Laplacian

We study the following Dirichlet problem for a class of parabolic equations with variable
nonlinearity  ∂tu− div

(
|∇u|p(x,t)−2∇u

)
= f(x, t) in QT

def= Ω× (0, T ),

u = 0 on Γ def= ∂Ω× (0, T ), u(x, 0) = u0(x) in Ω,
(1.4.1)

1.4.1.1 Main tools

First, we derive a special interpolation inequality that yields the global integrability of
|∇u|p(x,t)+δ with some δ > 0 independent of u, and provides an estimate on the term with
the logarithmic growth. The interpolation inequality is also used in the proof of W 1,2(QT )-
regularity of the flux in the degenerate problem (1.4.1) and the counterpart problems with
regularized fluxes. Define

γε(z, s) = β
p(z)−2

2
ε (s) ≡ (ε2 + |s|2)

p(z)−2
2 , ε > 0, s ∈ RN .

Theorem 1.4.1. Let ∂Ω ∈ C1, u ∈ C1([0, T ];C2(Ω)) and u = 0 on ∂Ω× [0, T ]. Assume that
p(·) : QT 7→ [p−, p+] such that p ∈ C0(QT ) with the modulus of continuity ω,

2N
N + 2 < p−, ess sup

QT

|∇p| = L,

ˆ
QT

γε(z,∇u)|uxx|2 dz <∞, sup
(0,T )
‖u(t)‖22,Ω = M0,

ˆ
QT

|∇u|p(z) dz = M1.

Then for every
2

N + 2 = r∗ < r < r∗ = 4p−

p−(N + 2) + 2N
and every δ ∈ (0, 1) the function u satisfies the inequality

ˆ
QT

β
p(z)+r−2

2
ε (∇u)|∇u|2 dz ≤ δ

ˆ
QT

γε(z,∇u)|uxx|2 dz + C

(
1 +

ˆ
QT

|∇u|p(z) dz
)
. (1.4.2)

with an independent of u constant C.

The proof of above lemma is slightly technical. We will only highlight here the crucial point
of the proof. Using uniform continuity of the exponent p in QT , it is enough to prove the
estimate (1.4.2) in Ω and for a fixed t ∈ (0, T ) i.e. for every δ ∈ (0, 1)

ˆ
Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx ≤ δ

ˆ
Ω
γε(x,∇u)|uxx|2 dx+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)
with an independent of u constant C. A straightforward computation via Green’s formula
and a set of logarithmic inequalities (for more details see (4.2.18), Page 119, Chapter 4) leads
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1.4.1.2. Main results

us to the following estimate
ˆ

Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx ≤ C0 + δ

ˆ
Ω
γε(x,∇u)|uxx|2 dx

+ Cδ

ˆ
Ω
u2β

p(x)+2r−2
2

ε (∇u) dx+ C1

ˆ
Ω
|u|β

p(x)+r−1+ν
2

ε (∇u) dx
(1.4.3)

for some ν ∈ (0, 1) and it remains to estimate last terms of (1.4.3). For this, the continuity of
p allows us to choose a special finite cover {Ωi}i so small such that for every i = 1, 2, . . . ,K

p+
i − p

−
i + r

(
1 + 2N

p−(N + 2)

)
<

4
N + 2 .

for any r between lower and upper exponent i.e. r ∈ (r∗, r∗). Then, finally by using interpo-
lation inequalities of Gagliardo-Nirenberg-Sobolev type with a suitable set of exponents, we
get our final result. For a detailed proof, we refer to Theorem 4.2.3, Page 118, Chapter 4.

Secondly, we derive the trace-interpolation inequality used to estimate the traces of |∇u|p(z)

on the lateral boundary of the cylinder QT . These estimates turns out to be useful in the
study of the non-convex domains also.

Theorem 1.4.2. Let us assume that p and u satisfy the conditions of Theorem 1.4.1. Then
for every λ ∈ (0, 1)

ˆ
∂Ω×(0,T )

(ε2 + |∇u|2)
p(z)−2

2 |∇u|2 dSdt ≤ λ
ˆ
QT

(ε2 + |∇u|2)
p(z)−2

2 |uxx|2 dz

+ C

(
1 +

ˆ
QT

|∇u|p(z) dz
)

with an independent of u constant C.

The proof of the above lemma follows by Lemma 1.5.1.9 in [162], Green formula and loga-
rithmic inequalities depending upon the size of the gradient.

1.4.1.2 Main results

The main result of Problem 1 are given in the following theorems.

Theorem 1.4.3. Let Ω ⊂ RN , N ≥ 2, be a bounded domain with the boundary ∂Ω ∈ C2.
Assume that the exponent p satisfies

2N
N + 2 < p− ≤ p(x, t) ≤ p+, p ∈ Clog(QT ).

ess sup
QT

|∇p| ≤ C∗ <∞, ess sup
QT

|pt| ≤ C∗

with nonnegative finite constants C∗, C∗. Let

f ∈ L2(0, T ;W 1,2
0 (Ω)), u0 ∈ L2(Ω) ∩W 1,q0(·)

0 (Ω) with q0(x) = max{2, p(x, 0)}.
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Chapter 1. Parabolic problems with non-standard growth

Then the weak solution u of problem (1.4.1) is a strong solution. The function u satisfies
estimate (1.3.1) and

‖ut‖22,QT + ess sup
(0,T )

ˆ
Ω
|∇u|q(x,t) dx ≤ C (1.4.4)

with the exponent q(x, t) = max{2, p(x, t)} and a constant C depends upon N, ∂Ω, T, p±,
C∗, C

∗, ‖u0‖, ‖f‖.

Theorem 1.4.4. Under the conditions of Theorem 1.4.3,

(i) The strong solution u possesses the property of higher integrability of the gradient:
ˆ
QT

|∇u|p(x,t)+δ dxdt ≤ Cδ for every 0 < δ <
4p−

p−(N + 2) + 2N (1.4.5)

with a finite constant Cδ depending on δ and the same quantities as the constant C in
(1.4.4).

(ii) Moreover,

D2
xixju ∈ L

p(·)
loc (QT ∩ {(x, t) : p(x, t) < 2}), if N ≥ 2,

Dxi

(
|∇u|

p(x,t)−2
2 Dxju

)
∈ L2(QT ) if N ≥ 3, or N = 2 and p− > 6

5 ,

i, j = 1, 2, . . . , N , and the corresponding norms are bounded by constants depending only
on the data.

Remark 1.4.1. Due to the fact that estimate (1.4.5) is global in time and space, it is new
even in the case of constant p. We refer to [114] for a detailed insight into this issue, in
particular, to [114, Lemma 5.4].

The same existence and regularity results are obtained for the solution of problem (1.4.1)
with the regularized flux function (ε2 + |∇u|2)

p(x,t)−2
2 ∇u, ε > 0.

Let us give an outline of the proof of Theorem 1.4.3. The solution of problem (1.4.1) is
constructed as the limit of the sequence of solutions of the following family of regularized
non-degenerate parabolic problems

∂tu− div((ε2 + |∇u|2)
p(z)−2

2 ∇u) = f(z) in QT ,

u = 0 on ΓT = ∂Ω× (0, T ),

u(x, 0) = u0(x) in Ω.

(1.4.6)

for a given a parameter ε > 0 and new regularized flux given by (ε2 + |∇u|2)
p−2

2 ∇u, ε ∈ (0, 1).

For every fixed ε, a solution of problem (1.4.6) is constructed as the limit of the sequence of
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1.4.1.2. Main results

finite-dimensional Galerkin’s approximations {u(m)
ε }. The functions u(m)

ε (x, t) are sought in
the form

u(m)
ε (x, t) =

m∑
j=1

u
(m)
j (t)φj(x),

where φj ∈ W 1,2
0 (Ω) and λj > 0 are the eigenfunctions and the corresponding eigenvalues of

the problem
(∇φj ,∇ψ)2,Ω = λ(φj , ψ)2,Ω ∀ψ ∈W 1,2

0 (Ω).

The coefficients u(m)
j (t) are defined as the solutions of the Cauchy problem for the system of

m ordinary differential equations

(u(m)
j )′(t) = −

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε · ∇φj dx+
ˆ

Ω
fφj dx,

u
(m)
j (0) = (u0, φj)2,Ω, j = 1, 2, . . . ,m,

(1.4.7)

where the functions

u
(m)
0 =

m∑
j=1

(u0, φj)2,Ωφj ∈ span{φ1, φ2, . . . , φm},

are chosen so that u(m)
0 → u0 in W

1,q(x,0)
0 (Ω), q(x, 0) = max{2, p(x, 0)}.

Using Carathéodory Theorem, we prove the existence of a solution (u(m)
1 , u

(m)
2 , . . . , u

(m)
m ) of

the system of ODE (1.4.7) on an interval (0, Tm) and for every finite m system (1.4.7) and
this solution can be continued on the arbitrary interval (0, T ) because of the uniform estimate
in ε and m proved in coming results.

To pass limits in the sequence of finite dimensional approximations u(m)
ε , we derive uniform

a priori estimates in ε and m simultaneously. This is where the difference between the cases
of constant and variable exponent p becomes obvious: in the latter case the estimates involve
the expression |∇p|(ε2 + |∇u|2)

p
2 | ln(ε2 + |∇u|2)|, not included into the basic energy estimate

(1.3.1). The integration by parts formula (see (4.1.7), Chapter 4) and the choice of eigen
functions φj reveal the following a priori estimates for u(m)

ε :

sup
(0,T )
‖u(m)

ε (·, t)‖22,Ω +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |∇u(m)

ε |2 dz ≤ eT (‖f‖22,QT + ‖u0‖22,Ω) := L0.

ˆ
QT

|∇u(m)
ε |p(z) dz ≤

ˆ
QT

(
ε2 + |∇u(m)

ε |2
) p(z)

2 dz ≤ L1

where constants L0, L1 independent of ε and m, and ε ∈ (0, 1). For a detailed proof, we refer
to Lemma 4.2.1, Page 115, Chapter 4.

Let us denote n by the exterior normal vector to ∂Ω. Repetitive usage of Green formula
via the elemental properties of the eigen functions φj under suitable conditions on initial
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Chapter 1. Parabolic problems with non-standard growth

data, boundary ∂Ω and variable exponent implies the following inequality relation: For a.e.
t ∈ (0, T ) and any δ > 0

1
2
d

dt
‖∇u(m)

ε (t)‖22,Ω + (min{p−, 2} − 1− δ)
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx

≤ C0

ˆ
Ω
|∇u(m)

ε |2(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ln2(ε2 + |∇u(m)

ε |2) dx

−
ˆ
∂Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2

(
∆u(m)

ε (∇u(m)
ε · n)−∇u(m)

ε · ∇(∇u(m)
ε · n)

)
dx

+ C1‖∇u(m)
ε (t)‖22,Ω + C2‖f(t)‖2

W 1,2
0 (Ω)

(1.4.8)

with constants Ci, i = 0, 1, 2, depending on the data and δ, but independent of m and ε. For
a detailed explanation, we refer to Lemma 4.2.2, Page 116, Chapter 4.

The study of higher regularity of solutions usually involves “differentiation” of the equation.
In the case of non-constant p this leads to appearance of the term |∇u|p(x,t) ln |∇u| (as in
(1.4.8)), which can not be controlled through the usual energy estimates for the weak solution
of equation (1.2.1) unless p(x, t) ≤ 2. The main issue is to get rid of the restriction p(x, t) ≤ 2
in the proof of existence of strong solutions and in the study of their higher regularity.

1.4.1.3 A priori estimates and existence of strong solution

To control the R.H.S. of (1.4.8), we use the interpolation inequalities proved in Section 1.4.1.1
which further entails the global higher integrability of the gradients of the finite-dimensional
approximations: instead of the natural order of integrability p(z) prompted by the equation,
the gradients are integrable in QT with the power p(z) + δ (estimate (1.4.5)). By combining
the interpolation inequality for global higher integrability of the gradients (Theorem 1.4.1)
and trace interpolation inequality (Theorem 1.4.2) we obtain a complete derivation of the
following uniform a priori estimates of the type (1.4.4) for Galerkin’s approximations:

sup
(0,T )
‖∇u(m)

ε (·, t)‖22,Ω +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dz

≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f‖2
L2(0,T ;W 1,2

0 (Ω))

)
,

ˆ
QT

|∇u(m)
ε |p(z)+r dz ≤ C ′′ for any 0 < r <

4p−

p−(N + 2) + 2N
and

‖(u(m)
ε )t‖22,QT + sup

(0,T )

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)
2 dx ≤ C ′

(
1 +

ˆ
Ω
|∇u0|p(x,0) dx

)
+ ‖f‖22,QT

with constants C, C ′, C ′′ independent of m and ε. For a complete derivation, we refer to
Lemma 4.2.3, Page 118, Chapter 4.

Using the previous uniform estimates, the weak convergence of the sequence {∇u(m)
ε }, and
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1.4.1.3. A priori estimates and existence of strong solution

the monotonicity of the flux γε((x, t), s)s = (ε2 + |s|2)
p(x,t)−2

2 s in (1.4.6) implies the existence
of unique weak solution of the regularized problem (1.4.6) with ∂tuε ∈ L2(QT ) and the
global higher regularity properties. However, these uniform estimates do not ensure that
γε((x, t),∇u(m)

ε )∇u(m)
ε → γε((x, t),∇uε)∇uε a.e. in QT , even in the case of constant p.

For this, we prove a.e. convergence of the sequence of ∇u(m)
ε to ∇uε, which yields a.e.

convergence of fluxes. The proof relies on the convexity of the function γε((x, t), s)|s|2 with
respect to s, the weak convergence of the sequence ∇u(m)

ε to ∇uε, and the convergence of the
integrals of γε((x, t),∇u(m)

ε )|∇u(m)
ε |2 to the integral of γε((x, t),∇uε)|∇uε|2. The pointwise

convergence of fluxes of Galerkin’s approximations and the uniform a priori estimates allow
one to show that the limit of the sequence of regularized fluxes (ε2 + |∇u(m)

ε |2)
p(x,t)−2

4 ∇u(m)
ε

belongs to (L2(0, T ;W 1,2(Ω)))N . The difference between the cases N ≥ 3 and N = 2 is
explained by the convexity properties of the function γε((x, t), s)|s|2 with ε > 0. It is strictly
convex with respect to s if p > 6

5 , which is true for N ≥ 3 because p− > 2N
N+2 , but in the case

N = 2 leads to the additional restriction. Precisely, we prove

Theorem 1.4.5. Let the conditions of Theorem 1.4.3 be fulfilled.

(i) If N ≥ 3 or N = 2 and p− > 6
5 , then ∇u(m)

ε → ∇uε a.e. in QT .

(ii) Under the conditions of item (i) γ
1
2
ε (z,∇uε)Diuε ∈ L2(0, T ;W 1,2(Ω)), i = 1, 2, . . . , N ,

and
‖γ

1
2
ε (z,∇uε)Diuε‖L2(0,T ;W 1,2(Ω)) ≤M, i = 1, 2, . . . , N,

with an independent of ε constant M .

(iii) If N ≥ 2 and p− >
2N
N + 2 , then D2

ijuε ∈ L
p(·)
loc (QT ∩ {z : p(z) < 2}), i, j = 1, 2, . . . , N ,

and
N∑

i,j=1
‖D2

ijuε‖p(·),QT∩{z: p(z)<2} ≤M ′

with an independent of ε constant M ′.

The proof of stronger convergence properties of the sequence ∇u(m)
ε stems from the Theorem

2.1 and Corollary 2.1, [224] on the convergence of sequences of functionals. The proof of
the main result (Theorem 1.4.3) is based on the same ideas as the proofs in the case of the
regularized problems (1.4.6). The difference in the arguments is due to the necessity of passing
to the limit with respect to ε, which changes the nonlinear structure of the equation. The
second order regularity and global higher integrability in Theorem 1.4.4 are the byproduct of
previous uniform estimates with respect to m and ε, and convexity and almost everywhere
convergence of regularized flux.
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Chapter 1. Parabolic problems with non-standard growth

1.4.2 Problem 2: Doubly phase parabolic problem with variable growth

In this subsection, we study the following double phase parabolic problem with the homoge-
neous Dirichlet boundary conditions: ut − div

(
|∇u|p(z)−2∇u+ a(z)|∇u|q(z)−2∇u

)
= F (z, u) in QT ,

u = 0 on ΓT , u(x, 0) = u0(x) in Ω,
(1.4.9)

where the nonlinear source has the form

F (z, v) = f0(z) + b(z)|v|σ(z)−2v. (1.4.10)

Here a ≥ 0, b, p, q, σ and f0 are given functions of the variables z ∈ QT .

1.4.2.1 Main tools

In this part, we present estimates on the gradient trace on ∂Ω for the functions from variable
Sobolev spaces. This property turns out to be the key element in the proof of the existence
theorems for problem (1.4.9) and the regularized problem (1.4.19).

Until the end of this subsection, the notation p(·), q(·), a(·) is used for functions not related
to the exponents and coefficient in (1.4.9) and (1.4.19). Let us accept the notation

βε(s) = ε2 + |s|2,

ϕε(z, s) = (ε2 + |s|2)
p(z)−2

2 + a(z)(ε2 + |s|2)
q(z)−2

2 , s ∈ RN , z ∈ QT , ε ∈ (0, 1).
(1.4.11)

With certain abuse of notation, we will denote by ϕε(x, s) the same function but with the
exponents p, q and the coefficient a depending on the variable x ∈ Ω.

Lemma 1.4.1. Let Ω ⊂ RN , N ≥ 2 be a bounded domain with the boundary ∂Ω ∈ C2,
and a ∈W 1,∞(Ω) be a given nonnegative function. Assume that v ∈ W 3,2(Ω) ∩W 1,2

0 (Ω) and
denote

K =
ˆ
∂Ω
a(x)(ε2 + |∇v|2)

p(x)−2
2 (∆v (∇v · n)−∇(∇v · n) · ∇v) dS,

where n stands for the exterior normal to ∂Ω. There exists a constant L = L(∂Ω) such that

K ≤ L
ˆ
∂Ω
a(x)(ε2 + |∇v|2)

p(x)−2
2 |∇v|2 dS.

Proof of Lemma 1.4.1 follows from the well-known assertions, see, e.g., [180, Ch.1, Sec.1.5]
for the case a ≡ 1, N ≥ 2, or [28, Lemma A.1] for the case of an arbitrary dimension. For
more details see Lemma 4.3.2, Chapter 4.
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1.4.2.1. Main tools

Theorem 1.4.6. Let ∂Ω ∈ C2, u ∈ C2(Ω) and u = 0 on ∂Ω. Assume that p(·) satisfies the
conditions of Lemma 1.4.1, a(·) be a non-negative function on Ω with a, q ∈W 1,∞(Ω) and

q : Ω 7→ [q−, q+] ⊂
( 2N
N + 2 ,∞

)
, ‖∇q‖∞,Ω ≤ L <∞, ‖∇a‖∞,Ω ≤ L0 <∞.

If for a.e. x ∈ Ω

q(x) < p(x) + r with 2
N + 2 < r <

4p−

p−(N + 2) + 2N ,

then for every λ ∈ (0, 1)
ˆ
∂Ω
ϕε(x,∇u)|∇u|2 dS ≤ λ

ˆ
Ω
ϕε(x,∇u)|uxx|2 dx+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)

with a constant C depending on λ and the constants p±, N , L, L0, but independent of u.

The proof of the this result follows from [162, Lemma 1.5.1.9], Cauchy inequality and Green
Formula. For a detailed explanation see Theorem 1.4.6, Chapter 4.

Now, we construct a sequence of finite-dimensional approximations for the initial function u0

in the same basis {φj} as in the Galerkin’s approximations for the solution of the regularized
problem (1.4.19). In the nondegenerate case, q(x, 0) ≤ 2 in Ω, this sequence is obtained in
a standard way, while in the case supΩ q(x, 0) > 2 the choice of the sequence becomes an
independent problem. We construct it as a sequence of finite-dimensional approximations
of the solution of the degenerate double phase elliptic equation (see (4.3.21)) with variable
exponents r(x) = max{2, p(x, 0)} and s(x) = max{2, q(x, 0)}, and the right-hand side de-
pending on u0. This problem is solved with the method of Galerkin in the framework of
Musielak-Orlicz spaces. Let sup q(x, 0) > 2. We approximate the initial function u0 by the
sequence of finite-dimensional approximations for the solution of the elliptic problem

β(x, u)u− div (α(x,∇u)∇u) = f − div Φ in Ω, u = 0 on ∂Ω (1.4.12)

where

β(x, u)u = |u|r(x)−2u+ a0(x)|u|s(x)−2u,

α(x,∇u)∇u = |∇u|r(x)−2∇u+ a0(x)|∇u|s(x)−2∇u, a0(x) = a(x, 0),

r(x) = max{2, p(x, 0)} ≥ 2, s(x) = max{2, q(x, 0)},

and

f = β(x, u0)u0, Φ = α(x,∇u0)∇u0. (1.4.13)

For a detailed study of above elliptic problem, we refer to Section 4.3.4, Chapter 4.
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Chapter 1. Parabolic problems with non-standard growth

1.4.2.2 Main results

Let p, q : QT 7→ R be measurable functions satisfying the conditions

2N
N + 2 < p− ≤ p(z) ≤ p+ in QT ,

2N
N + 2 < q− ≤ q(z) ≤ q+ in QT , p±, q± = const.

(1.4.14)

Moreover, let us assume that p, q ∈W 1,∞(QT ) as functions of variables z = (x, t): there exist
positive constants C∗, C∗∗, C∗, C∗∗ such that

ess sup
QT

|∇p| ≤ C∗ <∞, ess sup
QT

|pt| ≤ C∗,

ess sup
QT

|∇q| ≤ C∗∗ <∞, ess sup
QT

|qt| ≤ C∗∗.
(1.4.15)

The modulating coefficient a(·) is assumed to satisfy the following conditions:

a(z) ≥ 0 in QT , a ∈ C([0, T ];W 1,∞(Ω)), ess sup
QT

|at| ≤ Ca, Ca = const. (1.4.16)

We do not impose any condition on the null set of the function a in QT and do not distinguish
between the cases of degenerate and singular equations. It is possible that p(z) < 2 and
q(z) > 2 at the same point z ∈ QT .

Definition 1.4.1. A function u : QT 7→ R is called strong solution of problem (1.4.9) if

(i) u ∈ Wq(·)(QT ), ut ∈ L2(QT ), |∇u| ∈ L∞(0, T ;Ls(·)(Ω)) with s(z) = max{2, p(z)},
(ii) for every ψ ∈ Wq(·)(QT ) with ψt ∈ L2(QT )

ˆ
QT

utψ dz +
ˆ
QT

(|∇u|p(z)−2 + a(z)|∇u|q(z)−2)∇u · ∇ψ dz =
ˆ
QT

F (z, u)ψ dz,

(iii) for every φ ∈ C1
0 (Ω)

ˆ
Ω

(u(x, t)− u0(x))φ dx→ 0 as t→ 0.

The main results are given in the following theorems.

Theorem 1.4.7. Let Ω ⊂ RN , N ≥ 2, be a bounded domain with the boundary ∂Ω ∈ C2.
Assume that p(·), q(·) satisfy conditions (1.4.14), (1.4.15), and there exists a constant

r ∈ (0, r∗), r∗ = 4p−

p−(N + 2) + 2N ,

such that
p(z) ≤ q(z) ≤ p(z) + r

2 in QT .
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1.4.2.2. Main results

If a(·) satisfies conditions (1.4.16) and b ≡ 0, then for every f0 ∈ L2(0, T ;W 1,2
0 (Ω)) and

u0 ∈W 1,2
0 (Ω) with

ˆ
Ω

(
|∇u0|2 + |∇u0|p(x,0) + a(x, 0)|∇u0|q(x,0)

)
dx = K <∞ (1.4.17)

problem (1.4.9) has a unique strong solution u. This solution satisfies the estimate

‖ut‖22,QT + ess sup
(0,T )

ˆ
Ω

(
|∇u|s(z) + a(z)|∇u|q(z)

)
dx+

ˆ
QT

|∇u|p(z)+r dz ≤ C (1.4.18)

with the exponent s(z) = max{2, p(z)} and a constant C which depends on N, ∂Ω, T, p±, q±,
r, the constants in conditions (1.4.15), (1.4.16), ‖f0‖L2(0,T ;W 1,2

0 (Ω)) and K.

Theorem 1.4.8. Let in the conditions of Theorem 1.4.7, b 6≡ 0.

(i) Assume that b, σ are measurable bounded functions defined on QT ,

‖∇b‖∞,QT <∞, ‖∇σ‖∞,QT <∞,

2 ≤ σ− ≤ σ+ < 1 + p−

2 , σ− = ess inf
QT

σ(z), σ+ = ess sup
QT

σ(z).

Then for every f0 ∈ L2(0, T ;W 1,2
0 (Ω)) and u0 ∈ W 1,2

0 (Ω) satisfying condition (1.4.17)
problem (1.4.9) has at least one strong solution u. The solution u satisfies estimate
(1.4.18) with the constant depending on the same quantities as in the case b ≡ 0 and on
‖∇b‖∞,QT , ‖∇σ‖∞,QT , σ±, ess supQT |b|.

(ii) The strong solution is unique if p(·), q(·) satisfy the conditions of Theorem 1.4.7 and
either σ ≡ 2, or b(z) ≤ 0 in QT .

A solution of problem (1.4.9) is obtained as the limit of the family of solutions of the
nondegenerate problems with the regularized fluxes(

(ε2 + |∇u|2)
p(z)−2

2 + a(z)(ε2 + |∇u|2)
q(z)−2

2

)
∇u, ε > 0.

Given ε > 0, let us consider the following family of regularized double phase parabolic equa-
tions: 

∂tu− div(ϕε(z,∇u)∇u) = F (z, u) in QT ,

u = 0 on ΓT ,

u(0, .) = u0 in Ω, ε ∈ (0, 1),

(1.4.19)

where F (z, u) is defined in (1.4.10) and ϕε(z,∇u)∇u is the regularized flux function defined
in (1.4.11).
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Chapter 1. Parabolic problems with non-standard growth

Let ε > 0 be a fixed parameter. The sequence {u(m)
ε } of finite-dimensional Galerkin’s approx-

imations for the solutions of the regularized problem (1.4.19) is sought in the form

u(m)
ε (x, t) =

m∑
j=1

u
(m)
j (t)φj(x)

where φj ∈ W 1,2
0 (Ω) and λj > 0 are the eigenfunctions and the corresponding eigenvalues of

the problem
(∇φj ,∇ψ)2,Ω = λj(φj , ψ)2,Ω ∀ψ ∈W 1,2

0 (Ω). (1.4.20)

The systems {φj} and {λ−
1
2

j φj} are the orthogonal bases of L2(Ω) and W 1,2
0 (Ω). The coeffi-

cients u(m)
j (t) are characterized as the solutions of the Cauchy problem for the system of m

ordinary differential equations
(u(m)
j )′(t) = −

ˆ
Ω
ϕε(z,∇u(m)

ε )∇u(m)
ε · ∇φj dx+

ˆ
Ω
F (z, u(m)

ε )φj dx,

u
(m)
j (0) = (u(m)

0 , φj)2,Ω, j = 1, 2, . . . ,m,
(1.4.21)

where ϕε is defined in (1.4.11) and the functions u(m)
0 are chosen in such a way that

u
(m)
0 =

m∑
j=1

(u0, φj)2,Ωφj ∈ span{φ1, φ2, . . . , φm},

u
(m)
0 ⇀ u0

in W 1,2
0 (Ω) if maxΩ q(x, 0) ≤ 2,

in W
1,r(·)
0 (Ω) if maxΩ q(x, 0) > 2, where r(x) = max{2, q(x, 0)}.

(1.4.22)

By the Carathéodory existence theorem, for every finite m system (1.4.21) has a solution
(u(m)

1 , u
(m)
2 , . . . , u

(m)
m ) in the extended sense on an interval (0, Tm), the functions u(m)

i (t) are
absolutely continuous and differentiable a.e. in (0, Tm). The a priori estimates (1.4.23),
(1.4.25) ,show that for every m the function u

(m)
ε (x, Tm) belongs to span{φ1, . . . , φm} and

satisfies the estimate

‖∇u(m)
ε (·, Tm)‖22,Ω +

ˆ
Ω

(
|∇u(m)

ε (x, Tm)|p(x,Tm) + a(x, Tm)|∇u(m)
ε (x, Tm)|q(x,Tm)

)
dx

≤ C + ‖f0‖22,QT + ‖∇u(m)
0 ‖22,Ω +

ˆ
Ω

(
|∇u(m)

0 |p(x,0) + a(x, 0)|∇u(m)
0 |q(x,0)

)
dx

with a constant C independent of m and ε. Since a(·, 0) is uniformly bounded in Ω, the se-
quence {u(m)

0 } according to (1.4.22) and |∇u0| satisfies inequality (1.4.17), this estimate allows
one to continue each of u(m)

ε to the maximal existence interval (0, T ). In the case sup q(x, 0) ≤
2, the embedding W 1,2

0 (Ω) ⊂W 1,q(·,0)
0 (Ω) allows us to take u(m)

0 =
∑m
i=1 u

(m)
i (0)φi and in case

of sup q(x, 0) > 2 we approximate the initial function u0 by the sequence of finite-dimensional
approximations for the solution of the elliptic problem (1.4.12).

Now, we derive a priori estimates on the approximate solutions and their derivatives. For
the convenience of presentation, we separate the cases when b ≡ 0 and the source function is
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1.4.2.2. Main results

independent of the solution, and b 6≡ 0. Since no restriction on the sign of b is imposed, in the
latter case derivation of the a priori estimates requires additional restrictions on the range of
the exponent p.

For a.e. t ∈ (0, T ) u(m)
ε satisfies the estimates:

sup
t∈(0,T )

‖u(m)
ε (·, t)‖22,Ω +

ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dz ≤ C0eT (‖f0‖22,QT + ‖u0‖22,Ω),

The above estimates is obtained by multiplying jth equation of (1.4.21) by u(m)
j (t) and then

by summing up the results for j = 1, 2, . . . ,m via Cauchy and Grönwall inequality. For a
detailed proof see Lemma 4.3.4, Page 149, Chapter 4.

The next a priori estimates involve higher-order derivatives of the approximate solutions. This
is where we make use of the interpolation inequalities to obtain the global higher integrability
of the gradient which, in turn, yields uniform boundedness of the Lq(·)(QT )-norms of the
gradients of the approximate solutions.

sup
(0,T )
‖∇u(m)

ε (·, t)‖22,Ω +
ˆ
QT

ϕε(z,∇u(m)
ε )|(u(m)

ε )xx|2 dz

≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f0‖2L2(0,T ;W 1,2
0 (Ω))

) (1.4.23)

and
ˆ
QT

|∇u(m)
ε |q(z) dz+

ˆ
QT

|∇u(m)
ε |p(z)+r dz ≤ C ′′ for any 0 < r <

4p−

p−(N + 2) + 2N . (1.4.24)

The estimates (1.4.23) and (1.4.24) are obtained by multiply each of equations in (1.4.21)
by λju

(m)
j and sum up the results for j = 1, 2, . . . ,m using Green formula, Interpolation

inequalities (Theorem 1.4.1 and Theorem 1.4.6). For a detailed explanation see Lemma 4.3.5
and Lemma 4.3.6, Page 150, Chapter 4.

Finally, by multiplying (1.4.21) with (u(m)
j )t and summing over j = 1, 2, . . . ,m using Cauchy

inequality we obtain

‖(u(m)
ε )t‖22,QT + sup

(0,T )

ˆ
Ω

(
(ε2 + |∇u(m)

ε |2)
p(z)

2 + a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

)
dx

≤ C00

(
1 +

ˆ
Ω

(
|∇u0|p(x,0) + a(x, 0)|∇u0|q(x,0)

)
dx

)
+ ‖f0‖22,QT

(1.4.25)

with an independent of m and ε constant C00, C0, C, C ′, C ′′. For a detailed proof see Lemma
4.3.7, Page 156, Chapter 4. The similar kind of a priori estimates are derived in case when the
equation contains the nonlinear source i.e. b 6≡ 0. The difference in the arguments consists
in the necessity to estimate the integrals of the terms b|u(m)

ε |σ(z), b|u(m)
ε |σ(z)−2u

(m)
ε ∆u(m)

ε ,
b|u(m)

ε |σ(z)−2u
(m)
ε u

(m)
εt . For more details see Lemma 4.3.8, Lemma 4.3.9 and Lemma 4.3.10,

Chapter 4.
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Chapter 1. Parabolic problems with non-standard growth

These uniform in m and ε estimates enable one to extract a subsequence u(m)
ε (for which we

keep the same name), and functions uε, ηε, χε such that

u(m)
ε → uε ?-weakly in L∞(0, T ;L2(Ω)), (u(m)

ε )t ⇀ (uε)t in L2(QT ),

∇u(m)
ε ⇀ ∇uε in (Lp(·)(QT ))N , ∇u(m)

ε ⇀ ∇uε in (Lq(·)(QT ))N ,

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε ⇀ ηε in (Lq′(·)(QT ))N ,

(ε2 + |∇u(m)
ε |2)

q(z)−2
2 ∇u(m)

ε ⇀ χε in (Lq′(·)(QT ))N .

In the third line we make use of the uniform estimateˆ
QT

(ε2 + |∇u(m)
ε |2)

q(z)(p(z)−1)
2(q(z)−1) dz ≤ C

(
1 +

ˆ
QT

|∇u(m)
ε |p(z)+r dz

)
≤ C.

Now, by using the fact that if Um ⇀ U in Lq
′(·)(QT ), then for every V ∈ Lq(·)(QT ) we have

a(z)V ∈ Lq(·)(QT ) and
ˆ
QT

aUmV dz →
ˆ
QT

aUV dz

and the same arguments in Theorem 1.4.3, we show first that u(m)
ε converges to a strong

solution uε of the regularized problem (1.4.19). The proof relies on the compactness and
monotonicity of the fluxes. Existence of a solution to problem (1.4.9) is established in a
similar way. We show that the solutions of the regularized problem (1.4.19) converge (up to
a subsequence) to a solution of the problem (1.4.9). For more details, we refer to the proof
in Theorem 4.3.5 and Theorem 4.3.6, Chapter 4.

Remark 1.4.2. Under the assumption of the Theorem 1.4.7 or Theorem 1.4.8 and, in ad-
dition f0 ∈ L1(0, T ;L∞(Ω)) and u0 ∈ L∞(Ω), the strong solution of the problem (1.4.9) is
bounded and satisfies the estimate

‖u(·, t)‖∞,Ω ≤ eC1t‖u0‖∞,Ω + eC1t

ˆ t

0
e−C1τ‖f0(·, τ)‖∞,Ω dτ

where C1 = 0 if b(z) ≤ 0 in QT , or C1 = ‖b‖∞,QT if σ ≡ 2 (see [34, Ch.4,Sec.4.3,Th.4.3]).

1.4.3 Problem 3: Doubly nonlinear equation for p(x)-homogeneous operators

The aim of this part is to study the following Doubly nonlinear parabolic problem mentioned
in Problem 3 

∂t(β(u))− div a(x,∇u) = F(x, t, u), u > 0 in QT ;

u = 0 on Γ;

u(., 0) = u0 in Ω,

(DNE)

with the following nonlinear time derivative, and sub-homogeneous and non-monotone forcing
terms

β(u) = q

2q − 1u
2q−1 and F(x, t, u) = f(x, u) + h(x, t)uq−1.

30



1.4.3.1. Main tools

Denote weighted spaces with the notation δ(x) def= dist(x, ∂Ω):

L∞δ (Ω) def= {w : Ω→ R | measurable, w

δ(.) ∈ L
∞(Ω)}

endowed with the norm ‖w‖δ = supΩ

∣∣∣w(x)
δ(x)

∣∣∣ and for r > 0:

Mr
δ(Ω) def= {w : Ω→ R+ | measurable, ∃ c > 0, 1

c
≤ wr

δ(x) ≤ c}.

1.4.3.1 Main tools

First, we derive a new version of the Picone identity involving quasilinear elliptic operators
with variable exponent with a glimpse of the proof. Precisely, we consider a continuous
operator A : Ω×RN → R such that (x, ξ)→ A(x, ξ) is differentiable with respect to variable
ξ, and satisfies (A1) and a weaker condition (than (A2))

(A0) ξ → A(x, ξ) is strictly convex for any x ∈ Ω.

Theorem 1.4.9 (Picone identity). Let A : Ω × RN → R is a continuous and differentiable
function satisfying (A0) and (A1). Let v0, v ∈ L∞(Ω) belonging to

V̇ r
+

def= {v : Ω→ (0,+∞) | v
1
r ∈W 1,p(x)

0 (Ω)}

for some r ≥ 1. Then

1
p(x)

〈
∂ξA(x,∇v1/r

0 ),∇
(

v

v
(r−1)/r
0

)〉
≤ A

r
p(x) (x,∇v1/r) A

(p(x)−r)
p(x) (x,∇v1/r

0 ) (1.4.26)

where 〈., .〉 is the inner scalar product and the above inequality is strict if r > 1 or v
v0
6≡

Const > 0.

To prove the above identity, first we transform the variable homogeneity to constant homo-
geneity be defining a new class of operators Nr : Ω× RN → R+ as

Nr(x, ξ) := A
r

p(x) (x, ξ) for any r ≥ 1

and the notion of strict ray-convexity:

Definition 1.4.2. Let X be a real vector space. Let
•
V be a non empty cone in X. A function

J :
•
V → R is ray-strictly convex if for all v1, v2 ∈

•
V and for all θ ∈ (0, 1)

J((1− θ)v1 + θv2) ≤ (1− θ)J(v1) + θJ(v2)

where the inequality is always strict unless v1 = Cv2 for some C > 0.
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Chapter 1. Parabolic problems with non-standard growth

By using the convexity and p(x)-homogeneity of the operator A, we prove: for any x ∈ Ω
the map ξ → Nr(x, ξ)

def= A(x, ξ)r/p(x) is positively r-homogeneous and ray-strictly convex.
Moreover for r > 1, ξ → Nr(·, ·) is strictly convex (for a detailed proof see Proposition
4.4.1, Page 171, Chapter 4). Now, by exploiting the convexity of the function Nr(x, ξ) with
a multiple change of variables we get our Picone identity. As a first application of Picone
identity, we extend the famous Dı́az-Saá inequality to the class of variable exponent operators.
This inequality is strongly linked to the strict convexity of some associated homogeneous
energy type functional (see Proposition 4.4.2, Chapter 4 and [151]).

Theorem 1.4.10 (Dı́az-Saá inequality). Let A : Ω× RN → R is a continuous and differen-
tiable function satisfying (A0) and (A1) and define a(x, ξ) = (ai(x, ξ))i

def=
( 1
p(x)∂ξiA(x, ξ)

)
i

.

Assume in addition that there exists Λ > 0 such that

a ∈ C1(Ω× (RN\{0}))N and
N∑

i,j=1

∣∣∣∣∣∂ai(x, ξ)∂ξj

∣∣∣∣∣ ≤ Λ|ξ|p(x)−2

for all (x, ξ) ∈ Ω× RN\{0}. Then, we have in the sense of distributions, for any r ∈ [1, p−]
ˆ

Ω

(
− div(a(x,∇w1))

wr−1
1

+ div(a(x,∇w2))
wr−1

2

)
(wr1 − wr2) dx ≥ 0 (1.4.27)

for any w1, w2 ∈ W
1,p(x)
0 (Ω), positive in Ω such that w1

w2
,
w2
w1
∈ L∞(Ω). Moreover, if the

equality occurs in (1.4.27), then w1/w2 is constant in Ω. If p(x) 6≡ r in Ω then even w1 = w2

holds in Ω.

The proof of the above inequality follows from the Young’s inequality and the relation
A(x, ξ) = a(x, ξ) · ξ in the Picone identity (1.4.26).

For more application of Picone identity in the study of various anisotropic quasilinear elliptic
problems, we refer to Sections 4.4.4 and 4.4.6, Chapter 4.

We study the existence and regularity results for the elliptic problem associated to (DNE).
Precisely, we study the following problemv

2q−1 − λ∇. a(x,∇v) = h0(x)vq−1 + λf(x, v), v > 0 in Ω ;

v = 0 on ∂Ω .
(1.4.28)

The notion of weak solution of (1.4.28) is defined as follows:

Definition 1.4.3. A weak solution of (1.4.28) is any nonnegative and nontrivial function
v ∈W 1,p(x)

0 (Ω) ∩ L2q(Ω) such that for any φ ∈W 1,p(x)
0 (Ω) ∩ L2q(Ω)

ˆ
Ω
v2q−1φdx+ λ

ˆ
Ω
a(x,∇v).∇φdx =

ˆ
Ω
h0v

q−1φdx+ λ

ˆ
Ω
f(x, v)φdx.

The next theorem gives the existence and the uniqueness of the weak solution of (1.4.28).
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Theorem 1.4.11. Assume that A satisfies (A1)-(A3) and f satisfies (f0) and (f1). Then,
for any q ∈ (1, p−), λ > 0 and h0 ∈ L∞(Ω)\{0}, h0 ≥ 0, there exists a weak solution
v ∈ C1(Ω) ∩M1

δ(Ω) to (1.4.28).
Moreover, let v1, v2 be two weak solutions to (1.4.28) with h1, h2 ∈ L∞(Ω)\{0}, h1, h2 ≥ 0
respectively, we have with the notation t+

def= max{0, t}:

‖(vq1 − v
q
2)+‖L2 ≤ ‖(h1 − h2)+‖L2 . (1.4.29)

To prove the existence of a weak solution in above result, we investigate the problem (1.4.28)
via variational methods and prove the existence of global minimizer of the energy functional
J : W 1,p(x)

0 (Ω) ∩ L2q(Ω)→ R defined by:

J (v) = 1
2q

ˆ
Ω
v2q dx+ λ

ˆ
Ω

A(x,∇v)
p(x) dx− 1

q

ˆ
Ω
h0(v+)q dx− λ

ˆ
Ω
F (x, v) dx

where F (x, z) is the primitive of f(x, z) w.r.t variable z. By constructing a function w ∈
W

1,p(x)
0 (Ω)∩L2q(Ω) satisfying J (w) < 0 together with the non-negativity of the potential h0

implies the non-negativity and non-triviality of the global minimizer. Concerning the C1,α

regularity and M1
δ(Ω) boundary behavior of the weak solution we seek assistance of prelim-

inary Hölder regularity results (see Proposition 4.5.2, Chapter 4 and Theorem 1.2 in [118]),
Strong maximum Principle and Hopf lemma (see Lemma 4.5.2. Chapter 4). Furthermore,
the Picone identity (Theorem 1.4.9) with the following choice of test functions

φ =
(
v1 −

vq2
vq−1

1

)+

and Ψ =
(
v2 −

vq1
vq−1

2

)−
reveals the contraction properties and uniqueness of weak solution. The choice of test func-
tions while applying Picone identity plays a significant role in the computations and their
inclusion in the energy space W 1,p(x)

0 (Ω) ∩ L2q(Ω) is justified by the boundary behavior of
weak solution v1, v2. The contraction property (1.4.29) illustrate the continuous and mono-
tone dependency of the weak solution of elliptic problem (1.4.28) with respect to the potentials
(or coefficients).

Now by exploiting the regularity or boundary behavior of the weak solution of (1.4.28), we
study the following perturbed problem induced by the operator Tq which is associated to the
parabolic equation (1.4.32): u+ λTqu = h0, u > 0 in Ω;

u = 0 on ∂Ω.
(1.4.30)

We prove existence of weak solution, uniqueness and accretivity results for (1.4.30) (see Corol-
lary 4.5.1, Page 212, Chapter 4). We observe that if u0 is the weak solution of (E), then
v0 = uq0 is the weak solution of (1.4.30). In addition to this, by using approximating method,
we also extend the existence and regularity results for elliptic problems (1.4.28) and (1.4.30)
for a larger class of potentials h0 ∈ L2(Ω). For more details, we refer to Theorems 4.5.5 and
Corollary 4.5.2 , Section 4.5.2.2, Chapter 4.
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Chapter 1. Parabolic problems with non-standard growth

1.4.3.2 Main results

The study of (DNE) is naturally concerned with the investigation of the following associated
parabolic problem:

vq−1∂t(vq)−∇. a(x,∇v) = F(x, t, v), v > 0 in QT ;

v = 0 on Γ;

v(0, .) = v0 in Ω,

(E)

with F(x, t, u) = f(x, u) + h(x, t)uq−1 and then we further prove that a weak solution of
associated parabolic problem (E) is also a weak solution of the main problem (DNE).

Using an identical approach based on nonlinear accretive operators theory as in [39,146,147],
we introduce Tq := D(Tq) ⊂ L2(Ω)→ L2(Ω) be the operator with the parameter q defined by

Tqu = −u(1−q)/q
(
∇. a(x,∇(u1/q)) + f(x, u1/q)

)
and the associated domain

D(Tq) = {w : Ω→ R+ | measurable, w1/q ∈W 1,p(x)
0 (Ω) ∩ L2q(Ω), Tqw ∈ L2(Ω)}.

For understanding the difficulties in solving the associated parabolic problem (E), we first
study the problem (E) for p(x)-Laplacian operator and then later generalize it to a class of
p(x)-homogeneous operator. Here we directly focused on generalized operator as mentioned
in the problem (E) and for the study related to p(x)-Laplacian operator, we refer to Section
4.4.5, Chapter 4.

Before stating the main result for the problem (E), we introduce the notion of weak solution
as follows:

Definition 1.4.4. Let T > 0, a weak solution to (E) is any positive function v ∈ L∞(0, T ;W 1,p(x)
0 (Ω))∩

L∞(QT ) such that ∂t(vq) ∈ L2(QT ) satisfying for any φ ∈ L2(QT )∩L1(0, T ;W 1,p(x)
0 (Ω)) and

for any t ∈ (0, T ]
ˆ t

0

ˆ
Ω
∂t(vq)vq−1φdxds+

ˆ t

0

ˆ
Ω
a(x,∇v).∇φdxds =

ˆ t

0

ˆ
Ω
F(x, s, u)φdxds

and v(0, .) = v0 a.e. in Ω.

We prove the following result for (E):

Theorem 1.4.12. Let T > 0 and q ∈ (1, p−). Assume A satisfies (A1)-(A3), f satisfies
(f0)-(f2) and Then, for any h ∈ L∞(QT ) satisfying (Hh) and for any initial data v0 ∈
M1

δ(Ω) ∩W 1,p(x)
0 (Ω), there exists a solution in sense of Definition 1.4.4. More precisely, we

have:
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1.4.3.2. Main results

(i) there exists c > 0 such that for any t ∈ [0, T ], 1
c δ(x) ≤ u(t, x) ≤ cδ(x) a.e. in Ω;

(ii) Assume in addition A satisfies (A4) for any x ∈ Ω and for any ξ, η ∈ RN . Then, v ∈
C([0, T ];W).

The monotone and continuous dependence of weak solution with respect to the initial data
and potential (or coefficients) in forcing terms is obtained by the following theorem relaxing
the assumptions on v0 and h. More precisely, we show:

Theorem 1.4.13. Let v, w be two solutions of (E) in sense of Definition 1.4.4 with respect
to the initial data v0, w0 ∈ L2q(Ω), v0, w0 ≥ 0 and h, h̃ ∈ L2(QT ). Then, for any t ∈ [0, T ]:

‖vq(t)− wq(t)‖L2(Ω) ≤ ‖v
q
0 − w

q
0‖L2(Ω) +

ˆ t

0
‖h(s)− h̃(s)‖L2(Ω) ds. (1.4.31)

In Theorem 1.4.12, the uniqueness of weak solution is the consequence of Theorem1.4.13.In
sense of Definition 1.4.4, a solution of (E) belongs to L∞(QT ), hence q

2q−1∂t(v
2q−1) =

vq−1∂t(vq) ∈ L2(QT ) holds in weak sense and we deduce the existence of a solution of (DNE).

Another important result of this part is to study the convergence of the weak solution to a
steady state. For this, we shift the nonlinearity in the time derivative term to the diffusion
term (as in (1.3.3)) in the associated parabolic problem and we prove the following result:

Theorem 1.4.14. Under the assumptions of Theorem 1.4.12, for any u0 such that u1/q
0 ∈

M1
δ(Ω) ∩W 1,p(x)

0 (Ω), there exists a unique weak solution u ∈ L∞(QT ) of
∂tu+ Tqu = h, u > 0 in QT ;

u = 0 on Γ;

u(0, .) = u0 in Ω,

(1.4.32)

in the sense that:

(i) u1/q belongs to L∞(0, T ;W), ∂tu ∈ L2(QT );
(ii) there exists c > 0 such that for any t ∈ [0, T ], 1

c δ
q(x) ≤ u(t, x) ≤ cδq(x) a.e. in Ω;

(iii) u satisfies, for any t ∈ [0, T ]:ˆ t

0

ˆ
Ω
∂tuψ dxds+

ˆ t

0

ˆ
Ω
a(x,∇u1/q).∇(u

1−q
q ψ) dxds

=
ˆ t

0

ˆ
Ω
f(x, u1/q)u

1−q
q ψ dxds+

ˆ t

0

ˆ
Ω
h(s, x)ψ dxds,

(1.4.33)

for any ψ such that

|ψ|1/q ∈ L∞(0, T ;L∞δ (Ω)) and |∇ψ|
δq−1(·) ∈ L

1(0, T ;Lp(x)(Ω)).

Moreover, u belongs to C([0, T ];Lr(Ω)) for any r ∈ [1,+∞).
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Chapter 1. Parabolic problems with non-standard growth

Now, we start giving the main ingredients of the proof of the results stated above. To prove
the main result Theorem 1.4.12 (and simultaneously Theorem 1.4.14), we use the technique
of semi-discretization in time. We stress here that the general form of operators requires
to sharply exploit the Picone’s identity and demands new compelling estimates to prove the
qualitative properties of the weak solution. In this regard, the integrability of the quotient
in the choices of test functions forces conditions on the regularity or boundary behaviour of
weak solution.

To apply the time-discretization method in our main result Theorem 1.4.12, we define the
approximation of the potential h as: let n∗ ∈ N and set ∆t = T/n∗. For n ∈ {1, 2, . . . n∗} :=
J1, n?K we define tn = n∆t and for t ∈ [tn−1, tn) and x ∈ Ω

h∆t(t, x) = hn(x) def= 1
∆t

ˆ tn

tn−1

h(s, x)ds (1.4.34)

such that h∆t → h in L2(QT ). Now, by using Theorem 1.4.11 , we define a sequence {vn}
such that vn ∈ C1,α(Ω) ∩M1

d(Ω) is the weak solution of the following implicit Euler scheme
via a approximation of h defined in (1.4.34):

(
vqn − v

q
n−1

∆t

)
vq−1
n −∇. a(x,∇vn) = hnvq−1

n + f(x, vn) in Ω ;

vn > 0 in Ω ;

vn = 0 on ∂Ω ,

and two sequences of approximate functions in t:

v∆t(x, t) = vn(x) and ṽ∆t(x, t) = t− tn−1
∆t

(vqn(x)− vqn−1(x)) + vqn−1(x)

which satisfy

vq−1
∆t

∂tṽ∆t −∇. a(x,∇v∆t) = f(x, v∆t) + hnvq−1
∆t

. (1.4.35)

To prove the boundary behavior of the parabolic problem (E), first we show there exists c > 0
such that

1
c
δ(x) ≤ v∆t(x, t), ṽ

1/q
∆t

(x, t) ≤ cδ(x) for all (x, t) ∈ Ω× [0, T ]. (1.4.36)

In this regard, we construct a subsolution w and supersolution w in C1(Ω) ∩ M1
δ(Ω) of

suitable quasilinear elliptic equations (for more details see Step 2, Page 216, Chapter 4)
such that vn ∈ [w,w] for every n ∈ J0, n?K. The existence results (Theorems 1.4.11, 4.4.12
and 4.4.13) in the light of Picone identity facilitate the construction of subsolution w and
supersolution w with C1,α(Ω)∩M1

δ(Ω) regularity. By choosing a suitable set of test functions
in the Picone identity, and using interpolations inequalities and Arzela-Ascoli Theorem, we
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1.4.3.2. Main results

show the following uniform estimates for v∆t and ṽ∆t

∂tṽ∆t is bounded in L2(QT ) uniformly in ∆t,

(v∆t), (ṽ
1/q
∆t

) is bounded in L∞(0, T ;W 1,p(x)
0 (Ω)) uniformly in ∆t,

ṽ∆t → vq in C([0, T ];Lr(Ω)) and v∆t → v in L∞(0, T ;Lr(Ω)),

v∆t , ṽ
1/q
∆t

∗
⇀ v in L∞(0, T ;W 1,p(x)

0 (Ω)) as ∆t → 0 and ∂tṽ∆t → ∂t(vq) in L2(QT ).
(1.4.37)

Finally by using (1.4.36), classical compactness argument with [Step 4, Proof of Theorem 1.1,
[146]], convergence properties for v∆t and ṽ∆t in (1.4.37) and ellipticity and growth conditions
(A1)-(A3), we pass to the limits ∆t → 0 in (1.4.35) to get the existence of weak solution in
the sense of Definition 1.4.4.

Theorem 1.4.13, is proved by taking

φ = (v + ε)q − (w + ε)q

(v + ε)q−1 and Ψ = (w + ε)q − (v + ε)q

(w + ε)q−1

as a test functions in the Definition (1.4.4) and passing limits ε→ 0 using Lebesgue dominated
convergence Theorem and regularity of weak solution.

Remark 1.4.3. We observe that if v is the weak solution of (E) then w = vq is the weak
solution of (1.4.32) in the sense of Definition 1.4.33 (see proof of Theorem 4.5.7 for a detailed
explanation).

Based on the accretive property of Tq in L2(Ω) (see Theorem 4.5.5 and Corollary 4.5.2, Page
213, Chapter 4) and additional regularity on initial data, we obtain the following stabilization
result for the weak solutions to (E):

Theorem 1.4.15. Under the assumptions of Theorem 1.4.12, let v be the weak solution of
(E) with the initial data v0 ∈ M1

δ(Ω) ∩ W 1,p(x)
0 (Ω). Assume that h ∈ L∞([0,+∞) × Ω)

satisfying (Hh) on [0,+∞)× Ω and there exists h∞ ∈ L∞(Ω) such that

t1+η‖h(t, .)− h∞‖L2 = O(1) at infinity for some η > 0. (1.4.38)

Then, for any r ∈ [1,∞)
‖vq(t, .)− vqstat‖Lr → 0 as t→∞

where vstat is the unique solution of associated stationary problem with the potential h∞ ∈
L∞(Ω).

Now we study the convergence of weak solution of the D.N.E. to a steady state. To this goal,
our approach is to use the semigroup theory. Due to the general class of operators, additional
technical computations are needed and performed with the help of the above Picone’s identity.
With both autonomous and non-autonomous terms and the large class of considered operators,
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Chapter 1. Parabolic problems with non-standard growth

(DNE) covers a large spectrum of physical situations.

We start by proving the existence of unique weak solution v ∈ C1(Ω)∩M1
δ(Ω) of the following

stationary problems associated to the (E) and (1.4.32) via minimization method
−∇. a(x,∇v) = b(x)vq−1 + f(x, v) in Ω;

v ≥ 0 in Ω;

v = 0 on ∂Ω,

(S)

In the same way, we obtain the existence of a unique solution u in V̇ q
+ ∩ M

1/q
δ (Ω) of the

following problem 
Tqu = b in Ω;

u > 0 in Ω;

u = 0 on ∂Ω.

(1.4.39)

To prove the stabilization property, we divide the proof into two cases when the potential h
is a function of x only and when the potential h is a function of both x and t.

For the Case 1, we introduce the family {S(t); t ≥ 0} defined on M1/q
δ (Ω) ∩ V̇ q

+ such that
w(t) = S(t)w0 where w is the solution obtained by Theorem 1.4.14 for h = h∞. Uniqueness
and regularity results of the weak solution w implies that {S(t); t ≥ 0} a semi group on
M1/q

δ (Ω)∩ V̇ q
+. In the light of Remark 1.4.3, we notice that v = (S(t)w0)1/q is the solution of

(E) in the sense of Definition 1.4.4 with h = h∞ and the initial data w1/q
0 .

Let T > 0 and v be the solution of (E) obtained by Theorem 1.4.12 with h ≡ h∞ and the
initial data v0, then u(t) = v(t)q = S(t)u0 with u0 = vq0 is a weak solution of (1.4.32). Then
we construct a subsolution w and a supersolution w of the stationary problem (S) with h∞

such that w ≤ v0 ≤ w. Define u(t) = S(t)wq and u(t) = S(t)wq the solutions to (1.4.32).
Subsolution u and supersolution u are obtained by the iterative scheme defined in the proof
of existence of weak solution (see (4.5.23)) with initial data v0 = w and v0 = w respectively.
Hence, by using the monotonicity of the map t→ u(t), and t→ u(t), continuity property of
semigroup in L2(Ω) and (1.4.31) insures for any t ≥ 0,

wq ≤ u(t) ≤ u(t) ≤ u(t) ≤ wq a. e. in Ω. (1.4.40)

u∞ = lim
s→∞

S(t+ s)(wq) = S(t)( lim
s→∞

S(s)(wq)) = S(t)u∞

where u∞ = limt→∞ u(t) and u∞ = limt→∞ u(t). Analogously we have u∞ = S(t)u∞.
We deduce u∞ and u∞ are solutions of (1.4.39) with b = h∞ and by uniqueness, we have
ustat

def= u∞ = u∞ where ustat is the stationary solution of perturbed parabolic problem
(1.4.39). Therefore from (1.4.40) and interpolation inequality ‖.‖r ≤ ‖.‖θ∞‖.‖1−θ2 , we conclude

‖u(t)− ustat‖Lr → 0 as t→∞.
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1.4.3.2. Main results

for any r ≥ 1.
For the case 2: From (1.4.38), for any ε and for some η′ ∈ (0, η), there exists t0 > 0 large
enough such that for any t ≥ t0:

t1+η′‖h(t, .)− h∞‖L2 ≤ ε.

Let T > 0 and v be the solution of (E) obtained by Theorem 1.4.12 with potential h and the
initial data v0 = u

1/q
0 and we set u = vq. Since v ∈M1

δ(Ω), we can define ũ(t) = S(t+t0)u0 =
S(t)u(t0). Then, by (1.4.31) and uniqueness, we have for any t > 0:

‖u(t+ t0, .)− ũ(t, .)‖L2 ≤
ˆ t

0
‖h(s+ t0, .)− h∞‖L2 ds ≤

ε

tη
′

0
≤ ε.

By Case 1, we have ũ(t)→ ustat in L2(Ω) as t→∞. Therefore, we obtain

‖u(t)− ustat‖L2 → 0 as t→∞

and by using interpolation inequality we conclude the proof of Theorem 1.4.15.
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Quasilinear Elliptic problem involving Kirchhoff and

Choquard non-linearity

In the last few years, nonlinear and nonlocal partial differential equations (PDEs) have at-
tracted a lot of mathematicians due to their appearance in variety of real world phenomenon.
In particular, the study of nonlocal elliptic and parabolic PDEs play a vital role in the
modelling of various natural processes. Out of many interesting research questions, the fun-
damental questions are the well posedness of the model, existence and multiplicity (versus
uniqueness) of solutions, and in this direction, a considerable amount of results has been
obtained in both nonlinear and nonlocal setting.

Recently, a lot of attention has been paid to the study of PDEs involving nonlinear operator
like p-Laplacian and its higher order elliptic variants, in the presence of nonlocal terms (like
Kirchhoff type non-linearity, Choquard type non-linearity), which give rise to the nonlocal
effect in the equation. The importance of studying these type of PDEs provoked from various
physical models such as Kirchhoff’s model of studying transverse oscillation of the stretched
string [177,178], Pekar’s model for the quantum theory of the polaron at rest [214], Choquard’s
model of an electron traped in its own hole [192], plasma theory of electromagnetic waves
[51], Bose-Einstein condensation [103] and many more.

The main theme of this part of the thesis, is to study the existence and multiplicity results
for the quasilinear elliptic problems involving the nonlocal Kirchhoff term and exponential
non-linearity of Choquard type in the limiting case of Sobolev embedding (i.e. p = n). We
primarily focused on the n-Laplacian and Polyharmonic operators with subcritical and critical
exponential non-linearity, that arise out of several Orlicz type embeddings proved by Adams,
Trudinger and Moser. For the existence of solution for Kirchhoff problem with Choquard non-
linearity, we seek help of variational method in the light of Adams-Moser-Trudinger inequali-
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ties, Hardy-Littlewood-Sobolev inequalities, compactness via higher integrability lemma and
Mountain pass lemma. To answer the question of multiplicity, we study the convex-concave
problem (involving an extra sublinear sign changing term) with nonlocal Kirchhoff term and
exponential non-linearity of Choquard type, by Nehari manifold technique. Finally, to study
the system of Kirchhoff equations with exponential nonlinearity of Choquard type, we prove
a new singular and non-singular version of Adams, Moser and Trudinger inequalities and via
variational method we prove the existence of a weak solution.

This chapter includes the results of the following research articles:

(i) R. Arora, J. Giacomoni, T. Mukherjee and K. Sreenadh, n-Kirchhoff-Choquard equations
with exponential nonlinearity, Nonlinear Analysis, 186 (2019), 113-144.

(ii) R. Arora, J. Giacomoni, T. Mukherjee, K. Sreenadh, Polyharmonic Kirchhoff type
Choquard equations involving exponential nonlinearity with singular weights, Nonlinear
Analysis, 196 (2020), 111779, 24 pp.

(iii) R. Arora, J. Giacomoni, T. Mukherjee K. Sreenadh, Adams-Moser-Trudinger inequality
in cartesian product of Sobolev space and its applications, Rev. R. Acad. Cienc. Exactas
F́ıs. Nat. Ser. A Mat. RACSAM, 114 (2020), no. 3, Paper No. 111, 26 pp.

Turning to the layout of this chapter: In section 2.1, we introduce a short description of
nonlinear operator and related functions spaces. In Section 2.2, we discuss the source of
interest and motivations to study the nonlocal problems and the state of the art. In this
regard, we start by stating several inequalities of Adams, Moser, and Trudinger and then
present a state of the art for Kirchhoff type problems, Choquard non-linearity and Nehari
manifold method. In Section 2.3, we present our main problems. In section 2.4, we study
Kirchhoff equations and systems with exponential non-linearity of Choquard type and singular
weights. We state our main results and present the main ingredients of their proofs whose
expository part of proofs are given in Chapter 5.

2.1 Nonlinear operators and Function spaces

For m ∈ N, 1 ≤ p < ∞ and u ∈ Cm, the vectorial polyharmonic operator ∆m
p is defined by

induction as

∆m
p u =

∇.{∆
j−1(|∇∆j−1u|p−2∇∆j−1u)} if m = 2j − 1,

∆j(|∆ju|p−2∆ju) if m = 2j.

The symbol ∇mu denotes the mth-order gradient of u and is defined as

∇mu =

∇∆(m−1)/2u if m is odd,

∆m/2u if m is even

where ∆ and∇ denotes the usual Laplacian and gradient operator respectively, and∇mu·∇mv
denotes the product of two vectors when m is odd and the product of two scalars when m is
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even.

Let Ω ⊂ Rn be a bounded domain. The Sobolev space Wm,p(Ω) defined as

Wm,p(Ω) := {u ∈ Lp(Ω) : |∇αu|p ∈ L1(Ω) ∀ |α| ≤ m}

endowed with the norm

‖u‖Wm,p(Ω) =

 ∑
|α|≤m

ˆ
Ω
|∇αu|p dx

 1
p

is a Banach space. For 1 ≤ p <∞, we define Wm,p
0 (Ω) as the closure of C∞c (Ω) in Wm,p(Ω).

From Poincaré inequality, we can also define an equivalent norm on Wm,p
0 (Ω) as

‖u‖Wm,p
0 (Ω) =

(ˆ
Ω
|∇mu|p dx

) 1
p

.

In the special case p = 2, Wm,2
0 (Ω) (or Hm

0 (Ω)) becomes a Hilbert space with the inner
product

〈u, v〉 =
ˆ

Ω
∇mu · ∇mv dx.

2.2 Motivation and state of the art

2.2.1 Adams, Moser and Trudinger inequalities

The classical Sobolev space embedding says that

Wm,p
0 (Ω) ↪→ Lp

∗(Ω) if n > mp where p∗ = np

n−mp
or equivalently

sup
‖u‖

W
m,p
0 (Ω)≤1

ˆ
Ω
|u|r <∞ for all 1 ≤ r ≤ p∗

and in the limiting case mp = n, Wm, n
m

0 (Ω) ↪→ Lr(Ω) for all 1 ≤ r < ∞ but not embedded
in L∞(Ω). The maximal exponent p∗ is called as Sobolev critical exponent. Hence, a natural
question in connection with Orlicz space embeddings is to find a function φ : R → R+ with
maximal growth such that

sup
‖u‖

W
m, nm
0 (Ω)

≤1

ˆ
Ω
φ(u)dx <∞.

In this connection, in 1960’s, Pohozaev [218] and in 1967’s, Trudinger [249] independently
answered the question for m = 1 and p = n, using the maximal growth function φ(t) =
exp(|t|

n
n−1 )− 1.

Later on, in 1971, Moser [207] and in 1984, Cherrier [92, 93] improved the result by proving
the inequality in W 1,n

0 (Ω) and W 1,n(Ω) respectively with sharp exponents in the maximal
growth function and proved the following result:
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Theorem 2.2.1. For n ≥ 2, u ∈W 1,n
0 (Ω)

sup
‖u‖

W
1,n
0 (Ω)

≤1

ˆ
Ω

exp(α|u|
n
n−1 ) dx <∞ if and only if α ≤ αn

and for u ∈W 1,n(Ω)

sup
‖u‖W1,n(Ω)≤1

ˆ
Ω

exp(α̃|u|
n
n−1 ) dx <∞ if and only if α̃ ≤ αn

2
1

n−1

here αn = nω
1

n−1
n−1 ωn−1 = surface area of n-dimensional sphere Sn−1.

From Theorem 2.2.1, it is easy to see that the embedding W 1,n
0 (Ω) 3 u 7→ exp(|u|β) ∈ L1(Ω)

is compact for all β ∈
[
1, n

n−1

)
and is continuous for β = n

n−1 . Consequently the map

T : W 1,n
0 (Ω) → Lq(Ω), for q ∈ [1,∞), defined by T (u) := exp

(
|u|

n
n−1
)
, is continuous with

respect to the norm topology.

In a further extend, Adams [3] generalized the Moser’s inequality to higher order Sobolev
spaces by proving the following inequality which is known as Adams-Moser-Trudinger in-
equality:

Theorem 2.2.2. Let Ω be a bounded domain in Rn and n,m ∈ N satisfying m < n. Then
for all 0 ≤ ζ ≤ ζn,m and u ∈Wm, n

m
0 (Ω) we have

sup
‖∇mu‖

L
n
m (Ω)

≤1

ˆ
Ω

exp(ζ|u|
n

n−m )dx <∞,

where ζn,m is sharp and given by

ζn,m =



n

ωn−1

πn/22mΓ
(
m+1

2

)
Γ
(
n−m+1

2

)


n
n−m

when m is odd,

n

ωn−1

(
πn/22mΓ

(
m
2
)

Γ
(
n−m

2
) ) n

n−m

when m is even.

Using the interpolation of Hardy inequality and Moser-Trudinger inequality, Adimurthi-
Sandeep [7] established the singular Moser-Trudinger inequality for functions in W 1,n

0 (Ω).
This was consequently extended by Lam-Lu [183] for functions in W

m, n
m

0 (Ω) while proving
the following singular Adams-Moser-Trudinger inequality:

Theorem 2.2.3. Let 0 ≤ α < n, Ω be a bounded domain in Rn and n,m ∈ N satisfying
m < n. Then for all 0 ≤ κ ≤ κα,n,m =

(
1− α

n

)
ζn,m we have

sup
u∈Wm, nm

0 (Ω), ‖∇mu‖
L
n
m (Ω)

≤1

ˆ
Ω

exp(κ|u|
n

n−m )
|x|α

dx <∞.

If κ > κα,n,m then the above supremum is infinite (i.e. κα,n,m is sharp).
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2.2.2. Kirchhoff problems

We recall two results from [196] which are known as Lions’s higher integrability Lemma.

Lemma 2.2.4. Let {vk} be a sequence in W 1,n
0 (Ω) such that ‖vk‖ = 1 converging weakly to

a non zero v ∈W 1,n
0 (Ω). Then for every p ≤ (1− ‖v‖n)−

1
n−1 ,

sup
k

ˆ
Ω

exp
(
pαn|vk|

n
n−1
)
< +∞.

Lemma 2.2.5. Let {vk} be a sequence in Wm,2
0 (Ω) such that ‖vk‖ = 1 converging weakly to

a non zero v ∈Wm,2
0 (Ω). Then for every p < (1− ‖v‖2)−1,

sup
k

ˆ
Ω

exp
(
pζm,2m|vk|2

)
< +∞.

In recent years, numerous generalizations, extensions and applications of the Moser-
Trudinger and Adams-Trudinger-Moser inequalities have been widely explored. A huge
amount of literature is available which are devoted to study these kinds of inequalities. We
refer readers to [3, 7, 183, 207] for such topics and the survey article [184] including the ref-
erences within. In the field of geometric analysis curvature for instance prescribed mean
curvature problem, Yamabe’s problem and partial differential equations where the nonlinear
term behaves like exp

(
|t|

n
n−m

)
as t→∞, these inequalities play a vital role to carry out the

analysis.

2.2.2 Kirchhoff problems

The starting point of studying Kirchhoff problems goes back to 1883, when Kirchhoff estab-
lished a model governed by the equation

(I) : ρutt −M
(ˆ L

0
|ux|2 dx

)
uxx = 0

for all x ∈ (0, L) and t ≥ 0 and M(s) = P0
h + E

2Ls with the following interpretation of the
constants: u(x, t) is the lateral displacement at the coordinate x and time t, L is the length
of the string, h is the area of the cross section, E is the Young’s modulus of the material, ρ
is the mass density and P0 is the initial axial tension. The model (I) depicts that the trans-
verse oscillations of stretched string with nonlocal flexural rigidity depend continuously on
the Sobolev deflection norm of u via M. This model is an extension of classical D’Alembert
wave equation, by considering the effects of change in the length of the string during the
vibration. Further details and the physical phenomena described by the Kirchhoff’s classical
theory can be found in [177], [178].

The degenerate Kirchhoff problems i.e. M(0) = 0 are also very interesting and challenging
from a mathematical point of view. The degeneracy in the model (I) implies that the base
tension of the string is zero and M measures the change of the tension on the string caused
by the change by its length during the vibration. The presence of the nonlinear coefficient
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M is crucial and must be considered when the changes in the tension during the motion
cannot be neglected. The early classical studies dedicated to Kirchhoff equations were given
by Bernstein [53] and Pohozaev [217]. However, model (I) received much attention only after
the paper by Lions [195], where an abstract framework to the problem was proposed.

After the appearance of (I), several physicists considered such equations for their research
on nonlinear vibrations from both theoretical and experimental points of view. More general
versions of these problems are also termed as the Kirchhoff equations and have been exten-
sively studied by many researchers till date. Such equations also appear in biological systems
where the function u describes a phenomenon which depends on the average of itself (such as
a population density). Consider the following problem

(K) : −M(
ˆ

Ω
|∇mu|p dx) ∆m

p u = λf(x, u) + a(x)|u|p∗−2u in Ω u = 0 on ∂Ω

where the function f has a suitable growth. Due to the presence of the nonlocal term M ,
the equation (K) is no longer a pointwise identity which makes the study of such problems
more tricky. For p = 2,m = 1, λ = 1 and a(x) = 0, Alves et. al in [18] considered the
nonlocal Kirchhoff Laplacian problem (K) with f satisfying sub-critical growth condition at
∞, and using the truncation arguments and variational method showed the existence of a
weak solution. In [99], Corrêa and Figueiredo studied the existence of positive solutions for
Kirchhoff equations involving p-laplacian operator with critical or super critical Sobolev type
non-linearity and a(x) = 0. In [17], Alves et. al considered the above nonlocal problem
with a(x) 6≡ 0 and using the Mountain-pass Lemma and the compactness analysis of local
Palais-Smale sequences, showed the existence of solutions for large λ. Later on, in [124] for
Laplacian operator and in [159] for n-Laplacian operator authors have studied the Kirchhoff
problem with critical exponential growth non-linearity. Problems involving polyharmonic
operators and polynomial type critical growth non-linearities have been broadly studied by
many researchers till now, see [134, 135, 157]. We cite [158, 181, 182] and references therein
for existence results on polyharmonic equations with exponential type non-linearity. We
cite [4, 16, 18, 90, 122, 123, 186, 204, 220, 254] as references where the Kirchhoff equations for
different kind of operators and non-linearities have been treated with no attempt to provide
the complete list.

2.2.3 Exponential non-linearity of Choquard type

Let us consider the problem

(C) : −∆u+ V (x)u = (|x|−µ ∗ F (x, u))f(x, u) in Rn

where µ ∈ (0, n), F is the primitive of f with respect to the second variable and V , f are
continuous functions satisfying certain assumptions. The starting point of studying such
problems was the work by S. Pekar (see [214]) in 1954 where he used such equations to
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2.2.3. Exponential non-linearity of Choquard type

describe the quantum theory of a polaron at rest. Later, P. Choquard (see [192]) in 1976 used
it to model an electron trapped in its own hole. The problem (C) also appears when we look
for standing waves of the nonlinear and nonlocal Schrödinger equation, which is known to
influence the propagation of electromagnetic waves in plasma [51]. Moreover, such problems
play a key role in the Bose-Einstein condensation ([103]). To deal with the Choquard non-
linearity term, the following Hardy-Littlewood-Sobolev inequality [193] and doubly weighted
Hardy-Littlewood-Sobolev [239] inequality play a vital role:

Proposition 2.2.6. (Hardy-Littlewood-Sobolev inequality) Let t, r > 1 and 0 < µ < n

with 1/t + µ/n + 1/r = 2, f ∈ Lt(Rn) and h ∈ Lr(Rn). There exists a sharp constant
C(t, n, µ, r), independent of f, h such that

ˆ
Rn

ˆ
Rn

f(x)h(y)
|x− y|µ

dxdy ≤ C(t, n, µ, r)‖f‖Lt(Rn)‖h‖Lr(Rn). (2.2.1)

If t = r = 2n
2n−µ then

C(t, n, µ, r) = C(n, µ) = π
µ
2

Γ
(
n
2 −

µ
2
)

Γ
(
n− µ

2
) {Γ

(
n
2
)

Γ(n)

}−1+µ
n

.

In this case there is an equality in (2.2.1) if and only if f ≡ (constant)h and

h(x) = A(γ2 + |x− a|2)
−(2n−µ)

2

for some A ∈ C, 0 6= γ ∈ R and a ∈ Rn.

Proposition 2.2.7. (Doubly weighted Hardy-Littlewood-Sobolev inequality) Let t, r >
1 and 0 < µ < n with α + β ≥ 0, 1

t + µ+α+β
n + 1

r = 2, α < n
t′ , β < n

r′ f ∈ Lt(Rn) and
h ∈ Lr(Rn), where t′ and r′ denotes the Hölder conjugate of t and r respectively. Then there
exists a constant C(α, β, t, n, µ, r) > 0 which is independent of f, h such that

ˆ
Rn

ˆ
Rn

f(x)h(y)
|x− y|µ|y|α|x|β

dxdy ≤ C(α, β, t, n, µ, r)‖f‖Lt(Rn)‖h‖Lr(Rn).

For recent results involving different kinds of operators and growth conditions, we refer
the readers to survey paper on Choquard equations by Moroz and Schaftingen [206], and
Tuhina and Sreenadh [208] which cover as extensively as possible the existing literature on
this topic.

In the light of Hardy-Littlewood-Sobolev inequalities, Lü [197] studied the following Choquard
equation involving Kirchhoff operator

−
(
a+ b

ˆ
R3
|∇u|2 dx

)
∆u+ (1 + µg(x))u =

(
|x|−α ∗ |u|p

)
|u|p−2u in R3

where a > 0, b ≥ 0 are constants, α ∈ (0, 3), p ∈ (2, 6 − α), µ > 0 is a parameter and g is a
nonnegative continuous potential satisfying some conditions. By using the Nehari manifold
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method and the concentration compactness principle [196], he established the existence of
ground state solutions when µ is large enough and studied the concentration behavior of these
solutions as µ→ +∞. Recently, Li et al. [188] studied the existence and the concentration of
sign-changing solutions to a class of Kirchhoff-type systems with Choquard-type nonlinearity
in R3 using minimization argument on the sign-changing Nehari manifold. Pucci et al. [220]
also studied the existence of nonnegative solutions of a Schrödinger-Choquard-Kirchhoff type
fractional p-equation via variational methods.

An important question that arises now is the case of critical dimension n. But there is
not much literature concerning problem (C) when n = 2 except the articles by Alves et al.
[15] where authors have studied a singularly perturbed nonlocal Schrödinger equation using
variational methods in R2.

2.2.4 Nehari Manifold method

Let X be a Banach space and I : X → R be a C1 functional. Let u be a non-trivial critical
point of the energy function I i.e. I ′(u) = 0, then u is necessarily contained in the set

N := {u ∈ X \ {0} : 〈I ′(u), u〉 = 0}

where I ′ is the Fréchet derivative of energy functional I. The set N is the natural constraint
set for the problem to find non-trivial critical point of I. The set N is known as Nehari
manifold named after the work of Z. Nehari. We refer to [212] and [243] for a more detailed
study.

In [113], authors have studied the associated fiber maps Φu : R+ → R defined as Φu(t) = I(tu)
in order to study the geometry of Nehari manifold. We observed that u ∈ N if and only if
Φ′u(1) = 0. More generally, tu ∈ N if and only if Φ′u(t) = 0 which means that the elements
in N corresponds to critical point of the fiber maps. Thus, it is natural to split the Nehari
manifold N intro three disjoint sets corresponding to local maxima, local minima and saddle
points of Φu and defined as

N± := {u ∈ N : Φ′′u(1) ≶ 0} and N 0 := {u ∈ N : Φ′′u(1) = 0}.

The main idea is to minimize the associated energy functional I on the Nehari manifold and
show that the minimizers are actually the critical points of the energy function I i.e the
Lagrange multipliers is zero. In the last few decades, several authors such as in [19,22,72,73,
113,164,255–257] used the Nehari manifold and associated fiber maps approach to study the
multiplicity results for semilinear problems involving polynomial type nonlinearity and sign
changing weight functions. In [255], Wu studied the multiplicity of weak solution semilinear
elliptic equations

(K) −M
(ˆ

Ω
|∇u|p dx

)
∆pu = g(x)|u|p−1u+ λf(x)|u|q−1u in Ω, q < 1, p < 2∗
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with sign changing functions f, g and using the method of Nehari manifold proved the exis-
tence of at least two weak solution for M ≡ 1 ≡ g and p = 2, and in [72] for p = 2 and M ≡ 1.
In [85], authors have studied the Kirchhoff problem (K) for p = 2 involving sign changing
non-linearities and proved the multiplicity of weak solution via Nehari manifold method and
fibering map analysis.

In [113], authors studied the combined effects of convex-concave non-linearities in quasilinear
elliptic problems involving p-Laplacian and established the multiplicity of weak solution for
Dirichlet boundary conditions and in [19,164] for Dirichlet-Neumann or Neumann boundary
conditions. Problem involving n-Laplace operator with exponential type nonlinearity has
been addressed in [159–161]. For the systems of equations involving exponential nonlinearity,
we refer to [200] for Laplacian and [149] for fractional laplacian operator.

With extensive research interest for and abundant physical applications of mathematical
equations involving nonlocal Kirchhoff term and Choquard non-linearity, it is then natural
to investigate the Kirchhoff equation involving a Choquard non-linearity from both math-
ematical and physical points of view. Motivating from above works, we investigate a class
of Kirchhoff equations and systems in the limiting case of Sobolev embedding involving ex-
ponential nonlinearity of Choquard type and sign changing nonlinearity for different kind of
operators that has not investigated in former contributions.

2.3 Presentation of problems

In this section, we present our main problems of Kirchhoff equations and systems involving
exponential nonlinearity of Choquard type, singular weights and sign changing nonlinearity.

2.3.1 Problem 1: Kirchhoff Choquard equation with exponential non-linearity

(a): First, we study the following n-Kirchhoff equation with exponential non-linearity of
Choquard type

(KC)


−M(

ˆ
Ω
|∇u|n dx)∆nu =

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u), u > 0 in Ω,

u = 0 on ∂Ω,

where µ ∈ (0, n), Ω is a smooth bounded domain in Rn, n ≥ 2, the function F denotes
the primitive of f with respect to the second variable (vanishing at 0) and M denotes the
Kirchhoff term.

(b): Secondly, we study the higher order elliptic variant of Problem 1 (a). Precisely,
we study the following Polyharmonic Kirchhoff type Choquard equation with exponential
non-linearity and singular weights:
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(PKC)


−M

(ˆ
Ω
|∇mu|2 dx

)
∆mu =

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
f(x, u)
|x|α

dx, in Ω,

u = ∇u = · · · = ∇m−1u = 0 on ∂Ω,

where m ∈ N, n = 2m, µ ∈ (0, n), 0 < α < min{n2 , n−µ}, Ω is a bounded domain in Rn with
smooth boundary and the function F denotes the primitive of f with respect to the second
variable and M denotes the Kirchhoff term.
Concerning both problems (KC) and (PKC), we are interested in the existence of a weak
solution (in a sense of Definition 2.4.2 and 2.4.14) in the light of Adams, Moser and Trudinger
inequalities, and Hardy-Littlewood-Sobolev inequalities and variational techniques.

2.3.2 Problem 2: Kirchhoff Choquard equation with convex-concave type nonlinearity

(a): First, we study the following n-Kirchhoff-Choquard equation with a convex-concave type
non-linearity:

(Pλ,M )


−M (‖u‖n) ∆nu = (|x|−µ ∗ F (u))f(u) + λh(x)|u|q−1u in Ω,

u = 0 on ∂Ω,

u > 0 in Ω

where µ ∈ (0, n), Ω is a smooth bounded domain in Rn, f(s) = s|s|pexp(|s|β), 0 < q <

n− 1 < 2n− 1 < p+ 1, β ∈
(
1, n

n−1

]
and F (t) =

´ t
0 f(s) ds, M(t) = at+ b where a, b > 0 and

h ∈ Lr(Ω), with r = p+2
p−q+1 , satisfying h+ 6≡ 0.

(b) Secondly, we study the higher order elliptic variant of Problem 2 (a). Precisely, we
investigate the existence of weak solutions of a Kirchhoff type Choquard equation for higher
order elliptic operators with convex-concave sign changing non-linearity:

(Pλ,M)


−M

(ˆ
Ω
|∇mu|2 dx

)
∆mu = λh(x)|u|q−1u+

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)
|x|α

in Ω,

u = ∇u = · · · = ∇m−1u = 0 on ∂Ω,

where Ω is a smooth bounded domain in Rn, n = 2m, m ∈ N, f(s) = s|s|p exp(|s|γ), 0 < q <

1, 2 < p, γ ∈ (1, 2) and F (t) =
´ t

0 f(s) ds. In this case, we assume M(t) = at + b where
a, b > 0 and h ∈ Lr(Ω) where r = p+2

q+1 is such that h+ 6≡ 0.

Due to the combination of sub homogeneous and super homogeneous term, and corresponding
geometry of the energy functionals, we expect the existence of multiple solutions. With respect
to the parameter λ, we are concerned to establish

(i) multiplicity of solutions for subcritical case β ∈ (0, n
n−1) and existence of a solution for

critical case β = n
n−1 in the problem (Pλ,M ).

(ii) existence of multiple solution for the subcritical case γ ∈ (1, 2) in the problem (Pλ,M).
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2.3.3 Problem 3: Kirchhoff systems involving exponential non-linearity of Choquard
type

In the continuation of previous problems, we study the following doubly nonlocal system of
n-Kirchhoff Choquard equations with exponential non-linearity

(KCS)



−m(‖(u, v)‖n)∆nu =
(ˆ

Ω

F (y, u, v)
|x− y|µ

dy

)
f1(x, u, v), u > 0 in Ω,

−m(‖(u, v)‖n)∆nv =
(ˆ

Ω

F (y, u, v)
|x− y|µ

dy

)
f2(x, u, v), v > 0 in Ω,

u, v = 0 on ∂Ω,

where Ω is a smooth bounded domain in Rn, 0 < µ < n, function F : Ω × R2 → R
be continuously differentiable with respect to second and third variable and of the form
F (x, t, s) = h(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ) such that

f1(x, t, s) := ∂F

∂t
(x, t, s), f2(x, t, s) := ∂F

∂s
(x, t, s)

and m denotes the Kirchhoff term.

Concerning the above system of Kirchhoff equations, we are interested in the Moser-Trudinger
type inequalities for systems and existence of a non-trivial weak solution under the minimal
assumptions on Kirchhoff and Choquard term, and cover both degenerate and non-degenerate
cases for the Kirchhoff term.

2.4 New contributions and extensions

In this section, we state the main existence and multiplicity results for the problems presented
in Section 2.3 and highlight the main difficulties and ideas for the proof. First we study
the existence and multiplicity results for Kirchhoff-Choquard problem involving n-Laplacian
operator and by analyzing the crucial points, we extend our study to Kirchhoff-Choquard
problem involving higher order elliptic operators. To study the Kirchhoff-Choquard problems,
we investigate the variational framework and seek help of the following mountain pass lemma
(see [21] or Theorem 2, [203]).

Theorem 2.4.1. Let E be a real Banach space and I ∈ C1(E,R). Suppose there exists a
neighbourhood U of 0 in E and a positive constant α which satisfy the following conditions:

(i) I(0) = 0,
(ii) I(u) ≥ α on the boundary of U,

(iii) There exists an e /∈ U such that I(e) < α.

Then for the constant
c = inf

γ∈Λ
max
u∈γ

I(u) ≥ α
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there exists a sequence un in E such that

I(un)→ c, I ′(un)→ 0

where Λ = {g ∈ C([0, 1], E) : g(0) = 0, g(1) = e}.

2.4.1 n-Kirchhoff Choquard equation with exponential non-linearity

In this subsection, we study the existence results for Problem 1(a) and denote

‖u‖ :=
(ˆ

Ω
|∇u|n dx

)1/n
.

We start by stating the assumptions on the Kirchhoff and Choquard term present in the
Problem 1(a). The function M : R+ → R+ is a continuous function satisfying the following
conditions:

(m1) There exists m0 > 0 such that M(t) ≥ m0 for all t ≥ 0 andM(t) =
ˆ t

0
M(s)ds satisfies

M(t+ s) ≥M(t) +M(s), for all t, s ≥ 0.

(m2) There exist constants b1, b2 > 0 and t̂ > 0 such that for some r ∈ R

M(t) ≤ b1 + b2t
r, for all t ≥ t̂.

(m3) The function M(t)
t is non-increasing for t > 0.

The assumption (m1) implies the Kirchhoff term M is non-degenerate and its primitive sat-
isfies the super additivity property.

Example 1: An example of a function M satisfying (m1) − (m3) is M(t) = d0 + d1t
β for

β < 1 and d0, d1 ≥ 0.

The function f : Ω×R→ R is given by f(x, t) = h(x, t) exp(|t|
n
n−1 ). In the frame of problem

(KC), h ∈ C(Ω̄× R) satisfies the following conditions:

(h1) h(x, t) = 0 for t ≤ 0 and h(x, t) > 0 for t > 0.

(h2) For any ε > 0, lim
t→∞

supx∈Ω̄ h(x, t) exp(−ε|t|
n
n−1 ) = 0 and lim

t→∞
infx∈Ω̄ h(x, t) exp(ε|t|

n
n−1 ) =

∞.

(h3) There exists ` > max{n − 1, n(r+1)
2 } such that t → f(x,t)

t`
is increasing on R+ \ {0},

uniformly in x ∈ Ω where r is specified in (m2).

(h4) There exist T, T0 > 0 and γ0 > 0 such that 0 < tγ0F (x, t) ≤ T0f(x, t) for all |t| ≥ T and
uniformly in x ∈ Ω.
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The condition (h2) implies that the function f has critical growth of exponential type in the
sense of Theorem 2.2.1.

Example 2: An example of a function f satisfying (h1)−(h4) is f(x, t) = tβ1 exp(tp) exp(t
n
n−1 )

for t ≥ 0 and f(x, t) = 0 for t < 0 where 0 ≤ p < n
n−1 and β1 > l − 1.

Definition 2.4.2. We call a function u ∈W 1,n
0 (Ω) to be a solution of (KC) if

M(‖u‖n)
ˆ

Ω
|∇u|n−2∇u.∇ϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)ϕ dx, for all ϕ ∈W 1,n

0 (Ω).

(2.4.1)

Concerning the problem (KC), we prove the following main result:

Theorem 2.4.3. Assume (m1)-(m3) and (h1)-(h4) holds. Assume in addition

(Compactness condition) lim
s→+∞

sf(x, s)F (x, s)
exp

(
2|s|

n
n−1
) =∞, uniformly in x ∈ Ω. (2.4.2)

Then the problem (KC) admits a positive weak solution.

The condition (2.4.2) is required to prove the existence of a strongly convergent subsequence
of a Palais-Smale sequence if Palais-Smale sequence lies below a critical level. The assumption
(2.4.2) depicts that “the perturbation term h(x, t)” should not be too small. For a detailed
analysis on the perturbation term h(x, t), we refer to the seminal work of Adimurthi [4].

We define the energy functional E : W 1,n
0 (Ω)→ R associated to the problem (KC) as

E(u) = 1
n
M(‖u‖n)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
F (x, u) dx.

Under the assumptions on f , Moser-Trudinger inequality (Theorem 2.2.1) and Hardy- Little-
wood -Sobolev inequality (Proposition 2.2.6) imply that E is well defined in W 1,n

0 (Ω). For a
detailed explanation, we refer to Page 231, Chapter 5. Also E ∈ C1(W 1,n

0 (Ω),R). Naturally,
the critical points of E corresponds to weak solutions of (KC) and for any u ∈ W 1,n

0 (Ω) we
have

〈E′(u), ϕ〉 = M(‖u‖n)
ˆ

Ω
|∇u|n−2∇u.∇ϕ dx−

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)ϕ dx

for all ϕ ∈W 1,n
0 (Ω).

To show, the energy functional E satisfies the conditions of mountain pass theorem, we first
study the mountain pass geometry of the energy functional E:

Lemma 2.4.4. Assume (m1), (m2) and (h1)-(h4) holds. Then, E has the mountain pass
geometry around 0 i.e.
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(i) there exists R0 > 0, η > 0 such that E(u) ≥ η for all u ∈W 1,n
0 (Ω) such that ‖u‖ = R0.

(ii) there exists a v ∈W 1,n
0 (Ω) with ‖v‖ > R0 such that E(v) < 0.

The proof of the mountain pass geometry of E requires precise estimates of Kirchhoff and
Choquard term with exponential non-linearities. The Choquard term is handled by choosing
‖u‖ = R0 small enough with R0 depending upon the sharp exponent αn in Moser-Trudinger
and µ in Hardy-Littlewood-Sobolev inequalities, and Kirchhoff term by the non-degeneracy
assumption (m1) and the growth condition (m2) (with a detailed proof we refer to Lemma
5.1.9, Page 233, Chapter 5).

Let Γ = {γ ∈ C([0, 1],W 1,n
0 (Ω)) : γ(0) = 0, E(γ(1)) < 0} and define the Mountain Pass

critical level as
l∗ = inf

γ∈Γ
max
t∈[0,1]

E(γ(t)).

Then by using Ekeland principle and deformation lemma (Theorem 2.4.1), we have the exis-
tence of minimizing Palais-Smale sequence un ∈W 1,n

0 (Ω) such that

E(un)→ l∗, E′(un)→ 0.

Moreover, the non-degeneracy of the Kirchhoff term and suitable lower growth rate of the
function f in the Choquard term (precisely (h3)) implies that every Palais-Smale sequence is
bounded in W 1,n

0 (Ω) (for a detailed proof see Lemma 5.1.10, Page 234, Chapter 5)

To prove the existence of non-trivial weak solution, we need to identify the mountain pass
critical level below which the Palais-Smale condition is satisfied. In this regard, we prove the
following lemma identifying the first critical level:

Lemma 2.4.5. If (2.4.2) holds, then

0 < l∗ <
1
n
M
((2n− µ

2n αn

)n−1
)
.

To prove the above result, implicitly, we consider the sequence of Moser functions {wk} defined
as dilations and truncations of the fundamental solution:

wk(x) = 1

ω
1
n
n−1



(log k)
n−1
n , 0 ≤ |x| ≤ ρ

k
,

log
(
ρ
|x|

)
(log k)

1
n

,
ρ

k
≤ |x| ≤ ρ,

0, |x| ≥ ρ

such that supp(wk) ⊂ Bρ(0) and by using the geometric properties of the energy functional
E and (2.4.2), we show that there exists a k ∈ N large enough such that

max
t∈[0,∞)

E(twk) <
1
n
M
((2n− µ

2n αn

)n−1
)
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and which is sufficient to prove our claim (for a detailed explanation, we refer to Page 236,
Chapter 5).

Now, to study the compactness of Palais Smale sequences for the energy functional E, we prove
a set of convergence lemmas which prevent concentration phenomenon of the Palais-Smale
sequence to occur and imply the weak convergence of Choquard term involving exponential
non-linearities. The following lemma is very crucial for the convergence of Palais-Smale
sequences to a weak solution and appeals new estimates for the convergence of the Choquard
term.

Lemma 2.4.6. If {uk} denotes a Palais Smale sequence then up to a subsequence, there
exists u ∈W 1,n

0 (Ω) such that

uk ⇀ u weakly in W 1,n
0 (Ω), |∇uk|n−2∇uk ⇀ |∇u|n−2∇u weakly in (L

n
n−1 (Ω))n. (2.4.3)

Moreover, for all φ ∈ C∞c (Ω)
ˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)φ dx→

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)φ dx,

and (ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk)→

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
F (x, u) in L1(Ω).

Due to the nonlinear nature of the operator (−∆)n the proof of (2.4.3) involves a delicate
analysis of the Palais-Smale sequence {uk} for the energy functional E over W 1,n

0 (Ω). Here,
we sketch the main ingredient of the proof. Showing the boundedness property of the Palais-
Smale sequence, there exists u ∈ W 1,n

0 (Ω) such that uk ⇀ u weakly in W 1,n
0 (Ω) and a

non-negative radon measure ν and v ∈ (L
n
n−1 (Ω))n such that up to a subsequence

|uk|n + |∇uk|n
∗−⇀ ν in C(Ω)∗ and |∇uk|n−2∇uk → v weakly in (L

n
n−1 (Ω))n as k →∞.

Now to prove our claim, it is enough to show that ∇uk → ∇u a.e. in Ω and v = |∇u|n−2∇u.
For this, we set σ > 0 and Xσ = {x ∈ Ω : ν(Br(x) ∩ Ω) ≥ σ, for all r > 0} and in order to
prevent energy concentration phenomenon we show the following:

(i) Xσ must be a finite set i.e Xσ = {x1, x2, . . . , xm}
(ii) For any σ > 0 below the “first concentration energy level” i.e. σ < 1

2

(
(2n−µ)αn

2n

)n−1

and for any K compact subset of Ω \Xσ we have

lim
k→∞

ˆ
K

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx =

ˆ
K

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)u dx.

(iii) For δ > 0 fixed small enough such that B(xi, δ) ∩ B(xj , δ) = ∅ if i 6= j and Ωδ = {x ∈
Ω : |x− xj | ≥ δ, j = 1, 2, . . . ,m}

ˆ
Ωδ

(|∇uk|n−2∇uk − |∇u|n−2∇u)(∇uk −∇u)→ 0 as k →∞.
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To prove (i), we proceed by contradiction. Consider a sequence of distinct points {xk} in Xσ

such that for all r > 0, ν(Br(xk) ∩ Ω) ≥ σ for all k. This implies that ν({xk}) ≥ σ for all k,
hence ν(Xσ) = +∞. But this is a contradiction to

ν(Xσ) = lim
k→∞

ˆ
Xσ

|uk|n + |∇uk|n dx ≤ C.

To show (ii), we choose a finite covering {Bri(xi)}i∈I of K such that
ˆ
B ri

2
(xi)∩Ω

|uk|n + |∇uk|n ≤ σ(1− ε). (2.4.4)

for large enough k ∈ N, ε > 0 small enough and I = {0, 1, . . . , l} is the index set. Using
(2.4.4), Vitali convergence Theorem and asymptotic growth of f , we get

‖f(·, uk)‖Lq(Br0 (x0)∩Ω) ≤ C0,

ˆ
Ω

F (y, u)
|x− y|µ

dy ∈ L∞(Ω) (2.4.5)

for some appropriate q > 1 and
ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
(f(x, uk)uk − f(x, u)u)

∣∣∣∣ dx→ 0 as k →∞.

To complete the proof of (ii), we vigorously exploit the semigroup property of the Riesz
potential in the light of Moser-Trudinger inequality in W 1,n

0 (Ω) and W 1,n(Ω), and prove that
ˆ

Ω

(ˆ
Ω

F (y, uk)− F (y, u)
|x− y|µ

dy

)
χB r0

2
∩Ω(x)f(x, uk)uk dx

≤
(ˆ

Ω

(ˆ
Ω

|F (y, uk)− F (y, u)|dy
|x− y|µ

)
|F (x, uk)− F (x, u)| dx

) 1
2

×
(ˆ

Ω

(ˆ
Ω
χB r0

2
∩Ω(y)f(y, uk)uk

|x− y|µ
dy

)
χB r0

2
∩Ω(x)f(x, uk)uk dx

) 1
2
→ 0.

(2.4.6)

Precisely, boundedness property of Palais-Smale sequence uk and Lebesgue dominated con-
vergence theorem implies the first integral in the R.H.S. of (2.4.6) tends to 0 and the second
integral is uniformly bounded because σ lies below the first concentration energy level and
(2.4.5).

To prove (iii) and weak convergence in Choquard terms, we choose special type of test func-
tions φ1 = ψεuk and φ2 = ψεu in the following inequality∣∣∣∣M(‖uk‖n)

ˆ
Ω
|∇uk|n−2∇uk∇φ−

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)φ dx

∣∣∣∣ ≤ εk‖φ‖
where ψ ∈ C∞c (Rn), ψ = 0 in Ω \Ω δ

2
, ψ = 1 in Ωδ and with the help of strict convexity of the

function g(t) = |t|n and ε-Young inequality (the classical arguments of Lemma 4 in [203]) we
get

lim
k→∞

supM(‖uk‖n)
ˆ

Ω
|∇uk|n−2∇uk · ∇ψε(uk − u) ≤ 0. (2.4.7)
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Now, by using the the fact that M(‖uk‖n) is bounded and uk ⇀ u in W 1,n
0 (Ω), we get

lim
k→∞

M(‖uk‖n)
ˆ

Ω
|∇u|n−2∇u · (∇u−∇uk)ψε → 0. (2.4.8)

Finally, by combining the estimate (2.4.7), (2.4.8) and by taking K = Ω δ
2

in (ii), we get
∇uk → ∇u a.e. in Ω and hence the our claim (2.4.3) (for a detailed insight see Lemma 5.1.12,
Lemma 5.1.13 and Lemma 5.1.14, Chapter 5).

Now, we sketch the main ingredient of the proof of our main existence result Theorem 2.4.3:
For a Palais Smale sequence {uk} at the level l∗ and using Lemma 2.4.6, there exists a
u0 ∈ W 1,n

0 (Ω) such that up to a subsequence uk ⇀ u0 weakly in W 1,n
0 (Ω) as k → ∞. Now,

we divide the proof into two main steps:

Step 1: u0 is the weak solution.
The proof of this step is rather technical. First, we define the associated Nehari manifold as

N = {u ∈W 1,n
0 (Ω) \ {0} : 〈E′(u), u〉 = 0} and l∗∗ = inf

u∈N
E(u).

Using the fact that l∗ ≤ l∗∗ (see Lemma 5.1.15, Chapter 5), weak lower semi-continuity of the
norm, by the monotonicity and continuity of Kirchhoff term and from convergence Lemma
2.4.6, we prove the following inequalities:

〈E′(u0), u0〉 ≥ 0, E(u0) ≤ l∗. (2.4.9)

Now to discard the case E(u0) < l∗ we discover a contradiction. Precisely, if E(u0) < l∗ holds
then the monotonicity of Kirchhoff term gives

lim
k→∞

M(‖uk‖n) >M(‖u0‖n) ⇒ τn := lim
k→∞

‖uk‖n > ‖u0‖n.

Now we define the sequence vk = uk
‖uk‖ and v0 = u0

τ then vk ⇀ v0 weakly in W 1,n
0 (Ω) and

‖v0‖ < 1. From Lions higher integrability lemma (Lemma 2.2.4) and (2.4.9) we obtainˆ
Ω

exp
( 2n

2n− µq|uk|
n
n−1

)
≤ C,

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)(uk − u0) dx→ 0.

for some constant C > 0. Using 〈E′(uk), uk − u0〉 → 0, M(t) ≥ m0 and monotonicity of
the operator, we get uk → u in W 1,n

0 (Ω) which further conclude that ‖uk‖ → ‖u0‖ and a
contradiction to the fact ‖v0‖ < 1. Therefore E(u0) = l∗ and M(τn) = M(‖u0‖n) which
shows that τn = ‖u0‖n and hence claim.

Step 2: Positivity of u0

The upper bound of the mountain pass critical level (Lemma 2.4.5) and Choquard convergence
estimates (Lemma 2.4.6) induces the uniform bound of ‖uk‖ and Lq norm of f(x, uk) for some
q ≥ 2n

2n−µ , which further in the light of positivity of mountain pass critical level l∗ implies
u0 6≡ 0 and by testing equation (2.4.1) with φ = u−0 , we get u0 ≥ 0 in Ω. Finally, elliptic
regularity results and strong maximum principle implies u0 > 0. A detailed proof is given in
Theorem 5.1.5, Chapter 5.
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2.4.2 Multiplicity of solutions via Nehari Manifold method

In this subsection, we state results and their main ideas of the proof for the problem (Pλ,M )
mentioned as Problem 2(a) in Section 2.3. and denote

‖u‖ :=
(ˆ

Ω
|∇u|n dx

)1/n
.

We start by defining the notion of solution for (Pλ,M ) as:

Definition 2.4.7. A function u ∈ W 1,n
0 (Ω) is said to be weak solution of (Pλ,M ) if ∀ φ ∈

W 1,n
0 (Ω) we have

M(‖u‖n)
ˆ

Ω
|∇u|n−2∇u.∇φ dx = λ

ˆ
Ω
h(x)uq−1uφ dx+

ˆ
Ω

(|x|−µ ∗ F (u))f(u)φ dx.

The energy functional Jλ,M : W 1,n
0 (Ω) −→ R associated to the problem (Pλ,M ) is defined as

Jλ,M (u) = 1
n
M(‖u‖n)− λ

q + 1

ˆ
Ω
h(x)|u|q+1 dx− 1

2

ˆ
Ω

(|x|−µ ∗ F (u))F (u) dx

where |x|−µ ∗F (u) denotes
´

Ω
F (u(y))
|x−y|µ dy, and F ,M are anti-derivatives of f , M (vanishing at

0) respectively. Using Hardy-Littlewood-Sobolev inequality (Proposition 2.2.6) and Moser-
Trudinger inequality (Theorem 2.2.1), we can see that the energy functional Jλ,M is well
defined.

Using the Nehari manifold technique, we show existence and multiplicity of solutions of the
problem (Pλ,M ) with respect to the parameter λ. Precisely, we show the following main results
in the subcritical case (local multiplicity):

Theorem 2.4.8. Let β ∈
(
1, n

n−1

)
. Then there exists λ0 such that (Pλ,M ) admits at least

two non-trivial solutions for λ ∈ (0, λ0).

In the critical case, we show the following existence result:

Theorem 2.4.9. Let β = n
n−1 , then there exists λ1 > 0 such that for λ ∈ (0, λ1), (Pλ,M )

admits a non-trivial solution.

In order to prove the existence of weak solutions to (Pλ,M ), we establish the existence of
minimizers of Jλ,M under the natural constraint of the Nehari Manifold:

Nλ,M := {u ∈W 1,n
0 (Ω)| 〈J ′λ,M (u), u〉 = 0}

where 〈. , .〉 denotes the duality between W 1,n
0 (Ω) and W−1,n(Ω). Therefore, u ∈ Nλ,M if and

only if
‖u‖n M(‖u‖n)− λ

ˆ
Ω
h(x)uq+1 dx−

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx = 0.
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For u ∈W 1,n
0 (Ω), we define the fiber map Φu,M : R+ → R as

Φu,M (t) = Jλ,M (tu).

By observing the fact that, the Nehari Manifold is closely related to the the maps Φu,M by
the relation tu ∈ Nλ,M iff Φ′u,M (t) = 0, we study the geometry of the energy functional on
the following components of the Nehari Manifold:

N±λ,M := {u ∈ Nλ,M : Φ′′u,M (1) ≶ 0} = {tu ∈W 1,n
0 (Ω) : Φ′u,M (t) = 0,Φ′′u,M (t) ≶ 0},

N0
λ,M := {u ∈ Nλ,M : Φ′′u,M (1) = 0} = {tu ∈W 1,n

0 (Ω) : Φ′u,M (t) = 0,Φ′′u,M (t) = 0}.

Due to the presence of the sign changing non-linearity, we define H(u) =
´

Ω h|u|
q+1 dx and

study the behaviour of fibering maps Φu,M according to the sign of H(u). We split the study
into two different cases u ∈ H−0 and u ∈ H+ where

H+ := {u ∈W 1,n
0 (Ω) : H(u) > 0}, H−0 := {u ∈W 1,n

0 (Ω) : H(u) ≤ 0}.

We define the map ψ : R+ → R such that

ψu(t) = tn−1−qM(‖tu‖n)‖u‖n − t−q
ˆ

Ω
(|x|−µ ∗ F (tu))f(tu)u dx

and observing the fact that tu ∈ Nλ,M if and only if t > 0 is a solution of ψu(t) =
λ
´

Ω h(x)|u|q+1 dx. In this regard, we prove the following result which totally describes the
geometry of the fiber map:

Lemma 2.4.10. (i) For any u ∈ H−0 \ {0} and λ > 0, there exists a unique t∗ > 0 such
that t∗u ∈ N−λ,M . Moreover, Φu,M is increasing on (0, t∗) and decreasing on (t∗,∞).

(ii) For any λ ∈ (0, λ0) and u ∈ H+, there exist t∗, t1, t2 > 0 such that t1u ∈ N+
λ,M and

t2u ∈ N−λ,M for any and t1 < t∗ < t2.

As an application of Lemma 2.4.10, we also prove the non-existence of non-trivial solutions
in the degenerate component N0

λ,M i.e. N0
λ,M = {0}. (For a detailed proof we refer to Lemma

5.1.20, Page 251, Chapter 5)

Now to prove the existence of first solution, we extract a nearly minimizing sequence {uk} in
Nλ,M\{0} in the following sense:

Jλ,M (uk) ≤ θ + 1
k
, θ = inf

u∈Nλ,M
Jλ,M (u);

Jλ,M (v) ≥ Jλ,M (uk)−
1
k
‖uk − v‖ ∀v ∈ Nλ,M .

For extraction of the sequence, we study the geometric structure of the energy functional
Jλ,M . Precisely, we prove Jλ,M is bounded below with precise bounds of θ and then Ekeland
variational principle implies the required sequence. Now to show that sequence {uk} obtained
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Figure 2.1: Geometry of ψu(t) for u ∈ H−0

Figure 2.2: Geometry of ψu(t) for u ∈ H+

above satisfies ‖J ′λ,M (uk)‖∗ → 0 as k → ∞ in both subcritical and critical case, we prove
the following preliminary lemma that gives a local parameterization of Nλ,M via the Implicit
Function theorem:

Lemma 2.4.11. Let λ ∈ (0, λ0). Then given any u ∈ Nλ,M\{0}, there exists ε > 0 and a
differentiable function ξ : B(0, ε) ⊂W 1,n

0 (Ω)→ R such that ξ(0) = 1, and ξ(w)(u−w) ∈ Nλ,M

60



2.4. New contributions and extensions

and for all w ∈W 1,n
0 (Ω)

〈ξ′(0), w〉 =
n(2a‖u‖n + b)

´
Ω |∇(u)|n−2∇u.∇w dx− λ(q + 1)

´
Ω h(x)|u|q−1uw dx− 〈S(u), w〉

a(2n− 1− q)‖u‖2n + b(n− 1− q)‖u‖n +R(u)

Moreover, for u ∈ N−λ,M\{0}, there exists ε > 0 and a differentiable function ξ− : B(0, ε) ⊂
W 1,n

0 (Ω)→ R such that ξ−(0) = 1, and ξ−(w)(u− w) ∈ N−λ,M and for all w ∈W 1,n
0 (Ω)

〈(ξ−)′(0), w〉

=
n(2a‖u‖n + b)

´
Ω |∇(u)|n−2∇u.∇w dx− λ(q + 1)

´
Ω h(x)|u|q−1uw dx− 〈S(u), w〉

a(2n− 1− q)‖u‖2n + b(n− 1− q)‖u‖n +R(u)

where

R(u) =
ˆ

Ω
(|x|−µ ∗ F (u))(qf(u)− f ′(u).u).u dx−

ˆ
Ω

(|x|−µ ∗ f(u).u)f(u)u dx

and

〈S(u), w〉 =
ˆ

Ω
(|x|−µ ∗ F (u))(f ′(u)u+ f(u))w dx+

ˆ
Ω

(|x|−µ ∗ f(u)u)f(u)w dx.

Using the assumption (m1) of the Kirchhoff term and the property ‖J ′λ,M (uk)‖∗ → 0 as
k → ∞, we prove the existence of a positive solution in subcritical case in N+

λ,M ∩H+. For
the second solution, we re-investigate the geometry of energy functional Jλ,M over N−λ,M in
the light of Lemmas 2.4.10-2.4.11 and extract a nearly minimizing sequence {vk} in N−λ,M
with θ− = minv∈N−

λ,M
Jλ,M (v) and ‖J ′λ,M (vk)‖∗ → 0 as k → ∞ using the fact that N−λ,M is

closed. For a detailed explanation of the proof, we refer to Lemma 5.1.28, Page 259, Chapter
5.

In the critical case, we study the following compactness result for a Palais-Smale below a
prescribed critical level:

Lemma 2.4.12. There exists C = C(p, q, n) > 0 such that for any {uk} ⊂W 1,n
0 (Ω) satisfying

J ′λ,M (uk)→ 0 and Jλ,M (uk)→ c ≤ m0
2n

(
αn

2
1

n−1

(2n− µ
2n

))n−1

− Cλ
2(p+2)
2p+3−q as k →∞

is relatively compact in W 1,n
0 (Ω).

Here, we shortly sketch the main details of the proof: Using the boundedness of the Palais-
Smale sequence {uk}, there exist two radon measures ν1, ν2 and u ∈W 1,n

0 (Ω) such that

uk ⇀ u in W 1,n
0 (Ω), |∇uk|n → ν1 and (|x|−µ ∗ F (uk))f(uk)uk → ν2.

Again, we prove that the concentration phenomenon cannot occur at level c: For this first we
derive following relations between two measures and convergence in Choquard term

ν2(A) ≥ m0ν1(A) ≥ m0

(
αn

2
1

n−1

(2n− µ
2n

))n−1

,
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1
2

ˆ
Ω

(|x|−µ ∗ F (uk))f(uk)uk dx→
1
2

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx+ ν2(A)
2

where A = Ω \B is a finite set with

B = {x ∈ Ω : ∃ r = rx > 0, ν1(Br ∩ Ω) <
(
αn

2
1

n−1

(2n− µ
2n

))n−1

}.

Then by using similar arguments as in Lemma 2.4.6, we get a necessary condition for the upper
bound of critical level to get Palais Smale condition to hold. A detailed proof is presented in
Lemma 5.1.29, Page 260, Chapter 5.

2.4.3 Extensions: Polyharmonic Kirchhoff Choquard equations with singular weights

In this subsection, we study the Problem 1(b) and Problem 2(b). We denote

‖u‖ =
(ˆ

Ω
|∇mu|2 dx

) 1
2
.

Problem 1(b)

We assume the following conditions on M and f for the Problem 1(b). The function
M : R+ → R+ is a continuous function satisfying the conditions (m1)−(m3) and the function
f : Ω× R→ R which governs the Choquard term is given by f(x, t) = h(x, t) exp(t2), where
h ∈ C(Ω× R) satisfies (h1), (h4) and the following growth conditions:

(h5) For any ε > 0, lim
t→∞

supx∈Ω̄ h(x, t) exp(−εt2) = 0 and lim
t→∞

infx∈Ω̄ h(x, t) exp(εt2) =∞.

(h6) There exists ` > max{1, r+ 1} such that f(x,t)
t`

is increasing for each t > 0 uniformly in
x ∈ Ω, where r is specified in (m2).

Example 2.4.13. A typical example of f satisfying (h1), (h4)−(h6) is f(x, t) = tβ+1 exp(tp) exp(t2)
for t ≥ 0 and f(x, t) = 0 for t < 0 where 0 ≤ p < 2 and β > l − 1.

The notion of weak solution for (PKC) is given as follows.

Definition 2.4.14. A weak solution of (PKC) is a function u ∈ Wm,2
0 (Ω) such that for all

ϕ ∈Wm,2
0 (Ω), it satisfies

M(‖u‖2)
ˆ

Ω
∇mu.∇mϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
f(x, u)
|x|α

ϕ dx.

The problem (PKC) has a variational structure and the energy functional J : Wm,2
0 (Ω)→ R

associated to (PKC) is given by

J (u) = 1
2M(‖u‖2)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

dx.
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The energy functional J is well defined due to Doubly weighted Hardy-Littlewood-Sobolev
inequality (Proposition 2.2.7) and Adams-Moser-Trudinger inequality (Theorem 2.2.2). We
prove the following main result concerning the problem (PKC).

Theorem 2.4.15. Let M satisfies (m1)-(m3) and f satisfies (h1), (h4)-(h6). Assume in
addition

(Compactness condition) lim
s→+∞

sf(x, s)F (x, s)
exp (2s2) =∞, uniformly in x ∈ Ω. (2.4.10)

Then the problem (PKC) admits a non-trivial weak solution.

We establish the existence of a nontrivial weak solution for the problem (PKC) using the
same techniques introduced in section above. The presence of higher order derivatives and
singular weights in Choquard term require a precise investigation of the mountain pass ge-
ometry of the energy functional J and mountain pass critical level in the light of Adams
functions, Adams-Moser-Trudinger (Theorem 2.2.2) and doubly weighted Hardy-Littlewood-
Sobolev (Proposition 2.2.7) inequalities. First, we study the mountain pass geometry of the
energy functional J around 0 and using the properties of the nonlocal term M and the expo-
nential growth of f , we prove that every Palais Smale sequence is bounded. For more details,
we refer to Lemma 5.2.7, Lemma 5.2.8, Section 5.2.2.1, Chapter 5.

To study the compactness of Palais Smale sequences for J , identify the mountain pass first
critical level with the help of Adams functions which play an equivalent role of Moser func-
tions and establish the convergence of weighted Choquard term for Palais-Smale sequences
whose energy level is strictly below the first critical level.

We define the mountain pass critical level as

l∗ = inf
ϑ∈Γ

max
t∈[0,1]

J (ϑ(t)),

where Γ = {ϑ ∈ C([0, 1],Wm,2
0 (Ω)) : ϑ(0) = 0, J (ϑ(1)) < 0}. Using Adams functions and

[182, Lemma 5, p. 895], we construct a sequence of test functions to analyze the first critical
level. Let B denotes the unit ball and Bl is the ball with center 0 and radius l in Rn. Without
loss of generality, we can assume that Bl ⊂ Ω, then we have the following result: For l ∈ (0, 1),
there exists

Ul ∈ {u ∈Wm,2
0 (Ω) : u|Bl = 1}

such that
‖Ul‖2 = Cm,2(Bl;B) ≤ ζm,2m

n log
(

1
l

)
where Cm,2(K,E) is the conductor capacity of K in E whenever E is an open set and K is
relatively compact subset of E and Cm,2(K;E) def= inf{‖u‖2 : u ∈ C∞0 (E), u|K = 1}.
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Let σ > 0, k ∈ N, then we consider the Adams functions

Ak(x) =


(
n log(k)
ζm,2m

) 1
2

U 1
k

(
x

σ

)
if |x| < σ,

0 if |x| ≥ σ,

with Ak(0) =
(
n log(k)
ζm,2m

) 1
2 and ‖Ak‖ ≤ 1.

By using the geometric characteristics of the energy functional J , we identify the mountain
pass critical level strictly below which Palais-Smale condition holds. In this regard, we prove
the following result:

Theorem 2.4.16. Under the assumption (2.4.10), (m1)− (m3) and (h1), (h4)− (h6),

0 < l∗ <
1
2M

(2n− (2α+ µ)
2n ζm,2m

)
.

We also prove two similar convergence lemma (as in the previous subsection) which are
essential, while passing to the weak limits in the Choquard term. The presence of singular
weights with exponential non-linearity make the proof a bit trickier and involving:

Lemma 2.4.17. Let {uk} ⊂Wm,2
0 (Ω) be a Palais Smale sequence for J at c ∈ R then there

exists a u ∈Wm,2
0 (Ω) such that as k →∞ (up to a subsequence)

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx→
ˆ

Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
f(x, u)
|x|α

φ dx

for all φ ∈ C∞c (Ω) and(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

→
(ˆ

Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

in L1(Ω).

Finally, the proof of the main result Theorem 2.4.15 follows from the Higher integrability
lemma (Lemma 2.2.5), Lemma 2.4.17 and precise estimates of the mountain pass critical level
(Theorem 2.4.16). For a detailed proof we refer to Section 5.2.2, Chapter 5.

Problem 2(b):

For the problem (Pλ,M), the energy functional Jλ,M : Wm,2
0 (Ω) → R associated to the

problem (Pλ,M) is defined as

Jλ,M(u) = 1
2M(‖u‖2)− λ

q + 1

ˆ
Ω
h(x)|u|q+1 dx− 1

2

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
F (u)
|x|α

dx

where F andM are primitive of f and M respectively vanishing at 0. Similarly as definition
2.4.14
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Definition 2.4.18. A function u ∈ Wm,2
0 (Ω) is said to be a weak solution of (Pλ,M) if for

all φ ∈Wm,2
0 (Ω), it satisfies

M(‖u‖2)
ˆ

Ω
∇mu.∇mφ dx = λ

ˆ
Ω
h(x)|u|q−1uφ dx+

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)
|x|α

φ dx.

For the problem (Pλ,M), we have the following result concerning the subcritical case:

Theorem 2.4.19. There exists a λ0 > 0 such that for γ ∈ (1, 2) and λ ∈ (0, λ0), (Pλ,M)
admits atleast two solutions.

To prove the existence and multiplicity result of the convex-concave problem, we follow the
same approach of Nehari manifold method as we done above for n-Laplace operator. The sin-
gular weights in the Choquard term is handled by doubly weighted Hardy-Littlewood-Sobolev
inequality (Proposition 2.2.7) and exponential non-linearity by Adams-Moser-Trudinger in-
equality (Lemma 2.2.4). The presence of singular weights with Choquard type exponential
non-linearity demands careful analysis of the geometry of the energy functional and fiber
maps. To avoid the recurrence of similar ideas and computations, we refer the precise results
and their complete proofs in Section 5.2.3, Chapter 5.

Remark 2.4.1. We conjecture that for critical case, the multiplicity results holds by additional
estimates on the level of minimizing sequence.

2.4.4 Adams-Moser-Trudinger inequalities for Cartesian product of Sobolev space

To study the Kirchhoff system with exponential non-linearity of Choquard type in Problem
3, Section 2.3, first we need to prove the non-singular version of Moser-Trudinger and Adams-
Moser-Trudinger inequalities in higher dimensional product spaces. Let

Y := W
m, n

m
0 (Ω)×Wm, n

m
0 (Ω)

be the Banach space endowed with the norm

‖(u, v)‖Y :=
(
‖u‖

n
m

W
m, nm
0 (Ω)

+ ‖v‖
n
m

W
m, nm
0 (Ω)

)m
n

where ‖u‖
n
m

W
m, nm
0 (Ω)

:=
´

Ω |∇
mu|

n
mdx. We prove the following result:

Theorem 2.4.20. For (u, v) ∈ Y, n,m ∈ N such that n ≥ 2m and Ω ⊂ Rn is a bounded
domain, we have ˆ

Ω
exp

(
Θ
(
|u|

n
n−m + |v|

n
n−m

))
dx <∞

for any Θ > 0. Moreover,

sup
‖(u,v)‖Y=1

ˆ
Ω

exp
(
Θ
(
|u|

n
n−m + |v|

n
n−m

))
dx <∞ if and only if Θ ≤ ζn,m

2n,m

65



Chapter 2. Quasilinear Elliptic problem involving Kirchhoff and Choquard non-linearity

where 2n,m = 2
n−2m
n−m and ξn,m are defined in Theorem 2.2.2.

As an consequence the sharp Theorem 2.4.20, we prove the following version of Lions’ Lemma
[196] in the product space Y.

Theorem 2.4.21. Let (uk, vk) ∈ Y such that ‖(uk, vk)‖Y = 1 for all k and (uk, vk) ⇀ (u, v) 6≡
(0, 0) weakly in Y. Then for all p < ζn,m

2n,m(1− ‖(u, v)‖
n
m )

m
n−m

,

sup
k∈N

ˆ
Ω

exp
(
p
(
|uk|

n
n−m + |vk|

n
n−m

))
dx <∞.

Next, we prove the singular version of Moser-Trudinger inequality in the Cartesian product
of Sobolov spaces when m = 1.

Theorem 2.4.22. For (u, v) ∈ Y = W 1,n
0 (Ω)×W 1,n

0 (Ω), n ≥ 2, λ ∈ [0, n) and Ω ⊂ Rn is a
smooth bounded domain, we have

ˆ
Ω

exp(β(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞

for any β > 0. Moreover,

sup
‖(u,v)‖Y=1

ˆ
Ω

exp(β(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞ if and only if 2nβ

αn
+ λ

n
≤ 1

where 2n := 2n,1 = 2
n−2
n−1 and αn is defined in Theorem 2.2.1.

Similarly we can prove singular and non-singular Moser-Trudinger inequalities in the product
space Z := W 1,n(Ω)×W 1,n(Ω) where Ω ⊂ Rn is a bounded domain endowed with the norm

‖(u, v)‖Z :=
(
‖u‖nW 1,n(Ω) + ‖v‖nW 1,n(Ω)

) 1
n

where ‖u‖nW 1,n(Ω) :=
ˆ

Ω
(|u|n + |∇u|n) dx. Precisely we establish the following result.

Theorem 2.4.23. For (u, v) ∈ Z, n ≥ 2, λ ∈ [0, n) and Ω ⊂ Rn be a smooth bounded domain,
we have ˆ

Ω

exp(β̃(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞

for any β̃ > 0. Moreover,

sup
‖(u,v)‖Z=1

ˆ
Ω

exp(β̃(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞ if and only if 2β̃

αn
+ λ

n
≤ 1

where αn is defined in Theorem 2.2.1.
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The main ingredients in the proof of above results are Lemma 5.3.1, Page 287, Chapter 5, gen-
eralized Hölder inequality and existing Adams, Moser and Trudinger inequalities mentioned
in Section 2.2.1. Moreover, to prove the sharpness of the exponent in various Theorem, we
construct the sequence of functions using Adams and Moser functions such that supremum
of the required integrals is not finite. For detailed proof the above inequalities, we refer to
Section 5.3, Page 286, Chapter 5.

2.4.5 Kirchhoff systems with Choquard non-linearity

In this part, we study the system of Kirchhoff equations mentioned in Problem 3, Section
2.3. We start by stating the assumptions required for the existence of a solution.

Let m : R+ → R+ be a continuous function satisfying (m1), (m3) and

(m4) There exist constants c0, c1, c2 > 0 and t̃ > 0 such that for some r, z ∈ R+

m(t) ≥ c0 or m(t) ≥ tz, for all t ≥ 0

and
m(t) ≤ c1 + c2t

r, for all t ≥ t̃.

The assumption (m4) covers both degenerate and non-degenerate cases for the Kirchhoff
term.

Let the function F : Ω × R2 → R be continuously differentiable with respect to second and
third variable and of the form F (x, t, s) = h(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ) such that

f1(x, t, s) := ∂F

∂t
(x, t, s) = h1(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ),

f2(x, t, s) := ∂F

∂s
(x, t, s) = h2(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ).

We assume hi’s for i = 1, 2 are continuous functions satisfying the following conditions-

(f1) hi(x, t, s) = 0 when either t ≤ 0 or s ≤ 0 and hi(x, t, s) > 0 when t, s > 0, for all x ∈ Ω
and i = 1, 2.

(f2) For any ε > 0 and i = 1, 2

lim
t,s→∞

sup
x∈Ω

hi(x, t, s) exp(−ε(|t|
n
n−1 + |s|

n
n−1 )) = 0,

lim
t,s→∞

inf
x∈Ω

hi(x, t, s) exp(ε(|t|
n
n−1 + |s|

n
n−1 )) =∞.

(f3) There exists

l >


max

{
n− 1, n(r + 1)

2

}
when m is non-degenerate,

max
{
n− 1, n(z + 1)

2 ,
n(r + 1)

2

}
when m is degenerate.
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such that the maps t 7→ f1(x,t,s)
|t|l , s 7→ f2(x,t,s)

|s|l are increasing functions of t (uniformly in
s and x) and s (uniformly in t and x) respectively.

(f4) There exist q, s0, t0,M0 > 0 such that sqF (x, t, s) ≤ M0f2(x, t, s) for all s ≥ s0 and
tqF (x, t, s) ≤M0f1(x, t, s) for all t ≥ t0 uniformly in x ∈ Ω.

(f5) There exists a γ satisfying n−2
2 < γ such that lim

(t,s)→(0,0)
fi(x,t,s)
sγ+tγ = 0 holds for i = 1, 2.

The assumptions (f1)− (f5) for the problem (KCS) are the system analogue of the assump-
tions (h1)− (h4) for the problem (KC). The assumption (f2) implies that functions f1 and
f2 have critical growth.

Let P := W 1,n
0 (Ω)×W 1,n

0 (Ω) endowed with the graph norm

‖(u, v)‖ :=
(
‖u‖n

W 1,n
0 (Ω) + ‖v‖n

W 1,n
0 (Ω)

) 1
n

where ‖u‖n
W 1,n

0 (Ω) :=
´

Ω |∇u|
ndx. Following is the notion of weak solution for (KCS).

Definition 2.4.1. A function (u, v) ∈ P is said to be weak solution of (KCS) if for all
(φ, ψ) ∈ P, it satisfies

m(‖u, v‖n)
(ˆ

Ω
|∇u|n−2∇u∇φdx+

ˆ
Ω
|∇v|n−2∇v∇ψdx

)
=
ˆ

Ω

(ˆ
Ω

F (x, u, v)
|x− y|µ

dy

)
(f1(x, u, v)φ+ f2(x, u, v)ψ)dx.

We define the energy functional J on P as

J(u, v) = 1
n
M(‖u, v‖n)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
F (x, u, v)dx.

The energy functional J is well defined because of Hardy-Littlewood-Sobolev inequality (see
Proposition 2.2.6) and new version of Adams, Moser and Trudinger inequalities (see Theorem
2.4.20).

Concerning the problem (KCS), we prove the following existence result:

Theorem 2.4.24. Let m satisfies (m1), (m3), (m4) and f satisfies (f1)−(f5) and the Com-
pactness condition

lim
t,s→∞

(f1(x, t, s)t+ f2(x, t, s)s)F (x, t, s)
exp(q(|t|

n
n−1 + |s|

n
n−1 ))

=∞ uniformly in x ∈ Ω. (2.4.11)

for some q ≥ 2. Then there exists a positive weak solution of the problem (KCS).

We generalizes the approach of variational method used above for Kirchhoff-Choquard equa-
tion to system of Kirchhoff-Choquard equations. To prove the existence of solution of the
problem (KCS), first we study the mountain pass geometry of the energy functional J around
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(0, 0) in which Choquard term is handled by new Adams-Moser-Trudinger inequality in the
Cartesian product of Sobolev space (Theorem 2.4.20) and Hardy-Littlewood-Sobolev inequal-
ity (Proposition 2.2.6), and Kirchhoff term by non-degenerate or degenerate assumption and
growth condition (m4) (see Lemma 5.4.1, Lemma 5.4.2, Chapter 5). To analyze accurately
the compactness of Palais Smale sequences for J , we show a series of Lemmas consisting
of weak convergence of Palais-Smale sequence in appropriate energy space, convergence in
Choquard term involving exponential non-linearity and to identify the first critical level un-
der the Compactness condition (2.4.11) (see Theorem 5.4.3, Theorem 5.4.4 and Theorem
5.4.5 in Chapter 5). For a detailed insight, we refer to the results in Section 5.4.2, Chapter
5.

The results of this chapter can be extended in various directions. We have mentioned a few
of them in Section 5.5, Chapter 5.
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3
Non-local singular problems

Non-local elliptic equations involving general integral differential operators as the fractional
Laplacian have been studied for many years by an important number of researchers and a
vast amount of work is present in the literature dealing with existence and regularity results.
This kind of problems appears in several physical models like combustion, crystals, dislo-
cations in mechanical systems and many other problems where anomalous diffusion or/and
interaction with long range come into picture. The study of fractional and singular problems
have been investigated more recently and have an intrinsic mathematical interest since in the
local setting, it appears in several physical models like non Newtonian flows in porous media,
heterogeneous catalysts.

The main course of this chapter is to study singular problems involving nonlocal operators.
The investigation of singular problems are divided into two parts depending upon the nature
of the operator. The main crux of this chapter is twofold.

Firstly, we investigate the 1
2 -Laplacian singular problem (Pλ) (see below) involving critical

exponential non-linearity in one dimension. The study of the problem (Pλ) is motivated
from the Moser-Trudinger inequality and specific representation of Green Formula in case of
Half Laplacian operator. Using bifurcation theory in the framework of weighted spaces, sub-
supersolution method and barrier arguments, we show the existence of a connected unbounded
branch of classical solution (see Definition 3.4.2) that admits an asymptotic bifurcation point
(i.e. bifurcation from infinity). For that we need to establish Hölder regularity and asymp-
totic behavior of the solution. In order to characterize the blow up behavior of weak solution
at an asymptotic bifurcation point, we study the isolated singularities for the singular semi
linear elliptic equation, and symmetry and monotonicity of classical solution via moving plane
method and the narrow maximum principle in the context of nonlocal operators. In a different
extent, global multiplicity of weak solution is proved via Variational method. Furthermore,
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symmetry and monotonicity results are extended to a general class of nonlocal operators that
is of independent interest.

Secondly, we study the nonlinear fractional Laplacian elliptic problem (see (P ) below) involv-
ing purely singular nonlinearity and weights in a smooth bounded domain Ω ⊂ RN . Using
approximation method and Hardy inequality, we prove the existence of minimal weak solution
(see Definition 3.4.1). In order to investigate the asymptotic behavior of minimal weak solu-
tion, we exploit the C1,1 regularity of the boundary via barrier arguments. In addition, we
prove a new weak comparison principle adopted in the setting of very weak solution and as a
consequence, we prove the uniqueness and non-existence results depending upon the singular
exponent δ and γ.

This chapter includes the results of following research articles:

(i) R. Arora, J. Giacomoni, D. Goel and K. Sreenadh, Positive solutions of 1-D Half-
Laplacian equation with singular exponential nonlinearity, Asymptot. Anal., 1 (2019)
1-34.

(ii) R. Arora, J. Giacomoni, D.Goel and K. Sreenadh, Symmetry of solutions to singular
fractional elliptic equations and applications, Comptes Rendus Mathématique, Volume
358, issue 2 (2020), p. 237-243.

(iii) R. Arora, J. Giacomoni and G. Warnault, Nonlinear fractional Laplacian problem with
singular nonlinearity and singular weights, (submitted).

Turning to the layout of this chapter: In section 3.1, we introduce non-local operators and a
framework of functions spaces. In section 3.2, we present our main problems of this Chapter.
In section 3.3, we present a state of art on singular problems. In section 3.4, we develop new
tools to tackle the problem mentioned in Section 3.2 and state the main results with a short
glimpse of a proof.

3.1 Function spaces

In this section, we introduce the non-local operator (−∆)sp known as p-fractional operator
and a brief description of the function spaces. For u ∈ S the class of rapidly decaying C∞

functions in RN , the p-fractional operator acting at u is defined as

(−∆)spu = 2 lim
ε→0

ˆ
Bcε (x)

[u(x)− u(y)]p−1

|x− y|N+sp dy

for s ∈ (0, 1) and p ∈ [1,∞) with the notation [a− b]p−1 = |a− b|p−2(a− b).

For p = 2, it reduces to the well known linear fractional Laplacian operator (−∆)s defined as

(−∆)su(x) = P.V.
ˆ
Rn

u(x)− u(y)
|x− y|N+2s dy,

up to a normalising constant where P.V. denotes the Cauchy principal value. The fractional
Laplacian operator has a long history in mathematics. In particular, it is known as the
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infinitesimal generator of Lévy stable diffusion process and has been a classic topic in Fourier
analysis, and nonlinear partial differential equations due to its appearance in real life models
in phase transitions, anomalous diffusion, material science, finance, optimization, etc (see
[74,171] and their references within).
Let Ω be bounded domain and for a measurable function u : RN → R, denote

[u]s,p :=
(¨

R2N

|u(x)− u(y)|p

|x− y|N+sp dx dy

) 1
p

.

Define
W s,p(RN ) := {u ∈ Lp(RN ) : [u]s,p <∞}

endowed with the norm
‖u‖s,p,RN = ‖u‖Lp(RN ) + [u]s,p.

We also define
W s,p

0 (Ω) := {u ∈W s,p(RN ) : u = 0 a.e. in RN \ Ω}

endowed with the norm
‖u‖s,p = [u]s,p.

We can equivalently define W s,p
0 (Ω) as the closure of C∞c (Ω) in the norm [.]s,p, with continuous

boundary of the domain of Ω (see Theorem 6, [126] and [162]) where

C∞c (Ω) := {f : RN → R : f ∈ C∞(RN ) and supp(f) ⊂ ω b Ω}.

We also define

W s,p
loc (Ω) = {u : Ω→ R | u ∈ Lp(ω), [u]s,p,ω <∞, for all ω b Ω}

where the localized Gagliardo seminorm is defined as

[u]s,p,ω :=
(¨

ω2

|u(x)− u(y)|p

|x− y|N+sp dx dy

)1/p
.

The nonlinear operator (−∆)sp is the nonlocal analogue of p-Laplacian operator in the (weak)
sense that (1− s)(−∆)sp → (−∆)p as s→ 1− i.e. for any u ∈W 1,p

0 (Ω)

lim
s→1−

(1− s)[u]ps,p = K(p,N)‖∇u‖pLp(Ω).

where K(p,N) is defined in Proposition 2.2, [67]. For p = 2, it is worth mentioning that
W s,p(Ω) and W s,p

0 (Ω) turns out to be Hilbert spaces. For more details and motivations we
refer to [77,211].

Definition 3.1.1. For φ ∈ C0(Ω) with φ > 0 in Ω, the set Cφ(Ω) is defined as

Cφ(Ω) = {u ∈ C0(Ω) : there exists c ≥ 0 such that |u(x)| ≤ cφ(x), for all x ∈ Ω},

endowed with the natural norm
∥∥∥∥uφ
∥∥∥∥
L∞(Ω)

.
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Definition 3.1.2. The positive cone of Cφ(Ω) is the open convex subset of Cφ(Ω) defined as

C+
φ (Ω) =

{
u ∈ Cφ(Ω) : inf

x∈Ω

u(x)
φ(x) > 0

}
.

We also define

X :=
{
u : RN → R | measurable, u|Ω ∈ L2(Ω) and (u(x)− u(y))

|x− y|N+2s ∈ L
2(Q)

}
where Q = R2N \ Ωc × Ωc and Ωc = RN \ Ω endowed with the norm

‖u‖X = ‖u‖L2(Ω) + Cs

(ˆ
Q

|u(x)− u(y)|2

|x− y|N+2s dxdy

) 1
2

.

Define the Hilbert space X0 as

X0 := {u ∈ X : u = 0 in RN \ Ω}

equipped with the inner product

〈u, v〉 = Cs
ˆ
Q

(u(x)− u(y))(v(x)− v(y))
|x− y|N+2s dxdy.

We also recall the Moser-Trudinger inequality in case of half-Laplacian operator which has
been recently proved by Martinazzi [199] in Bessel potential spaces and by Takahashi [244]
in Sobolev spaces using Green functions for fractional Laplacian operators .

Theorem 3.1.3. Let Ω be an open bounded interval in R. Then it holds

π = max

c : sup
‖u‖X0≤1

ˆ
Ω
ecu

2
dx <∞

 .
3.2 Presentation of problems

In this section we present the main problems to be dealt in this chapter.

3.2.1 Problem 1: Half Laplacian singular problem

First, we study the following nonlocal singular problem in critical dimension N = 1:

(Pλ)

 (−∆)
1
2u = λ

(
1
uδ

+ f(u)
)
, u > 0 in (−1, 1),

u = 0 in R \ (−1, 1)

where f(t) = h(t)etα , 1 ≤ α ≤ 2, δ > 0, λ ≥ 0 and h(t) is the smooth perturbation of etα of
lower growth order. The study of above problem is motivated from the Moser inequality (see
Theorem 3.1.3) and extended version of Green formula (see [84]) in case of Half-Laplacian
operator. In the continuation of the work in [6] (where N > 2s and s ∈ (0, 1) is considered), we
are interested in the detailed study of the nonlocal singular problems in 1-dimension involving
exponential nonlinearity and with the following questions:
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(i) Does the solution of the problem (Pλ) exists, if yes, what is the notion of the solution?
Is it symmetric or monotonic w.r.t |x|?

(ii) If the solution exists, it is unique or there exist more than one solution?
(iii) What is the boundary behavior and Hölder regularity of the solution?

To answer the above questions, we study the asymptotic behavior of the purely singular prob-
lems ((3.4.2), (Pδ)) in terms of first normalized eigenfunction of (−∆)

1
2 and seek help from

bifurcation theory and sub-supersolutions method. Concerning the symmetry and monotonic-
ity of solution we use moving plane method and narrow maximum principles. Multiplicity of
solution is also discussed by variational methods.

3.2.2 Problem 2: Nonlinear fractional singular problem with singular weights

Secondly, we study the following nonlinear fractional elliptic and singular problem

(P )

(−∆)spu = Kδ(x)
uγ

, u > 0 in Ω;

u = 0 in RN \ Ω

where Ω ⊂ RN is a smooth bounded domain with C1,1 boundary, s ∈ (0, 1), p ∈ (1,+∞),
γ > 0 and Kδ satisfies Kδ ∼ d−δ for some δ ∈ [0, sp), d(x) = dist(x, ∂Ω) for any x ∈ Ω.

Concerning the problem (P ), we are interested in the existence of a weak solution (we adopt
a weaker notion of solution with respect to other contributions due to the nonlinearity of the
operator and absence of integration by parts formula). By the weak solution here we mean a
solution u such that

uκ ∈W s,p
0 (Ω) for some κ ≥ 1 and inf

K
u > 0 for all K b Ω (3.2.1)

and for φ ∈
⋃

Ω̃bΩ

W s,p
0 (Ω̃), u satisfies

¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω

Kδ(x)
uγ

φ dx.

Having in mind the condition (3.2.1), a function u = 0 in RN \ Ω satisfies u ≤ 0 on ∂Ω in
sense that for ε > 0, (u − ε)+ ∈ W s,p

0 (Ω). This weak form of trace of solution emerged from
the lack of regularity of solutions when γ is large (a rigorous formulation is given in Definition
3.4.1).

Subsequently, a next question arises is to find the optimal range of constant θ = θ(δ, γ) ≥ 1
such that uθ ∈W s,p

0 (Ω). We designate this problem as to show the optimal Sobolev regularity
of the weak solution.

To deal with above problems, we investigate the boundary behavior of the weak solution in
terms of distance function. The Hölder regularity of the weak solution and the non-existence
results are the byproduct of this investigation and are of independent interest.
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3.3 A brief literature on singular problems

The study and understanding of existence, multiplicity, and regularity of weak and classical
solutions to elliptic singular equations have been a matter of intensive research. The pioneer-
ing work of Crandall et al. [101] in local case (s = 1, p = 2) is the starting point of the study
of singular problems. Later on, the perturbed equation of type

−∆u = λa(x)u−γ +Mur−1, u > 0, in Ω, u = 0 on ∂Ω M ∈ {0, 1} (3.3.1)

received much attention and studied by a large number of researchers in this field. The authors
in [101] studied the purely singular problem (a = λ = 1 and M = 0) and proved the existence,
uniqueness in C2(Ω)∩C(Ω) for γ > 0 and boundary behavior of classical solution in terms of
the first normalized and positive eigenfunction of −∆. In [185], authors proved the existence
of unique solution u in C2+α(Ω) ∩ C(Ω) for purely singular problem with a ∈ Cα(Ω), M = 0
and ∂Ω ∈ C2,α. Moreover, they have also proved the u /∈ C1(Ω) if γ > 1 and u ∈ W 1,2

0 (Ω) if
and only if γ < 3.
In [96], authors showed the existence and non-existence of classical solutions of (3.3.1) de-
pending upon the parameter λ with Ω satisfying ∂Ω ∈ C3 and a = M = 1. Using Nehari
manifold method, Yijing et al. [261] proved the existence of two solutions in the subcritical
range i.e. 1 < r < 2∗ for a ∈ L2(Ω) and λ = M = 1. Thereafter, problem (3.3.1) with critical
exponent r = 2∗ and a = 1,M = 1 is studied by Haitao [165] and Hirano et al [170] when
0 < γ < 1. In [165], the author proved the global multiplicity of weak solutions by combining
sub-supersolution and variational methods (Perron’s method), whereas in [170], authors used
variational methods to prove the existence of two solutions. While in [167], authors studied
the problem for all γ > 0, a = 1 = M , and established a global multiplicity result with a
deep use of non-smooth analysis. In case of critical exponential growth for N = 2, authors in
[5] and [102] proved the multiplicity results of the following singular equation

−∆u = λ
(
a(x)u−γ + b(u)euα

)
, u > 0 in Ω, u = 0 on ∂Ω

via shooting method combining with ODE analysis and global bifurcation theory due to P.
H. Rabinowitz for 1 ≤ α ≤ 2, 0 < γ < 3, a ∈ L∞(Ω) and b(t) is a smooth perturbation of etα

as t→∞.

Pertaining to the case, when a has a singularity, Gomes [156] studied the purely singular
problem and proved the existence and uniqueness of C1(Ω) classical solution via Schauder
fixed point Theorem and the required compactness is obtained by suitable estimates on the
integral representation involving the Green function and in [106], Diáz et al. considered the
case where a behaves as some negative power of the distance function. Here, regularity of
gradient of u in Lorentz spaces is established.

For the quasilinear case (p 6= 2), authors in [142] studied

(−∆)pu = λu−γ + ur−1, u > 0 in Ω, u = 0 on ∂Ω (3.3.2)
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3.3. A brief literature on singular problems

for 0 < γ < 1 and 1 < r ≤ p∗. By employing variational methods and depending upon
the range of parameter λ, they proved existence of multiple solution in W 1,p

0 (Ω) ∩ C1(Ω)
for all p > 1 in subcritical range and p ∈ ( 2N

N+2 , 2] ∪ ( 3N
N+3 , 3) in critical case range (where

the behavior of Talenti functions is proved). Here the authors have also proved C1,β(Ω)
regularity of weak solution for the problem (3.3.2) for any p > 1. In [143], authors proved
the existence of a weak solution in W 1,p(Ω) ∩ C(Ω) if and only if 0 < γ < 2 + 1

p−1 using
ODE techniques and shooting method for r > p. Thereafter, the authors in [63] and [79],
studied the purely singular problem (by replacing λ to a function f in (3.3.2)) for p-Laplacian
operator and proved existence, uniqueness and boundary behavior of weak solution (with
different summability conditions on f). In [231], authors studied the quasilinear singular
version in the presence of exponential non-linearity (limiting case of Sobolev embedding)

(−∆)Nu = λ

(
g(u) + b(u)eu

N
N−1

)
, u > 0 in Ω, u = 0 on ∂Ω

where g(u) ∼ u−γ for 0 < γ < 1 and b(t) is a smooth perturbation of e
N
N−1 of lower growth

order. Using variational methods, they proved the existence of multiple solutions for λ ∈ (0,Λ)
and one solution for λ = Λ (what we call global multiplicity result). For a more detailed
analysis of semilinear and quasilinear elliptic equations with singular non-linearities involving
different kind of non-linearities, we refer to [36,41,101,105,106,130,132,136,141,160,169,198,
204] and surveys [137] and [168] with no intent to furnish an exhaustive list.

Recently, equations involving nonlocal operators attracted a large number of researchers,
especially in the study of fractional powers of (−∆) and equivalent (−∆)p. This interest has
been provoked and sustained by the applications of such results in mathematical physics and
geometry (see [54, 211]). The study of singular problems involving the fractional Laplacian
operator started in [46]. Precisely, the authors studied the following singular problem

(−∆)su = λ

(
K(x)
uγ

+Mf(x, u)
)
, u > 0 in Ω, u = 0 in RN \ Ω (3.3.3)

and proved the existence of a weak solution for f(x, u) = up and p > 1 via approximation
method for M = 0 and Sattinger method for M = 1, and Sobolev regularity of the weak
solution for the function K ∈ Lq(Ω) where q depends upon the singular exponent γ > 0. In the
recent times, Adimurthi et al. [6] studied the problem (3.3.3) withM = 0, N > 2s andK(x) ∼
d−β(x) and complement the results of [46] by exploiting the integral formula with Green
function. In particular, they obtained the boundary behaviour and deduce optimal Hölder
regularity of the classical solution (in the sense of Definition 3.4.2). Using the asymptotic
behavior near the boundary, authors obtained multiplicity of classical solutions for (3.3.3)
with f satisfying subcritical growth conditions via global bifurcation method in weighted
spaces.

Concerning the critical growth, authors in [139], studied the problem (3.3.3) for K(x) = 1,
γ > 0, N > 2s, and f(x, u) = u2∗s−1 and proved the existence and multiplicity of weak
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solutions in Cαloc(Ω) ∩ L∞(Ω) using non-smooth analysis and linking theorems. In [150],
authors proved the multiplicity of energy solutions for the non-local singular problem (3.3.3)
with Sobolev critical nonlinearity f(x, u) = u2∗s−1, N > 2s and γ satisfies γ(2s− 1) < 2s+ 1.
For more results on nonlocal problems with singular non-linearity, interested readers can
refer to [140,144,145,208,209]. For results regarding the symmetry and monotonicity of weak
solution we refer to the latest work [87, 175] where the moving plane method and maximum
principle for narrow domains (in the spirit of Alexandrov-Bakelman-Pucci type estimates) are
proved for nonlocal operators.

The study of regularity results in case of non-local operators started a long back and is now
rather well understood for p = 2. Proving sufficiently good regularity estimates up to the
boundary has useful applications in obtaining multiplicity results, apart from being relevant
itself. Consider the following non-local problem

(−∆)spu = f in Ω u = 0 in RN \ Ω.

For p = 2, the interior regularity of the solutions is primarily resolved by Caffarelli et al.
[75, 76] and boundary regularity is settled by Ros-Oton et al. in [228] for f ∈ L∞(Ω). For
the general case p 6= 2, the situation is more delicate due to the nonlinear nature of the
operator: the representation of Green formula and explicit tools to compute the (−∆)sp are
not available. The local Hölder regularity for viscosity solution is proved in [80,189] without
mentioning the dependence and optimality of Hölder exponent. In the degenerate case i.e.
p ≥ 2, Brasco et al. in [65] proved the existence of optimal Hölder exponent i.e. u ∈ C

sp
p−1
loc

when f ∈ L∞(Ω) and sp
p−1 < 1. The proof of boundary regularity is more involved. The

first work regarding the nonlinear case is Iannizzotto et al. in [172]. They proved the global
Hölder regularity result, with an unspecified Hölder exponent via barrier argument and by
combining it with the optimal interior regularity of [65] we have u ∈ Cs(RN ) when p ≥ 2.
The same is conjectured to hold in the case p ∈ (1, 2), but the optimal (at least Cs) interior
regularity is still an open problem.

More recently, by extending the work of [46], Canino et al. in [78] studied the following purely
singular problem

(−∆)spu = K(x)
uγ

, u > 0 in Ω, u = 0 in RN \ Ω (3.3.4)

and by approximation method proved the existence and Sobolev regularity of the very weak
solution depending upon the range of singular exponent γ. In [210], authors have studied the
problem (3.3.4) perturbed with critical growth non-linearities f(x, u) = uα, α ≤ p∗s − 1 for
0 < γ ≤ 1, K(x) = 1, N > sp and proved the existence and multiplicity of very weak solution
via the minimization method under the natural Nehari manifold constraint.
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3.4 New contribution: Tools and main results

3.4.1 Problem 1: Half-Laplacian singular problem

In this part, first we introduce different notion of solutions (weak and classical) concerning
the main problem (Pλ) and main tools required to study the qualitative properties of the
weak or classical solutions and then we state the main results with a glimpse of a proof. We
start by stating the assumption on the function h for 1 ≤ α ≤ 2 :

(H1) h : [0,∞)→ R is a positive function of class C2 in (0,∞) with h(0) = 0 and such that
the map t→ t−δ + h(t)etα is convex for all t > 0.

(H2) For any ε > 0, lim
t→∞

h(t)e−εtα = 0 and lim
t→∞

h(t)eεtα =∞.

Motivating from the Definition 2.2 in [46], we define the following notion of (very) weak
solution for the problem (Pλ):

Definition 3.4.1. A function u ∈ L1(R) with u ≡ 0 on R \ (−1, 1) is said to be a weak
solution of (Pλ) if infK u > 0 for any compact set K ⊂ (−1, 1) and for any φ ∈ σ,

ˆ 1

−1
u (−∆)

1
2φ = Cs

ˆ
Q

(u(x)− u(y))(φ(x)− φ(y))
|x− y|2

dxdy = λ

ˆ 1

−1

( 1
uδ

+ h(u)euα
)
φ dx

(3.4.1)

where

σ = { ψ : R→ R : measurable, (−∆)
1
2ψ ∈ L∞((−1, 1)) and φ has compact support in (−1, 1)}.

As in [6], we define the notion of classical solutions of (Pλ) (adding continuity property):

Definition 3.4.2. The set of classical solutions to (Pλ) is defined as

S =
{

(λ, u) ∈ R+ × C0([−1, 1]) : u is a weak solution to (Pλ) in X0
}
.

Remark 3.4.3. Regularity of a classical solution u (proved later in Theorem 3.4.9) for the
problem (Pλ) implies u ∈ C+

φδ
((−1, 1)) (defined below). Indeed with the continuity property,

we can use some comparison principle for nonlocal operator. Then by using Hardy’s inequality
(see [162, Corollary 1.4.4.10, p.23]) in (3.4.1) together with the fact that C∞c ((−1, 1)) is dense
in X0, we obtain that 1

uδ
belongs to dual space of X0 for all δ > 0 and hence in case of classical

solution (3.4.1) holds for all φ ∈ X0.

Now, we recall the definition of an asymptotic bifurcation point and then state the result
regarding existence of a global branch of classical solutions to (Pλ).

Definition 3.4.4. A point Λa ∈ [0,∞) is said to be an asymptotic bifurcation point, if there
exists a sequence (λn, un) ∈ S such that λn → Λa and ‖un‖L∞((−1,1)) →∞ as n→∞.
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3.4.1.1 Preliminary results

This section is devoted to the development of preliminary results of independent interest
for the study of the original problem (Pλ). The first result is the study of existence and
regularity (Theorem 3.4.6) of solutions to the purely singular problem (Pδ) (see below) which
is used to construct the sub and supersolutions of the main problem (Pλ). The second result
is the study of behavior of isolated singularities in Brezis-Lions type problem for fractional
Laplacian operator (see below (Ps)) which is used to identify the blow up behavior of weak
solution of original problem (Pλ) at an asymptotic bifurcation point.

To analyze the asymptotic behavior of solution for the problem (Pλ) near boundary, the first
key ingredient is to construct the barrier function as a solution of the following problem:

(−∆)
1
2u = 1

d(x)α logβ
(

A
d(x)

) in (−1, 1),

u = 0 in R \ (−1, 1).
(3.4.2)

For the operator (−∆)s with N > 2s, Abatangelo [1] studied the boundary behavior of the
corresponding problem like (3.4.2) with β = 0 and 0 < α < 1 + s. We provide the extension
in case N = 1 and s = 1

2 in the following theorem:

Theorem 3.4.5. Let A be a positive constant such that A ≥ 2. Then the weak solution of
(3.4.2) satisfies

c1d(x)
1
2 ≤ u(x) ≤ c2d(x)

1
2 for 0 < α < 1

2 and β = 0,
c3d(x)1−α ≤ u(x) ≤ c4d(x)1−α for 1

2 < α < 3
2 and β = 0,

c5d(x)
1
2 log1−β

(
A
d(x)

)
≤ u(x) ≤ c6d(x)

1
2 log1−β

(
A
d(x)

)
for α = 1

2 and 0 ≤ β < 1.
(3.4.3)

where ci, i = 1, 2, · · · , 6 are constants.

The main essence in the proof of (3.4.3) is the use of following integral representation of weak
solution u via Green function (see [84]) given by

u(x) =
ˆ 1

−1

G(x, y)
d(y)α logβ(A/d(y))

dy where G(x, y) � log
(

1 + d(x)
1
2d(y)

1
2

|x− y|

)
∀(x, y) ∈ (−1, 1)2.

For a detailed proof we refer to Page 316, proof of Theorem 6.1.6, Chapter 6.

As in [6], we define the function φδ as

φδ =


φ1 if 0 < δ < 1,

φ1
(
log

(
2
φ1

)) 1
2 if δ = 1,

φ
2
δ+1
1 if δ > 1

(3.4.4)

where φ1 is the normalized (‖φ1‖L∞(Ω) = 1) positive eigenfunction corresponding to the
first eigenvalue of (−∆)

1
2 on X0. We recall that φ1 ∈ C

1
2 (R) and φ1 ∈ C+

d
1
2
((−1, 1)) (See
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Proposition 1.1 and Theorem 1.2 of [226]).

Now, to construct appropriate sub and super solutions of the problem (Pλ), we start by
studying the following singular problem (Pδ) with the help of barrier function φδ

(Pδ)
{

(−∆)
1
2u = 1

uδ
, u > 0, in (−1, 1),

u = 0 in R \ (−1, 1).

In this regard we prove the following result:

Theorem 3.4.6. (i) For all δ > 0, there exists a unique u ∈ C0([−1, 1]) classical solution of
(Pδ). Moreover, u ∈ C+

φδ
((−1, 1)) where φδ is defined in (3.4.4).

(ii) The classical solution u to (Pδ) belongs to Cγ(R) where γ is defined in Theorem 3.4.9.

To prove the above result, first we investigate the existence of the solution uε of approximated
problem with the help of integral representation formula via Green function and secondly
together with Theorem 3.4.5 and uniform estimates for the approximated solution uε, we
pass to the limit ε → 0. For a detailed proof we refer to Page 319, proof of Theorem 6.1.7,
Chapter 6.

To characterize the blow up behavior of weak solutions at an asymptotic bifurcation point Λa
we study the behavior of solutions near isolated singularities as in Brezis-Lions problem (see
[70]) for the fractional Laplacian operator. Precisely, we consider the following problem:

(Ps)


(−∆)su = g(u), u ≥ 0 in Ω′,

u = 0 in RN \ Ω,

u ∈ L1(Ω), g(u) ∈ Ltloc(Ω′),

where 0 < s < 1, t > N
2s ≥ 1, Ω ⊂ RN be a bounded domain with 0 ∈ Ω and Ω′ = Ω \ {0}.

The notion of distributional solution for (Ps) is defined as follows:

Definition 3.4.7. A function u is said to be a distributional solution of (Ps) if u ∈ L1(Ω)
such that g(u) ∈ L1

loc(Ω′) and
ˆ

Ω
u(x)(−∆)sφ dx =

ˆ
Ω
g(u)φ dx

for all φ ∈ C∞c (Ω) with supp(φ) ⊂ Ω′ .

In [89], authors have studied the problem (Ps) for a power type nonlinearity function g(u) = up

by showing the Lp integrability of the solution in Ω and scaling typical test functions. In the
next theorem, we extend the result of Chen and Quaas ([89]) for the problem (Ps) for N ≥ 2s
by using the same approach with precise estimates but considering a weaker notion of solution
and for a large class of nonlinearities (in particular exponential growth nonlinearities).
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Theorem 3.4.8. For 0 < s < 1, let u be non-negative distributional solution of (Ps) such
that u ∈ L1(Ω), g(u) ∈ Ltloc(Ω′) for t > N

2s ≥ 1. Then there exists k ≥ 0 such that u is
distributional solution of

(Ds)


(−∆)su = g(u) + kδ0, u ≥ 0, in Ω,

u = 0 in RN \ Ω,

g(u) ∈ L1(Ω),

i.e. ˆ
Ω
u(−∆)sφ− g(u)φ dx = kφ(0) for all φ ∈ C∞c (Ω).

This result asserts that the due to the effect of fundamental solution problem (Ps) extend to
the distributional equation (Ds) containing dirac mass at the isolated singularity. To prove
the above result, we follow the proof in [89] and define the distribution P : C∞c (Ω)→ R such
that

P (φ) =
ˆ

Ω
u(−∆)sφ− g(u)φ dx for all φ ∈ C∞c (Ω)

where u ∈ L1(Ω) is a non-negative distributional solution of (Ps) and g(u) ∈ L1(Ω) (see
Theorem 6.1.19, Chapter 6) and then by using integration by parts formula and Theorem
XXXV in [232], we infer that

(i) P (φ) = 0 for any φ ∈ C∞c (Ω) with supp(φ) ⊂ Ω \ {0}.
(ii) There exists constants ca such that

P (φ) =
∑
|a|<1

caD
aφ(0)

and ca = 0 if |a| ≥ 1

where a = (a1, a2, . . . , aN ) with ai ∈ N, |a| =
N∑
i=1

ai, D
a = (∂a1φ, ∂a2φ, . . . , ∂aNφ).

3.4.1.2 Main results with a glimpse of the proof

To study the existence, multiplicity of solutions to (Pλ), we seek assistance of global bifur-
cation theory due to P. H. Rabinowitz [221], Theorem 1.6 of [6] and Theorem 3.4.6. We
establish the existence of an unbounded connected branch of solution to (Pλ) emanating from
the trivial solution at λ = 0. Precisely, we prove the following result.

Theorem 3.4.9. Let h satisfy the hypothesis (H1) and (H2) and δ > 0. Then the following
holds:
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Figure 3.1: Bifurcations Diagram I

(i) There exists Λ ∈ [0,+∞) and γ > 0 such that S ⊂ [0,Λ]×
(
X0 ∩ C+

φδ
((−1, 1)) ∩ Cγ(R)

)
,

where γ is defined as

γ =


1
2 if δ < 1,
1
2 − ε if δ = 1, for all ε > 0 small enough,

1
δ+1 if δ > 1.

and φδ is defined in (3.4.4).

(ii) There exists a connected unbounded branch C of solutions to (Pλ) in R+ × C0([−1, 1]),
emanating from (0, 0) such that for any λ ∈ (0,Λ), there exists (λ, uλ) ∈ C with uλ being
minimal solution to (Pλ). Furthermore, as λ → Λ−, uλ → uΛ in X0, where uΛ is a
classical solution to (PΛ).

(iii) The curve (0,Λ) 3 λ→ uλ ∈ C0([−1, 1]) is of class C2.

(iv) (Bending and local multiplicity near Λ) λ = Λ is a bifurcation point, that is, there exists
a unique C2-curve (λ(s), u(s)) ∈ C, where the parameter s varies in an open interval
about the origin in R, such that

λ(0) = Λ, u(0) = uΛ, λ
′(0) = 0, λ′′(0) < 0.

(v) (Asymptotic bifurcation point) C admits an asymptotic bifurcation point Λa satisfying
0 ≤ Λa ≤ Λ.

The above theorem assert the existence of a branch of solutions C containing the minimal
solution branch and bending back at classical solution (Λ, uΛ). According to assertion (v),
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Figure 3.2: Bifurcations Diagram II

Figure 3.3: Bifurcations Diagram III

we have the possibility of different Bifurcation diagrams (see Figure 3.1, 3.2, 3.3). To prove
the main existence result Theorem 3.4.9, we show

Λ ∈ (0,∞) where Λ := sup{λ > 0 : (Pλ) has a weak solution}.

First, we define uλ := λ
1
δ+1u and uλ := uλ + MU where U > 0 is a weak solution of the

problem (−∆)
1
2U = 1 in (−1, 1), U = 0 in R \ (−1, 1) and u is the weak solution of the

problem (Pδ). Then there exists a λ0 such that for all λ ∈ (0, λ0) (Pλ) admits a solution uλ

with uλ ≤ u ≤ uλ where uλ and uλ act as a strict subsolution and supersolution respectively
for (Pλ). Indeed, we define the following iterative scheme, starting with u0 = uλ and n ≥ 1 (−∆)

1
2un + λCun − λ

uδn
= λCun−1 + λf(un−1), u > 0 in (−1, 1),

u = 0 in R \ (−1, 1).
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Now, by taking into account the monotonicity of the operator (−∆)
1
2u− λu−δ, Comparison

Principle ([150, Lemma 2.2]) and Theorem 3.4.6, we prove the following uniform estimates

un is increasing, {un} ⊂ X0 ∩ C+
φδ

((−1, 1)), uλ ≤ un ≤ uλ, sup
n∈N
‖un‖Cγ(R) ≤ C0

for some C0 = C0(δ, λ0) large enough and γ is defined in Theorem 3.4.9. Finally, by using
asymptotic behavior of f(t) and passing as n→∞, we get the desired result. For a detailed
explanation see Theorem 6.1.9, Chapter 6.

In order to get the asymptotic behavior of the branch of solution, we study the qualitative
properties of solutions for the problem (Pλ). In the light of narrow maximum principle (see
Proposition 3.6, [175]) and the moving plane method, we derive the radial symmetry and
monotonicity properties of the weak solutions with respect to |x|. More precisely, we prove
the following result:

Theorem 3.4.10. For 1 ≤ α ≤ 2, δ > 0, let h satisfies (H1) − (H2), f is locally Lipschitz
function. Then every positive solution (λ, u) ∈ S of (Pλ) is symmetric and strictly decreasing
in |x| i.e. u(x) > u(y) for all |x| < |y| and x, y ∈ (−1, 1).

To prove Theorem 3.4.10, we follow the approach of moving plane method in [175]. We start
by defining the antisymmetric function

vh(x) := uh(x)− u(x) where uh(x) = u(Rh(x)).

in the sense that vh(Rh(x)) = −vh(x) where Rh(x) := (2h − x) is the reflection of the point
x about h. The proof of the above theorem emerge from the following observations:

(i) To claim positivity of the antisymmetric function vh in (−1, h) if h < 0 and in (h, 1) if h > 0
is equivalent to show that the positive solution (λ, u) of the problem (Pλ) is strictly decreasing
in the neighbourhood of −1, 1 with respect to |x| i.e. u(x) > u(y) for all |h| < |x| < |y| and
x, y ∈ (−1, 1).

(ii) If inf{|h| : vh ≥ 0 in (−1, h) if h < 0 and in (h, 1) if h > 0} = 0 then u is symmetric and
strictly decreasing in |x| i.e. u(x) > u(y) for all |x| < |y| and x, y ∈ (−1, 1).

In this regard we divide the proof into two steps. In the first step, we prove the positivity of
vh in the neighbourhood of −1, 1 i.e.

vh(x) ≥ 0 in (−1, h) ∩H−h if h ≤ 0 and in (h, 1) ∩H+
h if h > 0

where H±h = {x ∈ R : x ≷ h} and h lies in the neighborhood of x0 ∈ {−1, 1}. Clearly for |h|
sufficiently large, vh(x) ≥ 0. Suppose that vh < 0 in K ⊂ (−1, h)∩H−h for some h ≤ 0. Using
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Chapter 3. Non-local singular problems

Figure 3.4: Moving plane in the neighbourhood of -1 and 1.

f is Lipschitz, Poincaré inequality and noting that supp((−vh)+) ⊂ (−1, 2h+ 1), we have
ˆ
R

(
(−∆)

1
4 (u− uh)+

)2
≤ 〈(−∆)1/2(−vh), (−vh)+〉

= λ

ˆ 2h+1

−1

( 1
uδ
− 1

(uh)δ + f(u)− f(uh)
)

(−vh)+ dx

≤ C
ˆ
K

((u− uh)+)2 dx. ≤ C(diam(K))
ˆ
R

(
(−∆)

1
4 (u− uh)+

)2
.

Then by choosing h close enough to −1 we get, C(diam(K)) < 1 and then (−vh)+ = (u −
uh)+ = 0. Similarly in the case of (h, 1) ∩ H+

h for h > 0. Now by moving the point in the
neighborhood of −1 and 1 we obtain there exists T > 0 independent of u such that u(x− t) is non-increasing ∀(t, x) ∈ [0, T ]× (−1, h) if h ≤ 0,

u(x− t) is non-decreasing ∀(t, x) ∈ [0, T ]× (h, 1) if h ≥ 0.
(3.4.5)

Without loss of generality we can assume that h ≥ 0 be the smallest value such that vh ≥ 0
in (h, 1) and the mean value theorem implies vh satisfies the following for some θ ∈ (0, 1)

(−∆)
1
2 vh = c(x)vh in (h, 1). (3.4.6)

where

c(x) =


f(uh)−f(u)

vh
− δ

(θu+(1−θ)uh)δ+1 if vh 6= 0,
0 if vh = 0.

Now, in the second step, we prove the strict positivity of the function vh in the interior
of (−1, 1). For this, we start by proving ess infU0 vh > 0 where U0 := Br(x∗) b (h, 1) via
constructing a strictly positive subsolution ṽh of the problem (3.4.6) in U0 (a detailed con-
struction is given in the proof of Theorem 6.1.10 by adapting the tools of maximum principle
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3.4.1.2. Main results with a glimpse of the proof

for antisymmetric solution Proposition 3.5 in [175] and narrow maximum principle Proposi-
tion 3.6 in [175]). To prove h = 0 we argue by contradiction and suppose h > 0. Since h
is the smallest value such that vh ≥ 0 in (h, 1), so we claim that for a small ε > 0 we have
vh−ε ≥ 0 in (h− ε, 1) and thus get a contradiction that h is the smallest value. Fix γ (to be
determined later) and let K b (h, 1) such that |(h, 1) \K| ≤ γ

2 . Then from above estimates,
vh ≥ r > 0 in K and then by continuity vh−ε > 0 in K for ε small enough. Let λ1 be the
first eigenvalue of (−∆)s in (h− ε, 1) \K. Since vh−ε satisfies (3.4.6) in (h− ε, 1) \K and by
taking w := 1H+

h−ε
v−h−ε such that supp(w) ⊂ (h− ε, 1) \K as a test function, we obtain

λ1((h− ε, 1) \K)
ˆ

(h−ε,1)\K
|v−h−ε|

2 dx ≤ − 〈(−∆)
1
2 vh−ε, w〉

=
ˆ

(h−ε,1)\K

δvh−ε1(h−ε,1)\K v−h−ε
(θu+ (1− θ)uh)δ+1 dx+

ˆ
(h−ε,1)\K

(−f(uh−ε) + f(u))1(h−ε,1)\K v−h−ε dx

≤ CL
ˆ

(h−ε,1)\K
|v−h−ε|

2 dx.

Since λ1(Ω) → ∞ when |Ω| → 0 (see Lemma 2.1 in [175]) then by choosing γ small enough
we get vh−ε ≥ 0 in (h− ε, 1), which is a contradiction. Therefore h = 0 i.e. u(−x) ≥ u(x) and
then by repeating the same proof for largest value of h over (−1, h) we obtain u(x) = u(−x)
for all x ∈ (−1, 1). Since h = 0, therefore (3.4.5) and u is strictly decreasing in |x|. For a
detailed proof see Theorem 6.1.10, Chapter 6.
Assertion (v) in Theorem 3.4.9 asserts that the connected branch admits at least one asymp-
totic bifurcation point. Then by using Theorem 3.4.8, we show that the sequence of large
solution converge to a singular solution if Λa 6= 0.

Theorem 3.4.11. For 1 < α ≤ 2, δ > 0, assume Λa > 0 be an asymptotic bifurcation point
as in the Definition 3.4.4. Then, for any sequence (λk, uk) ∈ S ∩ ((0,Λ) × C0([−1, 1])) such
that λk → Λa and ‖uk‖L∞((−1,1)) →∞, the following assertions holds:

(i) 0 ∈ Ω is the only blow up point for a sequence uk.
(ii) uk → u in Csloc((−1, 1) \ {0}) where u is a weak (singular) solution to (Pλ). Moreover,

u(0) =∞, u ∈ Lp((−1, 1)) for any 1 ≤ p <∞, u 6∈ X0 and 1
uδ

+ f(u) ∈ L1((−1, 1)).

To prove the above result, we exploit the growth of the function f and monotonicity of the
solution w.r.t. |x| (Theorem 3.4.10) to prove

sup
k
‖uk‖L∞((−1,1)\[ε,ε]) ≤ cε <∞.

where cε is independent of k and which further implies ”0” is the blow up point for the se-
quence uk. By regularity of uk, compact embeddings, Fatou’s lemma and Vitali’s convergence
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theorem we obtain u satisfies (in the sense of Definition 6.1.11):
(−∆)

1
2u = Λag(u) in (−1, 1) \ {0},

u ≥ 0 in (−1, 1),

u = 0 in R \ (−1, 1),

with g(u) := u−δ + f(u) ∈ L1(Ω). Then by using Theorem 3.4.8 there exists µ ≥ 0 such that
u satisfies (in the sense of Definition 6.1.1)

(−∆)
1
2u = Λag(u) + µδ0 in (−1, 1),

u ≥ 0 in (−1, 1),

u = 0 in R \ (−1, 1).

(3.4.7)

Suppose µ 6= 0 in (3.4.7). Then by using integral representation of solution u, we get u(x) ≥
log(|x|−µ/π)− C and since α > 1,

f(u) ≥ h
(
log(|x|−µ/π)− C

)
exp(log(|x|−µ/π)−C)α ≥ h

(
log(|x|−µ/π)− C

)
|x|−µp/π

for all p > 1, 0 < |x| ≤ |xρ| and |xρ| small. Then by integrating f(u) over a small ball B
around 0, we obtain

´
B f(u) =∞ which contradicts f(u) ∈ L1((−1, 1)). Therefore µ = 0 and

(ii) is proved.

Previous results do not imply the multiplicity of solutions for all λ ∈ (0,Λ). Via variational
techniques, we next prove the global multiplicity result to the problem (Pλ) for all δ > 0,
under the following assumptions on growth of the function f .

(K1) h ∈ C1(R+), h(0) = 0, h(t) > 0 for t > 0 and f(t) = h(t)et2 is nondecreasing in t.
(K2) For any ε > 0, lim

t→∞
(h(t) + h′(t))e−εt2 = 0 and lim

t→∞
h(t)teεtq =∞ for some 0 ≤ q < 1.

(K3) There exists M1,M2,K > 0 such that F (t) =
´ t

0 h(s)es2 ds < M1(f(t) + 1) and
f ′(t) ≥ Kf(t)−M2 for all t > 0.

Example 1: An example of the function h satisfying the above conditions is h(x) =
xk ex

γ
, k > 0, 0 ≤ γ < 2.

We prove the following global multiplicity theorem.

Theorem 3.4.12. (a) If f satisfies the assumption (K1)-(K3). There exists a Λ > 0 such
that

(i) For every λ ∈ (0,Λ) the problem (Pλ) admits two solutions in X0 ∩ C+
φδ

((−1, 1)).
(ii) For λ = Λ there exists a solution in X0 ∩ C+

φδ
((−1, 1)).

(iii) For λ > Λ, there exists no solution.

(b) Let u ∈ X0 be any positive solution to (Pλ) where λ ∈ (0,Λ], δ > 0. Then u ∈ Cγ(R)
where γ is defined (6.1.5).
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3.4.1.3. Generalization of symmetry results and its application

To prove the Theorem 3.4.12, we followed the approach of [150]: To obtain the first solution,
we use the standard Perron’s method (which is a variational version of sub and supersolution
method) on the functional Jλ (See (6.1.30)). To get a second solution, we use the assumption
(K2) to guarantee that the energy level of the Palais Smale sequence is strictly below the
first critical level. For that we seek help of Moser functions (See [244]) and then by using
mountain-pass Lemma we prove the existence of a second solution. Notice that the Theorem
6.1.15 shows the existence of solutions in the energy space X0. We remark that the Hölder
regularity proved in Theorem 3.4.12 is the optimal due to the behavior of the solution near
the points −1 and 1. We also remark that the Theorem 3.4.12 holds for the subcritical non-
linearities like f(t) = h(t)etα with 1 ≤ α < 2 as well. In this case, the proof is similar and
Palais-Smale condition is satisfied.

3.4.1.3 Generalization of symmetry results and its application

In this part, we are interested to generalize Theorem 3.4.10. Precisely, we investigate the sym-
metry of positive solutions to a class of singular semilinear elliptic problem whose prototype
is

(P )
{

(−∆)su = 1
uδ

+ f(u), u > 0 in Ω,
u = 0 in RN \ Ω,

where 0 < s < 1, N ≥ 2s, Ω = Br(0) ⊂ RN , δ > 0, f(u) is a locally Lipschitz function.
Precisely, we prove the following result:

Theorem 3.4.13. Let δ > 0 and f be a locally Lipschitz function. Then a classical solution
u to (P ) is radially symmetric and strictly decreasing in |x|.

The proof of Theorem 3.4.13 involves the moving plane method adapted in the non local
setting. In this regard, as in the local case, we need a maximum principle in narrow domains
and a strong maximum principle to hold for equations of the type (P ). The extension of
these key tools is not straighforward due to the non local nature of (−∆)s and the presence
of a singular nonlinearity in the right hand side. Besides this, we will take advantage of
monotonicity properties of the nonlinear operator (−∆)su − 1

uδ
and borrow some “local”

maximum principle shown in [175].

In this regard, we introduce the following definitions:
Let Aλ := {x = (x1, x2, . . . , xN ) ∈ RN : x1 = λ} and

Σλ :=
{
{x ∈ RN : x1 < λ} if λ ≤ 0,
{x ∈ RN : x1 > λ} if λ > 0,

for some λ ∈ R and Dλ(x) := (2λ− x1, x2, . . . , xN ) be the reflection of the point x about Aλ
and vλ(x) := uλ(x)− u(x) where uλ(x) = u(Dλ(x)) and let u be a classical solution of (P ).
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Chapter 3. Non-local singular problems

To prove radial symmetry and strict monotonicity of the solution u, it is enough to prove
vλ(x) ≥ 0 for all x ∈ Br(0)∩Σλ and λ ∈ (−r, r), by moving hyperplane Aλ in a fixed direction.
Since, if vλ(x) ≥ 0 for all λ ∈ (−r, r) and x ∈ Br(0) holds then we can rotate and move the
hyperplane Aλ in the direction close to fixed direction to get the desired result. Since λ is
independent from the direction of movement of hyperplane Aλ, so we fix ν(x0) = (1, 0, . . . , 0)
(without loss of generality) as the direction of movement of hyperplane Aλ where ν denotes
the unit outward normal vector at x0 = (r, 0, . . . , 0) ∈ ∂Br(0). We divide the proof of above
assertion into the following steps:

Step 1: vλ(x) ≥ 0 for all x ∈ Br(0) ∩ Σλ and |λ| ∈ [r1, r) for some r1 > 0:
By using the Poincaré inequality and Lipschitz property of the function f , we get vλ > 0 in
a region Σλ ∩ Br for some r − ε1 < |λ| < r and ε1 > 0. Now by rotating and moving the
hyperplane Aλ in a direction close to the outward normal ν in any neighborhood of x0 ∈ ∂Ω
and repeating the above steps by taking into account that x0 ∈ ∂Br(0), ν(x0) is arbitrary
and by using continuity of solution u we obtain, vλ(x) ≥ 0 for all x ∈ Br(0) \ Br1(0) and
|λ| ∈ [r1, r) for some r1 > 0.

From Step 1, we can assume that λ = r1 be the smallest value such that 0 ≤ r1 < r , vr1 ≥ 0
in Br \Br1 and satisfies

(−∆)svr1(x)− 1
uδr1(x) + 1

uδ(x) = f(ur1)− f(u) in Br \Br1 . (3.4.8)

Step 2: r1 = 0.
To prove this, we adapt in our situation the maximum principles in nonlocal setting i.e.
Proposition 3.5 (maximum principle in narrow domains) and Proposition 3.6 (strong maxi-
mum principle) in [175]. The main role of the above tools is to construct a strictly positive
subsolution of the problem (3.4.8) in every compact subset of Br \Br1 so that ess infR vr1 > 0
for every compact subset R ⊂ Br \ Br1 . For more details, we refer to the proof of Theorem
6.2.1, Page 340, Chapter 6. Now, by repeating the proof by moving hyperplane Aλ as in Step
1 we obtain u is radially symmetric and the strict monotonicity property.

Next, we apply this main result in a different situation: Consider the problem

(Q)

 (−∆)su = µ
(

1
uδ

+ f(u)
)
, u > 0 in Ω,

u = 0 in RN \ Ω

where Ω is a bounded domain with C2 boundary regularity. This concerns the existence
of uniform a priori bound for classical solutions to (Q) when f has a subcritical growth.
Similar type of result is also discussed in [6]. In the spirit of the work [121], we combine the
monotonicity property of solutions near the boundary of Ω and a blow up technique with the
help of a Liouville theorem. Precisely we prove:

Theorem 3.4.14. Let N > 2s and µ0 > 0. Let u be the classical solution of (Q) with
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3.4.2. Problem 2: Non-linear fractional singular problem with singular weights

f(u) = up for 1 < p < N+2s
N−2s and µ ≥ µ0 Then ‖u‖∞ ≤ C1 with C1 depending only on δ, p,Ω,

µ0.

The second application concerns the asymptotic behaviour of large solutions with respect to
the parameter µ. Let s = 1

2 , n = 1, Ω = Br(0) and f(u) = h(u) exp(uα) for some 1 < α ≤ 2
where h satisfies limt→∞ h(t)e−εtα = 0 and limt→∞ h(t)eεtα =∞ for any ε > 0. Then we have
the following result that complements Theorem 3.4.11:

Theorem 3.4.15. Let µ0 > 0 and u be the classical solution of (Q) for some µ ≥ µ0. Then
for any ε > 0, the following holds

‖u‖L∞(Br\Bε) ≤ C2(δ, n, ε, µ0).

In addition, we have the following blow up profile: Let {uk} be a sequence of solutions for the
problem (Q) such that ‖uk‖L∞(Br) →∞, µk → µ̃ with µ̃ > 0,

(i) There exists a singular solution ũ in Csloc(Br\{0}) such that uk−ũ→ 0 in L∞loc(Br\{0}).
(ii) If (uk)k∈N has uniform bounded energy and F (t) = O(f(t)) as t→∞ where F (t) is the

antiderivative of f , then µ̃ = 0.

For more details, we refer to Theorem 6.2.2 and Theorem 6.2.3, Page 342, Chapter 6.

3.4.2 Problem 2: Non-linear fractional singular problem with singular weights

In this part, we study the following nonlinear fractional elliptic and singular problem

(P )

(−∆)spu = Kδ(x)
uγ

, u > 0 in Ω,

u = 0 in RN \ Ω

where Ω ⊂ RN is a smooth bounded domain with C1,1 boundary, s ∈ (0, 1), p ∈ (1,+∞),
γ > 0 and Kδ satisfies the growth condition: for any x ∈ Ω

C1
dδ(x) ≤ Kδ(x) ≤ C2

dδ(x) (3.4.9)

for some δ ∈ [0, sp), where, for any x ∈ Ω, d(x) = dist(x, ∂Ω) = infy∈∂Ω |x− y|.

Due to the nonlinearity of the operator and absence of integration by parts formula, we define
the following notion of weak solution:

Definition 3.4.1. A function u ∈W s,p
loc (Ω) is said to be a weak subsolution (resp. supersolu-

tion) of (P ), if

uκ ∈W s,p
0 (Ω), inf

K
u > 0 for all K b Ω and for some κ ≥ 1
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and ¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤ (resp. ≥)

ˆ
Ω

Kδ(x)
uγ

φ dx

for all φ ∈ T =
⋃

Ω̃bΩ

W s,p
0 (Ω̃).

A function which is both sub and supersolution of (P ) is called a weak solution.

Having in mind Lemma 3.5, [78], Lemma 3.3, [66] and the condition uκ ∈W s,p
0 (Ω), κ ≥ 1 in

definition 3.4.1, u satisfies the following definition of the boundary datum:

Definition 3.4.2. We say that a function u = 0 in RN \ Ω satisfies u ≤ 0 on ∂Ω in sense
that for ε > 0, (u− ε)+ ∈W s,p

0 (Ω).

3.4.2.1 New Tools

This part is devoted to the development of new tools to deal with the singular problem (P ). In
this regard, as a first preliminary tool we define the approximated problem (P γε ) (see below)
and study the existence of an increasing sequence of weak solutions of approximated problem
(P γε ) (see below Proposition 3.4.1).

To deal with the boundary behavior of the weak solution of the original problem (P ), we
also study the purely singular weight problem (Sδ0) (see below). We define a new notion of
weak energy solution and by using barrier arguments and exploiting the C1,1 regularity of
the boundary, we construct lower and super solutions of the purely singular weight problem
near the boundary.

Tool 1:

For a fixed parameter ε > 0, we define a sequence of function Kε,δ : RN → R+ as

Kε,δ(x) =

 (K−
1
δ

δ (x) + ε
γ+p−1
sp−δ )−δ if x ∈ Ω,

0 else,

and Kε,δ is an increasing function as ε ↓ 0, Kε,δ → Kδ a.e. in Ω and there exist two positive
constants C3, C4 such that, for any x ∈ Ω,

C3(
d(x) + ε

γ+p−1
sp−δ

)δ ≤ Kε,δ(x) ≤ C4(
d(x) + ε

γ+p−1
sp−δ

)δ .
Define the approximated problem as

(P γε )


(−∆)spu = Kε,δ(x)

(u+ ε)γ in Ω,

u = 0 in RN \ Ω.
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Proposition 3.4.1. For any ε > 0 and γ ≥ 0, there exists a unique weak solution uε ∈
W s,p

0 (Ω) ∩ C0,`(Ω) of the problem (P γε ) i.e.
¨

R2N

[uε(x)− uε(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω

Kε,δ(x)
(u+ ε)γ φ dx (3.4.10)

for all φ ∈ W s,p
0 (Ω) and for some ` ∈ (0, 1). Moreover, the sequence {uε}ε>0 satisfies uε > 0

in Ω,
uε1(x) < uε2(x) in Ω and ε2 < ε1

and for any Ω′ b Ω, there exists σ = σ(Ω′) > 0 such that for any ε ∈ (0, 1):

σ ≤ u1(x) < uε(x) in Ω′.

The proof follows from the maximum principle having in mind that (−∆)sp · + 1
(· +ε)δ is a

monotone operator in W s,p
0 (Ω) (see also Proposition 2.3, Lemma 2.4 in [78] and Theorem 1.1

in [172].

Tool 2:

As a second tool, we study the following problem:

(Sδ0)

(−∆)spu(x) = Kδ(x) in Ω,

u = 0 in RN \ Ω.

where dδ(x)Kδ(x) = O(1) and introduce the new notion of weak energy solution and corre-
sponding vector space. Let Ω ⊂ RN be bounded. We define

W
s,p(Ω) :=

{
u ∈ Lploc(R

N ) : ∃ K s.t. Ω b K, ‖u‖W s,p(K) +
ˆ
RN

|u(x)|p−1

(1 + |x|)N+sp dx <∞
}

where ‖u‖W s,p(Ω) = ‖u‖Lp(Ω) + [u]s,p,Ω. If Ω is unbounded, we define

W
s,p
loc(Ω) := {u ∈ Lploc(R

N ) : u ∈W s,p(Ω̃), for any bounded Ω̃ ⊂ Ω}.

Definition 3.4.3. (Weak energy Solution) Let f ∈W−s,p′(Ω) and Ω be a bounded domain.
We say that u ∈W s,p(Ω) is a weak energy solution of (−∆)sp(u) = f in Ω, if

¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω
f(x)φ(x) dx

for all φ ∈W s,p
0 (Ω) and a function u is weak energy subsolution (resp. weak energy superso-

lution) of (−∆)sp(u) = f in Ω, if

(−∆)sp(u) ≤ (resp. ≥) f E-weakly in Ω

i.e. ¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤ (resp. ≥)

ˆ
Ω
f(x)φ(x) dx
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for all φ ∈W s,p
0 (Ω), φ ≥ 0.

If Ω is unbounded we say that u ∈ W
s,p
loc(Ω) is a energy solution or energy subsolution (or

energy supersolution) of (−∆)sp(u) = f in Ω, if it does so in any open bounded set Ω′ ⊂ Ω.

In order to study the boundary behavior of minimal weak solution for purely singular weight
problem (Sδ0), we construct explicitly lower and supersolutions of the weak solution to the
approximated problem. For this, first we define the prototype of the barrier function in R+

(and RN+ ) as a power type function and compute upper and lower estimates of (−∆)sp acting
on this function. Precisely, we have:

For any α ∈ (0, s), we begin by computing the upper and lower estimates in the half line
R+ := {x ∈ R : x > 0} of (−∆)sp of the function Uλ(x) :=

(
(x+ λ

1
α )+

)α
, λ ≥ 0 defined in R.

We recall the notation, for any t ∈ R, [t]p−1 = |t|p−2t.

Theorem 3.4.1. Let λ ≥ 0, α ∈ (0, s) and p > 1. Then, there exist two positive constants
C1, C2 > 0 depending upon α, p and s such that

C1(x+ λ
1
α )−β ≤ (−∆)spUλ(x) ≤ C2(x+ λ

1
α )−β pointwisely in R+. (3.4.11)

Moreover, for λ > 0, Uλ ∈W
s,p
loc(R+) and for λ = 0, Uλ ∈W

s,p
loc(R+) if s− 1

p < α < s.

To prove the estimate in (3.4.11), we explicitly estimate the (−∆s
p) of barrier functions. The

crucial point in the proof of estimates is the positivity of constant C1, which plays a decisive
role in further computations. These types of estimates are motivated from the fact that
(−∆)sp(x)s+ = 0. The proof of above result is rather technical and tricky (for a detailed proof
see Theorem 6.3.5, Chapter 6).

We then consider the case of flat boundary of RN . Precisely, by extending the functions Uλ
to Vλ defined on RN , we study the behavior of (−∆)spVλ(x) on RN+ := {x ∈ RN : xN > 0}
where Vλ(x) := Uλ(x · eN ) = Uλ(xN ). Let GLN be the set of N ×N invertible matrices, we
prove

Corollary 3.4.1. Let λ ≥ 0, α ∈ (0, s), A ∈ GLN and p > 1. Let Jε,A be the function defined
on RN+ by

Jε,A(x) =
ˆ
Bε(0)c

[Vλ(x)− Vλ(x+ z)]p−1

|Az|N+sp dz

for some ε > 0.
Then, there exist two positive constants C3 and C4 depending on α, s, p,N, ‖A‖2, ‖A−1‖2 such
that

C3(xN + λ1/α)−β ≤ lim
ε→0
Jε,A(x) ≤ C4(xN + λ1/α)−β

pointwisely in RN+ ×GLN . In particular, for A = I, there exist two positive constants C̃3 and
C̃4 independent of λ such that:

C̃3(xN + λ1/α)−β ≤ (−∆)spVλ(x) ≤ C̃4(xN + λ1/α)−β pointwisely in RN+ .
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Moreover, for λ > 0, Vλ ∈W
s,p
loc(RN+ ) and for λ = 0, Vλ ∈W

s,p
loc(RN+ ) if s− 1

p < α < s.

Next, in order to handle the case of smooth boundary portion we prove the above upper and
lower estimates are preserved under a smooth change of variables via a C1,1 diffeomorphism
(close to identity) in the isomorphic image of a set close to the boundary of RN+ :.

Theorem 3.4.2. Let α ∈ (0, s) and p > 1. Let ψ : RN → RN be a C1,1-diffeomorphism in
RN such that ψ = Id in BR(0)c, for some R > 0.
Then, considering Wλ(x) = Uλ(ψ−1(x) · eN ), there exist ρ∗ = ρ∗(ψ) > 0 and λ∗ = λ∗(ψ) > 0
such that for any ρ ∈ (0, ρ∗), there exists a constant C̃ > 0 independent of λ such that, for
any λ ∈ [0, λ∗],

1
C̃
Wλ(x)−

β
α ≤ (−∆)spWλ(x) ≤ C̃Wλ(x)−

β
α E-weakly in ψ({X : 0 < XN < ρ}). (3.4.12)

The crucial step for proving estimate (3.4.12) is to split the integral of nonlocal terms is
different sub regions in the light of Lemma 2.5 and Lemma 3.4 in [172] and observing that
proving (3.4.12) is equivalent to show that there exists a constant C̃ independent of λ such
that

1
C̃

(XN + λ1/α)−β ≤ lim
ε→0

Hε(x) ≤ C̃(XN + λ1/α)−β

for all x ∈ ψ({X : 0 < XN < ρ}) where

Hε(x) =
ˆ

(Dε(x))c

[Wλ(x)−Wλ(y)]p−1

|x− y|N+sp dy (3.4.13)

and Dε(x) = {y ∈ RN : |ψ−1(x) − ψ−1(y)| ≤ ε} and ε > 0. To estimate (3.4.13), we exploit
the C1,1 regularity of the diffeomorphism, Corollary 3.4.1 and the fact that ψ = I outside
BR(0) for some R > 0. (For precise details, we refer to Theorem 6.3.6, Page 355, Chapter 6).

Due to nonlocal feature of (−∆)sp, we extend the definition of the distance function d in Ωc

as follows

de(x) =


dist(x, ∂Ω) if x ∈ Ω,
−dist(x, ∂Ω) if x ∈ (Ωc)

λ
1
α
,

−λ1/α otherwise,

where (Ωc)η = {x ∈ Ωc : dist(x, ∂Ω) < η}. Hence we define, for some ρ > 0 and λ > 0:

wρ(x) =
{

(de(x) + λ1/α)α+ − λ if x ∈ Ω ∪ (Ωc)ρ,
−λ otherwise,

(3.4.14)

wρ(x) =
{

(de(x) + λ1/α)α+ if x ∈ Ω ∪ (Ωc)ρ,
0 otherwise.

(3.4.15)

Now, we state and prove our main result for establishing the boundary behavior:
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Theorem 3.4.3. Let Ω ⊂ RN be a smooth bounded domain with a C1,1 boundary and α ∈
(0, s). Then, for some ρ > 0, there exist (λ∗, η∗) ∈ R+

∗ × R+
∗ such that for any η < η∗, there

exist positive constants C5, C6 such that for any λ ∈ [0, λ∗]:

(−∆)spwρ ≥ C5(d(x)+λ1/α)−β and (−∆)spwρ ≤ C6(d(x)+λ1/α)−β E-weakly in Ωη (3.4.16)

where Ωη = {x ∈ Ω : d(x) < η}. Moreover, for λ > 0, wρ, wρ belong to W s,p(Ωη).

We divide the proof into three main steps:

Step 1: Covering of Ωη

In this step, we choose a special covering {BRi(xi)}i of Ωη and diffeomorphisms Φi with some
local inclusion properties. Precisely, by using the geometry of ∂Ω and arguing as in Lemma
3.5 and Theorem 3.6 in [172], there exist a finite covering {BRi(xi)}i∈I of ∂Ω, η∗ = η∗(Ri),
i ∈ I and diffeomorphisms Φi ∈ C1,1(RN ,RN ) such that for any η ∈ (0, η∗), i ∈ I

Ωη ∩BRi(xi) b Φi(Bρ̃ ∩ RN+ ), de(Φi(X)) = (XN + λ1/α)+ − λ1/α ∀ X ∈ Bρ

Φi(X) = X for X ∈ (B4ρ(0))c

with 0 < ρ̃ < ρ < ρ∗ where ρ∗ is defined in Theorem 3.4.2 and for λ small enough λ1/α < ρ,

Φi(Bρ(0) ∩ {XN ≥ −λ1/α}) ⊂ Ω ∪ (Ωc)ρ.

Using the finite covering, it is sufficient to prove the (3.4.16) in any of set Ωη ∩BRi(xi) with
xi ∈ ∂Ω.

Step 2: For x ∈ Ωη ∩BRi(xi) with xi ∈ ∂Ω the following holds:

lim
ε→0

gε,1(x) ≤ c3(d(x)+λ1/α)−β and lim
ε→0

gε,2(x) ≥ c4(d(x)+λ1/α)−β E-weakly in Ωη∩BRi(xi)

where gε,1 and gε,2 be two functions defined by

gε,1(x) =
ˆ
Dε(x)

[wρ(x)− wρ(y)]p−1

|x− y|N+sp dy

and
gε,2(x) =

ˆ
Dε(x)

[wρ(x)− wρ(y)]p−1

|x− y|N+sp dy

and Dε(x) = {y : |Φ−1(x)− Φ−1(y)| > ε}.
As above, it suffices to obtain suitable uniform bounds on compact sets of gε,1 and gε,2. These
uniform bounds are attained by the regularity and inclusion properties mentioned in Step 1,
and using Theorem 3.4.2.

Step 3: wρ, wρ ∈W
s,p(Ωη)
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It is sufficient to claim

wρ, wρ ∈W s,p(K) for K = Ωη1 ∪ (Ωc)η2

where 0 < η < η1 and η2 > 0. For xi ∈ ∂Ω, η0 ∈ (η, η∗), let {BRi(xi)}i∈I be the finite covering
of Ωη0 and Ξi ∈ C1,1(RN ,RN ) such that

BRi(xi) b Ξi(Bξ0), de(Ξi(X)) = (XN + λ1/α)+ − λ1/α, ∀ X ∈ Bξ0 (3.4.17)

for some ξ0 > 0. The existence of finite covering {BRi(xi)}i∈I and diffeomorphism Ξi can be
proved by using Step 1. For any i ∈ I, there exists a subset J i of I such that i 6∈ J i and

BRi(xi) ∩BRj (xj) 6= ∅ ∀ j ∈ J i. (3.4.18)

Now for any i ∈ I and j ∈ J i, define Ki := Bτi(xi) ⊂ BRi(xi) for τi < Ri such that

Ki ∩Kj 6= ∅ and min
i∈I

min
j∈Ji

dist(Kj \BRi(xi),Ki) > 0. (3.4.19)

By using (3.4.18) and (3.4.19), we choose η1 and η2 small enough such that

K = Ωη1 ∪ Ωc
η2 ⊂

⋃
i∈I

Ki

and using (3.4.17), we obtain

Ωη1 ∩Ki ⊂ Ωη1 ∩BRi(xi) b Ξi(Bξ0 ∩ RN+ ),

Ωc
η2 ∩Ki ⊂ Ωc

η2 ∩BRi(xi) b Ξi(Bξ1 ∩ RN− ),

de(Ξi(X)) = (XN + λ1/α)+ − λ1/α, ∀ X ∈ Ξ−1
i (Ki) ⊂ Bξ0

(3.4.20)

for some η1 < η∗ and η2 > 0 such that 0 < ξ1 <
λ1/α

2 . Set K̂i = Ki ∩K. Then

ˆ
K×K

=
∑
i∈I

∑
i1∈I

ˆ
K̂i

ˆ
K̂i1

=
∑
i∈I

( ∑
i1∈Ji

ˆ
K̂i

ˆ
K̂i1∩B

c
Ri

(xi)
+

∑
i 6=i1∈I\Ji

ˆ
K̂i

ˆ
K̂i1

+
∑
i1∈Ji

ˆ
K̂i

ˆ
K̂i1∩BRi (xi)

+
ˆ
K̂i

ˆ
K̂i)

)
:=

ˆ
Q1

+
ˆ
Q2

+
ˆ
Q3

+
ˆ
Q4

.

Now by estimating integrand over Q1, Q2 we use (3.4.18)-(3.4.19) and to estimate over Q3,
Q4, we perform change of variables using the diffeomorphisms Ξi, and (3.4.20) and by ob-
serving the fact that XN , YN > −min{ξ0, ξ1} > −λ1/α

2 for all X,Y ∈ Ξ−1
i (K̂i), we obtain

wρ ∈W
s,p(Ωη). Similarly, we can prove wρ ∈W

s,p(Ωη).
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3.4.2.2 Main results and glimpse of proof

Here we describe our results with main ingredients of the proof. First, we establish the
following very weak comparison principle:

Theorem 3.4.4. For 0 ≤ δ < 1 + s − 1
p , γ ≥ 0, let u be a subsolution of (P ) and ṽ be a

supersolution of (P ) in the sense of Definition 3.4.1. Then u ≤ ṽ a.e. in Ω.

We start by defining the energy functional Jε on W s,p
0 (Ω) as, for ε > 0

Jε(w) := 1
p

¨
R2N

|w(x)− w(y)|p

|x− y|N+sp dx dy −
ˆ

Ω
Kδ(x)Gε(w) dx

where Gε is the primitive such that Gε(1) = 0 of the function gε defined by

gε(t) =

 min
{

1
tγ ,

1
ε

}
if t > 0,

1
ε if t ≤ 0.

Claim: There exists a minimizer of the energy functional Jε in

L := {φ ∈W s,p
0 (Ω) : 0 ≤ φ ≤ ṽ a.e. in Ω}.

The restriction on δ ensure the weakly lower semicontinuity of the energy functional Jε in
W s,p

0 (Ω) and 1
dδ(x) ∈ W−s,p

′(Ω) via Hardy inequality. Precisely, let {wn} ⊂ W s,p
0 (Ω) be

such that wn ⇀ w in W s,p
0 (Ω). Let ν ∈ (0, 1) small enough such that 1−ν

p + ν
q + 1

r = 1
where q < p∗s := Np

N−sp if N > sp and (s(1 − ν) − δ)r > −1 (since δ < 1 + s − 1
p). Hence

x 7→ ds(1−ν)−δ(x) ∈ Lr(Ω) and by using Hölder and Hardy inequalities (see Theorem 1.4.4.4
and Corollary 1.4.4.10 in [162]), we obtain

ˆ
Ω

|wn − w|
dδ(x) dx =

ˆ
Ω

( |wn − w|
ds(x)

)1−ν
|wn − w|νds(1−ν)−δ(x) dx

≤ C‖wn − w‖1−νs,p ‖wn − w‖νLq(Ω)

for some constant C > 0 independent of wn and w. Since W s,p
0 (Ω) is compactly embedded

in Lq(Ω) for q < p∗s, ‖wn − w‖s,p is uniformly bounded in n and ‖wn − w‖Lq(Ω) → 0 as
n→∞. Finally, gathering the weakly lower semicontinuity of [.]s,p and Gε globally Lipschitz,
we deduce that Jε is weakly lower semicontinuous in W s,p

0 (Ω) and admits a minimizer w0 on
L. By density results and Fatou’s lemma, we have for any φ ∈W s,p

0 (Ω) with φ ≥ 0,
ˆ
R2N

[w0(x)− w0(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≥

ˆ
Ω
Kδ(x)gε(w0)φ dx. (3.4.21)

Now, by using w0 ∈W s,p
0 (Ω) and w0 ≥ 0, we get for any ε1 > 0

supp((u− w0 − ε1)+) ⊂ supp((u− ε1)+) and (u− w0 − ε1)+ ∈W s,p
0 (Ω).
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Since u is a subsolution of (P ) then for any φ ∈ T, we get
ˆ
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤

ˆ
Ω
Kδ(x)φ(x)

uγ
dx. (3.4.22)

Then, by subtracting (3.4.21) and (3.4.22), using the following inequality, for a, b ∈ R with
|a|+ |b| > 0,

(|a|p−2a− |b|p−2b)(a− b) ≥ C(|a|+ |b|)p−2|a− b|2

and by choosing ε1 such that εγ1 > ε and φ = (u − w0 − ε1) as a test function, we obtain
u ≤ w0 + ε1 ≤ ṽ + ε1 in Ω and letting ε1 → 0, we get our proof.

Next, we prove the existence result:

Theorem 3.4.5. Let Ω be a bounded domain with Lipschitz boundary ∂Ω and δ ∈ (0, sp).
Then,

(i) for δ − s(1− γ) ≤ 0, then there exists a minimal weak solution u to (P ) in W s,p
0 (Ω).

(ii) for δ − s(1 − γ) > 0, there exist a minimal weak solution u to (P ) and a constant θ0

such that
uθ ∈W s,p

0 (Ω) if θ ≥ θ0 and θ0 > max
{

1, p+ γ − 1
p

,Λ
}

where Λ := (sp−1)(p−1+γ)
p(sp−δ) .

We describe the main ingredients of the existence results and Sobolev regularity depending
upon s and singular exponents δ, γ.

Let uε ∈ W s,p
0 (Ω) be the weak solution of (P γε ) satisfying (3.4.10) for all φ ∈ W s,p

0 (Ω). It
suffices to verify the sequences {uε}ε in the case δ − s(1 − γ) ≤ 0 and {uθε} for a suitable
parameter θ > 1 in the case δ− s(1− γ) > 0 are bounded in W s,p

0 (Ω) and the convergence of
the right-hand side in (3.4.10). Precisely,
The condition implies γ < 1 hence taking φ = uε in (3.4.10) and applying Hölder and Hardy
inequalities (see Theorem 1.4.4.4 and Corollary 1.4.4.10 in [162]), we obtain

[uε]ps,p ≤ C2

ˆ
Ω
ds(1−γ)−δ(x)

(
uε

ds(x)

)1−γ
dx ≤ C‖uε

ds
‖1−γLp(Ω) ≤ C [uε]1−γs,p (3.4.23)

which implies ‖uε‖s,p ≤ C <∞.
Case 2: δ − s(1− γ) > 0
Let Φ : R+ → R+ be the function defined as Φ(t) = tθ for some θ > max

{
1, p+γ−1

p ,Λ
}
. Using

the convexity of the function Φ and Lemma 3.3 in [66], we obtain: for any ε > 0
¨

R2N

[Φ(uε)(x)− Φ(uε)(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤

ˆ
Ω

Kε,δ(x)
(uε + ε)γ |Φ

′(uε)|p−2Φ′(uε)φ dx

(3.4.24)
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for all nonnegative functions φ ∈ W s,p
0 (Ω). Since uε ∈ W s,p

0 (Ω) ∩ L∞(Ω) and Φ is locally
Lipschitz, therefore Φ(uε) ∈ W s,p

0 (Ω). Then by choosing φ = Φ(uε) as a test function in
(3.4.24), we get

¨
R2N

|Φ(uε)(x)− Φ(uε)(y)|p

|x− y|N+sp dx dy ≤ C2

ˆ
Ω

1
dδ(x)

|Φ′(uε)|p−2Φ′(uε)Φ(uε)
uγε

dx. (3.4.25)

Now, for any ε > 0, there exists a constant C independent of ε such that

|Φ′(uε)|p−2Φ′(uε)Φ(uε)
uγε

≤ C(Φ(uε))
θp−(p+γ−1)

θ (3.4.26)

where θp−(p+γ−1)
θ > 0 since θ > p+γ−1

p . By combining (3.4.25)-(3.4.26) and applying Hölder
and Hardy inequalities, we conclude that {Φ(uε)}ε>0 is bounded in W s,p

0 (Ω). Based on these
uniform estimates, we pass to the limits ε → 0 to complete the rest of the proof. Finally,
for any ε > 0, uε ≤ v a.e. in Ω where v is another weak solution of (P ). Indeed, v is a
weak supersolution in sense of Definition 3.4.1 of the problem (P γε ) hence weak comparison
principle in Theorem 3.4.4 and passing limits ε→ 0, we obtain that u is a minimal solution.

Remark 3.4.1. The proof of Case 1 holds assuming Λ ≤ 1 and γ < 1. Indeed, ds(1−γ)−δ ∈
L

p
p−1+γ (Ω) and we obtain (3.4.23).

Now to study the boundary behavior of the main problem (P ) with respect to distance
function, we state and prove existence and boundary behavior of weak minimal solution of
purely singular weight problem. For that, we consider the sequence of function {K̃λ,δ}λ≥0

where δ ∈ (0, sp), K̃λ,δ : RN → R+ such that

K̃λ,δ(x) =

 (K−
1
δ

δ (x) + λ
p−1
sp−δ )−δ if x ∈ Ω,

0 if x /∈ Ω,

satisfying K̃λ,δ ↗ Kδ a.e. in Ω as λ → 0+, and there exist two positive constants D3,D4

such that
D3(

d(x) + λ
p−1
sp−δ

)δ ≤ K̃λ,δ(x) ≤ D4(
d(x) + λ

p−1
sp−δ

)δ . (3.4.27)

Gathering Proposition 3.4.1, Theorem 3.4.5 and Remark 3.4.1, we have the following result
for the following approximated problem (noting γ = 0 in Proposition 3.4.1):

(Sδλ)

(−∆)spu = K̃λ,δ in Ω,

u = 0 in RN \ Ω.

Theorem 3.4.6. Let Ω be a bounded domain with Lipschitz boundary.Then there exists a
increasing sequence of weak solution {uλ}λ>0 ⊂W s,p

0 (Ω) ∩ L∞(Ω) of (Sδλ) such that
¨

R2N

[uλ(x)− uλ(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω
K̃λ,δ(x)φ dx.
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for all φ ∈ W s,p
0 (Ω) and a minimal weak solution u of (Sδ0) such that uθ1λ → uθ1 in W s,p

0 (Ω)
and ¨

R2N

[u(x)− u(y)]p−1(ϕ(x)− ϕ(y))
|x− y|N+sp dx dy =

ˆ
Ω
Kδ(x)ϕ dx

for all ϕ ∈ T where θ1 =
{

1 if 0 < δ < 1 + s− 1
p ,

θ2 otherwise,
and θ2 > max{(p− 1)(sp− 1)

p(sp− δ) , 1}.

Let λs,p be the first eigenvalue and ϕs,p be a positive eigenfunction for the operator (−∆)sp.
Then, by using Proposition 2.10 in [172], we get, for any δ ∈ (0, sp), there exists a constant
κ1 such that for any λ ≥ 0

κ1d
s(x) ≤ uλ(x) for any x ∈ Ω (3.4.28)

and from Theorem 3.2 and Remark 3.3 in [65], we deduce that for any η > 0, there exists
κη > 0 independent of λ such that

‖uλ‖L∞(Ω\Ωη) ≤ κη. (3.4.29)

Now, we prove the sharp estimates for both upper and lower boundary behavior of the minimal
weak solution for problem (Sδ0) for different range of δ. In this regard, we prove the following
result:

Theorem 3.4.7. Let Ω be a bounded domain with C1,1 boundary and u be minimal weak
solution of the problem (Sδ0). Then, we have

(i) For δ ∈ (s, sp), there exists a positive constant Υ1 such that for any x ∈ Ω,

1
Υ1

d
sp−δ
p−1 (x) ≤ u(x) ≤ Υ1d

sp−δ
p−1 (x).

(ii) For δ ∈ (0, s], for any ε > 0, there exist positive constants Υ2 and Υ3 = Υ3(ε) such that
for any x ∈ Ω:

Υ2d
s(x) ≤ u(x) ≤ Υ3d

s−ε(x).

Here, we describe the main ingredients of the proof. Let uλ be the solution of (Sδλ) for λ < λ∗,
η < η∗ and ρ > 0 given by Theorem 3.4.3.

To prove (i): We define, for some η > 0,

u(λ) = min{κ2(η2)s−α,
(D3
C6

) 1
p−1
} wρ = cηwρ

and

u(λ) = max{(2
η

)ακ η
2
,

(D4
C5

) 1
(p−1)
} wρ = cηwρ

where wρ and wρ satisfies (3.4.16), 0 < κ2 < κ1, C5, C6 are defined in (3.4.16), κ1 and κ η
2

are
defined in (3.4.28) and (3.4.29) respectively and D3,D4 are defined in (3.4.27). Note cη and
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cη are independent of λ.
Hence for any λ > 0, uλ satisfies

u(λ)(x) ≤ uλ(x) ≤ u(λ)(x) for x ∈ Ω \ Ω η
2
, and u(λ)(x) ≤ 0 = uλ(x) = u(λ)(x) for x ∈ Ωc.

(3.4.30)
Then by applying weak comparison principle (Theorem 3.4.4) in Ωη implies u(λ) ≤ uλ ≤ u(λ).
Hence, from (3.4.30) and passing λ→ 0, we deduce (i).

Now we prove (ii) i.e. the case δ ≤ s. Since (6.3.44) holds, it remains to obtain the upper
bound estimate.
Let ũλ ∈W s,p

0 (Ω) be the weak solution of (S δ̃λ) with δ̃ = s+ ε(p− 1) > s and for ε > 0. Then,
choosing a suitable constant cε > 0 independent of λ, ũ(λ) = cεũλ is a weak supersolution of
(Sδλ). Hence by Theorem 3.4.4, we have uλ ≤ ũ(λ) in Ω. We pass to the limit as λ → 0 and
using (i) with ũ(x) = limλ→0 ũ

(λ)(x), we get, for ε > 0, u(x) ≤ cη,εds−ε(x) for x ∈ Ω.

Remark 3.4.2. The boundary behavior in Theorem 3.4.7 (ii) is not optimal. We conjecture
that u ∼ ds.

Concerning the Hölder regularity of the weak solution of the problem (P ), we prove the
follwing result:

Theorem 3.4.8. Let Ω be a bounded domain with C1,1 boundary and u be minimal weak
solution of (P ). Then there exist constant C1, C2 > 0 and 0 < ω1 < s, 0 < ω2 ≤ sp−δ

γ+p−1such
that

(i) 0 < δ
s + γ ≤ 1, then C1d

s(x) ≤ u ≤ C2d
s−ε(x) in Ω and for every ε > 0

u ∈
{
Cs−ε(RN ) if 2 ≤ p <∞,
Cω1(RN ) if 1 < p < 2.

(ii) δ
s + γ > 1 then C1d

(sp−δ)
γ+p−1 (x) ≤ u ≤ C2d

(sp−δ)
γ+p−1 (x) in Ω and

u ∈

 C
(sp−δ)

(γ+p−1) (RN ) if 2 ≤ p <∞,
Cω2(RN ) if 1 < p < 2.

Remark 3.4.3. The Hölder regularity of the minimal weak solution in the case of p ≥ 2 and
s ∈ (0, 1) is optimal.

Glimpse of the proof:

Let u be the minimal solution of the problem (P ) and {uλ}λ be its approximated sequence
of solution for the approximated problem (P γλ ). First, we prove the boundary behavior of the
minimal weak solution by dividing the proof into two cases:

Case 1: δ
s + γ ≤ 1
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Let ũ and u̇ are weak solution of the problem (Sζ0) for ζ = δ + γs ≤ s and ζ = δ + γ(s − ε)
respectively for ε ∈ (0, s) and then from Theorem 3.4.7 (ii) there exist constants ci > 0 such
that

c1d
s(x) ≤ ũ(x) ≤ c2d

s−ε(x), c3d
s(x) ≤ u̇(x) ≤ c4d

s−ε(x) in Ω

and u̇, ũ satisfies
(−∆)sp (C∗u̇) ≤ Kδ(x)

uγ
and Kδ(x)

ũγ
≤ (−∆)sp (C∗ũ)

where C∗ =
(
C1
C2cγ4

) 1
p−1 and C∗ =

(
C2
C1cγ1

) 1
p−1 and C1, C2 are defined in (3.4.9). Then by applying

Theorem 3.4.4, we get
C1d

s(x) ≤ u(x) ≤ C2d
s−ε(x) in Ω

for every ε > 0, C1 = c1C∗ and C2 = c2C
∗.

Case 2: δ
s + γ > 1

Let λ > 0 and uλ ∈W s,p
0 (Ω) be the solution of the problem (P γλ ) for λ < λ∗ given in Theorem

3.4.3. Now by applying applying Theorem 3.2 and Remark 3.3 in [65] and by repeating the
same arguments as in (3.4.28), we obtain

κds(x) ≤ uλ(x) in Ω (3.4.31)

for some κ independent of λ and for any η > 0, there exists κη > 0 independent of λ such
that

‖uλ‖L∞(Ω\Ωη) ≤ κη. (3.4.32)

For α = sp−δ
p+γ−1 and 0 < η < η∗, define

ubλc = cηwρ and ubλc = ċηwρ such that cη ≤
(
η

2

)s−α
κ and ċη ≥

(4
η

)α
κ η

2

where wρ, wρ, κ, κ η
2

and η∗ are defined in (3.4.14), (3.4.15), (3.4.31), (3.4.32) and Theorem
3.4.3 respectively. We note that cη, ċη are independent of λ and for any λ > 0, ubλc and ubλc

satisfy

ubλc(x) ≤ uλ(x) ≤ ubλc(x) for x ∈ Ω\Ω η
2

and ubλc(x) ≤ uλ(x) ≤ ubλc(x) for x ∈ Ωc. (3.4.33)

Using the definition of wρ and wρ in (3.4.14) and (3.4.15) respectively and estimates in
(3.4.16), we can choose η small enough (independent of λ) such that

(−∆)spubλc ≥
Kλ,δ(x)

(ubλc + λ)γ
and (−∆)spubλc ≤

Kλ,δ(x)
(ubλc + λ)γ

weakly in Ωη

Since ubλc, ubλc ∈W s,p(Ωη) and uλ ∈ L∞(Ω)∩W s,p
0 (Ω) ⊂W s,p(Ωη), Proposition 2.10 in [172]

in Ωη implies ubλc ≤ uλ ≤ ubλc in Ωη. Hence, from (3.4.33) and passing λ→ 0,

C1d
sp−δ
p+γ−1 ≤ u ≤ C2d

sp−δ
γ+p−1 in Ω.
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Chapter 3. Non-local singular problems

where C1 = cη and C2 = ċη.

Interior and Boundary regularity: To prove this, first we claim the following:

Claim: For all x0 ∈ Ω and R0 = d(x0)
2 there exists universally CΩ > 0, 0 < ω3 < s and

0 < ω4 ≤ sp−δ
p+γ−1 such that

For 1 < p < 2 : ‖u‖Cω3 (BR0 (x0)) ≤ CΩ for δ
s

+ γ ≤ 1, ‖u‖Cω4 (BR0 (x0)) ≤ CΩ for δ
s

+ γ ≥ 1

and

for 2 ≤ p <∞ : ‖u‖Cs−ε(BR0 (x0)) ≤ CΩ for δ
s

+γ ≤ 1, ‖u‖
C

sp−δ
p+γ−1 (BR0 (x0))

≤ CΩ for δ
s

+γ ≥ 1.

Let x0 ∈ Ω, R0 = d(x0)
2 such that BR0(x0) ⊂ B2R0(x0) ⊂ Ω and u ∈ W s,p(B2R0(x0)) ∩

L∞(B2R0(x0)) be the weak solution of (P ), then it satisfies

(−∆)spu ≤
C2
Cγ1

1
Rγs+δ0

for 0 < δ

s
+γ ≤ 1, (−∆)spu ≤

C2
Cγ1

1

R
γ
(
sp−δ
γ+p−1

)
+δ

0

for δ
s

+γ > 1 in BR0(x0)

where C2 is defined in (3.4.9). Then, by using Corollary 5.5, [172] for 1 < p < 2 we obtain:
there exist 0 < ω3 < s and 0 < ω4 ≤ sp−δ

p+γ−1 such that

‖u‖
Cω3 (BR0 (x0)) ≤ C1 if 0 < δ

s
+ γ ≤ 1 and ‖u‖

Cω4 (BR0 (x0)) ≤ C2 if δ
s

+ γ > 1 (3.4.34)

and by using Theorem 1.4, [65] for 2 ≤ p <∞ we get

‖u‖
Cs−ε(BR0 (x0)) ≤ C3 if 0 < δ

s
+ γ ≤ 1 and ‖u‖

C
sp−δ
p+γ−1 (BR0 (x0))

≤ C4 if δ
s

+ γ > 1. (3.4.35)

where Ci’s are independent of the choice of point x0 (and R0).

Now, to prove the regularity estimate in Ω (and then the whole RN ) since u = 0 in RN \ Ω,
it is enough to extend (3.4.34) and (3.4.35) on ∪x0∈ΩηB2R(x0) \ BR0(x0) where η > 0 small
enough and Ωη = {x : d(x) < η}. In this regard, let x, y ∈ Ωη with |x− y| ≥ max

{
d(x)

2 , d(y)
2

}
.

Then for a constant C1 > 0 large enough, we get

|u(x)− u(y)|
|x− y|s−ε

≤ |u(x)|
|x− y|s−ε

+ |u(y)|
|x− y|s−ε

≤ 2s
(

u(x)
ds−ε(x) + u(y)

ds−ε(y)

)
≤ C1, (3.4.36)

|u(x)− u(y)|

|x− y|
(sp−δ)

(γ+p−1)

≤ |u(x)|

|x− y|
(sp−δ)

(γ+p−1)

+ |u(y)|

|x− y|
(sp−δ)

(γ+p−1)

≤ 2
(sp−δ)

(γ+p−1)

 u(x)

d
(sp−δ)

(γ+p−1) (x)
+ u(y)

d
(sp−δ)

(γ+p−1) (y)

 ≤ C1.

(3.4.37)

Then, finally by combining (3.4.34)-(3.4.37), we get our claim and which completes the proof.

104



3.4.2.2. Main results and glimpse of proof

Remark 3.4.4. In case of local operator, i.e. p-Laplacian operator, the optimal condition of
Sobolev regularity in Theorem 1.4, [138] coincide with the our condition for s = 1.

Corollary 3.4.2. For δ
s + γ > 1 and Ω be a bounded domain with C1,1 boundary. Then the

minimal weak solution u of the problem (P ) has the optimal Sobolev regularity:

u ∈W s,p
0 (Ω) if and only if Λ < 1

and
uρ ∈W s,p

0 (Ω) if and only if 1 ≤ Λ < ρ.

The proof of above result follows from testing the equation (3.4.10) with the approximated
solution of the problem (P γε ). Precisely, by taking φ = uε in (3.4.10), we obtain

‖uε‖s,p =
ˆ

Ω
Kε,δ(x)u1−γ

ε dx ≤
ˆ

Ω
d

(1−γ) (sp−δ)
p+γ−1−δ(x) dx ≤ C

if (1− γ)(sp− δ) > (δ − 1)(p+ γ − 1)⇔ sp(γ − 1) + δp < (p+ γ − 1)⇔ Λ < 1.
Similarly, by taking φ = uθε in (3.4.10) and using Proposition 3.4.1, we obtain for θ > Λ > 1

‖uθε‖s,p ≤
ˆ

Ω
Kε,δ(x)u(θ−1)(p−1)+θ−γ

ε dx ≤
ˆ

Ω
d

(θp−(p−1+γ)) (sp−δ)
p+γ−1−δ(x) dx ≤ C.

Now, by passing limits ε → 0 in (3.4.10), we get the minimal solution u ∈ W s,p
0 (Ω) if Λ < 1

and uθ ∈W s,p
0 (Ω) if θ > Λ > 1. The only if statement follows from the Hardy inequality and

the boundary behavior of the weak solution. Precisely, if Λ ≥ 1, then u /∈ W s,p
0 (Ω). Indeed,

we have
‖u‖s,p ≥ C

ˆ
Ω

∣∣∣∣ u(x)
ds(x)

∣∣∣∣p dx ≥ C ˆ
Ω
d
p(sp−δ)
p+γ−1 −sp(x) dx = +∞.

In the same way, if θ ∈ [1,Λ], then

‖uθ‖s,p ≥ C
ˆ

Ω

∣∣∣∣∣uθ(x)
ds(x)

∣∣∣∣∣
p

dx ≥ C
ˆ

Ω
d
θp(sp−δ)
p+γ−1 −sp(x) dx =∞

and we deduce uθ /∈W s,p
0 (Ω) .

As a consequence of comparison principle, we have the following uniqueness and nonexistence
result:

Corollary 3.4.3. For 0 < δ < 1 + s − 1
p , the minimal weak solution u is a unique weak

solution of the problem (P ).

Theorem 3.4.9. Let δ ≥ sp. Then there doesn’t exists any weak solution of the problem (P )
in the sense of definition 3.4.1.

From above, the non-existence result is optimal and corresponds to the limitation of the
use of Hardy inequality. The proof of the above results follows from the weak comparison
principle, Hardy inequality and boundary behavior of approximated weak solution uε of the
approximated problem. For more details, we refer to proof of Theorem 6.3.3, Page 370,
Chapter 6.
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4
Parabolic problems with nonstandard growth

This work is done jointly with Jacques Giacomoni, Guillaume Warnault and Sergey Shmarev.

Abstract : In this chapter, we study the qualitative properties of the parabolic problems
with non-standard growth conditions. The main purpose of this chapter is three fold. Firstly,
we derive conditions on the initial data for the existence of strong solution of evolution equa-
tions with p(x, t)-Laplacian and prove the global higher integrability, higher differentiablity
and second order regularity of the strong solution. Secondly, we study the double phase
parabolic equation with variable growth and nonlinear source term. We prove the existence
of strong solution with global higher integrability and regularity properties. Thirdly, we
derive the Picone identity for the p(x)-homogeneous operators and as applications of this
identity, we extend Dı́az-Saá inequality for non-standard growth operators and study some
boundary value problems comprising of variable exponent operators and non-standard growth
conditions. Using this, we study the Doubly non-linear parabolic equations involving p(x)-
Laplacian operator and prove the existence, uniqueness, regularity and contraction properties
of the weak solution. By generalizing the above results to p(x)-homogeneous operator of
Leray-Lions type, we study the stabilization property of the weak solution.

4.1 Functions spaces

Prior to formulating the results, we introduce the variable Lebesgue and Sobolev space. We
limit ourselves to collecting the most basic facts of the theory and refer to [112] for a detailed
insight, see also [34, Ch.1] and [111]. Let Ω ⊂ RN , N ≥ 1 is a bounded domain with Lipschitz-
continuous boundary ∂Ω. Let P(Ω) be the set of all measurable function p : Ω → [1,∞[ in
N -dimensional Lebesgue measure. Let us define the functional

Ap(·)(f) =
ˆ

Ω
|f(x)|p(x) dx. (4.1.1)
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Chapter 4. Parabolic problems with nonstandard growth

The set

Lp(·)(Ω) = {f : Ω→ R : f is measurable on Ω, Ap(·)(f) <∞}

equipped with the Luxemburg norm

‖f‖Lp(x) = inf
{
λ > 0 : Ap(·)

(
f

λ

)
≤ 1

}
is a reflexive and separable Banach space and C∞0 (Ω) is dense in Lp(x)(Ω). The modular
Ap(·)(f) is lower semicontinuous. We also recall some well-known properties on Lp(x) spaces
(see [223]). Throughout the chapter, we assume that

1 < p−
def= min

Ω
p(x) ≤ p(x) ≤ p+ def= max

Ω
p(x) <∞.

Proposition 4.1.1. Let p ∈ L∞(Ω). Then for any u ∈ Lp(x)(Ω) we have:

(i) Ap(·)(u/‖u‖Lp(x)) = 1.
(ii) ‖u‖Lp(x) → 0 if and only if Ap(·)(u)→ 0.

(iii) Lp
′(x)(Ω) is the dual space of Lp(x)(Ω) where we denote by p′ the conjugate exponent of

p defined as
p′(x) = p(x)

p(x)− 1 .

Proposition 4.1.1 (i) implies that: if ‖u‖Lp(x) ≥ 1,

‖u‖p
−

Lp(x) ≤ Ap(·)(u) ≤ ‖u‖p
+

Lp(x) (4.1.2)

and if ‖u‖Lp(x) ≤ 1
‖u‖p

+

Lp(x) ≤ Ap(·)(u) ≤ ‖u‖p
−

Lp(x) . (4.1.3)

Moreover, we have also the generalized Hölder inequality: for p measurable function in Ω,
there exists a constant C = C(p+, p−) ≥ 1 such that for any f ∈ Lp(x)(Ω) and g ∈ Lpc(x)(Ω)

ˆ
Ω
|fg| ≤

( 1
p−

+ 1
(p′)−

)
‖f‖p(·),Ω‖g‖p′(·),Ω ≤ 2‖f‖p(·),Ω‖g‖p′(·),Ω, (4.1.4)

Let p1, p2 are two bounded measurable functions in Ω such that 1 < p1(x) ≤ p2(x) a.e. in Ω,
then Lp1(·)(Ω) is continuously embedded in Lp2(·)(Ω) and

∀u ∈ Lp2(·)(Ω) ‖u‖Lp1(x) ≤ C(|Ω|, p±1 , p
±
2 )‖u‖Lp2(x) .

The variable exponent Sobolev space W 1,p(·)
0 (Ω) is defined as the set of functions

W
1,p(·)
0 (Ω) = {u : Ω→ R | u ∈ Lp(·)(Ω) ∩W 1,1

0 (Ω), |∇u| ∈ Lp(·)(Ω)}
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4.1. Functions spaces

equipped with the norm

‖u‖
W

1,p(·)
0 (Ω) = ‖u‖Lp(x) + ‖∇u‖Lp(x) .

It is known that C∞c (Ω) is dense in W
1,p(·)
0 (Ω) and the Poincaré inequality holds

‖u‖p(·),Ω ≤ C‖∇u‖p(·),Ω. (4.1.5)

if p ∈ Clog(Ω), i.e., the exponent p is continuous in Ω with the logarithmic modulus of
continuity:

|p(x1)− p(x2)| ≤ ω(|x1 − x2|), (4.1.6)

where ω(τ) is a nonnegative function satisfying the condition

lim sup
τ→0+

ω(τ) ln
(1
τ

)
= C <∞.

By W ′(Ω) we denote the dual of W 1,p(·)
0 (Ω), which is the set of bounded linear functionals

over W 1,p(·)
0 (Ω): Φ ∈ W ′(Ω) iff there exist Φ0 ∈ Lp

′(·)(Ω),Φi ∈ Lp
′(·)(Ω), i = 1, . . . , N , such

that for all u ∈W 1,p(·)
0 (Ω)

〈Φ, u〉 =
ˆ

Ω

(
uΦ0 +

N∑
i=1

uxi · Φi

)
dx.

For the study of parabolic problem with spaces of functions depending on (x, t) ∈ QT , we
define the following spaces:

Vp(·,t)(Ω) = {u : Ω→ R | u ∈ L2(Ω) ∩W 1,1
0 (Ω), |∇u|p(x,t) ∈ L1(Ω)}, t ∈ (0, T ),

Wp(·)(QT ) = {u : (0, T )→ Vp(·,t)(Ω) | u ∈ L2(QT ), |∇u|p(x,t) ∈ L1(QT )}.

The dual W ′(QT ) of the space Wp(·)(QT ) is defined as follows: Φ ∈ W ′(QT ) iff there exists
Φ0 ∈ L2(QT ), Φi ∈ Lp

′(x,t)(Ω), i = 1, . . . , N , such that for all u ∈Wp(·)(QT )

〈Φ, u〉 =
ˆ
QT

(
uΦ0 +

N∑
i=1

uxiΦi

)
dx dt.

Let Clog(QT ) be the set of functions satisfying condition (4.1.6) in the closure of the cylinder
QT . If u ∈Wp(·)(QT ), ut ∈W ′(QT ) and p(x, t) ∈ Clog(QT ), then

ˆ
QT

uut dz = 1
2

ˆ
Ω
u2(x, t) dx

∣∣∣t=T
t=0

. (4.1.7)
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Chapter 4. Parabolic problems with nonstandard growth

4.2 Strong solution: Existence, global higher integrability and
differentiability, second order regularity

In this part, we study the sufficient condition on f, u0 for the existence of strong solution of
the following Dirichlet problem for the class of parabolic equations with variable non-linearity


∂tu− div

(
|∇u|p(x,t)−2∇u

)
= f(x, t) in QT = Ω× (0, T ),

u = 0 on ∂Ω× (0, T ),

u(x, 0) = u0(x) in Ω,

(4.2.1)

where Ω ⊂ RN , N ≥ 2, is a bounded domain with the boundary ∂Ω ∈ C2.

4.2.1 Statement of main results

We will distinguish between the weak and strong solutions of problem (4.2.1) defined as
follows.

Definition 4.2.1. A function u is called weak solution of problem (4.2.1), if

(i) u ∈Wp(·)(QT ), ut ∈W ′(QT ),
(ii) for every ψ ∈Wp(·)(QT ) with ψt ∈W ′(QT )

ˆ
QT

utψ dx dt+
ˆ
QT

|∇u|p(x,t)−2∇u · ∇ψ dx dt =
ˆ
QT

fψ dx dt, (4.2.2)

(iii) for every φ ∈ C1
0 (Ω)

ˆ
Ω

(u(x, t)− u0(x))φ dx→ 0 as t→ 0,

(iv) the weak solution u is called strong solution of problem (4.2.1) if

ut ∈ L2(QT ), |∇u| ∈ L∞(0, T ;Lp(·)(Ω)).

The existence of a unique weak solution to problem (4.2.1) can be proven under the
minimal requirements on the regularity of the data.

Proposition 4.2.1 ([26, 34, 111]). Let Ω ⊂ RN , N ≥ 2, be a bounded domain with the
Lipschitz-continuous boundary. Assume that p : QT → R satisfies the conditions

2N
N + 2 < p− ≤ p(x, t) ≤ p+, p ∈ Clog(QT ), (4.2.3)

where p− := minQT p(x, t) and p+ := maxQT p(x, t). Then for every f ∈ L2(QT ) and u0 ∈
L2(Ω) problem (4.2.1) has a unique weak solution u ∈ C0([0, T ];L2(Ω)) ∩ Wp(·)(QT ) with
ut ∈W ′(QT ). The solution satisfies the estimate
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4.2.1. Statement of main results

ess sup
t∈(0,T )

‖u‖2,Ω +
ˆ
QT

|∇u|p(x,t) dx dt ≤ C (4.2.4)

with a constant C depending only on N , p±, ‖f‖2,QT and ‖u0‖2,Ω.

We are interested in the global regularity of weak solutions in the case when the problem
data, f , u0, p, Ω, possess better regularity properties. The main result of this section is given
in the following theorem.

Theorem 4.2.1. Let Ω ⊂ RN , N ≥ 2, be a bounded domain with the boundary ∂Ω ∈ C2.
Assume that p(x, t) satisfies conditions (4.2.3) and

ess sup
QT

|∇p| ≤ C∗ <∞, ess sup
QT

|pt| ≤ C∗

with nonnegative finite constants C∗, C∗. Let

f ∈ L2(0, T ;W 1,2
0 (Ω)), u0 ∈ L2(Ω) ∩W 1,q0(·)

0 (Ω) with q0(x) = max{2, p(x, 0)}.

(i) The weak solution u(x, t) of problem (4.2.1) is a strong solution. The function u(x, t)
satisfies estimate (4.2.4) and

‖ut‖22,QT + ess sup
(0,T )

ˆ
Ω
|∇u|q(x,t) dx ≤ C (4.2.5)

with the exponent q(x, t) = max{2, p(x, t)} and a constant C depends upon N, ∂Ω, T, p±,
C∗, C

∗, ‖u0‖, ‖f‖.

(ii) The solution u(x, t) possesses the property of higher integrability of the gradient:

ˆ
QT

|∇u|p(x,t)+δ dxdt ≤ Cδ for every 0 < δ <
4p−

p−(N + 2) + 2N
with a finite constant Cδ depending on δ and the same quantities as the constant C in
(4.2.5).

(iii) Moreover,

D2
xixju ∈ L

p(·)
loc (QT ∩ {(x, t) : p(x, t) < 2}), if N ≥ 2,

Dxi

(
|∇u|

p(x,t)−2
2 Dxju

)
∈ L2(QT ) if N ≥ 3, or N = 2 and p− > 6

5 ,

i, j = 1, 2, . . . , N , and the corresponding norms are bounded by constants depending only
on the data.
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Chapter 4. Parabolic problems with nonstandard growth

Notation. Throughout the section, the symbol C represents the constants which can be
calculated or estimates using the known quantities, but whose exact value is not crucial for
the argument and may change from line to line even inside the same formula. We use the
notation z for the points of the cylinder QT : z = (x, t) ∈ Ω× (0, T ) = QT . The notation Di

is used for the spatial derivative with respect to xi. We also use the shorthand notation

|uxx|2 ≡
N∑

i,j=1
|D2

iju|2

and omit the arguments of the variable exponent p wherever it does not cause confusion.

4.2.2 Regularized problem

Given a parameter ε > 0, let us consider the family of regularized nondegenerate parabolic
problems


∂tu− div((ε2 + |∇u|2)

p(z)−2
2 ∇u) = f(z) in QT ,

u = 0 on ΓT = ∂Ω× (0, T ),

u(x, 0) = u0(x) in Ω.

(4.2.6)

4.2.2.1 Galerkin’s approximations

For every fixed ε, a solution of problem (4.2.6) can be constructed as the limit of the sequence
of finite-dimensional Galerkin’s approximations {u(m)

ε }. The functions u(m)
ε (x, t) are sought

in the form

u(m)
ε (x, t) =

m∑
j=1

u
(m)
j (t)φj(x), (4.2.7)

where φj ∈ W 1,2
0 (Ω) and λj > 0 are the eigenfunctions and the corresponding eigenvalues of

the problem

(∇φj ,∇ψ)2,(Ω) = λ(φj , ψ)2,Ω ∀ψ ∈W 1,2
0 (Ω).

The systems {φj} and {λ−
1
2

j φj} form the orthogonal bases in L2(Ω) and W 1,2
0 (Ω). The

coefficients u(m)
j (t) are defined as the solutions of the Cauchy problem for the system of m

ordinary differential equations

(u(m)
j )′(t) = −

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε · ∇φj dx+
ˆ

Ω
fφj dx,

u
(m)
j (0) = (u0, φj)2,Ω, j = 1, 2, . . . ,m,

(4.2.8)

where the functions
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4.2.2.2. Basic a priori estimates

u
(m)
0 =

m∑
j=1

(u0, φj)2,Ωφj ∈ span{φ1, φ2, . . . , φm},

are chosen so that

u
(m)
0 → u0 in W

1,q(x,0)
0 (Ω), q(x, 0) = max{2, p(x, 0)}.

By the Carathéodory Theorem, for every finitem system (4.2.8) has a solution (u(m)
1 , u

(m)
2 , . . . , u

(m)
m )

on an interval (0, Tm). This solution can be continued on the arbitrary interval (0, T ) because
of the uniform estimate sup(0,Tm) ‖∇u

(m)
ε (·, t)‖q(·),Ω ≤M with q(x, t) = max{2, p(x, t)}, which

follows from (4.2.29) and (4.2.33).

4.2.2.2 Basic a priori estimates

Lemma 4.2.1. Let Ω and p satisfy the conditions of Theorem 4.2.1. If f ∈ L2(QT ) and
u0 ∈ L2(Ω), then u

(m)
ε satisfy the estimates

sup
(0,T )
‖u(m)

ε (t)‖22,Ω +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |∇u(m)

ε |2 dz ≤ eT (‖f‖22,QT + ‖u0‖22,Ω) := L0.

(4.2.9)

Proof. Multiplying jth equation of (4.2.8) by u
(m)
j (t) and summing up the results for j =

1, 2, . . . ,m, we obtain

1
2
d

dt
‖u(m)

ε ‖22,Ω =
m∑
j=1

u
(m)
j (t)(u(m)

j )′(t)

= −
m∑
j=1

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε · ∇φju(m)
j (t) dx+

m∑
j=1

ˆ
Ω
fφju

(m)
j (t) dx

= −
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |∇u(m)
ε |2 dx+

ˆ
Ω
fu(m)

ε dx.

Applying the Cauchy inequality to the last term of the right-hand side we transform this
inequality into the form

1
2
d

dt
‖u(m)

ε ‖22,Ω +
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |∇u(m)
ε |2 dx ≤

1
2‖f0‖22,Ω + 1

2‖u
(m)
ε ‖22,Ω.

The last inequality can be written as

1
2
d

dt

(
e−t‖u(m)

ε ‖2L2(Ω)

)
+ e−t

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |∇u(m)

ε |2 dx ≤
e−t

2 ‖f0‖22,Ω.

Integration of the last inequality in t gives

sup
(0,T )
‖u(m)

ε (t)‖22,Ω +
ˆ
QT

(
ε2 + |∇u(m)

ε |2
) p(z)−2

2 |∇u(m)
ε |2 dx dt ≤ CeT

(
‖f0‖22,QT + ‖u0‖22,Ω

)
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with a constant C which does not depend on u
(m)
ε .

Corollary 4.2.1. Let ε ∈ (0, 1). Under the conditions of Lemma 4.2.1
ˆ
QT

|∇u(m)
ε |p(z) dz ≤

ˆ
QT

(
ε2 + |∇u(m)

ε |2
) p(z)

2 dz ≤ L1 (4.2.10)

with a constant L1 independent of ε and m.

Proof. The assertion immediately follows from (4.2.9) and the inequalities

|∇u(m)
ε |p(z) ≤

(
ε2 + |∇u(m)

ε |2
) p(z)

2 ≤

2
(
ε2 + |∇u(m)

ε |2
) p(z)−2

2 |∇u(m)
ε |2 if |∇u(m)

ε | ≥ ε,

(2ε2)
p(z)

2 ≤ 2
p+
2 otherwise.

(4.2.11)

Let us denote n by the exterior normal vector to ∂Ω.

Lemma 4.2.2. Let ∂Ω ∈ C2, p(z) satisfies (4.2.3) and

ess sup
QT

|∇p| ≤ C∗ <∞, u0 ∈W 1,2
0 (Ω), f ∈ L2(0, T ;W 1,2

0 (Ω)).

Then the following inequality holds: for a.e. t ∈ (0, T ) and any δ > 0

1
2
d

dt
‖∇u(m)

ε (t)‖22,Ω + (min{p−, 2} − 1− δ)
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx

≤ C0

ˆ
Ω
|∇u(m)

ε |2(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ln2(ε2 + |∇u(m)

ε |2) dx

−
ˆ
∂Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2

(
∆u(m)

ε (∇u(m)
ε · n)−∇u(m)

ε · ∇(∇u(m)
ε · n)

)
dx

+ C1‖∇u(m)
ε (t)‖22,Ω + C2‖f(t)‖2

W 1,2
0 (Ω)

(4.2.12)

with constants Ci, i = 0, 1, 2, depending on the data and δ, but independent of m and ε.

Proof. Multiplying each of equations in (4.2.8) by λju
(m)
j , j = 1, 2, . . . ,m, and summing up

the results we obtain the equality

1
2
d

dt
‖∇u(m)

ε ‖22,Ω =
m∑
j=1

λj(u(m)
j )′(t)u(m)

j (t)

=
m∑
j=1

λju
(m)
j

ˆ
Ω

div((ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε ) φj dx+
m∑
j=1

λju
(m)
j

ˆ
Ω
f(x, t)φj dx

= −
ˆ

Ω
div((ε2 + |∇u(m)

ε |2)
p(z)−2

2 ∇u(m)
ε ) ∆u(m)

ε dx+
ˆ

Ω
f∆u(m)

ε dx.

(4.2.13)
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Since u(m)
ε ∈ C3(Ω) and ∂Ω ∈ C2, the first term on the right-hand can be transformed by

means of the Green formula:

−
ˆ

Ω
div

(
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 ∇u(m)
ε

)
∆u(m)

ε dx

= −
ˆ

Ω

(
N∑
k=1

(u(m)
ε )xkxk

)(
N∑
i=1

(
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 (u(m)
ε )xi

)
xi

)
dx

= −
ˆ
∂Ω

∆u(m)
ε (ε2 + |∇u(m)

ε |2)
p(z)−2

2 (∇u(m)
ε · n) dS

+
ˆ

Ω

N∑
k,i=1

(u(m)
ε )xkxkxi(ε

2 + |∇u(m)
ε |2)

p(z)−2
2 (u(m)

ε )xi dx

= −
ˆ
∂Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2

N∑
k,i=1

(
(u(m)
ε )xkxk(u(m)

ε )xini − (u(m)
ε )xkxi(u

(m)
ε )xink

)
dS

−
ˆ

Ω

N∑
k,i=1

(u(m)
ε )xkxi

(
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 (u(m)
ε )xi

)
xk

dx

= −
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx+ J1 + J2 + J∂Ω

where

J1 :=
ˆ

Ω
(2− p(z))(ε2 + |∇u(m)

ε |2)
p(z)−2

2 −1
(

N∑
k=1

(
∇u(m)

ε · ∇(u(m)
ε )xk

)2
)
dx,

J2 = −
ˆ

Ω

N∑
k,i=1

(u(m)
ε )xkxi(u

(m)
ε )xi(ε2 + |∇u(m)

ε |2)
p(z)−2

2
pxk
2 ln(ε2 + |∇u(m)

ε |2) dx,

J∂Ω = −
ˆ
∂Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2

(
∆u(m)

ε (∇u(m)
ε · n)−∇u(m)

ε · ∇(∇u(m)
ε · n)

)
dS.

Substitution into (4.2.13) leads to the inequality

1
2
d

dt
‖∇u(m)

ε ‖22,Ω +
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx

= J1 + J2 + J∂Ω −
ˆ

Ω
∇f · ∇u(m)

ε dx

≤ J1 + J2 + J∂Ω + 1
2‖∇u

(m)
ε (t)‖22,Ω + 1

2‖f(t)‖2
W 1,2

0 (Ω).

The term J1 is absorbed in the left-hand side because

J1 =
ˆ
{x∈Ω: p(z)≥2}

(2− p(z)) . . .+
ˆ
{x∈Ω: p(z)<2}

(2− p(z)) . . .

≤
ˆ
{x∈Ω: p(z)<2}

(2− p(z))(ε2 + |∇u(m)
ε |2)

p(z)−2
2 −1

(
N∑
k=1

(
∇u(m)

ε · ∇(u(m)
ε )xk

)2
)
dx,

and
|J1| ≤ max{0, 2− p−}

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dx.
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The term J2 is estimated in the following way: by the Cauchy inequality, for every δ > 0

|J2| ≤ ‖∇p‖∞,QT
ˆ

Ω

 N∑
i,k=1

|(u(m)
ε )xixk |(ε

2 + |∇u(m)
ε |2)

p(z)−2
4


×
(
|∇u(m)

ε |(ε2 + |∇u(m)
ε |2)

p(z)−2
4 | ln(ε2 + |∇u(m)

ε |2)|
)
dx

≤ δ
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx

+ C

ˆ
Ω
|∇u(m)

ε |2(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ln2(ε2 + |∇u(m)

ε |2) dx

with a constant C = C(C∗, N, δ). Choosing δ ∈ (0, 1) so small that min{2, p−} > 1 + δ and
collecting in the right-hand side all terms which contain (u(m))xx we obtain (4.2.12) because

1− δ −max{0, 2− p−} =

1− δ if p− ≥ 2,

p− − 1− δ if p− < 2
= min{p−, 2} − 1− δ.

4.2.3 Interpolation inequalities

In this section, we derive first the interpolation inequality which yields the property of higher
integrability of the gradient of the finite-dimensional approximations u(m)

ε of the solutions of
problems (4.2.6). We prove next an estimate on the trace of ∇u(m)

ε on ∂Ω, which turns out
to be useful in the study of the nonconvex domains. Both estimates will be applied to obtain
upper bounds for the terms on the right-hand side of (4.2.12).

With certain abuse of notation, throughout the section we denote by p(x) or p(x, t) given
exponents defined on Ω or QT and not related to the exponent in equation (4.2.1). Let us
accept the notation

βε(s) = ε2 + |s|2, ε > 0, s ∈ RN , x ∈ Ω,

γε(x, s) = β
p(x)−2

2
ε (s) ≡ (ε2 + |s|2)

p(x)−2
2 .

Lemma 4.2.3. Let ∂Ω ∈ C1, u ∈ C2(Ω) and u = 0 on ∂Ω. Assume that

p : Ω 7→ [p−, p+], p± = const,

2N
N + 2 < p−, p(·) ∈ C0(Ω), ess sup

Ω
|∇p| = L,

ˆ
Ω
γε(x,∇u)|uxx|2 dx <∞,

ˆ
Ω
u2 dx = M0,

ˆ
Ω
|∇u|p(x) dx = M1.

(4.2.14)

Then for every
2

N + 2 =: r∗ < r < r∗ := 4p−

p−(N + 2) + 2N (4.2.15)
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4.2.3. Interpolation inequalities

and every δ ∈ (0, 1)
ˆ

Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx ≤ δ

ˆ
Ω
γε(x,∇u)|uxx|2 dx+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)
(4.2.16)

with an independent of u constant C = C(∂Ω, δ, p±, N, r,M0,M1).

Proof. Let us fix some r ∈ (r∗, r∗). By the Green formula
ˆ

Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx =

ˆ
Ω
β
p(x)+r−2

2
ε (∇u) ∇u · ∇u dx

=
ˆ
∂Ω
uβ

p(x)+r−2
2

ε (∇u) ∇u · n dS −
ˆ

Ω
udiv(β

p(x)+r−2
2

ε (∇u)∇u) dx

= −
ˆ

Ω
udiv(β

p(x)+r−2
2

ε (∇u)∇u) dx =: −J,

where n stands for the outer normal to ∂Ω. A straightforward computation leads to the
representation

J =
ˆ

Ω
uβ

p(x)+r−2
2

ε (∇u)∆u dx

+
ˆ

Ω
(p(x) + r − 2)uβ

p(x)+r−2
2 −1

ε (∇u)
n∑
i=1

uxi n∑
j=1

uxjuxixj

 dx

+
ˆ

Ω
uβ

p(x)+r−2
2

ε (∇u) ln(βε(∇u))∇u · ∇p dx,

whence

|J | ≤ C
ˆ

Ω
|u|β

p(x)+r−2
2

ε (∇u)|uxx| dx+ L

ˆ
Ω
|u|β

p(x)+r−1
2

ε (∇u)| ln βε(∇u)| dx (4.2.17)

with C = C(n, p±, r) and |uxx|2 =
n∑

i,j=1
|D2

iju|2. For every constant 0 < ρ < min{1, p−+r−1}

and 0 < ν < 1, the integrand of the last term in (4.2.17) admits the estimate

β
p(x)+r−1

2
ε (∇u)| ln βε(∇u)| ≤


β
p(x)+r−1−ρ

2
ε (∇u)

(
β
ρ
2
ε (∇u)| ln βε(∇u)|

)
if βε(∇u) ≤ 1,

β
p(x)+r−1+ν

2
ε (∇u)

(
β
− ν2
ε (∇u)| ln βε(∇u)|

)
if βε(∇u) > 1,

≤ C(ρ) + C(ν)β
p(x)+r−1+ν

2
ε (∇u),

(4.2.18)

which allows one to continue (4.2.17) as follows:

|J | ≤ C
ˆ

Ω
|u|β

p(x)+r−2
2

ε (∇u)|uxx| dx+ C ′
(ˆ

Ω
|u| dx+

ˆ
Ω
|u|β

p(x)+r−1+ν
2

ε (∇u) dx
)

≤ C
ˆ

Ω
|u|β

p(x)+r−2
2

ε (∇u)|uxx| dx+ C ′
ˆ

Ω
|u|β

p(x)+r−1+ν
2

ε (∇u) dx+M
1/2
0 + C ′′ =: I.
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Using Young’s inequality we finally estimate: for every δ ∈ (0, 1)

|I| = C

ˆ
Ω

(
|u|β

p(x)+r−1
2 − p(x)

4
ε (∇u)

)
(β

p(x)−2
4

ε (∇u)|uxx|) dx+ C ′
ˆ

Ω
|u|β

p(x)−1+r+ν
2

ε (∇u) dx+ Ĉ

≤ δ
ˆ

Ω
γε(x,∇u)|uxx|2 dx+ Cδ

ˆ
Ω
u2β

p(x)+2r−2
2

ε (∇u) dx+ C ′
ˆ

Ω
|u|β

p(x)+r−1+ν
2

ε (∇u) dx+ Ĉ

≡ δI0 + CδI1 + C ′I2 + Ĉ.

Let {Ωi}Ki=1 be a finite cover of Ω such that

Ωi ⊂ Ω, ∂Ωi ∈ C2, p+
i = max

Ωi
p(x), p−i = min

Ωi
p(x).

For any r∗ < r < r∗, the continuity of p(x) allows us to choose Ωi so small that for every
i = 1, 2, . . . ,K

p+
i − p

−
i + r

(
1 + 2N

p−(N + 2)

)
<

4
N + 2 . (4.2.19)

To estimate the terms I1 and I2 we represent them in the form

Ij =
K∑
i=1

I
(i)
j , I

(i)
1 =

ˆ
Ωi
u2β

p(x)+2(r−1)
2

ε (∇u) dx, I
(i)
2 =

ˆ
Ωi
|u|β

p(x)+r−1+ν
2

ε (∇u) dx.

Recall that ν ∈ (0, 1). By the Young inequality, for any λ > 0

I
(i)
2 ≤ λ

ˆ
Ωi
β
p(x)+r

2
ε (∇u) dx+ Cλ

ˆ
Ωi
|u|

p(x)+r
1−ν dx

≤ λ
ˆ

Ωi
β
p(x)+r

2
ε (∇u) dx+ Cλ

(
1 +

ˆ
Ωi
|u|

p+
i

+r
1−ν dx

)

= λ

(ˆ
Ωi∩{|∇u|>1}

β
p(x)+r

2
ε (∇u) dx+

ˆ
Ωi∩{|∇u|≤1}

. . .

)
+ Cλ

(
1 +

ˆ
Ωi
|u|

p+
i

+r
1−ν dx

)
.

For ε ∈ (0, 1)

β
p(x)+r

2
ε (∇u) = β

p(x)+r−2
2

ε (∇u)(ε2 + |∇u|2) ≤

2β
p(x)+r−2

2
ε (∇u)|∇u|2 if |∇u| > 1,

(1 + ε2)
p++r

2 otherwise,

which entails the estimate

I
(i)
2 ≤ 2λ

ˆ
Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx+ Cλ

ˆ
Ωi
|u|

p+
i

+r
1−ν dx+ C.

The second integral on the right-hand side is estimated by the Gagliardo-Nirenberg inequality:

‖u‖σσ,Ωi ≤ C1‖∇u‖σθp−i ,Ωi‖u‖
σ(1−θ)
2,Ωi +C2‖u‖σ2,Ωi ≤ C

′
1‖∇u‖σθp−i ,Ωi +C2M

σ
2

0 , C ′1 = C1M
σ
2 (1−θ)

0 ,

with

σ = p+
i + r

1− ν > p+
i + r > p−i , θ = p−i

σ
∈ (0, 1), 1

σ
=
(

1
p−i
− 1
N

)
θ + 1− θ

2 .
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Such a choice of the parameters σ, θ is possible if

ν = 1− p+
i + r

p−i

N

N + 2 with r∗ < r < r∗.

Gathering the estimates on I
(i)
2 and using the Young inequality we finally obtain: for every

λ ∈ (0, 1)

I2 ≤ 2λK
ˆ

Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx+ Cλ

K∑
i=1

ˆ
Ωi
|∇u|p

−
i dx+ C

≤ 2λK
ˆ

Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx+ C ′λ

ˆ
Ω
|∇u|p(x) dx+ C ′

= 2λK
ˆ

Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx+ C ′′, C ′′ = C ′′(N,λ, p±i , r, |Ω|,M0,M1).

To estimate I(i)
1 we first use the Young inequality: since 2N

N+2 < p−i by assumption, then for
every λ̃ ∈ (0, 1)

I
(i)
1 ≤ Cλ̃

ˆ
Ωi
|u|p

−
i
N+2
N dx+ λ̃

ˆ
Ωi
β
κ
2
ε (∇u) dx, κ = (p(x) + 2(r − 1))

p−i
N+2
2N

p−i
N+2
2N − 1

. (4.2.20)

To estimate the second integral, let us claim that 0 < κ < p(x) + r on Ωi, i.e.,

0 < p(x) + 2(r − 1) < p(x) + r

p−i

(
p−i −

2N
N + 2

)
.

In this double inequality the first one is fulfilled by the choice of r:

0 = 2N
N + 2 + 2(r∗ − 1) < p− + 2(r − 1) ≤ p(x) + 2(r − 1).

The second inequality is fulfilled if

p+
i + 2(r − 1) < p−i + r

p−i

(
p−i −

2N
N + 2

)
⇔ (p+

i − p
−
i ) + r < 2− p−i + r

p−i

2N
N + 2 ,

which is true because of (4.2.19) and the condition r < r∗. By the Young inequality

β
κ
2
ε (∇u) ≤ 1 + β

p(x)+r
2

ε (∇u) ≤ 1 +


(2ε2)

p(x)+r
2 if |∇u| ≤ ε,

2β
p(x)+r−2

2
ε (∇u)|∇u|2 if |∇u| > ε

≤ C + 2β
p(x)+r−2

2
ε (∇u)|∇u|2.

It remains to estimate the first integral in (4.2.20). By the Gagliardo-Nirenberg inequality
ˆ

Ωi
|u|p

−
i
N+2
N dx ≤ C1(M0)‖∇u‖θp

−
i
N+2
N

p−i ,Ωi
+ C2(M0)
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with

θ =
1
2 −

N
p−i (N+2)

N+2
2N −

1
p−i

= N

N + 2 ∈ (0, 1),

whence
I1 ≤ 2λ̃

ˆ
Ω
β
p(x)+r−2

2
ε (∇u)|∇u|2 dx+ C ′

ˆ
Ω
|∇u|p(x) dx+ C ′′.

Gathering the estimates of Ii for |I| and choosing λ, λ̃ so small that 2λK + 2λ̃ < 1, we arrive
at the desired estimate (4.2.16).

The assertion of Lemma 4.2.3 easily extends to functions defined on the cylinder QT . Let
us recall the notation z = (x, t) ∈ QT = Ω× (0, T ) and re-define

γε(z, s) = β
p(z)−2

2
ε (s) ≡ (ε2 + |s|2)

p(z)−2
2 , ε > 0, s ∈ RN .

Theorem 4.2.2. Let ∂Ω ∈ C1, u ∈ C1([0, T ];C2(Ω)) and u = 0 on ∂Ω× [0, T ]. Assume that

p(z) : QT 7→ [p−, p+], p± = const,

p(·) ∈ C0(QT ) with the modulus of continuity ω,
2N
N + 2 < p−, ess sup

QT

|∇p| = L,

ˆ
QT

γε(z,∇u)|uxx|2 dz <∞, sup
(0,T )
‖u(t)‖22,Ω = M0,

ˆ
QT

|∇u|p(z) dz = M1.

(4.2.21)

Then for every
2

N + 2 = r∗ < r < r∗ = 4p−

p−(N + 2) + 2N
and every δ ∈ (0, 1) the function u satisfies the inequality
ˆ
QT

β
p(z)+r−2

2
ε (∇u)|∇u|2 dz ≤ δ

ˆ
QT

γε(z,∇u)|uxx|2 dz + C

(
1 +

ˆ
QT

|∇u|p(z) dz
)
. (4.2.22)

with an independent of u constant C = C(N, ∂Ω, T, δ, p±, ω, r,M0,M1).

Proof. Since the exponent p(z) is uniformly continuous in QT , then for any r∗ < r < r∗ there
exists a finite cover of QT composed of the cylinders Q(i) = Ωi × (ti−1, ti), i = 1, 2, . . . ,K,
such that

t0 = 0, tK = T, ti − ti−1 = ρ, QT ⊂
K⋃
i=1

Q(i), ∂Ωi ∈ C2,

p+
i = max

Q(i)
p(z), p−i = min

Q(i)
p(z),

p+
i − p

−
i + r

(
1 + 2N

p−(N + 2)

)
<

4
N + 2 , i = 1, 2, . . . ,K.

For a.e. t ∈ (0, T ) the function u(x, t) satisfies inequality (4.2.16). Integrating this inequality
over the interval (ti−1, ti) and summing the results gives (4.2.22).
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Remark 4.2.1. If p = const >
2N
N + 2 and u(z) satisfies conditions (4.2.21), then inequalities

(4.2.19) and (4.2.22) hold for every r∗ < r < r∗.

Lemma 4.2.4. Let ∂Ω be a Lipschitz-continuous surface and ‖∇p‖∞,Ω = L. There exists a
constant δ = δ(∂Ω) such that for every u ∈W 1,p(·)(Ω)

δ

ˆ
∂Ω
|u|p(x) dS ≤ C

ˆ
Ω

(
|u|p(x)−1|∇u|+ |u|p(x)| ln |u||+ |u|p(x)

)
dx (4.2.23)

with a constant C = C(p+, L,N, ∂Ω).

Proof. By [162, Lemma 1.5.1.9] there exists δ > 0 and µ ∈ (C∞(Ω))N such that µ ·n ≥ δ a.e.
on ∂Ω. By the Green formula

δ

ˆ
∂Ω
|u|p(x) dS ≤

ˆ
∂Ω
|u|p(x)(µ · n) dS =

ˆ
Ω

div(|u|p(x)µ) dx

=
ˆ

Ω

(
p(x)|u|p(x)−2u(∇u · µ) + |u|p(x) ln |u|(∇p · µ) + |u|p(x) divµ

)
dx

≤ p+ max
Ω
|µ|

ˆ
Ω
|u|p(x)−1|∇u| dx+ ‖∇p‖∞,Ω max

Ω
|µ|

ˆ
Ω
|u|p(x)| ln |u|| dx

+ max
Ω
|divµ|

ˆ
Ω
|u|p(x) dx

≤ C(p+, L,N,Ω)
ˆ

Ω

(
|u|p(x)−1|∇u|+ |u|p(x)| ln |u||+ |u|p(x)

)
dx.

Lemma 4.2.5. Under the conditions of Lemma 4.2.4, for every λ ∈ (0, 1) and ε ∈ (0, 1)

ˆ
∂Ω
|u|p(x) dS ≤ λ

ˆ
Ω

(ε2 + |u|2)
p(x)−2

2 |∇u|2 + C1

ˆ
Ω
|u|p(x) dx+ C2

ˆ
Ω
|u|p(x)| ln |u|| dx+ C3

(4.2.24)
with constants Ci, i = 1, 2, 3, depending on N, p±, L, ∂Ω, λ, but independent of u.

Proof. By the Cauchy inequality, for every λ ∈ (0, 1)

|u|p−1|∇u| =
(
λ(ε2 + |u|2)

p−2
2 |∇u|2

) 1
2
(
λ−1(ε2 + |u|2)

2−p
2 |u|2(p−1)

) 1
2

≤ λ(ε2 + |u|2)
p−2

2 |∇u|2 + 1
λ

(ε2 + |u|2)1− p2 |u|2(p−1)

≤ λ(ε2 + |u|2)
p−2

2 |∇u|2 + 1
λ

(ε2 + |u|2)1− p2 +(p−1)

= λ(ε2 + |u|2)
p−2

2 |∇u|2 + 1
λ

(ε2 + |u|2)
p
2

≤ λ(ε2 + |u|2)
p−2

2 |∇u|2 + C(1 + |u|p).

Inequality (4.2.24) follows now from (4.2.23).
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Lemma 4.2.6. Let ∂Ω ∈ C2. Assume that the functions p(x) and u(x) satisfy the conditions
of Lemma 4.2.3. Then for every λ ∈ (0, 1)

ˆ
∂Ω
|∇u|p(x) dS ≤ λ

ˆ
Ω

(ε2 + |∇u|2)
p(x)−2

2 |uxx|2 dx+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)
(4.2.25)

with a constant C depending on λ and the constants p±, L, M0, M1 in (4.2.14) and ∂Ω, but
independent of u.

Proof. Applying (4.2.24) to uxi we obtain
ˆ
∂Ω
|∇u|p(x) dS ≤ λ

ˆ
Ω

(ε2 + |∇u|2)
p(x)−2

2 |uxx|2 dx

+ C1

ˆ
Ω
|∇u|p(x) dx+ C2

ˆ
Ω
|∇u|p(x) ln |∇u|| dx+ C3

(4.2.26)

with independent of u constants M,L,K. For every 0 < θ < p− and r from inequality (4.2.16)

|∇u|p(x)| ln |∇u|| ≤

|∇u|
p−−θ

(
|∇u|θ| ln |∇u||

)
≤ C ′(p−, θ) if |∇u| ≤ 1,

|∇u|p(x)+r (|∇u|−r| ln |∇u||) ≤ C ′′(p−, r) |∇u|p(x)+r if |∇u| ≥ 1.

Thus, there exists a constant C such that

|∇u|p(x)| ln |∇u|| ≤ C(1 + |∇u|p(x)+r) in Ω

and (4.2.25) follows from (4.2.26), (4.2.11) and (4.2.16).

Theorem 4.2.3. Let us assume that p(z) and u(z) satisfy the conditions of Theorem 4.2.2.
Then for every λ ∈ (0, 1)

ˆ
∂Ω×(0,T )

|∇u|p(z) dSdt ≤ λ
ˆ
QT

(ε2 + |∇u|2)
p(z)−2

2 |uxx|2 dz + C

(
1 +

ˆ
QT

|∇u|p(z) dz
)

with an independent of u constant C = C(λ,N, p±, ∂Ω, T, L,M0,M1).

Corollary 4.2.1. Under the conditions of Theorem 4.2.3

ˆ
∂Ω×(0,T )

(ε2+|∇u|2)
p(z)−2

2 |∇u|2 dSdt ≤ λ
ˆ
QT

(ε2+|∇u|2)
p(z)−2

2 |uxx|2 dz+C
(

1 +
ˆ
QT

|∇u|p(z) dz
)

with an independent of u constant C.

Proof. The inequality is an immediate byproduct of Theorem 4.2.3 and the inequality

(ε2 + |∇u|2)
p(z)−2

2 |∇u|2 ≤ (ε2 + |∇u|2)
p(z)

2 ≤ C(1 + |∇u|p(z)).
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4.2.4. A priori estimates

4.2.4 A priori estimates

We are in position to estimate every term on the right-hand side of (4.2.12).

(a) By (4.2.18) and Lemma 4.2.3
ˆ

Ω
|∇u(m)

ε |2γε(z,∇u(m)
ε ) ln2(ε2 + |∇u(m)

ε |2) dx ≤ C
(

1 +
ˆ

Ω
β
p(z)+r−2

2
ε (∇u(m)

ε )|∇u(m)
ε |2 dx

)
≤ δ1

ˆ
Ω
γε(z,∇u(m)

ε )|(u(m)
ε )xx|2 dx+ C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
)

(4.2.27)

with an arbitrary δ1 > 0.

(b) The term

I∂Ω = −
ˆ
∂Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2

(
∆u(m)

ε (∇u(m)
ε · n)−∇u(m)

ε · ∇(∇u(m)
ε · n)

)
is estimated with the use of Lemma 4.2.5 and the following known assertion.

Lemma 4.2.7 (Lemma A.1, [28]). If ∂Ω ∈ C2 and u ∈W 3,2(Ω) ∩W 1,2
0 (Ω), then

|I∂Ω| ≤ L
ˆ
∂Ω

(ε2 + |∇u|2)
p(z)−2

2 |∇u|2 dS

with a constant L = L(∂Ω). Moreover, I∂Ω ≥ 0 if ∂Ω is convex.

Gathering Lemmas 4.2.6 and 4.2.7 we arrive at the following estimate: for a.e. t ∈ (0, T )

ˆ
∂Ω

(ε2+|∇u(m)
ε |2)

p(z)−2
2 |∇u(m)

ε |2 dS ≤ δ2

ˆ
Ω
γε(z,∇u(m)

ε |)|u(m)
εxx |2 dx+C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
)

(4.2.28)
with an arbitrary δ2 > 0 and a constant C independent of ε and m.

Lemma 4.2.8. Under the conditions of Lemma 4.2.2

sup
(0,T )
‖∇u(m)

ε (t)‖22,Ω +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dz

≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f‖2
L2(0,T ;W 1,2

0 (Ω))

) (4.2.29)

and ˆ
QT

|∇u(m)
ε |p(z)+r dz ≤ C ′′ for any 0 < r <

4p−

p−(N + 2) + 2N (4.2.30)

with constants C, C ′, C ′′ independent of m and ε.
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Proof. Substitution of estimates (4.2.27), (4.2.28) into (4.2.12) leads to the differential in-
equality

1
2
d

dt
‖∇u(m)

ε (t)‖22,Ω + (min{2, p−} − δ − δ1 − δ2 − 1)
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2

≤ C0 + C1

ˆ
Ω
|∇u(m)

ε |p(z) dx+ C2‖∇u(m)
ε (t)‖22,Ω + C3‖f(t)‖2

W 1,2
0 (Ω)

(4.2.31)

with constants Ci, i = 0, 1, 2, 3, depending on the data but independent of m and ε, and
arbitrary positive δ1, δ2. Choosing δi so small that min{2, p−} − (1 + δ + δ1 + δ2) = µ > 0,
multiplying by e−2C2t and dropping the second term on the left-hand side, we transform
(4.2.31) into the differential inequality for ‖∇u(m)

ε (t)‖22,Ω:

d

dt

(
e−2C2t‖∇u(m)

ε (t)‖22,Ω
)
≤ Ce−2C2t

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx+ ‖f(t)‖2
W 1,2

0 (Ω)

)
.

Integrating in t and using (4.2.9) and (4.2.10), we finally obtain: for every t ∈ (0, T )

‖∇u(m)
ε (t)‖22,Ω ≤ Ce2C2T

(
‖∇u0‖22,Ω + eT

(
1 + ‖u0‖22,Ω + ‖f‖22,QT

)
+ ‖∇f‖22,QT

)
≤ CeC′T

(
1 + ‖u0‖2W 1,2

0 (Ω) + ‖f‖2
L2(0,T ;W 1,2

0 (Ω))

)
.

Now we substitute this estimate into (4.2.31) and integrate the result in t. Plugging (4.2.10),
we arrive at the inequalityˆ

QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dz ≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f‖2
L2(0,T ;W 1,2

0 (Ω))

)
.

Estimate (4.2.30) follows then from Theorem 4.2.2. It is sufficient to prove (4.2.30) for r ∈
(r∗, r∗) with r∗, r∗ defined in (4.2.15). Fix some r ∈ (r∗, r∗), define Q+

T = QT ∩{p(z)+r ≥ 2},
Q−T = QT ∩ {p(z) + r < 2} and represent

ˆ
QT

|∇u(m)
ε |p+r dz =

ˆ
Q+
T

|∇u(m)
ε |p+r dz +

ˆ
Q−T

. . . ≡ I+ + I−.

Then
I+ ≤

ˆ
Q+
T

β
p+r−2

2
ε (∇u(m)

ε )|∇u(m)
ε |2 dz ≤

ˆ
QT

β
p+r−2

2
ε (∇u(m)

ε )|∇u(m)
ε |2 dz

and estimate on I+ follows. To estimate I−, set B+ = Q−T ∩{z : |∇u(m)
ε | ≥ ε}, B− = Q−T ∩{z :

|∇u(m)
ε | < ε}. Then

I− =
ˆ
B+∪B−

|∇u(m)
ε |p+r dz =

ˆ
B+

(|∇u(m)
ε |2)

p+r−2
2 |∇u(m)

ε |2 dz +
ˆ
B−

εp+r dz

≤ 2
2−r−p−

2

ˆ
B+

β
p+r−2

2
ε (∇u(m)

ε )|∇u(m)
ε |2 dz + εp

−+rT |Ω|

≤ C
(

1 +
ˆ
QT

β
p+r−2

2
ε (∇u(m)

ε )|∇u(m)
ε |2 dz

)
.
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Gathering these estimates and applying Theorem 4.2.2 we obtain (4.2.30) with r ∈ (r∗, r∗).
The case r ∈ (0, r∗] follows then by the Young inequality.

Remark 4.2.2. Inequality (4.2.30) entails the inequalityˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)+r
2 dz ≤ C, ε ∈ (0, 1), t ∈ (0, r∗), (4.2.32)

with an independent of ε constant C.

Lemma 4.2.9. Let the conditions of Lemma 4.2.2 be fulfilled and

ess sup
QT

|pt| ≤ C∗ <∞.

Then the following estimate holds:

‖(u(m)
ε )t‖22,QT + sup

(0,T )

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)
2 dx ≤ C

(
1 +

ˆ
Ω
|∇u0|p(x,0) dx

)
+ ‖f‖22,QT (4.2.33)

with an independent of m and ε constant C.

Proof. Multiplying (4.2.8) with (u(m)
j )t and summing over j = 1, 2, . . . ,m we obtain the

equalityˆ
Ω

(u(m)
ε )2

t dx+
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(x,t)−2

2 ∇u(m)
ε · ∇(u(m)

ε )t dx =
ˆ

Ω
f(u(m)

ε )t dx. (4.2.34)

It is straightforward to check that

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε · ∇(u(m)
ε )t = d

dt

(ε2 + |∇u(m)
ε |2)

p(z)
2

p(z)


+ pt(z)(ε2 + |∇u(m)

ε |2)
p(z)

2

p2(z)

(
1− p(z)

2 ln((ε2 + |∇u(m)
ε |2))

)
.

With the use of this identity we rewrite (4.2.34) in the formˆ
Ω

(u(m)
ε )2

t dx+ d

dt

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)
2 dx

= −
ˆ

Ω

pt(ε2 + |∇u(m)
ε |2)

p(z)
2

p2(z)

(
1− p(z)

2 ln(ε2 + |∇u(m)
ε |2)

)
+
ˆ

Ω
f(u(m)

ε )t dx.

(4.2.35)

The terms on the right-hand side of (4.2.35) are estimated separately. For the first term, we
use (4.2.10) and (4.2.27):∣∣∣∣∣∣

ˆ
Ω

pt(ε2 + |∇u(m)
ε |2)

p(z)
2

p2

(
1− p

2 ln((ε2 + |∇u(m)
ε |2))

)∣∣∣∣∣∣ ≤ C1

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
)

+ C2

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)
2 ln(ε2 + |∇u(m)

ε |2) dx.

(4.2.36)
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The second term is estimated by the Cauchy inequality:∣∣∣∣ˆ
Ω
f(u(m)

ε )t dx
∣∣∣∣ ≤ 1

2‖(u
(m)
ε )t‖22,Ω + 1

2‖f‖
2
2,Ω. (4.2.37)

Estimate (4.2.33) follows after substitution of (4.2.36), (4.2.37) into (4.2.35) and integration
of the resulting inequality in t: for every t ∈ (0, T )

‖(u(m)
ε )t‖22,Qt + 2

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)
2 dx ≤ C

(
1 +

ˆ
Ω

(ε2 + |∇u(m)
0 (x)|2)

p(x,0)
2 dx

)
+ ‖f‖22,Qt .

4.2.5 Strong solution of the regularized problem

In this section, we prove that the regularized problem (4.2.6) has a unique strong solution.
We show first the existence of a weak solution with uεt ∈ L2(QT ) and then prove that this
solution possesses extra regularity properties and, thus, is the strong solution.

4.2.5.1 Existence and uniqueness of weak solution

Theorem 4.2.4. Let u0, f , p and ∂Ω satisfy the conditions of Theorem 4.2.1. Then for
every ε ∈ (0, 1) problem (4.2.6) has a unique solution uε which satisfies the estimates

‖uε‖Wp(·)(QT ) ≤ C0, ess sup
(0,T )
‖uε(t)‖22,Ω + ‖uεt‖22,QT ≤ C0

ess sup
(0,T )

ˆ
Ω
|∇uε|q(z) dx ≤ C0, q(z) = max{2, p(z)},

(4.2.38)

with a constant C0 depending on the data but not on ε. Moreover, uε possesses the property
of global higher integrability of the gradient: for every

δ ∈ (0, r∗), r∗ = 4p−

p−(N + 2) + 2N ,

there exists a constant C = C

(
∂Ω, N, p±, δ, ‖u0‖W 1,q(·,0)

0 (Ω), ‖f‖L2(0,T ;W 1,2
0 (Ω))

)
such that

ˆ
QT

|∇uε|p(z)+δ dz ≤ C. (4.2.39)

Remark 4.2.3. Due to the fact that estimate (4.2.39) is global in time and space, it is new
even in the case of constant p. We refer to [114] for a detailed insight into this issue, in
particular, to [114, Lemma 5.4].

Let ε > 0 be a fixed parameter, Ω be a bounded domain with the boundary ∂Ω ∈ C2

boundary, and let u(m)
ε be the sequence of Galerkin approximations defined in (4.2.7). Under

the assumptions
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u0 ∈W 1,2
0 (Ω), f ∈ L2((0, T );W 1,2

0 (Ω)), ‖∇p‖∞,QT ≤ C∗, ‖pt‖∞,QT ≤ C
∗

the functions u(m)
ε exist and satisfy estimates (4.2.9), (4.2.10), (4.2.29), (4.2.30) and (4.2.33).

These uniform in m and ε estimates allow one to choose a subsequence u(m)
ε (for which we

keep the same notation), and functions uε, ηε such that

u(m)
ε → uε ?-weakly in L∞(0, T ;L2(Ω)),

u
(m)
εt ⇀ uεt in L2(QT ),

∇u(m)
ε ⇀ ∇uε in (Lp(·)(QT ))N ,

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε ⇀ ηε in (Lp′(·)(QT ))N

(4.2.40)

The assumption p− > 2N
N+2 yields the inclusions

W
1,p(·,t)
0 (Ω) ⊂W 1,p−

0 (Ω) ↪→ L2(Ω).

Since u(m)
ε and (u(m)

ε )t are uniformly bounded in L∞(0, T ;W 1,p−
0 (Ω)) and L∞(0, T ;L2(Ω)),

it follows from the compactness lemma [235, Sec.8, Corollary 4] that the sequence {u(m)
ε }

is relatively compact in C([0, T ];L2(Ω)), i.e., there exists a subsequence {u(mk)
ε }, which we

assume coinciding with {u(m)
ε }, such that u(m)

ε → uε in C([0, T ];L2(Ω)) and a.e. in QT .

Let us define

Pm =
{
ψ : ψ =

m∑
i=1

ψi(t)φi(x), ψi ∈ C1[0, T ]
}
.

Fix some m ∈ N. By the method of construction u(m)
ε ∈ Pm. Since Pk ⊂ Pm for k < m, then

for every ξk ∈ Pk with k ≤ m
ˆ
QT

u
(m)
εt ξk dz +

ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε · ∇ξk dz =
ˆ
QT

fξk dz. (4.2.41)

Let ξ ∈Wp(·)(QT ). Take a sequence {ξk} such that ξk ∈ Pk and ξk → ξ ∈Wp(·)(QT ). Passing
to the limit as m → ∞ with a fixed k, and then letting k → ∞, from the above equality we
infer that ˆ

QT

uεtξ dz +
ˆ
QT

ηε · ∇ξ dz =
ˆ
QT

fξ dz (4.2.42)

for all ξ ∈ Wp(·)(QT ). To identify the limit vector ηε we use the classical argument based on
monotonicity of the function γε(z, s)s ≡ (ε2 + |s|2)

p(z)−2
2 s : RN 7→ RN .

Lemma 4.2.10. For all z ∈ QT , ξ, ζ ∈ RN , (ζ 6= ξ) and ε > 0

(γε(z, ζ)ζ − γε(z, ξ)ξ) · (ζ − ξ) ≥ 0. (4.2.43)
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Proof. Let ζ 6= ξ. The straightforward computation shows that

(γε(z, ξ)ξ − γε(z, ζ)ζ) · (ξ − ζ)

=
ˆ 1

0

d

dθ
(ε2 + |θξ + (1− θ)ζ|2)

p(z)−2
2 (θξ + (1− θ)ζ) dθ · (ξ − ζ)

=
ˆ 1

0
(ε2 + |θξ + (1− θ)ζ|2)

p(z)−2
2

[
(p(z)− 2) cos2(µ̂, ν) + 1

]
dθ|ξ − ζ|2

≥ |ξ − ζ|2


εp(z)−2 if p(z) ≥ 2,

(p(z)− 1)
ˆ 1

0
(ε2 + |θξ + (1− θ)ζ|2)

p(z)−2
2 dθ if p(z) ∈ (1, 2),

where µ, ν are the unit vectors µ = ξ − ζ
|ξ − ζ|

, ν = ζ + θ(ξ − ζ)
|ζ + θ(ξ − ζ)| .

Equality (4.2.41) is true for ξk = u
(m)
ε . By virtue of (4.2.43), for every ψ ∈ Pk with k ≤ m

0 =
ˆ
QT

(u(m)
ε )tu(m)

ε dz +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |∇u(m)

ε |2 dz −
ˆ
QT

fu(m)
ε dz

≥
ˆ
QT

(u(m)
ε )tu(m)

ε dz +
ˆ
QT

(ε2 + |∇ψ|2)
p(z)−2

2 ∇ψ · ∇(u(m)
ε − ψ) dz

+
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε · ∇ψ dz −
ˆ
QT

fu(m)
ε dz.

Let us pass to the limit as m → ∞. Using the limit relations (4.2.40), the fact that
u

(m)
ε (u(m)

ε )t ⇀ uεuεt as the product of weakly and strongly convergent sequences, and substi-
tuting (4.2.42) into the resulting inequality, we find that for every ψ ∈ Pk

0 ≥
ˆ
QT

uεuεt dz +
ˆ
QT

(ε2 + |∇ψ|2)
p(z)−2

2 ∇ψ · ∇(uε − ψ) dz +
ˆ
QT

ηε · ∇ψ dz −
ˆ
QT

fuε dz

=
ˆ
QT

(
(ε2 + |∇ψ|2)

p(z)−2
2 ∇ψ − ηε

)
· ∇(uε − ψ) dz.

Since
⋃∞
k=1 Pk is dense in Wp(·)(QT ), the last inequality also holds for every ψ ∈ Wp(·)(QT ).

Let us take ψ = uε + λξ with λ > 0 and an arbitrary ξ ∈Wp(·)(QT ). Then

λ

ˆ
QT

ˆ
QT

(
(ε2 + |∇(uε + λξ)|2)

p(z)−2
2 ∇(uε + λξ)− ηε

)
· ∇ξ dz ≤ 0.

Simplifying and letting λ→ 0 we find thatˆ
QT

(
(ε2 + |∇uε|2)

p(z)−2
2 ∇uε − ηε

)
· ∇ξ dz ≤ 0 ∀ξ ∈Wp(·)(QT ),

which is possible only ifˆ
QT

(
(ε2 + |∇uε|2)

p(z)−2
2 ∇uε − ηε

)
· ∇ξ dz = 0 ∀ξ ∈Wp(·)(QT ).
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4.2.5.2. Second-order regularity

Thus, the limit function uε satisfies identity (4.2.2) with the regularized flux (ε2+|∇uε|2)
p(z)−2

2 ∇uε.
The initial condition for uε is fulfilled by continuity because uε ∈ C0([0, T ];L2(Ω)).

Uniqueness of the weak solution is an immediate byproduct of monotonicity of the function
γε(z, s)s. Let u1, u2 be two different strong solutions of problem (4.2.6). Combining equalities
(4.2.2) for ui with the test-function u1 − u2, using (4.2.43) and the formula of integration by
parts (4.1.7) we find that

‖u1 − u2‖22,Ω(t) ≤ 0 for a.e. t ∈ (0, T ),

whence u1 = u2 a.e. in QT .

Let us prove estimates (4.2.38), (4.2.39). The uniform with respect to ε estimates (4.2.29)
and (4.2.33) allow us to choose a subsequence of {u(m)

ε } which satisfies (4.2.40) and also
|∇u(m)

ε |q(x,t) → |∇uε|q(x,t) ?-weakly in L∞(0, T ;L1(Ω)), q(x, t) = max{p(x, t), 2}. Estimate
(4.2.38) follows now from the lower semicontinuity of the norm and the modular ρr(·)(s) =ˆ

Ω
|s|r(x) dx with r(x) ∈ C0(Ω), r(x) ∈ [1, r+], r+ < ∞ (see [112, Th. 3.2.9]). For every

δ ∈ (0, r∗), inequality (4.2.39) follows in the same way from the uniform estimate (4.2.30).

4.2.5.2 Second-order regularity

Lemma 4.2.11. If p− ≥ max
{ 2N
N + 2 ,

6
5

}
, the function h(s) = γε(z, s)|s|2 is strictly convex

with respect to s.

Proof. Fix two points ξ, ζ ∈ RN , ξ 6= ζ, and consider the function

F (τ) = γε(z, τξ + (1− τ)ζ)|τξ + (1− τ)ζ|2, τ ∈ [0, 1].

Let us accept the notation σ = |τξ + (1 − τ)ζ|2 and η = ξ − ζ
|ξ − ζ|

. The straightforward
computation gives

F ′′(τ) = |ξ − ζ|2(ε2 + σ)
p−2

2 −2
[
(pσ + 2ε2)(σ + ε2) + (p− 2)(pσ + 4ε2)(τξ + (1− τ)ζ, η)2

]
.

Obviously, F ′′(τ) > 0 if p(z) ≥ 2. Let 1 < p(z) < 2. Since (τξ + (1− τ)ζ, η)2 ≤ σ, we obtain:

F ′′(τ) ≥ |ξ − ζ|2(ε2 + σ)
p−2

2 −2
[
(pσ + 2ε2)(σ + ε2) + (p− 2)(pσ + 4ε2)σ

]
= |ξ − ζ|2(ε2 + σ)

p−2
2 −2

[
p(p− 1)σ2 + (5p− 6)σε2 + 2ε4

]
,

whence F ′′ > 0 for all ξ 6= ζ and ε ≥ 0, provided that p− ≥ 6
5.
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The proof of stronger convergence properties of the sequence ∇u(m)
ε stems from the fol-

lowing general result on the convergence of sequences of functionals. For convenience, we
formulate it in the form already adapted to our problem.

Proposition 4.2.1 (Theorem 2.1, Corollary 2.1, [224]). Let Fm(z, s) : QT × RN → R be
a sequence of nonnegative functions, convex with respect to s for every z ∈ QT and locally
uniformly convergent to a function F0(z, s) as m → ∞, which is essentially convex with
respect to s for every z ∈ QT . Assume that Fm(z, s) ≥ a(|s|α + 1) with some constants a > 0,
α > 1. If vm ∈ (Ls(QT ))N , vm ⇀ v0 in (Ls(QT ))N , s > 1, and

ˆ
QT

Fm(z, vm) dz →
ˆ
QT

F0(z, v0) dz <∞,

then ˆ
QT

|vm − v0|α dz → 0 as m→∞.

Theorem 4.2.5. Let the conditions of Theorem 4.2.4 be fulfilled.

(i) If N ≥ 3 or N = 2 and p− > 6
5 , then

∇u(m)
ε → ∇uε a.e. in QT .

(ii) Under the conditions of item (i) γ
1
2
ε (z,∇uε)Diuε ∈ L2(0, T ;W 1,2(Ω)), i = 1, 2, . . . , N ,

and
‖γ

1
2
ε (z,∇uε)Diuε‖L2(0,T ;W 1,2(Ω)) ≤M, i = 1, 2, . . . , N,

with an independent of ε constant M .

(iii) If N ≥ 2 and p− >
2N
N + 2 , then D2

ijuε ∈ L
p(·)
loc (QT ∩ {z : p(z) < 2}), i, j = 1, 2, . . . , N ,

and
N∑

i,j=1
‖D2

ijuε‖p(·),QT∩{z: p(z)<2} ≤M ′

with an independent of ε constant M ′.

Proof. (i) It is already shown that ∇u(m)
ε ⇀ ∇uε in Lp(·)(QT ) as m→∞. By Lemma 4.2.11

the function γε(z, s)|s|2 is strictly convex with respect to s. According to (4.2.11)(
1 + 2

p+
2

)
+ γε(z, s)|s|2 ≥ 1 + |s|p(z) ≥ |s|p− . (4.2.44)

By virtue of the energy equalities (4.2.41), (4.2.42) and the limit relations (4.2.40)
ˆ
QT

γε(z,∇u(m)
ε )|∇u(m)

ε |2 dz = −
ˆ
QT

u
(m)
εt u(m)

ε dz +
ˆ
QT

fu(m)
ε dz

→ −
ˆ
QT

uεtuε dz +
ˆ
QT

fuε dz =
ˆ
QT

γε(z,∇uε)|∇uε|2 dz as m→∞.
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4.2.5.2. Second-order regularity

Now we apply Proposition 4.2.1 with Fm(z, s) = γε(z, s)|s|2 + M and a sufficiently large
positive constant M . It follows that ∇u(m)

ε → ∇uε a.e. in QT , whence

γ
1
2
ε (z,∇u(m)

ε )∇u(m)
ε → γ

1
2
ε (z,∇uε)∇uε a.e. in QT . (4.2.45)

(ii) According to (4.2.29) and (4.2.32), for every i, j = 1, 2, . . . , N∥∥∥∥Di

(
γ

1
2
ε (z,∇u(m)

ε )Dju
(m)
ε

)∥∥∥∥2

2,QT

≤ C
(ˆ

QT

γε(z,∇u(m)
ε )|u(m)

εxx |2 dz +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)
2 | ln(ε2 + |∇u(m)

ε |2)| dz
)

≤ C ′
(

1 +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)
2 | ln(ε2 + |∇u(m)

ε |2)| dz
)

≤ C
ˆ
QT

γε(z,∇u(m)
ε )|u(m)

εxx |2 dz + C ′′
(

1 +
ˆ
QT

|∇u(m)
ε |p(z)+µ dz

)
≤M, M = M(‖u0‖W 1,2

0 (Ω), ‖f‖L2(0,T ;W 1,2
0 (Ω)), N, p

±, ω, ∂Ω),

whence the existence of a subsequence {u(mk)
ε } (we may assume that it coincides with the

whole sequence) such that

Di

(
γ

1
2
ε (z,∇u(m)

ε )Dju
(m)
ε

)
⇀ ηij ∈ L2(QT ) as m→∞.

By (4.2.30) there exists δ > 0 such that

‖γ
1
2
ε (z,∇u(m)

ε )Dju
(m)
ε ‖2+δ,QT ≤ ‖(ε

2 + |∇u(m)
ε |2)

p(z)
4 ‖2+δ,QT ≤ C

with a constant C independent of m and ε. Since γ
1
2
ε (z,∇u(m)

ε )Dju
(m)
ε are uniformly bounded

in L2+δ(QT ) and converge pointwise due to (4.2.45), it follows from the Vitali convergence
theorem that

γ
1
2
ε (z,∇u(m)

ε )Dju
(m)
ε → γ

1
2
ε (z,∇uε)Djuε in L2(QT ).

For every φ ∈ C∞(QT ) with suppφ b QT and i, j = 1, . . . , N(
Di

(
γ

1
2
ε (z,∇u(m)

ε )Dju
(m)
ε

)
, φ

)
2,QT

= −
(
γ

1
2
ε (z,∇u(m)

ε )Dju
(m)
ε , Diφ

)
2,QT

→ −
(
γ

1
2
ε (z,∇uε)Djuε, Diφ

)
2,QT

as m→∞.

Thus, it is necessary that

ηij = Di

(
(ε2 + |∇uε|2)

p(z)−2
4 Djuε

)
∈ L2(QT ) and ‖ηij‖22,QT ≤M.

(iii) Let us denote Q−T = QT ∩{z : p(z) < 2}. By Young’s inequality, (4.2.10) and (4.2.29),
for every D b Q−T
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Chapter 4. Parabolic problems with nonstandard growth

ˆ
D
|D2

iju
(m)
ε |p(z) dz =

ˆ
D

(
γε(z,∇u(m)

ε )|D2
iju

(m)
ε |2

) p(z)
2 γ

− p(z)2
ε (z,∇u(m)

ε ) dz

≤
ˆ
D
γε(z,∇u(m)

ε )|D2
iju

(m)
ε |2 dz +

ˆ
D

(ε2 + |∇u(m)
ε |2)

p(z)
2 dz ≤ C

with a constant C independent of ε, m and D. It follows that there exists χ ∈ Lp(·)(Q−T ) such
that D2

iju
(m)
ε ⇀ χ in Lp(·)(D) (up to a subsequence). Since ∇u(m)

ε ⇀ ∇uε in Lp(·)(QT ), for
every φ ∈ C∞(Q−T ) with suppφ b Q−T

(χ, φ)2,QT = lim
m→∞

(D2
iju

(m)
ε , φ)2,QT = − lim

m→∞
(Diu

(m)
ε , Djφ)2,QT = (Diuε, Djφ)2,QT .

It is necessary that χ = D2
ijuε, and ‖D2

ijuε‖p(·),D ≤ C by the lower semicontinuity of the
modular.

Remark 4.2.4. Let uε be a solution of problem (4.2.6). The regularity of the regularized flux

Dxj

(
(ε2 + |∇uε|2)

p(z)−2
4 Dxiuε

)
∈ L2(QT )

leads to the local fractional differentiablity of ∇u, see [114, Ch.6] for the case of constant p.

4.2.6 Strong solution of the degenerate problem

4.2.6.1 Existence and uniqueness of strong solutions

Let {uε} be the family of strong solutions of the regularized problems (4.2.6). The uniform
in ε estimates (4.2.38) allow us to choose a sequence {uεk} and functions u ∈ Wp(·)(QT ),
ut ∈ L2(QT ), η ∈ (Lp′(·)(QT ))N with the following properties:

uεk → u ?-weakly in L∞(0, T ;L2(Ω)),

uεkt ⇀ ut in L2(QT ),

∇uεk ⇀ ∇u in (Lp(·)(QT ))N ,

γεk(z,∇uεk)∇uεk ⇀ η in (Lp′(·)(QT ))N .

Moreover, u ∈ C([0, T ];L2(Ω)). Each of uεk satisfies the identity
ˆ
QT

uεktξ dz +
ˆ
QT

γεk(z,∇uεk)∇uεk · ∇ξ dz =
ˆ
QT

fξ dz ∀ξ ∈Wp(·)(QT ), (4.2.46)

which yields ˆ
QT

utξ dz +
ˆ
QT

η · ∇ξ dz =
ˆ
QT

fξ dz ∀ξ ∈Wp(·)(QT ). (4.2.47)

To identify η, we use the monotonicity argument. Take ξ = uεk in (4.2.46):
ˆ
QT

uεktuεk dz +
ˆ
QT

γεk(z,∇uεk)∇uεk · ∇uεk dz =
ˆ
QT

fuεk dz. (4.2.48)
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4.2.6.2. Higher integrability of the gradient

By virtue of monotonicity, for every φ ∈Wp(·)(QT )
ˆ
QT

γεk(z,∇uεk)∇uεk · ∇uεk dz ≥
ˆ
QT

γεk(z,∇φ)∇φ · ∇(uεk − φ) dz +
ˆ
QT

γεk(z,∇uεk)∇uεk · ∇φdz

=
ˆ
QT

(γεk(z,∇φ)− |∇φ|p−2)∇φ · ∇(uεk − φ) dz +
ˆ
QT

γεk(z,∇uεk)∇uεk · ∇φdz

+
ˆ
QT

|∇φ|p−2∇φ · ∇(uεk − φ) dz ≡ J1 + J2 + J3,

where

J2 →
ˆ
QT

η · ∇φdz, J3 →
ˆ
QT

|∇φ|p−2∇φ · ∇(u− φ) dz as k →∞.

Since
∣∣(γεk(z,∇φ)− |∇φ|p−2)∇φ

∣∣→ 0 a.e. in QT as k →∞, and the integrand of J1 has the
majorant ∣∣∣(γεk(z,∇φ)− |∇φ|p−2)∇φ

∣∣∣ ≤ 2(1 + |∇φ|2)
p(z)

2 ≤ C
(
1 + |∇φ|p(z)

)
,

J1 → 0 by the dominated convergence theorem. Combining (4.2.47) with (4.2.48) and letting
k →∞ we find that for every φ ∈Wp(·)(QT )

ˆ
QT

(
|∇φ|p(z)−2∇φ− η

)
· ∇(u− φ) dz ≥ 0.

Choosing φ = u + λζ with λ > 0 and ζ ∈ Wp(·)(QT ), simplifying and letting λ → 0+, we
obtain the inequality

ˆ
QT

(
|∇u|p(z)−2∇u− η

)
· ∇ζ dz ≥ 0 ∀ζ ∈Wp(·)(QT ),

which means that in (4.2.47) η coincides with |∇u|p(z)−2∇u. Since u ∈ C([0, T ];L2(Ω)), the
initial condition is fulfilled by continuity.

By virtue of (4.2.38), (4.2.39), the subsequence convergent to the solution may be chosen
so that |∇uεk |q(x,t) → |∇u|q(x,t) ?-weakly in L∞(0, T ;L1(Ω)). Estimate (4.2.5) follows then
from the lower semicontinuity of the modular exactly as in the proof of (4.2.38).

Uniqueness of the constructed strong solution of problem (4.2.1) stems from the mono-
tonicity of the mapping γ0(z, s)s and the formula of integration by parts.

4.2.6.2 Higher integrability of the gradient

Let us fix δ ∈ (0, r∗). According to (4.2.39) ‖∇uεk‖p(·)+δ,QT ≤ Cδ with an independent of εk
constant C, which allows one to choose a subsequence (for which we use the same notation),
such that

∇uεk ⇀ ∇u in Lp(·)+δ(QT ).
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By the property of lower semicontinuity of the modular
ˆ
QT

|∇u|p(z)+δ dz ≤ lim inf
k→∞

ˆ
QT

|∇uεk |
p(z)+δ dz ≤ Cδ

with the constant Cδ from (4.2.39).

4.2.6.3 Second-order regularity of strong solutions

Let us assume that p− > max
{

2N
N+2 ,

6
5

}
and show that ∇uε → ∇u a.e. in QT . Consider the

sequence of nonnegative functions

Fεk(z, s) = γεk(z, s)|s|2.

Fε(x, s) are strictly convex with respect to s (by Lemma 4.2.11) and satisfy inequality (4.2.44).
It is already shown that ∇uεk ⇀ ∇u in Lp(·)(QT ). According to (4.2.46), (4.2.47)

ˆ
QT

Fεk(z,∇uεk) dz →
ˆ
QT

F0(z,∇u) dz as k →∞

and Fε(z, s) → F0(z, s) = |s|p as ε → 0 locally uniformly with respect to (z, s) ∈ QT × RN .
Indeed:∣∣∣(ε2 + |s|2)

p−2
2 |s|2 − |s|p

∣∣∣ = |s|2
∣∣∣∣∣
ˆ 1

0

d

dθ
(θε2 + |s|2)

p−2
2 dθ

∣∣∣∣∣ = |s|2ε2 |p− 2|
2

ˆ 1

0
(θε2 + |s|2)

p−4
2 dθ

≤ |p− 2|
2


ε2(1 + |s|2)

p+−2
2 if p ≥ 2,

2εp−

p−
if 1 < p < 2.

By Proposition 4.2.1, ∇uεk → ∇u a.e. in QT .

Let us fix i, j ∈ {1, 2, . . . , N}. By Theorem 4.2.5

‖Dj

(
γ

1
2
εk(z,∇uεk)Diuεk

)
‖2,QT ≤ C

uniformly in εk, therefore there exists ηij ∈ L2(QT ) such that Dj

(
γ

1
2
εk(z,∇uεk)Diuεk

)
⇀

ηij in L2(QT ). The poitwise convergence ∇uεk → ∇u yields the pointwise convergence
γ

1
2
εk(z,∇uεk)∇uεk → |∇u|

p(z)−2
2 ∇u, by virtue of (4.2.39) ‖γ

1
2
εk(z,∇uεk)∇uεk‖2+δ,QT are uni-

formly bounded for some δ > 0. It follows from the Vitali convergence theorem that
γ

1
2
εk(z,∇uεk)∇uεk → |∇u|

p(z)−2
2 ∇u in L2(QT ). It follows that ηij = Dj

(
|∇u|

p(z)−2
2 Diu

)
:

for every φ ∈ C∞(QT ), suppφ b QT ,

−(ηij , φ)2,QT = − lim
k→∞

(
Dj

(
γ

1
2
εk(z,∇uεk)Diuεk

)
, φ

)
2,QT

= lim
k→∞

(
γ

1
2
εk(z,∇uεk)Diuεk , Djφ

)
2,QT

=
(
|∇u|

p(z)−2
2 Diu,Djφ

)
2,QT

.
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Let N ≥ 2 and p− > 2N
N+2 . Assume that p− < 2 and, thus, Q−T = QT ∩ {z : p(z) < 2} 6= ∅.

Arguing as in the proof of Theorem 4.2.5 we find that for every D b Q−T

ˆ
D
|D2

ijuε|p(z) dz =
ˆ
D

(
γε(z,∇uε)|D2

ijuε|2
) p(z)

2 γ
− p(z)2
ε (z,∇u(m)

ε ) dz

≤
ˆ
D
γε(z,∇uε)|D2

ijuε|2 dz +
ˆ
D

(ε2 + |∇uε|2)
p(z)

2 dz ≤ C

with a constant C independent of ε and D. It follows that D2
ijuεk ⇀ ζ ∈ Lp(·)(D) (up to a

subsequence). Because of the weak convergence ∇uεk ⇀ ∇u in Lp(·)(QT ), it is necessary that
ζ = D2

iju. The estimate ‖D2
iju‖p(·),D ≤ C follows from the uniform estimate on D2

ijuε.

4.3 Double phase parabolic problem with variable growth

In this section, we study the following parabolic problem with the homogeneous Dirichlet
boundary conditions:

ut − div
(
|∇u|p(z)−2∇u+ a(z)|∇u|q(z)−2∇u

)
= F (z, u) in QT ,

u = 0 on ΓT ,

u(x, 0) = u0(x) in Ω,

(4.3.1)

where z = (x, t) denotes the point in the cylinder QT = Ω × (0, T ] and ΓT = ∂Ω × (0, T )
is the lateral boundary of the cylinder, Ω ⊂ RN be a smooth bounded domain, N ≥ 2 and
0 < T <∞. The nonlinear source has the form

F (z, v) = f0(z) + b(z)|v|σ(z)−2v. (4.3.2)

Here a ≥ 0, b, p, q, σ and f0 are given functions of the variables z ∈ QT .

4.3.1 Assumptions and main results

Let p, q : QT 7→ R be measurable functions satisfying the conditions

2N
N + 2 < p− ≤ p(z) ≤ p+ in QT ,

2N
N + 2 < q− ≤ q(z) ≤ q+ in QT , p±, q± = const.

(4.3.3)

Moreover, let us assume that p, q ∈W 1,∞(QT ) as functions of variables z = (x, t): there exist
positive constants C∗, C∗∗, C∗, C∗∗ such that

ess sup
QT

|∇p| ≤ C∗ <∞, ess sup
QT

|pt| ≤ C∗,

ess sup
QT

|∇q| ≤ C∗∗ <∞, ess sup
QT

|qt| ≤ C∗∗.
(4.3.4)
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The modulating coefficient a(·) is assumed to satisfy the following conditions:

a(z) ≥ 0 in QT , a ∈ C([0, T ];W 1,∞(Ω)), ess sup
QT

|at| ≤ Ca, Ca = const. (4.3.5)

We do not impose any condition on the null set of the function a in QT and do not distinguish
between the cases of degenerate and singular equations. It is possible that p(z) < 2 and
q(z) > 2 at the same point z ∈ QT .

Definition 4.3.1. A function u : QT 7→ R is called strong solution of problem (4.3.1) if

(i) u ∈ Wq(·)(QT ), ut ∈ L2(QT ), |∇u| ∈ L∞(0, T ;Ls(·)(Ω)) with s(z) = max{2, p(z)},
(ii) for every ψ ∈ Wq(·)(QT ) with ψt ∈ L2(QT )

ˆ
QT

utψ dz +
ˆ
QT

(|∇u|p(z)−2 + a(z)|∇u|q(z)−2)∇u · ∇ψ dz =
ˆ
QT

F (z, u)ψ dz, (4.3.6)

(iii) for every φ ∈ C1
0 (Ω)

ˆ
Ω

(u(x, t)− u0(x))φ dx→ 0 as t→ 0.

The main results are given in the following theorems.

Theorem 4.3.1. Let Ω ⊂ RN , N ≥ 2, be a bounded domain with the boundary ∂Ω ∈ C2.
Assume that p(·), q(·) satisfy conditions (4.3.3), (4.3.4), and there exists a constant

r ∈ (0, r∗), r∗ = 4p−

p−(N + 2) + 2N ,

such that

p(z) ≤ q(z) ≤ p(z) + r

2 in QT . (4.3.7)

If a(·) satisfies conditions (4.3.5) and b ≡ 0, then for every f0 ∈ L2(0, T ;W 1,2
0 (Ω)) and

u0 ∈W 1,2
0 (Ω) with

ˆ
Ω

(
|∇u0|2 + |∇u0|p(x,0) + a(x, 0)|∇u0|q(x,0)

)
dx = K <∞ (4.3.8)

problem (4.3.1) has a unique strong solution u. This solution satisfies the estimate

‖ut‖22,QT + ess sup
(0,T )

ˆ
Ω

(
|∇u|s(z) + a(z)|∇u|q(z)

)
dx+

ˆ
QT

|∇u|p(z)+r dz ≤ C (4.3.9)

with the exponent s(z) = max{2, p(z)} and a constant C which depends on N, ∂Ω, T, p±, q±,
r, the constants in conditions (4.3.4), (4.3.5), ‖f0‖L2(0,T ;W 1,2

0 (Ω)) and K.
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Theorem 4.3.2. Let in the conditions of Theorem 4.3.1, b 6≡ 0.

(i) Assume that b, σ are measurable bounded functions defined on QT ,

‖∇b‖∞,QT <∞, ‖∇σ‖∞,QT <∞,

2 ≤ σ− ≤ σ+ < 1 + p−

2 , σ− = ess inf
QT

σ(z), σ+ = ess sup
QT

σ(z).

Then for every f0 ∈ L2(0, T ;W 1,2
0 (Ω)) and u0 ∈ W 1,2

0 (Ω) satisfying condition (4.3.8)
problem (4.3.1) has at least one strong solution u. The solution u satisfies estimate
(4.3.9) with the constant depending on the same quantities as in the case b ≡ 0 and on
‖∇b‖∞,QT , ‖∇σ‖∞,QT , σ±, ess supQT |b|.

(ii) The strong solution is unique if p(·), q(·) satisfy the conditions of Theorem 4.3.1 and
either σ ≡ 2, or b(z) ≤ 0 in QT .

4.3.2 Auxiliary propositions

Until the end of this section, the notation p(·), q(·), a(·) is used for functions not related to
the exponents and coefficient in (4.3.1) and (4.3.16).

Lemma 4.3.1 (Lemma 1.32, [34]). Let ∂Ω ∈ Lip and p ∈ C0(QT ). Assume that u ∈
L∞(0, T ;L2(Ω)) ∩W 1,p(·)

0 (QT ) and

ess sup
(0,T )
‖u(·, t)‖22,Ω +

ˆ
QT

|∇u|p(z) dz = M <∞.

Then
‖u‖p(·),QT ≤ C, C = C(M,p±, N, ω),

where ω is the modulus of continuity of the exponent p(·).

The proof in [34] is given for the case Ω = BR(x0). To adapt it to the general case, it is
sufficient to consider the zero continuation of u to a circular cylinder containing QT .

Let us accept the notation

βε(s) = ε2 + |s|2,

ϕε(z, s) = (ε2 + |s|2)
p(z)−2

2 + a(z)(ε2 + |s|2)
q(z)−2

2 , s ∈ RN , z ∈ QT , ε ∈ (0, 1).
(4.3.10)

With certain abuse of notation, we will denote by ϕε(x, s) the same function but with the
exponents p, q and the coefficient a depending on the variable x ∈ Ω.

Lemma 4.3.2. Let Ω ⊂ RN , N ≥ 2 be a bounded domain with the boundary ∂Ω ∈ C2,
and a ∈W 1,∞(Ω) be a given nonnegative function. Assume that v ∈ W 3,2(Ω) ∩W 1,2

0 (Ω) and
denote
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K =
ˆ
∂Ω
a(x)(ε2 + |∇v|2)

p(x)−2
2 (∆v (∇v · n)−∇(∇v · n) · ∇v) dS, (4.3.11)

where n stands for the exterior normal to ∂Ω. There exists a constant L = L(∂Ω) such that

K ≤ L
ˆ
∂Ω
a(x)(ε2 + |∇v|2)

p(x)−2
2 |∇v|2 dS.

Lemma 4.3.2 follows from the well-known assertions, see, e.g., [180, Ch.1, Sec.1.5] for the
case a ≡ 1, N ≥ 2, or [28, Lemma A.1] for the case of an arbitrary dimension. Fix an arbitrary
point ξ ∈ ∂Ω and introduce the local coordinate system {y} with the origin ξ. The system is
chosen so that yN coincides with the direction n. There is a neighborhood of ξ where ∂Ω is
represented in the form yN = ω(y1, . . . , yN−1) with a twice differentiable function ω. In the
local coordinates

I∂Ω ≡ ∆v (∇v · n)−∇(∇v · n) · ∇v =
N−1∑
i=1

(
D2
yiyiwDyNw −D

2
yiyN

wDyiw
)
,

where w(y) = v(x), and

I∂Ω(ξ) = − (DyNw(0))2
N−1∑
i=1

D2
yiyiω(0) = −(∇v(ξ) · n)2

N−1∑
i=1

D2
yiyiω(0).

Since ω is two times differentiable, then |I∂Ω(ξ)| ≤ C|∇v(ξ)|2 with a constant C depending
only on N and sup |D2

yiyjω(y)|. Estimate (4.3.11) follows because ξ ∈ ∂Ω is arbitrary.

Lemma 4.3.3. Let ∂Ω be a Lipschitz-continuous surface and a(·) be a nonnegative function
on Ω. Assume that a, q ∈W 1,∞(Ω), with

‖∇q‖∞,Ω ≤ L <∞, ‖∇a‖∞,Ω ≤ L0 <∞.

There exists a constant δ = δ(∂Ω) such that for every u ∈W 1,q(·)(Ω)

δ

ˆ
∂Ω
a(x)(ε2 + |u|2)

q(x)−2
2 |u|2 dS

≤ C
ˆ

Ω

(
a(x)|u|q(x)−1|∇u|+ a(z)|u|q(x)| ln |u||+ |u|q(x) + 1

)
dx

(4.3.12)

with a constant C = C(q+, L, L0, N,Ω).
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Proof. By [162, Lemma 1.5.1.9] there exists δ > 0 and µ ∈ (C∞(Ω))N such that µ ·n ≥ δ a.e.
on ∂Ω. By the Green formula

δ

ˆ
∂Ω
a(x)|u|q(x) dS ≤

ˆ
∂Ω
a(x)|u|q(x)(µ · n) dS =

ˆ
Ω

div(a(x)|u|q(x)µ) dx

=
ˆ

Ω

[
a(x)

(
q(x)|u|q(x)−2u(∇u · µ) + |u|q(x) ln |u|(∇q · µ) + |u|q(x) divµ

)
+ |u|q(x)(∇a · µ)

]
dx

≤ q+ max
Ω
|µ|

ˆ
Ω
a(x)|u|q(x)−1|∇u| dx+ ‖∇q‖∞,Ω max

Ω
|µ|

ˆ
Ω
a(x)|u|q(x)| ln |u|| dx

+ max
Ω
| divµ|

ˆ
Ω
a(x)|u|q(x) dx+ max

Ω
|µ|‖|∇a|‖L∞(Ω)

ˆ
Ω
|u|q(x) dx

≤ C
ˆ

Ω

(
a(x)|u|q(x)−1|∇u|+ a(x)|u|q(x)| ln |u||+ |u|q(x)

)
dx

with C = C(N, q+, L, L0,Ω). This inequality implies (4.3.12) because

a(x)(ε2 + |u|2)
q(x)−2

2 |u|2 ≤ a(x)(ε2 + |u|2)
q(x)

2 ≤ C + a(x)|u|q(x)

with an independent of u constant C.

Corollary 4.3.1. Under the conditions of Lemma 4.3.3, for every λ ∈ (0, 1) and ε ∈ (0, 1)
ˆ
∂Ω
a(x)(ε2 + |u|2)

q(x)−2
2 |u|2 dS ≤ λ

ˆ
Ω
a(x)(ε2 + |u|2)

q(x)−2
2 |∇u|2 dx

+ L0

ˆ
Ω
|u|q(x) dx+ L

ˆ
Ω
a(z)|u|q(x)| ln |u|| dx+K

(4.3.13)

with independent of u constants K, L, L0.

Proof. We transform the first term on the right-hand side of (4.3.12) using the Cauchy in-
equality:

a|u|q−1|∇u| ≤ (a(ε2 + |u|2)
q−2

2 |∇u|2)
1
2 (a(ε2 + |u|2)

q
2 )

1
2

≤ λa(ε2 + |u|2)
q−2

2 |∇u|2 + Ca(ε2 + |u|2)
q
2 .

Theorem 4.3.3. Let ∂Ω ∈ C2, u ∈ C2(Ω) and u = 0 on ∂Ω. Assume that a(·) satisfies the
conditions of Lemma 4.3.3, p(·) satisfies the conditions of Lemma 4.2.3, and

q : Ω 7→ [q−, q+] ⊂
( 2N
N + 2 ,∞

)
, q ∈W 1,∞(Ω), ess sup

Ω
|∇q| = L.

If for a.e. x ∈ Ω

q(x) < p(x) + r with 2
N + 2 < r <

4p−

p−(N + 2) + 2N ,
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then for every λ ∈ (0, 1)

ˆ
∂Ω
ϕε(x,∇u)|∇u|2 dS ≤ λ

ˆ
Ω
ϕε(x,∇u)|uxx|2 dx+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)
(4.3.14)

with a constant C depending on λ and the constants p±, N , L, L0, but independent of u.

Proof. Applying (4.3.13) to |∇u| we obtain

ˆ
∂Ω
a(x)(ε2 + |∇u|2)

q(x)−2
2 |∇u|2 dS ≤ λ

ˆ
Ω
a(x)(ε2 + |∇u|2)

q(x)−2
2 |uxx|2 dx

+ L0

ˆ
Ω
|∇u|q(x) dx+ L

ˆ
Ω
|∇u|q(x) ln |∇u|| dx+K

(4.3.15)

with independent of u constants L,K,L0. Choose 0 < r1 < r2 < r∗ so small that q(x) + r1 <

p(x) + r2 and

|∇u|q(x)| ln |∇u|| ≤

|∇u|
q(x)+r1(|∇u|−r1 | ln |∇u||) ≤ C(r1, q

+)|∇u|q(x)+r1 if |∇u| ≥ 1,

|∇u|q− | ln |∇u|| ≤ C(q−) if |∇u| ∈ (0, 1).

≤ C
(
1 + |∇u|q(x)+r1

)
with a constant C independent of u. Thus, there exists a constant C such that

|∇u|q(x)| ln |∇u|| ≤ C(1 + |∇u|q(x)+r1) ≤ C(1 + |∇u|p(x)+r2) in Ω.

Using this inequality and then applying Lemma 4.2.3 we continue (4.3.15) as follows:

ˆ
∂Ω
a(x)(ε2 + |∇u|2)

q(x)−2
2 |∇u|2 dS

≤ λ
ˆ

Ω
a(x)(ε2 + |∇u|2)

q(x)−2
2 |uxx|2 dx + C

(
1 +

ˆ
Ω
|∇u|p(x)+r2 dx

)
≤ λ

ˆ
Ω
a(x)(ε2 + |∇u|2)

q(x)−2
2 |uxx|2 dx+ λ

ˆ
Ω

(ε2 + |∇u|2)
p(x)−2

2 |uxx|2 dx

+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)
= λ

ˆ
Ω
ϕε(x,∇u)|uxx|2 dx+ C

(
1 +

ˆ
Ω
|∇u|p(x) dx

)
.

Adding to this inequality the inequality corresponding to q = p and a ≡ 1, we arrive at
(4.3.14).
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4.3.3 Regularized problem

Given ε > 0, let us consider the following family of regularized double phase parabolic equa-
tions: 

∂tu− div(ϕε(z,∇u)∇u) = F (z, u) in QT ,

u = 0 on ΓT ,

u(0, .) = u0 in Ω, ε ∈ (0, 1),

(4.3.16)

where F (z, u) is defined in (4.3.2) and ϕε(z,∇u)∇u is the regularized flux function.

Let ε > 0 be a fixed parameter. The sequence {u(m)
ε } of finite-dimensional Galerkin’s approx-

imations for the solutions of the regularized problem (4.3.16) is sought in the form

u(m)
ε (x, t) =

m∑
j=1

u
(m)
j (t)φj(x) (4.3.17)

where φj ∈ W 1,2
0 (Ω) and λj > 0 are the eigenfunctions and the corresponding eigenvalues of

the problem
(∇φj ,∇ψ)2,Ω = λj(φj , ψ)2,Ω ∀ψ ∈W 1,2

0 (Ω). (4.3.18)

The systems {φj} and {λ−
1
2

j φj} are the orthogonal bases of L2(Ω) and W 1,2
0 (Ω). The coeffi-

cients u(m)
j (t) are characterized as the solutions of the Cauchy problem for the system of m

ordinary differential equations
(u(m)
j )′(t) = −

ˆ
Ω
ϕε(z,∇u(m)

ε )∇u(m)
ε · ∇φj dx+

ˆ
Ω
F (z, u(m)

ε )φj dx,

u
(m)
j (0) = (u(m)

0 , φj)2,Ω, j = 1, 2, . . . ,m,
(4.3.19)

where ϕε is defined in (4.3.10) and the functions u(m)
0 are chosen in such a way that

u
(m)
0 =

m∑
j=1

(u0, φj)2,Ωφj ∈ span{φ1, φ2, . . . , φm},

u
(m)
0 ⇀ u0

in W 1,2
0 (Ω) if maxΩ q(x, 0) ≤ 2,

in W
1,r(·)
0 (Ω) if maxΩ q(x, 0) > 2, where r(x) = max{2, q(x, 0)}.

(4.3.20)

By the Carathéodory existence theorem, for every finite m system (4.3.19) has a solution
(u(m)

1 , u
(m)
2 , . . . , u

(m)
m ) in the extended sense on an interval (0, Tm), the functions u(m)

i (t) are
absolutely continuous and differentiable a.e. in (0, Tm). The a priori estimates (4.3.47),
(4.2.33) in the case b ≡ 0, and (4.3.56), (4.3.57) in the case b 6≡ 0, show that for every m the
function u

(m)
ε (x, Tm) belongs to span{φ1, . . . , φm} and satisfies the estimate

‖∇u(m)
ε (·, Tm)‖22,Ω +

ˆ
Ω

(
|∇u(m)

ε (x, Tm)|p(x,Tm) + a(x, Tm)|∇u(m)
ε (x, Tm)|q(x,Tm)

)
dx

≤ C + ‖f0‖22,QT + ‖∇u(m)
0 ‖22,Ω +

ˆ
Ω

(
|∇u(m)

0 |p(x,0) + a(x, 0)|∇u(m)
0 |q(x,0)

)
dx
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with a constant C independent of m and ε. Since a(·, 0) is uniformly bounded in Ω, the
sequence {u(m)

0 } according to (4.3.20) and |∇u0| satisfies inequality (4.3.8), this estimate
allows one to continue each of u(m)

ε to the maximal existence interval (0, T ).

4.3.4 The choice of the sequence {u(m)
0 }

In the case sup q(x, 0) ≤ 2 the embedding W 1,2
0 (Ω) ⊂ W

1,q(·,0)
0 (Ω) allows us to take u(m)

0 =∑m
i=1 u

(m)
i (0)φi. Let sup q(x, 0) > 2. We approximate the initial function u0 by the sequence

of finite-dimensional approximations for the solution of the elliptic problem

β(x, u)u− div (α(x,∇u)∇u) = f − div Φ in Ω, u = 0 on ∂Ω (4.3.21)

where

β(x, u)u = |u|r(x)−2u+ a0(x)|u|s(x)−2u,

α(x,∇u)∇u = |∇u|r(x)−2∇u+ a0(x)|∇u|s(x)−2∇u, a0(x) = a(x, 0),

r(x) = max{2, p(x, 0)} ≥ 2, s(x) = max{2, q(x, 0)},

and
f = β(x, u0)u0, Φ = α(x,∇u0)∇u0. (4.3.22)

It is assumed that the exponents p(x, 0), q(x, 0) and the coefficient a0(x) satisfy conditions
(4.3.3), (4.3.4), (4.3.5), (4.2.19). Since u0 ∈ W 1,2

0 (Ω) and satisfies condition (4.3.8), then
u0 ∈ Ls(·)(Ω) by virtue of Sobolev type embedding and condition (4.2.19) on the gap between
p(x, 0) and q(x, 0).

A natural analytic framework for the study of problem (4.3.21) is provided by the Musielak-
Orlicz spaces. We introduce these spaces following [119, Sec.1], see also [82,83]. Let us define
the function H : Ω× [0,∞) 7→ [0,∞) as

H(x, t) = tr(x) + a0(x)ts(x). (4.3.23)

The function H is a generalized N -function: for every t ≥ 0 H(·, t) is measurable in Ω, for
a.e. x ∈ Ω the function H(x, ·) is even and convex, H(x, 0) = 0, H(x, t) > 0 for t 6= 0 and

lim
t→0

H(x, t)
t

= 0, lim
t→∞

H(x, t)
t

=∞.

The function H satisfies condition (∆2): there is a positive constant K such that

H(x, 2t) ≤ KH(x, t) for x ∈ Ω, t ≥ 0.

The set

LH(Ω) =
{
u : Ω 7→ R |u is measurable, ρH(u) =

ˆ
Ω
H(x, |u|) dx <∞

}
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equipped with the Luxemburg norm

‖u‖H = inf
{
λ > 0 : ρH

(
u

λ

)
≤ 1

}
becomes a Banach space. The function

H∗(x, s) = sup
t≥0

(st−H(x, t)), x ∈ Ω, s ≥ 0,

is called the complementary to H function in the sense of Young. For H defined by (4.3.23)

H∗(x, t) = (r(x)− 1)tr(x) + (s(x)− 1)a0(x)ts(x), x ∈ Ω, t ≥ 0.

The function H∗ also satisfies condition (∆2), and H is the complementary function to H∗.
The following properties hold:

Proposition 4.3.1 (Propositions 1.1, 1.3, [119]). For every u ∈ LH(Ω), v ∈ LH∗(Ω)

(i)
ˆ

Ω
H(x, |u|) dx < 1 ⇔ ‖u‖H < 1,

(ii) un → u in LH(Ω) ⇔
ˆ

Ω
H(x, |un|) dx→

ˆ
Ω
H(x, |u|) dx as n→∞,

(iii) |〈v, u〉H∗,H | =
∣∣∣∣ˆ

Ω
u v dx

∣∣∣∣ ≤ 2‖u‖H‖v‖H∗,

(iv) Ht(x, |t|)
∣∣
t=u := r(x)|u|r(x)−2u+ a0(x)s(x)|u|s(x)−2u ∈ LH∗(Ω),

(v) st ≤ εH(x, t) + C(ε)H∗(x, s) for all ε > 0, x ∈ Ω, s, t ≥ 0, and equality holds if
s = Ht(x, t) and ε = 1,

(vi) H(x, t) ≤ Ht(x, t)t ≤ H(x, 2t) for x ∈ Ω and t ≥ 0.

By V(Ω) we denote the Musielak-Sobolev space

V(Ω) =
{
u ∈ LH(Ω) : |∇u| ∈ LH(Ω)

}
with the norm

‖u‖V = ‖u‖H + ‖∇u‖H.

Let us define the space V0(Ω) as the closure of C∞0 (Ω) with respect to the norm ‖u‖V . By
[119, Propositions 1.7, 1.8] the space V0(Ω) is a separable and reflexive Banach space.

Definition 4.3.2. A function u ∈ V0(Ω) is called weak solution of problem (4.3.21) if for
every φ ∈ V0(Ω)ˆ

Ω
(β(x, u)uφ+ α(x,∇u)∇u · ∇φ) dx =

ˆ
Ω

(fφ+ Φ · ∇φ) dx.

We want to construct a solution of problem (4.3.21) as the limit of the sequence of finite-
dimensional approximations in the same basis we use to approximate the solution of the
evolution problems. Let us define the operator

〈A(u), v〉 =
ˆ

Ω
β(x, u)uv dx+

ˆ
Ω
α(x,∇u)∇u · ∇v dx ∀ u, v ∈ V(Ω).

Solvability of problem (4.3.21) will follow from the following properties of the operator A.
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(a) A : V0 7→ V∗ ≡
{
v ∈ LH∗(Ω)| |∇v| ∈ LH∗(Ω)

}
. By the properties of ρH(·), for every

u, v ∈ V0(Ω) we have β(x, u)u ∈ LH∗(Ω), α(x,∇u)∇u ∈ (LH∗(Ω))N and

|〈A(u), v〉V∗,V | =
∣∣∣∣ˆ

Ω
β(x, u)uv dx+

ˆ
Ω
α(x,∇u)∇u · ∇v dx

∣∣∣∣
≤ 2 (‖β(x, u)u‖H∗‖v‖H + ‖α(x,∇u)∇u‖H∗‖∇v‖H)

≤ C (‖u‖H‖v‖H + ‖∇u‖H‖∇v‖H) ≤ C‖u‖V(Ω)‖v‖V(Ω).

(b) A is strictly monotone: for every ξ, ζ ∈ RN , y, z ∈ R, and x ∈ Ω

(α(x, ξ)ξ − α(x, ζ)ζ, ξ − ζ) ≥ 2−r(x)|ξ − ζ|r(x) + a(x)2−s(x)|ξ − ζ|s(x),

(β(x, y)y − β(x, z)z, y − z) ≥ 2−r(x)|y − z|r(x) + a(x)2−s(x)|y − z|s(x).
(4.3.24)

(c) A is hemicontinuous: for all u, v, w ∈ V0(Ω) the function λ 7→ 〈A(u + λv), w〉V∗,V is
continuous.

We look for a solution of problem (4.3.21) as the limit of the sequence um =
∑m
i=1 ciφi ∈

Pm, where φi are the eigenfunction for the (−∆) operator normalized by the condition
‖φi‖2,Ω = 1, Pm = span{φ1, . . . , φm}. The set Pm ⊂ V0(Ω) is isomorphic to the space
Rm equipped with the usual scalar product (x, y) =

∑m
i=1 xiyi and the norm |x|2m =

∑m
i=1 x

2
i .

The constant vector c = (c1, . . . , cm) ∈ Rm is the solution of the system of nonlinear algebraic
equations Gi(c) = 0, where

Gi(c) ≡ 〈A(um), φi〉V∗,V − 〈f, φi〉H∗,H − 〈Φ,∇φi〉H∗,H, i = 1, 2, . . . ,m. (4.3.25)

Solvability of the system Gi(c) = 0, i = 1, 2, . . . ,m, follows from the Brouwer fixed point
principle in the form [196, Ch.1, Lemma 4.3]. Relations (4.3.25) define the mapping c 7→ G(c)
from Rm into itself. The mapping G is continuous and (G(c), c) ≥ 0, provided |c|m = ρ with a
sufficiently large ρ > 0. Multiplying each of equations (4.3.25) by ci, summing up and using
Young’s inequality we obtain:

〈A(um), um〉V∗,V = ρH(um) + ρH(|∇um|),

〈Φ,∇um〉H∗,H =
ˆ

Ω

(
|∇u0|r(x)−2 + a0|∇u0|s(x)−2

)
∇u0 · ∇um dx

≤
ˆ

Ω

(
|∇u0|r(x)−1|∇um|+

(
a

1
s(x)
0 |∇u0|

)s(x)−1 (
a

1
s(x)
0 |∇um|

))
dx

≤ δρH(|∇um|) + CδρH(|∇u0|),

〈f, um〉H∗,H ≤ δρH(um) + CδρH(u0)

(4.3.26)
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Gathering these relations with δ = 1
2 and using Young’s inequality once again (recall that

r(x) ≥ 2) we have: for the sufficiently large |c|m = ρ ≡ ρ(f,Φ)

(G(c), c) ≥ 1
2 (ρH(um) + ρH(|∇um|))− C ′ (ρH(|∇u0|) + ρH(|∇u0|))

≥ −C ′′ + 1
2‖∇um‖

2
2,Ω − C ′ (ρH(u0) + ρH(|∇u0|))

≥ −C ′′ + 1
2Ĉ
‖um‖22,Ω − C ′ (ρH(u0) + ρH(|∇u0|))

= |c|
2
m

2Ĉ
− C ′′ − C ′ (ρH(u0) + ρH(|∇u0|)) ≥ 0,

(4.3.27)

where Ĉ is the constant from the Poincaré inequality (4.1.5) with r = 2. Thus, if f,Φ are
defined by (4.3.22) and f, |Φ| ∈ LH∗(Ω), then problem (4.3.25) has a unique solution um ∈ Pm
in a ball ‖um‖22,Ω = |c|2m≤ ρ2.

Theorem 4.3.4. Assume that the exponents p(·, 0), q(·, 0) and the coefficient a0(·) satisfy
conditions (4.3.3), (4.3.4), (4.3.5), (4.2.19). If u0 ∈ V0(Ω), then problem (4.3.21) has a
unique weak solution u ∈ V0(Ω).

Proof. Let {um} ⊂ V0(Ω) be the sequence of the approximate solutions. By (4.3.25), (4.3.26)

ρH(um) + ρH(|∇um|) ≤ C (ρH(u0) + ρH(|∇u0|)) (4.3.28)

with an independent of m constant C. Since V0(Ω) is separable, V0(Ω) ⊂ W
1,r(·)
0 (Ω), the

embedding W 1,r(·)
0 (Ω) ⊂ Ls(·)(Ω) is compact and Ls(·)(Ω) ⊂ LH(Ω), there is a subsequence (we

assume that it coincides with the whole sequence) and functions η ∈ (LH∗(Ω))N , u ∈ LH(Ω)
such that

(i) um → u in LH(Ω), ∇um ⇀ ∇u in LH(Ω),

(ii) β(·, um)um → β(·, u)u in LH
∗(Ω),

(iii) α(·,∇um)∇um ⇀ η in (LH∗(Ω))N .

(4.3.29)

The claim (4.3.29) (ii) follows from the generalized Lebesgue dominated convergence the-
orem. Since um → u in LH(Ω) and β(·, ·) is a Carathéordory function, then

H∗(x, |β(x, um)um − β(x, u)u|)→ 0 for a.e. x ∈ Ω (4.3.30)

(up to a subsequence). Using the convexity, (∆2) property of the generalized N -functions H
and H∗, and Proposition 4.3.1, we obtain

0 ≤ H∗(x, |β(x, um)um − β(x, u)u|) ≤ C (H∗(x, |β(x, um)um)|) +H∗(x, |β(x, u)u)|))

≤ C
(
H∗(x, |Ht(x, |t|)|)

∣∣
t=um +H∗(x, |Ht(x, |t|)|)

∣∣
t=u

)
= C (Ht(x, |t|)|t=umum −H(x, |um|) +Ht(x, |t|)|t=uu−H(x, |u|))

≤ C(K − 1) (H(x, |um|) +H(x, |u|)) .
(4.3.31)
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According to Proposition 4.3.1 (ii) and (4.3.29) (i) we have ρH(um)→ ρH(u) and H(x, |u|) ∈
L1(Ω). The claim (4.3.29) follows now from (4.3.30) and (4.3.31).

For every m ∈ N and φk ∈ Pk with k ≤ m

〈A(um), φk〉V∗,V = 〈f, φk〉H∗,H + 〈Φ,∇φk〉H∗,H.

Letting m→∞ we obtain

〈β(x, u)u, φk〉H∗,H + 〈η,∇φk〉H∗,H = 〈f, φk〉H∗,H + 〈Φ,∇φk〉H∗,H.

By the monotonicity of α(·,∇um)∇um, for every ψ ∈ Pm

〈α(x,∇um)∇um,∇um〉H∗,H ≥ 〈α(x,∇um)∇um,∇ψ〉H∗,H + 〈α(x,∇ψ)∇ψ,∇um −∇ψ〉H∗,H,

thence

〈α(x,∇um)∇um,∇ψ〉H∗,H + 〈α(x,∇ψ)∇ψ,∇um −∇ψ〉H∗,H ≤ 〈α(x,∇um)∇um,∇um〉H∗,H
= 〈f, um〉H∗,H + 〈Φ,∇um〉H∗,H − 〈β(x, um)um, um〉H∗,H.

The right-hand side and both terms on the left-hand side of this inequality have limits as
m→∞, whence

〈α(x,∇ψ)∇ψ − η,∇u−∇ψ〉H∗,H ≤ 0

for every ψ ∈ Pl with any finite l. It follows that the same is true for every ψ ∈ V0(Ω). To
identify η we take ψ = u+λζ with λ > 0 and ζ ∈ V0(Ω). Simplifying the resulting inequality,
sending λ→ 0+ and using hemicontinuity of α(x, ξ)ξ we find that

〈α(x,∇u)∇u− η,∇ζ〉H∗,H ≤ 0,

which is impossible unless this relation is the equality. Uniqueness of the weak solution follows
from (4.3.24).

The constructed solution u of problem (4.3.21) is unique and Pm 3 um ⇀ u in V0(Ω). On
the other hand, u0 is another solution of the same problem, therefore u = u0 a.e. in Ω. By
(4.3.28) and due to the choice of the exponents r, s, for every ε ∈ (0, 1)

‖∇um‖22,Ω +
ˆ

Ω

[
(ε2 + |∇um|2)

p(x,0)−2
2 |∇um|2 + a(x, 0)(ε2 + |∇um|2)

q(x,0)−2
2 |∇um|2

]
dx

≤ C
(
1 + ‖∇u0‖22,Ω + F(u0, 0)

)
≤ C ′

(4.3.32)

with an independent of m and ε constants C, C ′.
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4.3.5 A priori estimates

(i) A priori estimates I: the case b ≡ 0

Lemma 4.3.4. Let Ω be a bounded domain with the boundary ∂Ω ∈ Lip, p(·), q(·) satisfy
(4.3.3), a(·) satisfies (4.3.5), u0 ∈ L2(Ω) and f0 ∈ L2(QT ). If b ≡ 0, then u

(m)
ε satisfies the

estimates

sup
t∈(0,T )

‖u(m)
ε (·, t)‖22,Ω +

ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dz ≤ C1eT (‖f0‖22,QT + ‖u0‖22,Ω) (4.3.33)

and
ˆ
QT

(
|∇u(m)

ε |p(z) + a(z)|∇u(m)
ε |q(z)

)
dz ≤ C2

ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dz + C3 (4.3.34)

where the constants Ci are independent of ε and m.

Proof. By multiplying jth equation of (4.3.19) by u(m)
j (t) and then by summing up the results

for j = 1, 2, . . . ,m, we obtain

1
2
d

dt
‖u(m)

ε (·, t)‖22,Ω =
m∑
j=1

u
(m)
j (t)(u(m)

j )′(t) = −
m∑
j=1

u
(m)
j (t)

ˆ
Ω
ϕε(z,∇u(m)

ε )∇u(m)
ε .∇φj dx

+
m∑
j=1

ˆ
Ω
f0(x, t)φj(x)u(m)

j (t) dx

= −
ˆ

Ω
ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dx+

ˆ
Ω
f0(x, t)u(m)

ε dx.

(4.3.35)

Using the Cauchy inequality, we obtain

1
2
d

dt
‖u(m)

ε (·, t)‖22,Ω +
ˆ

Ω
ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dx ≤

1
2‖f0(·, t)‖22,Ω + 1

2‖u
(m)
ε (·, t)‖22,Ω.

(4.3.36)

Now, rewriting the last inequality in the equivalent form

1
2
d

dt

(
e−t‖u(m)

ε (·, t)‖2L2(Ω)

)
+ e−t

ˆ
Ω
ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dx ≤

e−t

2 ‖f0(·, t)‖22,Ω

and integrating with respect to t, we arrive at the inequality

sup
t∈(0,T )

‖u(m)
ε (·, t)‖2L2(Ω) +

ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dx dt ≤ CeT
(
‖f0‖22,QT + ‖u0‖22,Ω

)
(4.3.37)
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where the constant C is independent of ε and m. Since a(·) is a nonnegative bounded function,
the second assertion follows from (4.3.37) and the inequality

a(z)|∇u(m)
ε |q(z) ≤ a(z)

(
ε2 + |∇u(m)

ε |2
) q(z)

2

≤

2a(z)
(
ε2 + |∇u(m)

ε |2
) q(z)−2

2 |∇u(m)
ε |2 if |∇u(m)

ε | ≥ ε,

(2ε2)
q(z)

2 a(z) ≤ 2
q+
2 a(z) otherwise.

(4.3.38)

Lemma 4.3.5. Let Ω be a bounded domain with C2 boundary. Assume that p(·), q(·) satisfies
(4.3.3), (4.3.4), (4.3.7) and and a(·) satisfy (4.3.5). If u0 ∈W 1,2

0 (Ω), f0 ∈ L2((0, T );W 1,2
0 (Ω))

and b ≡ 0, then for a.e. t ∈ (0, T ) the following inequality holds:

1
2
d

dt
‖∇u(m)

ε (·, t)‖22,Ω + C0

ˆ
Ω
ϕε(z,∇u(m)

ε )|(u(m)
ε )xx|2 dx

≤ C1

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx+ ‖∇u(m)
ε (·, t)‖22,Ω + ‖f0(·, t)‖2

W 1,2
0 (Ω)

)
(4.3.39)

with independent of m and ε constants 0 < C0 < min{p− − 1, 1} and C1 > 0.

Proof. Let us multiply each of equations in (4.3.19) by λju
(m)
j and sum up the results for

j = 1, 2, . . . ,m:

1
2
d

dt
‖∇u(m)

ε (·, t)‖22,Ω =
m∑
j=1

λj(u(m)
j )′(t)u(m)

j (t)

=
m∑
j=1

λju
(m)
j

ˆ
Ω

div(ϕε(z,∇u(m)
ε )∇u(m)

ε ) φj dx+
m∑
j=1

λju
(m)
j

ˆ
Ω
f0(x, t)φj dx

= −
ˆ

Ω
div(ϕε(z,∇u(m)

ε )∇u(m)
ε ) ∆u(m)

ε dx+
ˆ

Ω
f0(x, t)∆u(m)

ε dx.

(4.3.40)

Since ∂Ω ∈ C2, then u
(m)
ε (·, t) ∈ C3(Ω) ∩ C1(Ω) as a combination of solutions of problem

(4.3.18). Therefore the first term on the right-hand of (4.3.40) can be transformed by means
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of the Green formula:

−
ˆ

Ω
div

(
ϕε(z,∇u(m)

ε )∇u(m)
ε

)
∆u(m)

ε dx

= −
ˆ

Ω

(
N∑
k=1

(u(m)
ε )xkxk

)(
N∑
i=1

(
ϕε(z,∇u(m)

ε )(u(m)
ε )xi

)
xi

)
dx

= −
ˆ
∂Ω

∆u(m)
ε ϕε(z,∇u(m)

ε )(∇u(m)
ε · n) dS +

ˆ
Ω

N∑
k,i=1

(u(m)
ε )xkxkxiϕε(z,∇u

(m)
ε )(u(m)

ε )xi dx

= −
ˆ
∂Ω
ϕε(z,∇u(m)

ε )
N∑

k,i=1

(
(u(m)
ε )xkxk(u(m)

ε )xini − (u(m)
ε )xkxi(u

(m)
ε )xink

)
dS

−
ˆ

Ω

N∑
k,i=1

(u(m)
ε )xkxi

(
ϕε(z,∇u(m)

ε )(u(m)
ε )xi

)
xk
dx

= −
ˆ

Ω
ϕε(z,∇u(m)

ε )|(u(m)
ε )xx|2 dx+ J1 + J2 + J∂Ω + Ja,

where n = (n1, . . . , nN ) is the outer normal vector to ∂Ω,

J1 : =
ˆ

Ω
(2− p(z))(ε2 + |∇u(m)

ε |2)
p(z)−2

2 −1
(

N∑
k=1

(
∇u(m)

ε · ∇(u(m)
ε )xk

)2
)
dx

+
ˆ

Ω
(2− q(z))a(z)(ε2 + |∇u(m)

ε |2)
q(z)−2

2 −1
(

N∑
k=1

(
∇u(m)

ε · ∇(u(m)
ε )xk

)2
)
dx,

J2 = −
ˆ

Ω

N∑
k,i=1

(u(m)
ε )xkxi(u

(m)
ε )xi(ε2 + |∇u(m)

ε |2)
p(z)−2

2
pxk
2 ln(ε2 + |∇u(m)

ε |2) dx

−
ˆ

Ω

N∑
k,i=1

(u(m)
ε )xkxi(u

(m)
ε )xia(z)(ε2 + |∇u(m)

ε |2)
q(z)−2

2
qxk
2 ln(ε2 + |∇u(m)

ε |2) dx,

J∂Ω = −
ˆ
∂Ω
ϕε(z,∇u(m)

ε )
(
∆u(m)

ε (∇u(m)
ε · n)−∇u(m)

ε · ∇(∇u(m)
ε · n)

)
dS,

Ja = −
ˆ

Ω

N∑
i,k=1

axk(u(m)
ε )xi(ε2 + |∇u(m)

ε |2)
q(z)−2

2 (u(m)
ε )xkxi .

Substitution into (4.3.40) leads to the inequality

1
2
d

dt
‖∇u(m)

ε (·, t)‖22,Ω +
ˆ

Ω
ϕε(z,∇u(m)

ε )|(u(m)
ε )xx|2 dx

= J1 + J2 + J∂Ω + Ja −
ˆ

Ω
∇f0 · ∇u(m)

ε dx

≤ J1 + J2 + J∂Ω + Ja + 1
2‖∇u

(m)
ε (·, t)‖22,Ω + 1

2‖f0(·, t)‖2
W 1,2

0 (Ω).

(4.3.41)

The terms on the right-hand side of (4.3.41) are estimated in three steps.
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Step 1: estimate on J1. Since a(z) ≥ 0 and p(z) < q(z) in QT , the term J1 is merged in the
left-hand side. Indeed:

J1 =
ˆ
{x∈Ω: p(z)≥2}

(2− p(z)) . . .+
ˆ
{x∈Ω: p(z)<2}

(2− p(z)) . . .

+
ˆ
{x∈Ω: q(z)≥2}

(2− q(z)) . . .+
ˆ
{x∈Ω: q(z)<2}

(2− q(z)) . . .

≤
ˆ
{x∈Ω: p(z)<2}

(2− p(z))(ε2 + |∇u(m)
ε |2)

p(z)−2
2 −1

(
N∑
k=1

(
∇u(m)

ε · ∇(u(m)
ε )xk

)2
)
dx

+
ˆ
{x∈Ω: q(z)<2}

(2− q(z))a(z)(ε2 + |∇u(m)
ε |2)

q(z)−2
2 −1

(
N∑
k=1

(
∇u(m)

ε · ∇(u(m)
ε )xk

)2
)
dx,

whence

|J1| ≤ max{0, 2− p−}
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx

+ max{0, 2− q−}
ˆ

Ω
a(z)(ε2 + |∇u(m)

ε |2)
q(z)−2

2 |(u(m)
ε )xx|2 dx.

Step 2: estimate on J2. By the Cauchy inequality, for every δ0 > 0

|J2| ≤
1
2‖∇p‖∞,Ω

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
4

N∑
k,i=1

|(u(m)
ε )xkxi |


×
(
|(u(m)

ε )xi || ln(ε2 + |∇u(m)
ε |2)|(ε2 + |∇u(m)

ε |2)
p(z)−2

4

)
dx

+ 1
2‖∇q‖∞,Ω

ˆ
Ω

(a(z))
1
2 (ε2 + |∇u(m)

ε |2)
q(z)−2

4

N∑
k,i=1

|(u(m)
ε )xkxi |


×
(

(a(z))
1
2 |(u(m)

ε )xi || ln(ε2 + |∇u(m)
ε |2)|(ε2 + |∇u(m)

ε |2)
q(z)−2

4

)
dx

≤ δ0

ˆ
Ω
ϕε(z,∇u(m)

ε )
N∑

k,i=1
|(u(m)

ε )xkxi |
2 dx

+ C1

ˆ
Ω

ln2(ε2 + |∇u(m)
ε |2)ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dx

(4.3.42)

with a constant C1 = C1(C∗, C∗∗, N, δ0). Let us denote

M = C1

ˆ
Ω

ln2(ε2 + |∇u(m)
ε |2)ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dx.

For µ1 ∈ (0, 1) and y > 0 the following inequality holds:

y
p
2 ln2 y ≤


y
p+µ1

2 (y
−µ1

2 ln2(y)) ≤ C(µ1, p
+)(y

p+µ1
2 ) if y ≥ 1,

y
p−
2 ln2(y) ≤ C(p−) if y ∈ (0, 1).

(4.3.43)
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Let
r∗ = 2

N + 2 and r∗ = 4p−

p−(N + 2) + 2N . (4.3.44)

Take the numbers r1, r2 such that

r1 ∈ (r∗, r∗), r2 ∈ (0, 1), q(z) + r2 ≤ p(z) + r1 < p(z) + r∗

and estimate M applying (4.3.43):

M≤ C
(

1 +
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)+r1−2

2 |∇u(m)
ε |2 dx+

ˆ
Ω
a(z)(ε2 + |∇u(m)

ε |2)
q(z)+r2−2

2 |∇u(m)
ε |2 dx

)
with a constant C = C(C1, r1, r2). Let us transform the integrand of the second integral using
the following inequality:

(ε2 + |∇u(m)
ε |2)

q(z)+r2−2
2 |∇u(m)

ε |2 ≤ (ε2 + |∇u(m)
ε |2)

q(z)+r2
2 ≤ 1 + (ε2 + |∇u(m)

ε |2)
p(z)+r1

2

≤ 1 +

(2ε2)
p(z)+r1

2 if |∇u(m)
ε | < ε,

2(ε2 + |∇u(m)
ε |2)

p(z)+r1−2
2 |∇u(m)

ε |2 if |∇u(m)
ε | ≥ ε.

(4.3.45)

Using (4.3.45) and the interpolation inequality of Lemma 4.2.3 we finally obtain

M≤ C
(

1+
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)+r1−2

2 |∇u(m)
ε |2 dx

)
≤ δ1

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dx+ C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
) (4.3.46)

with any δ1 ∈ (0, 1) and C = C(δ1). Gathering (4.3.42) and (4.3.46), we finally obtain:

|J2| ≤ (δ0 + δ1)
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx+ C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
)

with a constant C depending on δi and ‖a(·, t)‖∞,Ω, but independent of ε and m.

Step 3: estimates on Ja and J∂Ω. Let ρ ∈ (r∗, r∗) be such that 2q(z) − p(z) < p(z) + ρ <

p(z) + r∗. Applying Young’s inequality and (4.3.45) we obtain the estimate

|Ja| ≤
ˆ

Ω

N∑
i,k=1

|axk ||(u
(m)
ε )xi |(ε2 + |∇u(m)

ε |2)
q(z)−2

2 |(u(m)
ε )xkxi | dx

≤ ‖∇a‖∞,Ω
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
2q(z)−p(z)

4

(
(ε2 + |∇u(m)

ε |2)
p(z)−2

4 |(u(m)
ε )xx|

)
dx

≤ δ̃
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx+ C(δ̃)

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

2q(z)−p(z)
2 dx

≤ δ̃
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)−2

2 |(u(m)
ε )xx|2 dx+ C ′

(
1 +

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)+ρ
2 dx

)
≤ δ̃

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dx+ C ′′
(

1 +
ˆ

Ω
(ε2 + |∇u(m)

ε |2)
p(z)+ρ−2

2 |∇u(m)
ε |2 dx

)
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where C ′′ = C ′′(‖∇a‖∞,Ω, N, q) is independent of ε and m. By Lemma 4.2.3 we obtain

|Ja| ≤ δ2

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 |(u(m)

ε )xx|2 dx+ C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
)

for any δ2 ∈ (0, 1) and a constant C independent of ε and m.

To estimate J∂Ω we use Lemma 4.3.2 and Theorem 4.3.3:

|J∂Ω| ≤
∣∣∣∣ˆ
∂Ω
ϕε(z,∇u(m)

ε )
(
∆u(m)

ε (∇u(m)
ε · n)−∇u(m)

ε · ∇(∇u(m)
ε · n)

)
dS

∣∣∣∣
≤ C

ˆ
∂Ω
ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dS

≤ δ3

ˆ
Ω
ϕε(z,∇u(m)

ε )|(u(m)
ε )xx|2 dx+ C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx
)

with an arbitrary δ3 ∈ (0, 1) and C depending upon δ3, p, q, a, ∂Ω and their differential
properties, but not on ε and m. To complete the proof and obtain (4.3.39), we gather the
estimates of J1, J2, Ja, J∂Ω and choose δi so small that

min{1, p− − 1} −
3∑
i=0

δi = η > 0.

Lemma 4.3.6. Under the conditions of Lemma 4.3.5

sup
(0,T )
‖∇u(m)

ε (·, t)‖22,Ω +
ˆ
QT

ϕε(z,∇u(m)
ε )|(u(m)

ε )xx|2 dz

≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f0‖2L2(0,T ;W 1,2
0 (Ω))

) (4.3.47)

andˆ
QT

|∇u(m)
ε |q(z) dz+

ˆ
QT

|∇u(m)
ε |p(z)+r dz ≤ C ′′ for any 0 < r <

4p−

p−(N + 2) + 2N (4.3.48)

with constants C, C ′, C ′′ independent of m and ε.

Proof. Multiplying (4.3.39) by e−2C1t and simplifying, we obtain the following differential
inequality:

d

dt

(
e−2C1t‖∇u(m)

ε (·, t)‖22,Ω
)
≤ Ce−2C1t

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx+ ‖f0(·, t)‖2
W 1,2

0 (Ω)

)
.

Integrating it with respect to t and taking into account (4.3.33), (4.3.34) we arrive at the
following estimate: for every t ∈ [0, T ]

‖∇u(m)
ε (·, t)‖22,Ω ≤ Ce2C1T

(
‖∇u0‖22,Ω + eT

(
1 + ‖u0‖22,Ω + ‖f0‖22,QT

)
+ ‖∇f‖22,QT

)
≤ CeC′T

(
1 + ‖u0‖2W 1,2

0 (Ω) + ‖f0‖2L2(0,T ;W 1,2
0 (Ω))

)
.
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Substitution of the above estimate into (4.3.39) gives

1
2
d

dt
‖∇u(m)

ε (·, t)‖22,Ω + C0

ˆ
Ω
ϕε(z,∇u(m)

ε )|(u(m)
ε )xx|2 dx

≤ C1

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx+ ‖∇u0‖22,Ω + ‖f0(·, t)‖2
W 1,2

0 (Ω)

)
.

Integrating it with respect to t and using (4.3.34) to estimate the integral of |∇u(m)
ε |p(z) on

the right-hand side, we obtain
ˆ
QT

ϕε(z,∇u(m)
ε )|(u(m)

ε )xx|2 dz ≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f0‖2L2(0,T ;W 1,2
0 (Ω))

)
.

To prove estimate (4.3.48), we make use of Theorem 4.2.2. Let us fix a number r ∈ (r∗, r∗) with
r∗, r∗ defined in (4.3.44). Split the cylinder QT into the two parts Q+

T = QT ∩{p(z) + r ≥ 2},
Q−T = QT ∩ {p(z) + r < 2} and represent

ˆ
QT

|∇u(m)
ε |p(z)+r dz =

ˆ
Q+
T

|∇u(m)
ε |p(z)+r dz +

ˆ
Q−T

|∇u(m)
ε |p(z)+r dz ≡ I+ + I−.

Since

I+ ≤
ˆ
Q+
T

(ε2 + |∇u(m)
ε |2)

p(z)+r−2
2 |∇u(m)

ε |2 dz ≤
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)+r−2
2 |∇u(m)

ε |2 dz,

the estimate on I+ follows immediately from Theorem 4.2.2 and (4.3.47). To estimate I−, we
set B+ = Q−T ∩ {z : |∇u(m)

ε | ≥ ε}, B− = Q−T ∩ {z : |∇u(m)
ε | < ε}. The estimate on I− follows

from Theorem 4.2.2 and (4.3.47) because

I− =
ˆ
B+∪B−

|∇u(m)
ε |p(z)+r dz =

ˆ
B+

(|∇u(m)
ε |2)

p(z)+r−2
2 |∇u(m)

ε |2 dz +
ˆ
B−

εp(z)+r dz

≤ 2
2−r−p−

2

ˆ
B+

(ε2 + |∇u(m)
ε |2)

p(z)+r−2
2 |∇u(m)

ε |2 dz + εp
−+rT |Ω|

≤ C
(

1 +
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)+r−2
2 |∇u(m)

ε |2 dz
)
.

By combining the above estimates, using the Young inequality, and applying (4.3.47), (4.3.34)
and Theorem 4.2.2 we obtain (4.3.48) with r ∈ (r∗, r∗):

ˆ
QT

|∇u(m)
ε |q(z) dz +

ˆ
QT

|∇u(m)
ε |p(z)+r dz ≤ 1 +

ˆ
QT

|∇u(m)
ε |p(z)+r dz

≤ C
(

1 +
ˆ
QT

ϕε(z,∇u(m)
ε )|(u(m)

ε )xx|2 dz +
ˆ
QT

|∇u(m)
ε |p(z) dz

)
≤ C.

If r ∈ (0, r∗], the required inequality follows from Young’s inequality.
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Remark 4.3.1. Under the conditions of Lemma 4.3.6
ˆ
QT

(ε2 + |∇u(m)
ε |2)

p(z)+r
2 dz ≤ C, ε ∈ (0, 1), (4.3.49)

with an independent of ε and m constant C.

Corollary 4.3.2. Let condition (4.3.7) be fulfilled. Under the conditions of Lemma 4.3.6

‖(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε ‖q′(·),QT ≤ C (4.3.50)

with a constant C independent of m and ε.

Proof. Condition (4.3.7) entails the inequality

q(z)(p(z)− 1)
q(z)− 1 ≤ q(z) ≤ p(z) + r.

By Young’s inequality, the assertion follows then from (4.3.49):
ˆ
QT

(ε2 + |∇u(m)
ε |2)

q(z)(p(z)−1)
2(q(z)−1) dz ≤ C

(
1 +

ˆ
QT

|∇u(m)
ε |p(z)+r dz

)
≤ C.

Lemma 4.3.7. Assume that in the conditions of Lemma 4.3.5 u0 ∈ W 1,2
0 (Ω) ∩W 1,q(·,0)

0 (Ω).
Then

‖(u(m)
ε )t‖22,QT + sup

(0,T )

ˆ
Ω

(
(ε2 + |∇u(m)

ε |2)
p(z)

2 + a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

)
dx

≤ C
(

1 +
ˆ

Ω

(
|∇u0|p(x,0) + a(x, 0)|∇u0|q(x,0)

)
dx

)
+ ‖f0‖22,QT

(4.3.51)

with an independent of m and ε constant C, which depends on the constants in conditions
(4.3.4).

Proof. By multiplying (4.3.19) with (u(m)
j )t and summing over j = 1, 2, . . . ,m we obtain the

equality

ˆ
Ω

(u(m)
ε )2

t dx+
ˆ

Ω
ϕε(z,∇u(m)

ε )∇u(m)
ε · ∇(u(m)

ε )t dx =
ˆ

Ω
f0(u(m)

ε )t dx. (4.3.52)

Using the identity

a(z)(ε2 + |∇u(m)
ε |2)

q(z)−2
2 ∇u(m)

ε · ∇(u(m)
ε )t = d

dt

a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

q(z)


+ a(z)qt(z)(ε2 + |∇u(m)

ε |2)
q(z)

2

q2(z)

(
1− q(z)

2 ln((ε2 + |∇u(m)
ε |2))

)
− at(ε2 + |∇u(m)

ε |2)
q(z)

2

q(z)
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we rewrite (4.3.52) as

‖(u(m)
ε )t(·, t)‖22,Ω + d

dt

ˆ
Ω

(
(ε2 + |∇u(m)

ε |2)
p(z)

2 + a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

)
dx

=
ˆ

Ω
f0(u(m)

ε )t dx−
ˆ

Ω

pt(ε2 + |∇u(m)
ε |2)

p(z)
2

p2(z)

(
1− p(z)

2 ln(ε2 + |∇u(m)
ε |2)

)
dx

−
ˆ

Ω

a(z)qt(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

p2(z)

(
1− q(z)

2 ln((ε2 + |∇u(m)
ε |2))

)
dx

+
ˆ

Ω

at(ε2 + |∇u(m)
ε |2)

q(z)
2

q(z) dx

≡
ˆ

Ω
f0(u(m)

ε )t dx+ J1 + J2 + J3.

(4.3.53)

The first term on the right-hand side of (4.3.53) is estimated by the Cauchy inequality:∣∣∣∣ˆ
Ω
f0(u(m)

ε )t dx
∣∣∣∣ ≤ 1

2‖(u
(m)
ε )t(·, t)‖22,Ω + 1

2‖f0(·, t)‖22,Ω.

To estimate Ji we use (4.3.33), (4.3.34), (4.3.43), (4.3.46) and (4.3.48). Fix two numbers
r1 ∈ (r∗, r∗), r2 ∈ (0, 1) such that

q(z) + r2 < p(z) + r1 < p(z) + r∗.

Then
3∑
i=1
|Ji| ≤ C1

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx+
ˆ

Ω
|∇u(m)

ε |q(z) dx
)

+ C2

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)
2 ln(ε2 + |∇u(m)

ε |2) dx

+ C3

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

q(z)
2 ln(ε2 + |∇u(m)

ε |2) dx

≤ C4

(
1 +

ˆ
Ω

(ε2 + |∇u(m)
ε |2)

p(z)+r1
2 dx

)
.

The required inequality (4.3.51) follows after gathering the above estimates, integrating the
result in t and applying (4.3.32).

(ii) A priori estimates II: the case b 6≡ 0

We proceed to derive a priori estimates in the case when the equation contains the nonlinear
source. The difference in the arguments consists in the necessity to estimate the integrals of
the terms b|u(m)

ε |σ(z), b|u(m)
ε |σ(z)−2u

(m)
ε ∆u(m)

ε , b|u(m)
ε |σ(z)−2u

(m)
ε u

(m)
εt .

1) Let us multiply jth equation of (4.3.19) by u
(m)
j and sum up. In the result we arrive at

equality (4.3.35) with the right-hand side containing the additional term

I0 ≡
ˆ

Ω
b(z)|u(m)

ε |σ(z) dx.
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Let 2(σ+ − 1) < p−. Using the inequalities of Young and Poincaré we find that for every
t ∈ (0, T )

|I0| ≤ B
(

1 +
ˆ

Ω
|u(m)
ε |2(σ+−1) dx+

ˆ
Ω
|u(m)
ε |2 dx

)
≤ Cδ + δ

ˆ
Ω
|u(m)
ε |p

−
dx+

ˆ
Ω
|u(m)
ε |2 dx

≤ C ′δ + Ĉδ

ˆ
Ω
|∇u(m)

ε |p
−
dx+ C

ˆ
Ω
|u(m)
ε |2 dx

≤ C ′′δ + Ĉδ

ˆ
Ω
|∇u(m)

ε |p(z) dx+ C

ˆ
Ω
|u(m)
ε |2 dx

where δ ∈ (0, 1) is an arbitrary constant and Ĉ is the constant from inequality (4.1.5) with
r = p−. We plug this estimate into (4.3.36) and use (4.3.38) with a ≡ 1 and q substituted by
p. Chosing δ sufficiently small, we transform (4.3.36) to the form

1
2
d

dt
‖u(m)

ε (·, t)‖22,Ω+(1−Cδ)
ˆ

Ω
ϕε(z,∇u(m)

ε )|∇u(m)
ε |2 dx ≤ C ′

(
1 + ‖f0(·, t)‖22,Ω + ‖u(m)

ε (·, t)‖22,Ω
)
.

Integrating this inequality in t we obtain the following counterpart of Lemma 4.3.4.

Lemma 4.3.8. Assume that a(·), p(·), q(·), u0, f0 satisfy the conditions of Lemma 4.3.4. If

σ, b are measurable and bounded functions in QT and 1 < σ− ≤ σ+ < 1 + p−

2 , then

sup
t∈(0,T )

‖u(m)
ε (·, t)‖22,Ω +

ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dz ≤ C1eT (‖f0‖22,QT + ‖u0‖22,Ω) + C0

(4.3.54)

andˆ
QT

(
|∇u(m)

ε |p(z) + a(z)|∇u(m)
ε |q(z)

)
dx dt ≤ C2

ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dz + C3 (4.3.55)

with independent of ε and m constants Ci.

2) Estimate on ‖∇u(m)
ε (t)‖2,Ω. We follow the proof of Lemma 4.3.5: multiplying each of

equations in (4.3.19) by λju
(m)
j and summing the results we arrive at equality (4.3.40) with

the additional term in the right-hand side. The new term can be transformed by means of
integration by parts in Ω:

I1 =
ˆ

Ω
b(z)|u(m)

ε |σ(z)−2u(m)
ε ∆u(m)

ε dx

≤
ˆ

Ω
(σ(z)− 1)|b(z)||u(m)

ε |σ(z)−2|∇u(m)
ε |2 dx

+
ˆ

Ω
|u(m)
ε |σ(z)−1|∇b||∇u(m)

ε | dx+
ˆ

Ω
|b(z)||u(m)

ε |σ(z)−1| ln ||u(m)
ε |||∇u(m)

ε ||∇σ| dx

≡ K1 +K2 +K3.
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To estimate K3 we assume that the functions |b| and |∇σ| are bounded a.e. in QT and then
apply the Cauchy inequality, (4.3.43), and the Poincaré inequality: if 2(σ+ − 1) < p−, there
exists a constant µ > 0 such that 2(σ+ − 1) + µ ≤ p−

K3 ≤ C
(

1 + ‖∇u(m)
ε (·, t)‖22,Ω +

ˆ
Ω
|u(m)
ε |2(σ(z)−1+µ) dx

)
≤ C

(
1 + ‖∇u(m)

ε (·, t)‖22,Ω +
ˆ

Ω
|u(m)
ε |2(σ+−1)+µ dx

)
≤ C ′

(
1 + ‖∇u(m)

ε (·, t)‖22,Ω +
ˆ

Ω
|∇u(m)

ε |2(σ+−1)+µ dx

)
≤ C ′′

(
1 + ‖∇u(m)

ε (·, t)‖22,Ω +
ˆ

Ω
|∇u(m)

ε |p(z) dx
)
.

K2 is estimated likewise: if |∇b| is bounded a.e. in QT and 2(σ+ − 1) < p−, then

K2 ≤ C
(

1 + ‖∇u(m)
ε (·, t)‖22,Ω +

ˆ
Ω
|u(m)
ε |2(σ(z)−1) dx

)
≤ C ′

(
1 + ‖∇u(m)

ε (·, t)‖22,Ω +
ˆ

Ω
|∇u(m)

ε |p(z) dx
)
.

To estimate K1 we assume that σ− ≥ 2 and notice that the restriction on p− and σ+ imposed
to estimate K2 and K3 yields

4 ≤ 2σ− ≤ 2σ+ < 2 + p− ⇒ p− > 2 ⇒ σ+ < 1 + p−

2 < p−.

Using this observation and the Young inequality we estimate K1 as follows:

K1 ≤ C
(ˆ

Ω
|∇u(m)

ε |p(z) dx+
ˆ

Ω
|u(m)
ε |

p(z)σ(z)−2
p(z)−2 dx

)
≤ C

(
1 +

ˆ
Ω
|∇u(m)

ε |p(z) dx+
ˆ

Ω
|u(m)
ε |

p(z)σ
+−2
p−−2 dx

)

≤ C ′
(

1 +
ˆ

Ω
|∇u(m)

ε |p(z) dx+
ˆ

Ω
|u(m)
ε |p(z) dx

)
.

Following the proof of Lemma 4.3.6 and taking into account the estimates on Ki we arrive at
the inequality

sup
(0,T )
‖∇u(m)

ε (·, t)‖22,Ω +
ˆ
QT

ϕε(z,∇u(m)
ε )|(u(m)

ε )xx|2 dz

≤ CeC′T
(

1 + ‖∇u0‖22,Ω + ‖f0‖2L2(0,T ;W 1,2
0 (Ω))

)
+ C ′′eC′T

(ˆ
QT

|∇u(m)
ε |p(z) dz +

ˆ
QT

|u(m)
ε |p(z) dz

)

with new constants C, C ′, C ′′ which do not depend on ε and m. The last term on the right-
hand side of this inequality is estimated by virtue of Lemma 4.3.1 and estimates (4.3.54),
(4.3.55).
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Lemma 4.3.9. Let in the conditions of Lemma 4.3.8, 2 ≤ σ− ≤ σ+ < 1 + p−

2 holds. If
‖∇b‖∞,QT <∞ and ‖∇σ‖∞,QT <∞, then

sup
(0,T )
‖∇u(m)

ε (·, t)‖22,Ω +
ˆ
QT

ϕε(z,∇u(m)
ε )|(u(m)

ε )xx|2 dz

≤ CeC′T
(
Ĉ + ‖u0‖2W 1,2

0 (Ω) + ‖f0‖2L2(0,T ;W 1,2
0 (Ω))

) (4.3.56)

with an independent of ε and m constants C, C ′, and a constant Ĉ depending only on T , and
the quantities on the right-hand sides of (4.3.33), (4.3.34).

3) Estimate on ‖u(m)
εt ‖2,QT . We follow the proof of Lemma 4.3.7. Multiplying (4.3.19) by

(u(m)
ε )t and summing the results we obtain equality (4.3.53) with the additional term on the

right-hand side:
M0 ≡

ˆ
Ω
b(z)|u(m)

ε |σ(z)−2u(m)
ε (u(m)

ε )t dx.

By Young’s inequality

M0 ≤ C
ˆ

Ω
|u(m)
ε |2(σ(z)−1) dx+ 1

2

ˆ
Ω

(u(m)
ε )2

t dx.

Combining this inequality with (4.3.51) and taking into account the inequality 2(σ(z)− 1) <
p(z) following from the inequality 2(σ+ − 1) < p−, we obtain

1
2‖(u

(m)
ε )t‖22,QT + sup

(0,T )

ˆ
Ω

(
(ε2 + |∇u(m)

ε |2)
p(z)

2 + a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

)
dx

≤ C
(

1 +
ˆ

Ω

(
|∇u0|p(x,0) + a(x, 0)|∇u0|q(x,0)

)
dx

)
+ ‖f0‖22,QT

+ C ′
(

1 +
ˆ
QT

|uε|p(z) dz
)
.

The last integral on the right-hand side is estimated by virtue of Lemma 4.3.1 and the
estimates of Lemma 4.3.8.

Lemma 4.3.10. Let the conditions of Lemma 4.3.9 be fulfilled. Then
1
2‖(u

(m)
ε )t‖22,QT + sup

(0,T )

ˆ
Ω

(
(ε2 + |∇u(m)

ε |2)
p(z)

2 + a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

)
dx

≤ C
(

1 +
ˆ

Ω

(
|∇u0|p(x,0) + a(x, 0)|∇u0|q(x,0)

)
dx

)
+ ‖f0‖22,QT + C ′

(4.3.57)

with constants C, C ′ independent of ε and m.

4.3.6 Existence and uniqueness of strong solution

In this section, we prove that the regularized problem (4.3.16) and the degenerate problem
(4.3.1) have strong solutions and derive conditions of uniqueness of these solutions.
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4.3.6.1. Regularized problem

4.3.6.1 Regularized problem

Theorem 4.3.5. Let u0, f , p, q, a and ∂Ω satisfy the conditions of Theorem 4.3.1. Then
for every ε ∈ (0, 1) problem (4.3.16) has a unique solution uε which satisfies the estimates

‖uε‖Wq(·)(QT ) ≤ C0,

ess sup
(0,T )
‖uε(·, t)‖22,Ω + ‖uεt‖22,QT + ess sup

(0,T )
‖∇uε(·, t)‖22,Ω

+ ess sup
(0,T )

ˆ
Ω

(
(ε2 + |∇u(m)

ε |2)
p(z)

2 + a(z)(ε2 + |∇u(m)
ε |2)

q(z)
2

)
dx ≤ C0

(4.3.58)

with a constant C0 depending on the data but not on ε. Moreover, uε possesses the property
of global higher integrability of the gradient: for every

δ ∈ (0, r∗), r∗ = 4p−

p−(N + 2) + 2N ,

there exists a constant C = C
(
∂Ω, N, p±, δ, ‖u0‖W 1,2

0 (Ω), ‖f‖L2(0,T ;W 1,2
0 (Ω))

)
such that

ˆ
QT

|∇uε|p(z)+δ dz ≤ C. (4.3.59)

Proof. Let ε ∈ (0, 1) be a fixed parameter. Under the assumptions of Theorem 4.3.1, there
exists a sequence of Galerkin approximations u(m)

ε defined by formulas (4.3.17) which satisfies
estimates (4.3.33), (4.3.34), (4.3.47), (4.3.48), (4.3.50) and (4.3.51). These uniform in m and
ε estimates enable one to extract a subsequence u(m)

ε (for which we keep the same name), and
functions uε, ηε, χε such that

u(m)
ε → uε ?-weakly in L∞(0, T ;L2(Ω)), (u(m)

ε )t ⇀ (uε)t in L2(QT ),

∇u(m)
ε ⇀ ∇uε in (Lp(·)(QT ))N , ∇u(m)

ε ⇀ ∇uε in (Lq(·)(QT ))N ,

(ε2 + |∇u(m)
ε |2)

p(z)−2
2 ∇u(m)

ε ⇀ ηε in (Lq′(·)(QT ))N ,

(ε2 + |∇u(m)
ε |2)

q(z)−2
2 ∇u(m)

ε ⇀ χε in (Lq′(·)(QT ))N .

(4.3.60)

In the third line we make use of the uniform estimate
ˆ
QT

(ε2 + |∇u(m)
ε |2)

q(z)(p(z)−1)
2(q(z)−1) dz ≤ C

(
1 +

ˆ
QT

|∇u(m)
ε |p(z)+r dz

)
≤ C,

which follows from (4.3.7) and (4.3.48). The functions u(m)
ε and (u(m)

ε )t are uniformly bounded
in L∞(0, T ;W 1,p−

0 (Ω)) and L2(0, T ;L2(Ω)) respectively, and W
1,q(·,t)
0 (Ω) ⊆ W 1,q−

0 (Ω) ↪→
L2(Ω). By [235, Sec.8, Corollary 4] the sequence {u(m)

ε } is relatively compact in C([0, T ];L2(Ω)),
i.e., there exists a subsequence {u(mk)

ε }, which we assume coinciding with {u(m)
ε }, such that

u
(m)
ε → uε in C([0, T ];L2(Ω)) and a.e. in QT . Let us define

Pm =
{
φ : φ =

m∑
i=1

ψi(t)φi(x), ψi are absolutely continuous in [0, T ]
}
.
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Fix some m ∈ N. By the method of construction u(m)
ε ∈ Pm. Since Pk ⊂ Pm for k < m, then

for every ξk ∈ Pk with k ≤ m
ˆ
QT

u
(m)
εt ξk dz +

ˆ
QT

ϕε(z,∇u(m)
ε )∇u(m)

ε · ∇ξk dz =
ˆ
QT

f0ξk dz. (4.3.61)

Let ξ ∈ Wq(·)(QT ). The space C∞([0, T ];C∞0 (Ω)) is dense inWq(·)(QT ), therefore there exists
a sequence {ξk} such that ξk ∈ Pk and ξk → ξ ∈ Wq(·)(QT ). If Um ⇀ U in Lq

′(·)(QT ), then
for every V ∈ Lq(·)(QT ) we have

a(z)V ∈ Lq(·)(QT ) and
ˆ
QT

aUmV dz →
ˆ
QT

aUV dz.

Using this fact we pass to the limit as m → ∞ in (4.3.61) with a fixed k, and then letting
k →∞, we conclude that

ˆ
QT

uεtξ dz +
ˆ
QT

ηε · ∇ξ dz +
ˆ
QT

a(z) χε · ∇ξ dz =
ˆ
QT

f0ξ dz (4.3.62)

for all ξ ∈ Wq(·)(QT ). To identify the limit vectors ηε and χε we use the classical argument
based on monotonicity. The flux function ϕε(z,∇u(m)

ε )∇u(m)
ε is monotone:

(ϕε(z, ξ)ξ − ϕε(z, ζ)ζ, ξ − ζ) ≥ 0 for all ξ, ζ ∈ RN , z ∈ QT , ε > 0, (4.3.63)

see, e.g., Lemma 4.2.10 for the proof. By virtue of (4.3.63), for every ψ ∈ Pm

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 = ϕε(z,∇u(m)
ε )∇u(m)

ε · (∇u(m)
ε −∇ψ) + ϕε(z,∇u(m)

ε )∇u(m)
ε · ∇ψ

= (ϕε(z,∇u(m)
ε )∇u(m)

ε − ϕε(z,∇ψ)∇ψ) · (∇u(m)
ε −∇ψ)

+ ϕε(z,∇ψ)∇ψ · (∇u(m)
ε −∇ψ) + ϕε(z,∇u(m)

ε )∇u(m)
ε · ∇ψ

≥ ϕε(z,∇ψ)∇ψ · (∇u(m)
ε −∇ψ) + ϕε(z,∇u(m)

ε )∇u(m)
ε · ∇ψ.

(4.3.64)

By taking ξk = u
(m)
ε in (4.3.61) we obtain: for every ψ ∈ Pk with k ≤ m

0 =
ˆ
QT

(u(m)
ε )tu(m)

ε dz +
ˆ
QT

ϕε(z,∇u(m)
ε )|∇u(m)

ε |2 dz −
ˆ
QT

f0u
(m)
ε dz

≥
ˆ
QT

(u(m)
ε )tu(m)

ε dz +
ˆ
QT

ϕε(z,∇ψ)∇ψ · ∇(u(m)
ε − ψ) dz

+
ˆ
QT

ϕε(z,∇u(m)
ε )∇u(m)

ε · ∇ψ dz −
ˆ
QT

f0u
(m)
ε dz.

Notice that (u(m)
ε , (u(m)

ε )t)2,QT → (uεt, uε)2,QT as m → ∞ as the product of weakly and
strongly convergent sequences. This fact together with (4.3.60) means that each term of the
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4.3.6.1. Regularized problem

last inequality has a limit as m → ∞. Letting m → ∞ and using (4.3.62), we find that for
every ψ ∈ Pk

0 ≥
ˆ
QT

uεuεt dz +
ˆ
QT

ϕε(z,∇ψ)∇ψ · ∇(uε − ψ) dz +
ˆ
QT

(ηε + a(z)χε) · ∇ψ dz −
ˆ
QT

f0uε dz

=
ˆ
QT

(
(ε2 + |∇ψ|2)

p(z)−2
2 ∇ψ − ηε

)
· ∇(uε − ψ) dz

+
ˆ
QT

a(z)
(

(ε2 + |∇ψ|2)
q(z)−2

2 ∇ψ − χε
)
· ∇(uε − ψ) dz.

By the density of
⋃∞
k=1 Pk inWq(·)(QT ), the last inequality also holds for every ψ ∈ Wq(·)(QT ).

Take ψ = uε + λξ with a constant λ > 0 and an arbitrary ξ ∈ Wq(·)(QT ). Then

λ

[ˆ
QT

(
(ε2 + |∇(uε + λξ)|2)

p(z)−2
2 ∇(uε + λξ)− ηε

)
· ∇ξ dz

+
ˆ
QT

a(z)
(

(ε2 + |∇(uε + λξ)|2)
q(z)−2

2 ∇(uε + λξ)− χε
)
· ∇ξ dz

]
≤ 0.

Simplifying and letting λ→ 0 we find that
ˆ
QT

(ϕε(z,∇uε)∇uε − (ηε + a(z)χε)) · ∇ξ dz ≤ 0 ∀ξ ∈ Wq(·)(QT ),

which is possible only if
ˆ
QT

(ϕε(z,∇uε)∇uε − (ηε + a(z)χε)) · ∇ξ dz = 0 ∀ξ ∈ Wq(·)(QT ),

The initial condition for uε is fulfilled by continuity because uε ∈ C([0, T ];L2(Ω)).

Uniqueness of the weak solution is an immediate byproduct of monotonicity. Let u, v are
two solutions of problem (4.3.16). Take an arbitrary τ ∈ (0, T ]. Choosing u − v for the test
function in equalities (4.3.6) for u and v in the cylinder Qτ = Ω × (0, τ), subtracting the
results and applying (4.3.63) we arrive at the inequality

1
2‖u− v‖

2
2,Ω(τ) =

ˆ
Qτ

(u− v)(u− v)t dz ≤ 0.

It follows that u(x, τ) = v(x, τ) a.e. in Ω for every τ ∈ [0, T ].

Estimates (4.3.58) follow from the uniform in m estimates on the functions u(m)
ε and

their derivatives, the properties of weak convergence (4.3.60) and lower semicontinuity of the
modular. Inequality (4.3.49) yields that for every δ ∈ (0, r∗) the sequence {∇u(m)

ε } contains
a subsequence which converges to ∇uε weakly in (Lp(·)+δ(QT ))N , whence (4.3.59).

Theorem 4.3.6. Let in the conditions of Theorem 4.3.5, b 6≡ 0.
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Chapter 4. Parabolic problems with nonstandard growth

(i) Assume that b, σ are measurable and bounded functions in QT

‖∇b‖∞,QT <∞, ‖∇σ‖∞,QT <∞, 2 ≤ σ− ≤ σ+ < 1 + p−

2 .

Then for every ε ∈ (0, 1) problem (4.3.16) has at least one strong solution u, which
satisfies estimates (4.3.58), (4.3.59).

(ii) The solution is unique if either σ ≡ 2, or b(z) ≤ 0 in QT and σ− ≥ 1.

Proof. The proof is an imitation of the proof of Theorem 4.3.5. The estimates of Lemmas
4.3.8, 4.3.9, 4.3.10 allows one to extract a subsequence {u(mk)

ε } with the convergence properties
(4.3.60). Let uε be the pointwise limit of the sequence {u(mk)

ε }. We have to show that for
every φ ∈ L2(QT )

ˆ
QT

|u(mk)
ε |σ(z)−2u(mk)

ε φdz →
ˆ
QT

|uε|σ(z)−2uεφdz.

The sequence vmk = |u(mk)
ε |σ(z)−2u

(mk)
ε converges a.e. in QT to |uε|σ(z)−2uε and is uniformly

bounded in L2(QT ) because

ˆ
QT

v2
mk

dz =
ˆ
QT

|u(mk)
ε |2(σ(z)−1) dz ≤ C

(
1 +

ˆ
QT

|u(mk)
ε |p− dz

)

≤ C
(

1 +
ˆ
QT

|∇u(mk)
ε |p− dz

)
≤ C

(
1 +

ˆ
QT

|u(mk)
ε |p(z) dz

)
≤ C ′.

It follows that there is v ∈ L2(QT ) such that vmk ⇀ v in L2(QT ) and by virtue of pointwise
convergence it is necessary that v = |uε|σ(z)−2uε a.e. in QT .

Assume that u1, u2 ∈ Wq(·)(QT ) are two strong solutions of problem (4.3.16). The function
u1−u2 is an admissible test-function in the integral identities (4.3.6) for ui. Combining these
identities and using (4.3.63) we arrive at the inequality

1
2‖u1 − u2‖22,Ω(t) ≤ 1

2‖u1 − u2‖22,Ω(t) +
ˆ t

0

ˆ
Ω

(ϕε(z,∇u1)∇u1 − ϕε(z,∇u2)∇u2) · ∇(u1 − u2) dz

=
ˆ t

0

ˆ
Ω
b(z)

(
|u1|σ(z)−2u1 − |u2|σ(z)−2u2

)
(u1 − u2) dz.

If σ ≡ 2, this inequality takes the form

1
2‖u1 − u2‖22,Ω(t) ≤ B

ˆ t

0
‖u1 − u2‖22,Ω(τ) dτ, t ∈ (0, T ), B = ess sup

QT

b(z),

whence ‖u1 − u2‖2,Ω(t) = 0 in (0, T ) by Grönwall’s inequality. Let b(z) ≤ 0 in QT . For
σ(z) ≥ 1 the function |s|σ(z)−2s is monotone increasing as a function of s, therefore(

|u1|σ(z)−2u1 − |u2|σ(z)−2u2
)

(u1 − u2) ≥ 0 a.e. in QT
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and
1
2‖u1 − u2‖22,Ω(t) ≤ 0 in (0, T ).

4.3.6.2 Degenerate problem. Proof of Theorems 4.3.1, 4.3.2

Let {uε} be the family of strong solutions of the regularized problems (4.3.16) satisfying
estimates (4.3.58). These uniform in ε estimates enable one to extract a sequence {uεk} and
find functions u ∈ Wq(·)(QT ), η, χ ∈ (Lq′(·)(QT ))N with the following properties:

uεk → u ?-weakly in L∞(0, T ;L2(Ω)), uεkt ⇀ ut in L2(QT ),

∇uεk ⇀ ∇u in (Lq(·)(QT ))N ,

(ε2k + |∇uεk |
2)

p(z)−2
2 ∇uεk ⇀ η in (Lq′(·)(QT ))N ,

(ε2k + |∇uεk |
2)

q(z)−2
2 ∇uεk ⇀ χ in (Lq′(·)(QT ))N .

In the third line we make use of the uniform estimateˆ
QT

(ε2 + |∇uε|2)
q(z)(p(z)−1)

2(q(z)−1) dz ≤ C
(

1 +
ˆ
QT

|∇uε|p(z)+r dz
)
≤ C,

which follows from (4.3.7) and (4.3.59). Moreover, u ∈ C([0, T ];L2(Ω)). Each of uεk satisfies
the identityˆ

QT

uεktξ dz +
ˆ
QT

ϕεk(z,∇uεk)∇uεk · ∇ξ dz =
ˆ
QT

f0ξ dz ∀ξ ∈ Wq(·)(QT ), (4.3.65)

which yieldsˆ
QT

utξ dz +
ˆ
QT

(η + a(z)χ) · ∇ξ dz =
ˆ
QT

f0ξ dz ∀ξ ∈ Wq(·)(QT ). (4.3.66)

To identify η and χ we use the monotonicity argument. Take ξ = uεk in (4.3.65):ˆ
QT

uεktuεk dz +
ˆ
QT

ϕεk(z,∇uεk)∇uεk · ∇uεk dz =
ˆ
QT

f0uεk dz. (4.3.67)

According to (4.3.64), for every φ ∈ Wq(·)(QT )ˆ
QT

ϕεk(z,∇uεk)∇uεk · ∇uεk dz ≥
ˆ
QT

(ϕεk(z,∇φ)− (|∇φ|p−2 + a(z)|∇φ|q−2)∇φ · ∇(uεk − φ) dz

+
ˆ
QT

ϕεk(z,∇uεk)∇uεk · ∇φdz +
ˆ
QT

(|∇φ|p−2 + a(z)|∇φ|q−2)∇φ · ∇(uεk − φ) dz

≡ J1,k + J2,k + J3,k,

where

J2,k →
ˆ
QT

(η + a(z)χ) · ∇φdz,

J3,k →
ˆ
QT

(|∇φ|p−2 + a(z)|∇φ|q−2)∇φ · ∇(u− φ) dz as k →∞.
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Chapter 4. Parabolic problems with nonstandard growth

Since
∣∣∣∣(ϕεk(z,∇φ)∇φ− (|∇φ|p−2 + a

q−1
q (z)|∇φ|q−2)∇φ

∣∣∣∣ → 0 a.e. in QT as k → ∞, and
because the integrand of J1,k has the majorant

∣∣∣((ε2k + |∇φ|2)
p−2

2 − |∇φ|p−2)∇φ
∣∣∣p′ + ∣∣∣∣a q−1

q (z)((ε2k + |∇φ|2)
q−2

2 − |∇φ|q−2)∇φ)
∣∣∣∣q′

≤ C
(

((1 + |∇φ|2)
p(z)

2 + a(z)(1 + |∇φ|2)
q(z)

2

)
≤ C

(
1 + |∇φ|p(z) + a(z)|∇φ|q(z)

)
,

then J1,k → 0 by the dominated convergence theorem. Combining (4.3.66) with (4.3.67) and
letting k →∞ we find that for every φ ∈ Wq(·)(QT )

ˆ
QT

(
(|∇φ|p(z)−2 + a(z)|∇φ|q(z)−2)∇φ− (η + a(z)χ)

)
· ∇(u− φ) dz ≥ 0.

Choosing φ = u + λζ with λ > 0 and ζ ∈ Wq(·)(QT ), simplifying, and then letting λ → 0+,
we obtain the inequality

ˆ
QT

(
(|∇u|p(z)−2∇u+ a(z)|∇u|q(z)−2∇u)− (η + a(z)χ)

)
· ∇ζ dz ≥ 0 ∀ζ ∈ Wq(·)(QT ).

Since the sign of ζ is arbitrary, the previous relation is the equality. It follows that in (4.3.66)
η+a(z)χ can be substituted by |∇u|p(z)−2∇u+a(z)|∇u|q(z)−2∇u. Since u ∈ C([0, T ];L2(Ω)),
the initial condition is fulfilled by continuity. Estimates (4.3.9) follow from the uniform in
ε estimates of Theorem 4.3.5 and the lower semicontinuity of the modular exactly as in the
proof of Theorem 4.3.5. Uniqueness of a strong solution is an immediate consequence of the
monotonicity. Theorem 4.3.1 is proven.

To prove Theorem 4.3.2 we only have to check that |uεk |σ(z)−2uεk ⇀ |u|σ(z)−2u in L2(QT )
(up to a subsequence). This is done as in the case of the regularized problem.

Remark 4.3.2. Under the assumption of the Theorem 4.3.1 or Theorem 4.3.2 and, in ad-
dition f0 ∈ L1(0, T ;L∞(Ω)) and u0 ∈ L∞(Ω), the strong solution of the problem (4.3.1) is
bounded and satisfies the estimate

‖u(·, t)‖∞,Ω ≤ eC1t‖u0‖∞,Ω + eC1t

ˆ t

0
e−C1τ‖f0(·, τ)‖∞,Ω dτ

where C1 = 0 if b(z) ≤ 0 in QT , or C1 = ‖b‖∞,QT if σ ≡ 2 (see [34, Ch.4,Sec.4.3,Th.4.3]).

4.4 A Picone identity for variable exponent operators and its applications

In this section, we prove the Picone identity for a general class of nonlinear operator and
derive some of its applications by studying the qualitative properties of elliptic and parabolic
equations. Precisely, we consider a continuous operator A : Ω× RN → R such that (x, ξ)→
A(x, ξ) is differentiable with respect to variable ξ and satisfies:
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(A0) ξ → A(x, ξ) is strictly convex for any x ∈ Ω.

(A1) ξ → A(x, ξ) is positively p(x)-homogeneous i.e. A(x, tξ) = tp(x)A(x, ξ), ∀ t
∈ R+, ξ ∈ RN and a.e. x ∈ Ω.

Remark 4.4.1. From the assumptions of A, we deduce A(x, ξ) > 0 for ξ 6= 0 and for any
x ∈ Ω.

4.4.1 Main results

By using the convexity and the p(x)-homogeneity of the operator A, we prove the following
extension of the Picone identity:

Theorem 4.4.1 (Picone identity). Let A : Ω × RN → R is a continuous and differen-
tiable function satisfying (A0) and (A1). Let v0, v ∈ L∞(Ω) belonging to V̇ r

+
def= {v : Ω →

(0,+∞) | v
1
r ∈W 1,p(x)

0 (Ω)} for some r ≥ 1. Then

1
p(x)

〈
∂ξA(x,∇v1/r

0 ),∇
(

v

v
(r−1)/r
0

)〉
≤ A

r
p(x) (x,∇v1/r) A

(p(x)−r)
p(x) (x,∇v1/r

0 )

where 〈., .〉 is the inner scalar product and the above inequality is strict if r > 1 or v
v0
6≡

Const > 0.

From the above Picone identity, we can show an extension of the famous Diaz-Saa inequality
to the class of variable exponent operators as a first application. This inequality is strongly
linked to the strict convexity of some associated homogeneous energy type functional.

Theorem 4.4.2 (Diaz-Saa inequality). Let A : Ω × RN → R is a continuous and differen-
tiable function satisfying (A0) and (A1) and define a(x, ξ) = (ai(x, ξ))i

def=
( 1
p(x)∂ξiA(x, ξ)

)
i

.

Assume in addition that there exists Λ > 0 such that

a ∈ C1(Ω× (RN\{0}))N and
N∑

i,j=1

∣∣∣∣∣∂ai(x, ξ)∂ξj

∣∣∣∣∣ ≤ Λ|ξ|p(x)−2

for all (x, ξ) ∈ Ω× RN\{0}. Then, we have in the sense of distributions, for any r ∈ [1, p−]
ˆ

Ω

(
− div(a(x,∇w1))

wr−1
1

+ div(a(x,∇w2))
wr−1

2

)
(wr1 − wr2) dx ≥ 0 (4.4.1)

for any w1, w2 ∈ W
1,p(x)
0 (Ω), positive in Ω such that w1

w2
,
w2
w1
∈ L∞(Ω). Moreover, if the

equality occurs in (4.4.1), then w1/w2 is constant in Ω. If p(x) 6≡ r in Ω then even w1 = w2

holds in Ω.
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Chapter 4. Parabolic problems with nonstandard growth

As a second application, we investigate the solvability of the following boundary problems
involving quasilinear elliptic operators with variable exponent:

−∆p(x)u+ g(x, u) = f(x, u) in Ω;

u > 0 in Ω;

u = 0 on ∂Ω.

(4.4.2)

The extended Picone identity can be reformulated as in Lemma 4.4.1 below. Together with
the strong maximum principle and elliptic regularity, this identity can be used to prove the
uniqueness of weak solutions to elliptic equations as (4.4.2). In particular, we establish the
following result:

Theorem 4.4.3. Let f, g : Ω× [0,∞)→ R+ be defined as f(x, t) = h(x)tq(x)−1 and g(x, t) =
l(x)ts(x)−1 with 1 ≤ q, s ∈ C(Ω) such that

• q+ < p− < s− and q− ≥ 1;

• h, l ∈ L∞(Ω), positive functions such that x→ h(x)
l(x) ∈ L

∞(Ω).

Then, there exists a weak solution u to (4.4.2), i.e. u belongs to W
1,p(x)
0 (Ω) ∩ Ls(x)(Ω) and

satisfies for any φ ∈W 1,p(x)
0 (Ω) ∩ Ls(x)(Ω):

ˆ
Ω
|∇u|p(x)−2∇u.∇φ dx =

ˆ
Ω

(f(x, u)− g(x, u))φ dx.

Furthermore u ∈ C1,α(Ω) for some α ∈ (0, 1) and 0 ≤ us−−q+ ≤ max{‖hl ‖L∞ , 1} a.e. in Ω.

Assume in addition that x→ l(x)
h(x) belongs to L∞(Ω), then u ∈ C0

d(Ω)+ def= {v ∈ C0(Ω) | ∃ c1, c2 ∈

R+
∗ : c1 ≤

v

dist(x, ∂Ω) ≤ c2} and is the unique weak solution to (4.4.2).

We remark that Theorem 4.4.3 does not require any subcritical growth condition for g to
establish existence and uniqueness of the weak solution to (4.4.2). As a third application of
Picone identity, we study the following Doubly nonlinear equation (D.N.E. for short) driven
by p(x)-Laplacian:

q

2q − 1∂t(u
2q−1)−∆p(x)u = f(x, u) + h(t, x)uq−1 in QT ;

u > 0 in QT ;

u = 0 on Γ;

u(0, .) = u0 in Ω

(4.4.3)

where q ∈ (1, p−), QT = (0, T ) × Ω and Γ = (0, T ) × ∂Ω for some T > 0. We suppose that
h ∈ L∞(QT ) and nonnegative. The assumptions on f are given by
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(f0) f : Ω× R+ → R+ is a function such that f(x, 0) = 0 for all x ∈ Ω and f is positive on
Ω× R+ \ {0}.

(f1) for any x ∈ Ω, s→ f(x, s)
sq−1 is nonincreasing in R+\{0}.

Remark 4.4.2. Conditions (f0) and (f1) imply there exist positive constant C1, C2 such that
for any (x, s) ∈ Ω× R+:

0 ≤ f(x, s) ≤ C1 + C2s
q−1,

i.e. f has a strict subhomogeneous growth.

We set R the operator defined by Rv =
−∆p(x)(v1/q)
v(q−1)/q − f(x, v1/q)

v(q−1)/q and the associated domain

D(R) = {v : Ω→ (0,∞) : v1/q ∈W 1,p(x)
0 (Ω), v ∈ L2(Ω),Rv ∈ L2(Ω)}.

Note that D(R) contains for instance solutions to (4.4.28). One can also easily check that
solutions to (4.4.29) belong to D(R)L

2(Ω). In the sequel, we denote X+ def= {x ∈ X |x ≥ 0}
the associated positive cone of a given real vector space X.
In order to establish existence and properties of weak solutions to (4.4.3), we investigate the
following related parabolic problem:

vq−1∂t(vq)−∆p(x)v = h(t, x)vq−1 + f(x, v) in QT ;

v > 0 in QT ;

v = 0 on Γ ;

v(0, .) = v0(x) > 0 in Ω .

(4.4.4)

The notion of weak solution for (4.4.4) is given as follows:

Definition 4.4.1. A weak solution to (4.4.4) is any positive function
v ∈ L∞(0, T ;W 1,p(x)

0 (Ω))∩L∞(QT )∩C(0, T ;Lr(Ω)) for any r ≥ 1 such that ∂t(vq) ∈ L2(QT )
and for any φ ∈ C∞0 (QT ) satisfies

ˆ T

0

ˆ
Ω
∂t(vq)vq−1φ dxdt+

ˆ T

0

ˆ
Ω
|∇v|p(x)−2∇v.∇φ dxdt

=
ˆ T

0

ˆ
Ω
h(t, x)vq−1φ dxdt+

ˆ T

0

ˆ
Ω
f(x, v)φ dxdt.

(4.4.5)

Concerning (4.4.4), we prove the following results:

Theorem 4.4.4. Let T > 0, v0 ∈ C0
d(Ω)+∩W 1,p(x)

0 (Ω). In addition, there exists h0 ∈ L∞(Ω),
h0 6≡ 0 and h(t, x) ≥ h0(x) ≥ 0 for a.e x ∈ Ω, for a.e. t ≥ 0. Assume in addition q ∈ (1, p−)
and f satisfies (f0)-(f1) and

(f2) The mapping x 7→ δ1−q(x)f(x, δ(x)) belongs to L2(Ωε) for some ε > 0 where Ωε
def= {x ∈

Ω | δ(x) < ε}.
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Chapter 4. Parabolic problems with nonstandard growth

Then there exists a weak solution to (4.4.4).

Based on the accretivity of R with domain D(R), we show the following result providing a
contraction property for weak solutions to (4.4.4) under suitable conditions on initial data:

Theorem 4.4.5. Let v1 and v2 are weak solutions of (4.4.4) with initial data u0, v0 ∈
C0
d(Ω)+∩W 1,p(x)

0 (Ω) and such that uq0, vq0 ∈ D(R)L
2(Ω) and h, g ∈ L∞(QT ), such that h ≥ h0,

g ≥ g0 with h0, g0 as in Theorem 4.4.4. Then, for any 0 ≤ t ≤ T ,

‖(vq1(t)− vq2(t))+‖L2 ≤ ‖(uq0 − v
q
0)+‖L2 +

ˆ t

0
‖(h(s)− g(s))+‖L2 ds. (4.4.6)

Furthermore, using a similar approach as in [62], we consider for ε > 0 the perturbed

operator Rεv =
−∆p(x)(v1/q)
(v + ε)(q−1)/q −

f(x, v1/q)
(v + ε)(q−1)/q . If p− ≥ 2, we can prove (as in Proposition 2.6

in [62]) that
D(Rε)

L2(Ω) ⊃ V̇ q
+ ∩ C0

dq(Ω)+.

Arguing as in Theorem 4.4.5 with the operator Rε instead of R and passing to the limit as
ε→ 0+, we get:

Corollary 4.4.1. Assume p− ≥ 2. Let v1 and v2 are weak solutions of (4.4.4) with initial
data u0, v0 ∈ C0

d(Ω)+ ∩W 1,p(x)
0 (Ω). Then Theorem 4.4.5 holds.

From Theorem 4.4.5, we derive the following comparison principle from which uniqueness of
the weak solution to problem (4.4.4) follows:

Corollary 4.4.2. Let u and v are the weak solutions of (4.4.4) with initial data u0, v0 satis-
fying conditions in Theorem 4.4.5 or Corollary 4.4.1. Assume u0 ≤ v0 and h, g ∈ L∞(QT ),
h0 ∈ L∞(Ω) such that and 0 < h0 ≤ h ≤ g. Then u ≤ v.

Remark 4.4.3. If v ∈ L∞(QT )+ then from Proposition 9.5 in [69] we obtain q
2q−1∂t(v

2q−1) =
vq−1∂t(vq) = qv2q−2∂t v in weak sense.

From the above remark, under assumptions given in Theorem 4.4.4, we obtain the exis-
tence of weak solutions to (4.4.3) satisfying the monotonicity properties in Theorem 4.4.5 and
Corollaries 4.4.1, 4.4.2. In the previous applications, the condition (A1) plays a crucial role
to get suitable convexity property of energy functionals. We also study a quasilinear elliptic
problem where this condition is not satisfied. Precisely, given ε > 0, we study the following
nonhomogeneous quasilinear elliptic problem:

− div((|∇u|2 + εu2)
p(x)−2

2 ∇u)− (|∇u|2 + εu2)
p(x)−2

2 εu = g(x, u) in Ω ;

u = 0 on ∂Ω ;

u > 0 in Ω

(4.4.7)

where g satisfies (f0) and (g̃) for some m ∈ [1, p−]:
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(g̃) For any x ∈ Ω, s→ g(x, s)
sm−1 is decreasing in R+\{0} and a.e. in Ω.

Then we prove the following result:

Theorem 4.4.6. Assume that g satisfies (f0) and (g̃). Then for any ε, (4.4.7) admits one
and only one positive weak solution. Furthermore, u ∈ C1(Ω), u > 0 in Ω and ∂u

∂~n
< 0 on

∂Ω.

To get the uniqueness result contained in Theorem 4.4.6, we exploit the hidden convexity
property of the associated energy functional in the interior of positive cone of C1(Ω).

4.4.2 Picone identity

First we recall the notion of strict ray-convexity.

Definition 4.4.2. Let X be a real vector space. Let
•
V be a non empty cone in X. A function

J :
•
V → R is ray-strictly convex if for all v1, v2 ∈

•
V and for all θ ∈ (0, 1)

J((1− θ)v1 + θv2) ≤ (1− θ)J(v1) + θJ(v2)

where the inequality is always strict unless v1 = Cv2 for some C > 0.

Then we have the following result:

Proposition 4.4.1. Let A satisfying (A0) and (A1) and let r ≥ 1. Then, for any x ∈ Ω the
map ξ → Nr(x, ξ)

def= A(x, ξ)r/p(x) is positively r-homogeneous and ray-strictly convex. For
r > 1, ξ → Nr(x, ξ) is even strictly convex.

Proof. We begin by the case r = 1. For any t ∈ R+, we have N1(x, tξ) = tN1(x, ξ). Further-
more,

A(x, (1− t)ξ1 + tξ2) ≤ (1− t)A(x, ξ1) + tA(x, ξ2) ≤ max{A(x, ξ1), A(x, ξ2)}

for any x ∈ Ω, ξ1, ξ2 ∈ RN and t ∈ [0, 1]. Therefore

N1(x, (1− t)ξ1 + tξ2) ≤ max{N1(x, ξ1), N1(x, ξ2)} (4.4.8)

and this inequality is always strict unless ξ1 = λξ2, for some λ > 0.
Now we prove that N1 is subadditive.
Without loss of generality, we can assume that ξ1 6= 0 and ξ2 6= 0. Then we have N1(x, ξ1) > 0
and N1(x, ξ2) > 0. Therefore, from (4.4.8) and 1-homogeneity of N1(x, ξ) we obtain for any
t ∈ (0, 1):

N1

(
x, (1− t) ξ1

N1(x, ξ1) + t
ξ2

N1(x, ξ2)

)
≤ 1.

171



Chapter 4. Parabolic problems with nonstandard growth

We now fix t such that
1− t

N1(x, ξ1) = t

N1(x, ξ2) i.e. t = N1(x, ξ2)
N1(x, ξ1) +N1(x, ξ2) ≤ 1.

Then we get

N1

(
x,

ξ1 + ξ2
N1(x, ξ1) +N1(x, ξ2)

)
≤ 1

and by 1-homogeneity of N1, we obtain

N1(x, ξ1 + ξ2) ≤ N1(x, ξ1) +N1(x, ξ2), i.e. N1 is subadditive.

Finally for t ∈ (0, 1), ξ1 6= λξ2, ∀λ > 0

N1(x, (1− t)ξ1 + tξ2) < N1(x, (1− t)ξ1) +N1(x, tξ2) = (1− t)N1(x, ξ1) + tN1(x, ξ2).

This proves that ξ → N1(x, ξ) is ray-strictly convex. Now consider the case r > 1. Since for
any x ∈ Ω, ξ → N

1/r
r (x, ξ) = N1(x, ξ) is ray-strictly convex and thanks to the strict convexity

of t→ tr on R+, we deduce that ξ → Nr(x, ξ) = N r
1 (x, ξ) is strictly convex when r > 1.

From Proposition 4.4.1 and from the r-homogeneity of Nr, we easily deduce the following
convexity property of the energy functional:

Proposition 4.4.2. Under hypothesis of Proposition 4.4.1 and assume in addition A is con-
tinuous on Ω× RN . Then, for 1 ≤ r < p−:

V̇ r
+ ∩ L∞(Ω) 3 v →

ˆ
Ω
A(x,∇(v1/r)) dx

is ray-strictly convex (if r > 1, it is even strictly convex).

Proof. We know that ξ → Nr(x, ξ) = Ar/p(x)(x, ξ) is r-positively homogeneous and strictly
convex if r > 1 and for r = 1 this function is ray-strictly convex. For v1, v2 ∈ V̇ r

+ and θ ∈ (0, 1)
define v = (1− θ)v1 + θv2 and we get

Nr

(
x,
∇v
v

)
≤ (1− θ)v1

v
Nr

(
x,
∇v1
v1

)
+ θ

v2
v
Nr

(
x,
∇v2
v2

)
.

By homogeneity,

Nr(x,∇(v1/r)) ≤ (1− θ)Nr(x,∇(v1/r
1 )) + θNr(x,∇(v1/r

2 ))

and equality holds if and only if v1 = λv2 for some λ > 0. Using the convexity of t→ tp(x)/r

for 1 ≤ r < p− we obtain
ˆ

Ω
A(x,∇v1/r) dx ≤ (1− θ)

ˆ
Ω
A(x,∇v1/r

1 ) dx+ θ

ˆ
Ω
A(x,∇v1/r

2 ) dx.

Moreover, if p(x) 6= r equality holds if and only if v1 = v2.
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From Proposition 4.4.1, we deduce the proof of Picone identity.
Proof of Theorem 4.4.1: Firstly, we deal with the case r > 1. Then from Proposition 4.4.1,
for any x ∈ Ω the function ξ → Nr(x, ξ) = A(x, ξ)r/p(x) is strictly convex. Let ξ, ξ0 ∈ RN\{0}
such that ξ 6= ξ0 then

Nr(x, ξ)−Nr(x, ξ0) > 〈∂ξNr(x, ξ0), ξ − ξ0〉.

Setting ã(x, ξ) = 1
r
∂ξNr(x, ξ), we obtain:

Nr(x, ξ)− 〈ã(x, ξ0), ξ0〉 > r〈ã(x, ξ0), ξ − ξ0〉.

Let v, v0 > 0 and replacing ξ, ξ0 by ξ/v and ξ0/v0 respectively in the above expression, we get

Nr

(
x,
ξ

v

)
> r

〈
ã

(
x,
ξ0
v0

)
,
ξ

v
− r − 1

r

ξ0
v0

〉
.

Taking ξ = ∇v and ξ0 = ∇v0 and using (r − 1)-homogeneity of ã(x, .),

N

(
x,

∇v
rv(r−1)/r

)
>

1
v

(r−1)/r
0

〈
ã

(
x,

∇v0

rv
(r−1)/r
0

)
,∇v − r − 1

r

∇v0
v0

v

〉

where the inequality is strict unless ∇v
v

= ∇v0
v0

.

Since v1/r, v
1/r
0 ∈W 1,p(x)(Ω) ∩ L∞(Ω), we can write

∇(v1/r) = ∇v
rv(r−1)/r and ∇

(
v

v
(r−1)/r
0

)
= 1
v

(r−1)/r
0

(
∇v − r − 1

r

∇v0
v0

v

)

and we obtain
N(x,∇v1/r) >

〈
ã(x,∇v1/r

0 ),∇
(

v

v
(r−1)/r
0

)〉
. (4.4.9)

We have

ã(x,∇v1/r
0 ) = 1

r
∂ξN(x,∇v1/r

0 ) = 1
r
∂ξA

r/p(x)(x,∇v1/r
0 )

= 1
p(x)∂ξA(x,∇v1/r

0 )A
r−p(x)
p(x) (x,∇v1/r

0 )

and by replacing in (4.4.9) we obtain

A
r

p(x) (x,∇v1/r) A
p(x)−r
p(x) (x,∇v1/r

0 ) > 1
p(x)

〈
∂ξA(x,∇v1/r

0 ),∇
(

v

v
(r−1)/r
0

)〉
.

Now we deal with the case r = 1. Let ξ, ξ0 ∈ RN\{0} such that for any λ > 0, ξ 6= λξ0. Then,
from Proposition 4.4.1, we have that

N(x, ξ)−N(x, ξ0) ≥ 〈∂ξN(x, ξ0), ξ − ξ0〉.
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Chapter 4. Parabolic problems with nonstandard growth

Taking ξ = ∇v and ξ0 = ∇v0, we deduce

N(x,∇v)−N(x,∇v0) ≥ 〈∂ξN(x,∇v0),∇(v − v0)〉

and
A

1
p(x) (x,∇v)A

p(x)−1
p(x) (x,∇v0) ≥ 1

p(x)〈∂ξA(x,∇v0),∇v〉

for any x ∈ Ω and the inequality is strict unless v = λv0 for some λ > 0.

The Picone identity also holds for anisotropic operators of the following type:

N∑
i=1
∇i(bi(x,∇iu)) =

N∑
i=1

∂

∂xi

(
bi

(
x,
∂u

∂xi

))
.

Precisely we have:

Corollary 4.4.3. Let B : Ω× R→ RN is a continuous and differentiable function such that
B(x, s) = (Bi(x, s))i=1,2,...N satisfying for any i, for any x ∈ Ω, the map s → Bi(x, s) is
pi(x)-homogeneous and strictly convex with 1 < p−i ≤ pi(·) ≤ p+

i < ∞. For any i, we define
bi(x, s) = 1

pi(x)∂sBi(x, s). Then, for v, v0 ∈ V̇ r
+ ∩ L∞(Ω), we have

N∑
i=1

bi(x, ∂xi(v
1/r
0 ))∂xi

 v

v
r−1
r

0

 ≤ N∑
i=1

B
r

pi(x)
i

(
x, ∂xi(v1/r)

)
B

pi(x)−r
pi(x)

i

(
x, ∂xi(v

1/r
0 )

)
.

Proof. By taking A(x, s) = Bi(x, s) in Theorem 4.4.1, we obtain ∀i ∈ {1, 2, . . . , N}

1
pi(x)∂sBi(x, ∂xi(v

1/r
0 )).∂xi

 v

v
r−1
r

0

 ≤ B r
pi(x)
i (x, ∂xi(v1/r)).B

pi(x)−r
pi(x)

i (x, ∂xi(v
1/r
0 ))

for all v, v0 ∈ V̇ r
+ ∩ L∞(Ω) and i = 1, 2, . . . , N .

Then by summing the expression over i = 1, 2, . . . , N , we obtain

N∑
i=1

bi(x, ∂xi(v
1/r
0 )).∂xi

 v

v
r−1
r

0

 ≤ N∑
i=1

B
r

pi(x)
i (x, ∂xi(v1/r)).B

pi(x)−r
pi(x)

i (x, ∂xi(v
1/r
0 )).

4.4.3 An extension of the Diaz-Saa inequality

We prove the first application of Picone identity.
Proof of Theorem 4.4.2: The Picone identity implies

Ar/p(x)(x,∇w1)A(p(x)−r)/p(x)(x,∇w2) ≥ a(x,∇w2).∇
(
wr1
wr−1

2

)
.
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Using the Young inequality for r ∈ [1, p−], we get

r

p(x)(A(x,∇w1)−A(x,∇w2)) +A(x,∇w2) ≥ a(x,∇w2).∇
(
wr1
wr−1

2

)
.

Noting that for any ξ ∈ RN , A(x, ξ) = a(x, ξ).ξ, we deduce

a(x,∇w2).∇
(
w2 −

wr1
wr−1

2

)
dx ≥ r

p(x)(A(x,∇w2)−A(x,∇w1)). (4.4.10)

Commuting w1 and w2, we have

a(x,∇w1).∇
(
w1 −

wr2
wr−1

1

)
≥ r

p(x)(A(x,∇w1)−A(x,∇w2)). (4.4.11)

Summing (4.4.10) and (4.4.11) and integrating over Ω yield
ˆ

Ω
a(x,∇w1).∇

(
wr1 − wr2
wr−1

1

)
dx+

ˆ
Ω
a(x,∇w2).∇

(
wr2 − wr1
wr−1

2

)
≥ 0.

The rest of the proof is the consequence of Proposition 4.4.2.

Diaz-Saa inequality also holds for anisotropic operators. Here we require that ξ → Bi(x, ξ)
is pi(x)-homogeneous and strictly convex and bi(x, ξ) = 1

pi(x)∂iBi(x, ξ) where r ∈ R, 1 ≤ r ≤

mini=1,2,...,N{(pi)−}.

Corollary 4.4.4. Under the assumptions of Corollary 4.4.3 and in addition that there exist
Λ > 0 such that for each i,

∣∣∣∣∂bi∂s (x, s)
∣∣∣∣ ≤ Λ|s|p(x)−2. Then we have in the sense of distributions,

for r ∈ [1,mini{(pi)−}] and v, v0 ∈ V̇ r
+ ∩ L∞(Ω):

N∑
i=1

ˆ
Ω

(
− ∂xi(bi(x, ∂xiv))

vr−1(x) + ∂xi(bi(x, ∂xiv0))
vr−1

0 (x)

)
(vr − vr0) dx ≥ 0

Proof. We apply Theorem 4.4.2. For A = Bi : Ω× R→ R and by replacing ∇ by ∂xi .

4.4.4 Application of Picone identity to quasilinear elliptic equations

The aim of this section is to establish Theorem 4.4.3.

4.4.4.1 Preliminary results

The first lemma is the Picone identity in the context of the p(x)-Laplacian operator.

Lemma 4.4.1. Let r ∈ [1, p−] and u, v ∈ W 1,p(x)
0 (Ω) ∩ L∞(Ω) two positive functions. Then

for any x ∈ Ω

|∇u|p(x) + |∇v|p(x) ≥ |∇v|p(x)−2∇v.∇
(
ur

vr−1

)
+ |∇u|p(x)−2∇u.∇

(
vr

ur−1

)
.
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Following the proof of Theorem 1.1 in [262], we first prove the following comparison principle:

Lemma 4.4.2. Let λ ≥ 0 and u, v ∈ W 1,p(x)
0 (Ω) ∩ Lα(x)(Ω) two nonnegative functions for

some function α ∈ P(Ω) satisfying 1 < α− ≤ α+ < ∞. Assume for any φ ∈ W
1,p(x)
0 (Ω),

φ ≥ 0:
ˆ

Ω
|∇u|p(x)−2∇u.∇φ+ uα(x)−1χu≥λφ dx ≥

ˆ
Ω
|∇v|p(x)−2∇v.∇φ+ vα(x)−1χv≥λφ dx

where

χv≥λ(x) =

1 if λ ≤ v <∞ ;

0 if 0 ≤ v < λ ,

and u ≥ v a.e. in ∂Ω. Then u ≥ v a.e. in Ω.

Proof. Let φ = (v − u)+ ∈W 1,p(x)
0 (Ω) and Ω1 = {x ∈ Ω : u(x) < v(x)}. Then

0 ≤ −
ˆ

Ω1

(|∇u|p(x)−2∇u− |∇v|p(x)−2∇v).∇(u− v) dx

−
ˆ

Ω1

(uα(x)−1χu≥λ − vα(x)−1χv≥λ)(u− v) dx ≤ 0

from which we obtain u ≥ v a.e. in Ω.

Using lemma 4.4.2, we show the following strong maximum principle:

Lemma 4.4.3. Let h, l ∈ L∞(Ω) be nonnegative functions, h > 0 and k : Ω × R+ → R+.
Let α, β ∈ P(Ω) be two functions such that 1 < β− ≤ β+ < α− ≤ α+ <∞. Let u ∈ C1(Ω) be
nonnegative and a nontrivial solution to−∆p(x)u+ l(x)uα(x)−1 = h(x)uβ(x)−1 + k(x, u) in Ω ;

u = 0 on ∂Ω .
(4.4.12)

Assume in addition either
(c1) l

h
∈ L∞(Ω)

or
(c2) k : Ω× R+ → R+ satisfying lim inf

t→0+

k(x, t)
tα(x)−1 > ‖l‖L∞ uniformly in x.

Then u is positive in Ω.

Proof. We follow the idea of the proof of Theorem 1.1 in [262]. For the reader’s convenience
we have included the detailed proof. We rewrite our equation (4.4.12) under condition (c1)
as follows:

−∆p(x)u+ l(x)uα(x)−1χu≥λ ≥ h(x)uβ(x)−1(1− χu≥λ)
(

1− l(x)
h(x)u

α(x)−β(x)
)
,
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since l
h ∈ L

∞(Ω), we choose λ ∈ (0, 1) small enough such that for any u(x) ≤ λ, we have
1− l(x)

h(x)u
α(x)−β(x) ≥ 1− ‖ lh‖L∞(Ω)λ

α−−β+ ≥ 0.
Assuming condition (c2), we have

−∆p(x)u+ l(x)uα(x)−1χu≥λ ≥ k(x, u)− (1− χu≥λ)l(x)uα(x)−1.

We choose λ small enough such that for any u(x) ≤ λ, we have k(x, u) − l(x)uα(x)−1 ≥ 0.
Hence under both conditions, we get for any x ∈ Ω,

−∆p(x)u+ l(x)uα(x)−1χu≥λ ≥ 0.

Suppose that there exists x1 such that u(x1) = 0 then using the fact that u is nontrivial, we
can find x2 ∈ Ω and a ball B(x2, 2C) in Ω such that x1 ∈ ∂B(x2, 2C) and u > 0 in B(x2, 2C).
Let a = inf{u(x) : |x − x2| = C} then a > 0 and choosing x2 close enough to x1 such that
0 < a < λ and ∇u(x1) = 0 since u(x1) = 0.
Denote the annulus P = {x ∈ Ω : C < |x − x2| < 2C}. We define p1 = p(x1), M =
sup{|∇p(x)| : x ∈ P}, b = 8M + 2, l1 = −b ln

(
a
C

)
+ 2(N−1)

C and

j(t) = a

e
l1C
p1−1 − 1

(
e

l1t
p1−1 − 1

)
∀ t ∈ [0, C].

We have
a

C
e
−l1C
p1−1 < j′(0) ≤ j′(t) ≤ j′(C) < a

C
e
l1C
p1−1

and then (
a

C

)3
≤ j′(t) ≤ 1 ∀ t ∈ [0, C]. (4.4.13)

We choose C < 1 and using ∇u(x1) = 0, a
C < 1 small enough such that for any x ∈ P

p(x)− 1
p1 − 1 ≥ 1

2 . (4.4.14)

Without loss of generality we can take x2 = 0 and we set r = |x− x2| = |x|, t = 2C − r. For
t ∈ [0, C] and r ∈ [C, 2C], denote w(r) = j(2C − r) = j(t), then

w′(r) = −j′(t), w′′(t) = j′′(t).

From (4.4.13) and (4.4.14), we obtain

div(|∇w|p(x)−2∇w) = (p(x)− 1))(j′(t))p(x)−2j′′(t)− N − 1
r

(j′(t))p(x)−1

− (j′(t))p(x)−1 ln(j′(t))
n∑
i=1

∂p

∂xi
.
xi
r

≥ (j′(t))p(x)−1
(1

2 l1 +M ln(j′(t))− N − 1
r

)
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≥ − ln
(
a

C

)
(j′(t))p(x)−1 ≥ 0.

Since j(t) < a < λ, we deduce

−div(|∇w|p(x)−2∇w) + wα(x)−1χw≥λ ≤ 0.

On ∂P , w(C) = j(C) = a ≤ u(x) and w(2C) = j(0) = 0 ≤ u(x). Then by Lemma 4.4.2, we
obtain w ≤ u on P . Finally,

lim
s→0+

u(x1 + s(x2 − x1))− u(x1)
s

≥ lim
s→0+

w(x1 + s(x2 − x1))− w(x1)
s

= j′(0) > 0

which contradicts ∇u(x1) = 0. Therefore, u > 0 in Ω.

Remark 4.4.4. Conditions (c1) and (c2) can be replaced by the condition that there exists
t0 such that h(x)tβ(x)−1 + k(x, t)− l(x)tα(x)−1 ≥ 0 for all 0 < t < t0 and x ∈ Ω.

Lemma 4.4.4. Under the same conditions of h, l, k as in Lemma 4.4.3, let u ∈ C1(Ω) be
the nonnegative and nontrivial solution of (4.4.12), x1 ∈ ∂Ω, u(x1) = 0 and Ω satisfies the
interior ball condition at x1, then ∂u

∂~n
(x1) < 0 where ~n is the outward unit normal vector at

x1.

Proof. Choose C > 0 small enough such that B(x2, 2C) ⊂ Ω, x1 ∈ ∂B(x2, 2C). Then
x2 = x1+2C~n, where ~n is the outward normal at x1. Denote P = {x ∈ Ω : C < |x−x2| < 2C}
and by choosing a such that 0 < a < λ, then by Lemma 4.4.3, there exist a subsolution
w ∈ C1(P ) ∩ C2(P ) of (4.4.12) in P and w satisfies w ≤ u in P with w(x1) = 0, ∂w∂~n (x1) < 0.
Hence, we get ∂u

∂~n(x1) ≤ ∂w
∂~n (x1) < 0.

4.4.4.2 Proof of Theorem 4.4.3

Proof of Theorem 4.4.3: We perform the proof along five steps. First we introduce
notations. Define F, G : Ω× R→ R+ as follows:

F (x, t) =


h(x)
q(x) t

q(x) if 0 ≤ t <∞ ;

0 if −∞ < t < 0 ,

and

G(x, t) =


l(x)
s(x) t

s(x) if 0 ≤ t <∞ ;

0 if −∞ < t < 0 .

We also extend the domain of f and g to all Ω× R by setting

f(x, t) = ∂F

∂t
(x, t) = 0 and g(x, t) = ∂G

∂t
(x, t) = 0 for (x, t) ∈ Ω× (−∞, 0).
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Define the energy functional E : W 1,p(x)
0 (Ω) ∩ Ls(x)(Ω)→ R by

E(u) =
ˆ

Ω

|∇u|p(x)

p(x) dx+
ˆ

Ω
G(x, u(x)) dx−

ˆ
Ω
F (x, u(x)) dx. (4.4.15)

Step 1 : Existence of a global minimizer
Since W 1,p(x)

0 (Ω) ↪→ Lq(x)(Ω) (see Theorem 3.3.1 and Theorem 8.2.4 in [112]), the functional
E is well-defined for every function u ∈W 1,p(x)

0 (Ω) ∩ Ls(x)(Ω).
For ‖u‖

W
1,p(x)
0

large enough: by (4.1.2) or (4.1.3)

E(u) ≥
ˆ

Ω

|∇u|p(x)

p(x) −
ˆ

Ω

h(x)
q(x) |u|

q(x) ≥ 1
p−
‖∇u‖p

−

Lp(x) − Cρq(u)

≥ 1
p−
‖u‖p

−

W
1,p(x)
0

− C‖u‖q̃
W

1,p(x)
0

where q̃ =
{
q− if ‖u‖Lp(x) ≤ 1
q+ if ‖u‖Lp(x) > 1

. Since p− > q+, this implies

E(u)→∞ as ‖u‖
W

1,p(x)
0

→ +∞.

We argue similarly when ‖u‖Ls(x) →∞ and we deduce E is coercive. The continuity of E on
W

1,p(x)
0 (Ω)∩Ls(x)(Ω) is given by Theorem 3.2.8 and 3.2.9 of [112]. Hence we get the existence

of at least one global minimizer, say u0, to (4.4.15).

Step 2: Claim: u0 ≥ 0 and u0 6≡ 0
Since u0 is a global minimizer of E then E(u+

0 ) ≥ E(u0) where u+
0 = max{u0, 0} ∈W 1,p(x)

0 (Ω).
Set Ω− = {x ∈ Ω : u0(x) < 0}. We have

E(u0) =
ˆ

Ω

|∇u0|p(x)

p(x) dx+
ˆ

Ω
G(x, u0(x)) dx−

ˆ
Ω
F (x, u0(x)) dx

= E(u+
0 ) +

ˆ
Ω−

|∇u0|p(x)

p(x) dx

which implies
ˆ

Ω−

|∇u0|p(x)

p(x) = 0 i.e. ∇u0(x) = 0 a.e. in Ω− then by (4.1.2) and (4.1.3) we

have u0 = 0 a.e in Ω−. This implies that u0 ≥ 0.
In order to show that u0 6≡ 0 in Ω, we construct a function v in W

1,p(x)
0 (Ω) ∩ L∞(Ω) such

that E(v) < 0 = E(0). Precisely, consider v = tφ where φ ∈ C1
c (Ω), φ ≥ 0, φ 6≡ 0 in Ω and for

0 < t ≤ 1 small enough, we have

E(v) ≤ tq+(c1t
p−−q+ + c2t

s−−q+ − c3)

where for any i ∈ {1, 2, 3}, ci are suitable constants independent of t. Hence, choosing t small
enough the right-hand side is negative and we conclude that E(tφ) < 0 = E(0) which implies
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u0 6≡ 0.

Step 3: u0 satisfies the equation in (4.4.2)
Since u0 is a global minimizer and E is C1 on W

1,p(x)
0 (Ω) ∩ Ls(x)(Ω), then for any φ ∈

W
1,p(x)
0 (Ω) ∩ Ls(x)(Ω), we have

〈E ′(u0), φ〉 =
ˆ

Ω
|∇u0|p(x)−2∇u0.∇φ dx−

ˆ
Ω
f(x, u0)φ dx+

ˆ
Ω
g(x, u0)φ dx = 0.

Step 4: Regularity and positivity of weak solutions
First we prove that all nonnegative weak solutions of (4.4.2) belongs to L∞(Ω) which yields
C1,α(Ω) regularity.

Let K(x, t) = h(x)tq(x)−1 − l(x)ts(x)−1 and Λ def= max
{ ∣∣∣∣∣∣∣∣hl

∣∣∣∣∣∣∣∣
L∞

, 1
}1/(s−−q+)

Then it is not difficult to show that for any t ≥ Λ, K(x, t) ≤ 0. Let u be a nonnegative
function satisfying weakly the equation in (4.4.2). Then for any φ ∈W 1,p(x)

0 (Ω) ∩ Ls(x)(Ω),
ˆ

Ω
|∇u|p(x)−2∇u.∇φ dx =

ˆ
Ω

(h(x)uq(x)−1 − l(x)us(x)−1)φ(x) dx.

Taking the testing function φ(x) = (u− Λ)+, we get
ˆ

Ω
|∇(u− Λ)+|p(x) ≤ 0.

By using (4.1.3), we deduce ‖(u − Λ)+‖
W

1,p(x)
0

= 0 which implies u(x) ≤ Λ. From Theorem

1.2 in [118], we get u ∈ C1,α(Ω) for some α ∈ (0, 1). Furthermore assuming x→ l(x)
h(x) belongs

to L∞(Ω), Lemma 4.4.3 yields u > 0 in Ω.
Step 5: Uniqueness of the positive solution of (4.4.2)
Let u, v be two positive solutions of (4.4.2). Thus for any φ, φ̃ ∈W 1,p(x)

0 (Ω) ∩ Ls(x)(Ω),
ˆ

Ω
|∇u|p(x)−2∇u.∇φ dx =

ˆ
Ω

(h(x)uq(x)−1 − l(x)us(x)−1)φ(x) dx

and ˆ
Ω
|∇v|p(x)−2∇v.∇φ̃ dx =

ˆ
Ω

(h(x)vq(x)−1 − l(x)vs(x)−1)φ̃(x) dx.

By the previous steps, u and v belong to C1(Ω) and Lemma 4.4.4 implies u, v ∈ C0
d(Ω)+.

Hence taking the testing functions as φ = (up− − vp−)+

up−−1 and φ̃ = (vp− − up−)−

vp−−1 ∈W 1,p(x)
0 (Ω)

(with the following notation t−
def= max{0,−t}) and from Lemma 4.4.1 we obtain

0 ≤
ˆ
{u>v}

(|∇u|p(x)−2∇u− |∇v|p(x)−2∇v).∇(u− v)dx

=
ˆ
{u>v}

h(x)(uq(x)−p− − vq(x)−p−)(up− − vp−) dx

180



4.4.5. Application to Doubly nonlinear equation

+
ˆ
{u>v}

l(x)(vs(x)−p− − us(x)−p−)(up− − vp−) dx.

Since q+ ≤ p− ≤ s−, the both terms in right-hand side are nonpositive. This implies v(x) ≥
u(x) a.e in Ω.
Finally reversing the role of u and v, we get u = v.

Remark 4.4.5. Theorem 4.4.3 still holds when the condition l

h
∈ L∞(Ω) is replaced by

p+ < s− and using strong maximum principle in [262].

4.4.5 Application to Doubly nonlinear equation

In this section, we establish Theorems 4.4.4 and 4.4.5. To this aim, we use a time semi-
discretization method associated to (4.4.4). With the help of accurate energy estimates about
the related quasilinear elliptic equation and passing to the limit as the discretization parameter
goes to 0, we prove the existence and the properties of weak solutions to (4.4.3). In the
subsection below, we study the associated elliptic problem.

4.4.5.1 Study of the quasilinear elliptic problem associated to D.N.E.

Consider the following problem
v2q−1 − λ∆p(x)v = h0(x)vq−1 + λf(x, v) in Ω ;

v > 0 in Ω ;

v = 0 on ∂Ω .

(4.4.16)

Assume h0 ∈ L∞(Ω)+ and f satisfies (f0)-(f1). Then from (f1), we have

(f3) lims→+∞
f(x, s)
sp−−1 = 0 uniformly in x ∈ Ω.

Therefore, for any ε > 0, there exists a positive constant Cε such that for any (x, s) ∈ Ω×R+:

0 ≤ f(x, s) ≤ Cε + εsp
−−1. (4.4.17)

We have the following preliminary result about (4.4.16):

Theorem 4.4.7. Let λ > 0, q ∈ (1, p−], f : Ω × R+ → R+ satisfying (f0) and (f3) and
h0 ∈ L∞(Ω)+. Then there exists a weak solution v ∈ C1(Ω) to (4.4.16), i.e. for any φ ∈
W def= W

1,p(x)
0 (Ω) ∩ L2q(Ω)

ˆ
Ω
v2q−1φ dx+ λ

ˆ
Ω
|∇v|p(x)−2∇v.∇φ dx =

ˆ
Ω
h0v

q−1φ dx+ λ

ˆ
Ω
f(x, v)φ dx. (4.4.18)

In addition, if (f1) holds then v ∈ C0
d(Ω)+. Moreover if v1, v2 ∈ C0

d(Ω)+ are two weak
solutions to (4.4.16) corresponding to h0 = h1, h2 ∈ L∞(Ω)+ respectively, then we have

‖(vq1 − v
q
2)+‖L2 ≤ ‖(h1 − h2)+‖L2 . (4.4.19)
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Remark 4.4.6. (4.4.19) implies the uniqueness of the weak solution to (4.4.16) in C0
d(Ω)+.

Proof. We perform the proof into several steps.
Step 1: Existence of a weak solution
Consider the energy functional J defined on W equipped with ‖.‖W = ‖.‖

W
1,p(x)
0

+ ‖.‖L2q

J (v) = 1
2q

ˆ
Ω
v2q dx+ λ

ˆ
Ω

|∇v|p(x)

p(x) dx− 1
q

ˆ
Ω
h0D(v) dx− λ

ˆ
Ω
F (x, v) dx (4.4.20)

where

D(t) =

t
q if 0 ≤ t <∞ ;

0 if −∞ < t < 0 ,
and F (x, t) =


ˆ t

0
f(x, s)ds if 0 ≤ t <∞ ;

0 if −∞ < t < 0 .

We also extend the domain of f to all of Ω × R by setting f(x, t) = ∂F

∂t
(x, t) = 0 for

(x, t) ∈ Ω × (−∞, 0). From (4.4.17), Hölder inequality (4.1.4) and since W 1,p(x)
0 ↪→ Lp

−(Ω),
we obtain

J (v) ≥ 1
2q‖v‖

2q
L2q + λ‖v‖p

−

W
1,p(x)
0

− 1
q
‖h0‖L2‖v‖qL2q − λCε

ˆ
Ω
|v|dx− λ ε

p−

ˆ
Ω
|v|p− dx

≥ 1
q
‖v‖qL2q

(1
2‖v‖

q
L2q − ‖h0‖L2

)
+ λ‖v‖

W
1,p(x)
0

((1− ε)‖v‖p
−−1
W

1,p(x)
0

− C̃).

Then by choosing ε small enough we conclude the coercivity of J on W and J is also
continuous on W therefore we deduce the existence of a global minimizer v0 to J .
Furthermore we note

J (v0) ≥ J (v+
0 ) + 1

2q

ˆ
Ω

(v−0 )2q dx+ λ

ˆ
Ω

|∇v−0 |p(x)

p(x) dx

which implies v0 ≥ 0.
Now we claim that v0 6≡ 0 in Ω. Since J (0) = 0, it is sufficient to prove the existence of
ṽ ∈ W such that J (ṽ) < 0. For that take ṽ = tφ where φ ∈ C1

c (Ω) is nonnegative function
such that φ 6≡ 0 and t > 0 small enough.

Since v0 is a global minimizer for the differentiable functional J , we have that v0 satisfies
(4.4.18) i.e. v0 is a weak solution to (4.4.16). From Corollary 4.4.7 we infer that v0 ∈ L∞(Ω).
Then by using Theorem 4.4.12, we obtain, v0 ∈ C1,α(Ω) for some α ∈ (0, 1).
From (f1) and Lemma 4.4.3 (with condition (c2)), we obtain v0 > 0 and by Lemma 4.4.4
we get ∂v0

∂~n
< 0 on ∂Ω. Therefore, v0 belongs to C0

d(Ω)+.

Step 2: Contraction property (4.4.19)
Let v1 and v2 two positive weak solutions of (4.4.16) such that v1, v2 ∈ C0

d(Ω)+. For any
φ, Ψ ∈W:ˆ

Ω
v2q−1

1 φ dx+ λ

ˆ
Ω
|∇v1|p(x)−2∇v1.∇φ dx =

ˆ
Ω
h1v

q−1
1 φ dx+ λ

ˆ
Ω
f(x, v1)φ dx
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and ˆ
Ω
v2q−1

2 Ψ dx+ λ

ˆ
Ω
|∇v2|p(x)−2∇v2.∇Ψ dx =

ˆ
Ω
h2v

q−1
2 Ψ dx+ λ

ˆ
Ω
f(x, v2)Ψ dx.

Since v1, v2 ∈ C0
d(Ω)+, φ =

(
v1 −

vq2
vq−1
1

)+
and Ψ =

(
v2 −

vq1
vq−1
2

)−
are well-defined and belong

to W. Subtracting the two above expressions and using (f1) together with Lemma 4.4.1 we
obtain ˆ

Ω
((vq1 − v

q
2)+)2 dx ≤

ˆ
Ω

(h1 − h2)(vq1 − v
q
2)+ dx.

Finally, applying the Hölder inequality we get (4.4.19).

From Theorem 4.4.7, we deduce the accretivity of R:

Corollary 4.4.5. Let λ > 0, q ∈ (1, p−], f : Ω × R+ → R+ satisfying (f0)-(f1) and h0 ∈
L∞(Ω)+. Consider the following problem

u+ λRu = h0(x) in Ω;

u > 0 in Ω;

u = 0 on ∂Ω.

(4.4.21)

Then there exists a unique distributional solution u ∈ D(R) ∩ C1(Ω) of (4.4.21) i.e. ∀φ ∈
C1
c (Ω)

ˆ
Ω
u0φ dx+ λ

ˆ
Ω
|∇u1/q

0 |
p(x)−2∇u1/q

0 .∇
(

φ

u
(q−1)/q
0

)
dx

=
ˆ

Ω
h0φ dx+ λ

ˆ
Ω

f(x, u1/q
0 )

u
(q−1)/q
0

φ dx.

Moreover, if u1 and u2 are two distributional solutions of (4.4.21) in D(R)∩C1(Ω) associated
to h1 and h2 respectively, then the operator R satisfies

‖(u1 − u2)+‖L2 ≤ ‖(u1 − u2 + λ(Ru1 −Ru2))+‖L2 . (4.4.22)

Proof. Define the energy functional E on V̇ q
+ ∩ L2(Ω) as E(u) = J (u1/q) where J is defined

in (4.4.20).
Let φ ∈ C1

c (Ω) and v0 is the global minimizer of (4.4.20) which is also the weak solution of
(4.4.16) and u0 = vq0 then there exists t0 = t0(φ) > 0 such that for t ∈ (−t0, t0), u0 + tφ > 0.
Hence we have

0 ≤ E(u0 + tφ)− E(u0) = 1
2q

(ˆ
Ω

(tφ)2 dx+
ˆ

Ω
2tu0φ dx

)
− 1
q

ˆ
Ω
htφ dx

+ λ

( ˆ
Ω

|∇(u0 + tφ)1/q|p(x)

p(x) dx−
ˆ

Ω

|∇u1/q
0 |p(x)

p(x) dx

)
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− λ
( ˆ

Ω
F (x, (u0 + tφ)1/q) dx−

ˆ
Ω
F (x, u1/q

0 ) dx
)
.

Then divide by t and passing to the limits t → 0 we obtain u0 = vq0 is the distributional
solution of (4.4.21). Finally (4.4.22) and uniqueness follow from (4.4.19).

We now generalize some above results for a larger class of potentials h0:

4.4.5.2 Further results for (4.4.16) and uniqueness

Theorem 4.4.8. Let λ > 0, f : Ω × R+ → R+ satisfying (f0)-(f1) and h0 ∈ L2(Ω)+

and q ∈ (1, p−]. Then there exists a positive weak solution v ∈W of (4.4.16) in the sense of
(4.4.18). Moreover assuming that h0 belongs to Lν(Ω) for some ν > max

{
1, Np−

}
, v ∈ L∞(Ω).

Proof. Let hn ∈ C1
c (Ω) such that hn ≥ 0 and hn → h in L2(Ω). Define (vn) ⊂ C1,α(Ω) ∩

C0
d(Ω)+ as for a fixed n, vn is the unique positive weak solution of (4.4.16) with h0 = hn i.e.

vn satisfies: for φ ∈Wˆ
Ω
v2q−1
n φ dx+ λ

ˆ
Ω
|∇vn|p(x)−2∇vn.∇φ dx =

ˆ
Ω
hnv

q−1
n φ dx+ λ

ˆ
Ω
f(x, vn)φ dx. (4.4.23)

Since (a− b)2q ≤ (aq − bq)2 for any q ≥ 1, (4.4.19) implies for any n, p ∈ IN∗

‖(vn − vp)+‖L2q ≤ ‖(hn − hp)+‖qL2

thus we deduce that (vn) converges to v ∈ L2q(Ω).
We infer that the limit v does not depend on the choice of the sequence (hn). Indeed, consider
h̃n 6= hn such that h̃n → h0 in L2(Ω) and ṽn the positive solution of (4.4.16) corresponding
to h̃n which converges to ṽ.
Then, for any n ∈ IN , (4.4.19) implies

‖(vqn − ṽqn)+‖L2 ≤ ‖(hn − h̃n)+‖L2

and passing to the limit we get ṽ ≥ v and then by reversing the role of v and ṽ we obtain
v = ṽ.
So define, for any n ∈ N∗, hn = min{h, n}. Thus (vn) is nondecreasing and for any n ∈ N∗,
vn ≤ v a.e. in Ω which implies v ≥ v1 > 0 in Ω.
We choose φ = vn in (4.4.23). Applying the Hölder inequality and (4.4.17), we obtain

λ

ˆ
Ω
|∇vn|p(x) dx ≤ ‖hn‖L2‖vn‖qL2q + λCε‖vn‖L1 + λε‖vn‖p

−

Lp−

≤ C + λε‖vn‖p
−

Lp
− .

Assume ‖∇vn‖Lp(x) ≥ 1. Since W 1,p(x)
0 (Ω) ↪→ Lp

−(Ω) and by (4.1.2) we deduce for some
positive constant C > 0:

λ

ˆ
Ω
|∇vn|p(x) dx ≤ C + λεC

ˆ
Ω
|∇vn|p(x) dx.
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Choosing ε small enough and gathering with the case ‖∇vn‖Lp(x) ≤ 1, we conclude (vn) is
uniformly bounded in W 1,p(x)

0 (Ω) and Lp−(Ω). Hence vn converges weakly to v in W 1,p(x)
0 (Ω)

and by monotonicity of (vn) strongly in Lp
−(Ω) and in L2q(Ω). Taking now φ = vn − v in

(4.4.23), from (4.4.17) with ε = 1 and by Hölder inequality∣∣∣∣ˆ
Ω
f(x, vn)(vn − v) dx

∣∣∣∣ ≤ C‖vn − v‖L2q + ‖vn‖p
−−1
Lp−

‖vn − v‖Lp− → 0

and ˆ
Ω
hnv

q−1
n (vn − v) dx→ 0 and

ˆ
Ω
v2q−1
n (vn − v) dx→ 0.

Finally (4.4.23) becomes
ˆ

Ω
|∇vn|p(x)−2∇vn.∇(vn − v) dx→ 0.

Then, since vn ⇀ v in W
1,p(x)
0 (Ω)

ˆ
Ω

(|∇vn|p(x)−2∇vn − |∇v|p(x)−2∇v).∇(vn − v) dx→ 0.

Lemma A.2 and Remark A.3 of [147] give the strong convergence of vn to v in W
1,p(x)
0 (Ω).

Since (v2q−1
n ) and (hnvq−1

n ) are uniformly bounded in L2q/(2q−1)(Ω) and by (4.4.17), f(x, vn)
is uniformly bounded in L2q/q−1(Ω) and f(x, vn) → f(x, v) a.e. in Ω. Then by Lebesgue
dominated convergence theorem we have (up to a subsequence), for φ ∈W

ˆ
Ω
v2q−1
n φ dx→

ˆ
Ω
v2q−1φ dx,

ˆ
Ω
hnv

q−1
n φ dx→

ˆ
Ω
hvq−1φ dx

and ˆ
Ω
f(x, vn)φ dx→

ˆ
Ω
f(x, v)φ dx.

Finally we pass to the limit in (4.4.23) and we obtain v is a weak solution of (4.4.16). To
conclude corollary 4.4.7 implies v ∈ L∞(Ω).

Remark 4.4.7. Let v1, v2 are the weak solutions of (4.4.16) obtained by Theorem 4.4.8
corresponding to h1, h2 ∈ L2(Ω)+, h1 6≡ h2 respectively. Then

‖(vq1 − v
q
2)+‖L2 ≤ ‖(h1 − h2)+‖L2 .

Remark 4.4.8. As in Step 1 of the proof of Theorem 4.4.7, we can alternatively prove the
existence of a weak solution by global minimization method.

Under the hypothesis of Theorem 4.4.8 and with the help of Picone identity, the following
theorem gives the uniqueness of the solution to (4.4.16).

Theorem 4.4.9. Let v, ṽ be respectively a subsolution and supersolution to (4.4.16) for h ∈
Lp0(Ω), p0 ≥ 2, h ≥ 0 and f satisfies (f0) and (f1). Then v ≤ ṽ.
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Proof. We have for any nonnegative φ, Ψ ∈W
ˆ

Ω
v2q−1φ dx+ λ

ˆ
Ω
|∇v|p(x)−2∇v.∇φ dx ≤

ˆ
Ω
hvq−1φ dx+ λ

ˆ
Ω
f(x, v)φ dx

and
ˆ

Ω
ṽ2q−1Ψ dx+ λ

ˆ
Ω
|∇ṽ|p(x)−2∇ṽ.∇Ψ dx ≥

ˆ
Ω
hṽq−1Ψ dx+ λ

ˆ
Ω
f(x, ṽ)Ψ dx.

Subtracting the above inequalities with test functions φ =
(

(v+ε)q−(ṽ+ε)q
(v+ε)q−1

)+
and

Ψ =
(

(ṽ+ε)q−(v+ε)q
(ṽ+ε)q−1

)−
∈W for ε ∈ (0, 1), we obtain

ˆ
{v>ṽ}

(
v2q−1

(v + ε)q−1 −
ṽ2q−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q) dx

+ λ

ˆ
{v>ṽ}

|∇(v + ε)|p(x)−2∇(v + ε).∇
((v + ε)q − (ṽ + ε)q

(v + ε)q−1

)
dx

+ λ

ˆ
{v>ṽ}

|∇(ṽ + ε)|p(x)−2∇(ṽ + ε).∇
((ṽ + ε)q − (v + ε)q

(ṽ + ε)q−1

)
dx

≤
ˆ
{v>ṽ}

h

(
vq−1

(v + ε)q−1 −
ṽq−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q) dx

+ λ

ˆ
{v>ṽ}

(
f(x, v)

(v + ε)q−1 −
f(x, ṽ)

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q) dx.

(4.4.24)

Since ṽ
ṽ+ε ≤

v
v+ε < 1 in {v > ṽ}, then we obtain

(
v2q−1

(v + ε)q−1 −
ṽ2q−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q)

=
(
vq
(

v

v + ε

)q−1
− ṽq

(
ṽ

ṽ + ε

)q−1)
((v + ε)q − (ṽ + ε)q)

≤ vq((v + ε)q − (ṽ + ε)q) ≤ vq(v + ε)q ≤ vq(v + 1)q.

In the same fashion, we have

0 ≤ h
(

vq−1

(v + ε)q−1 −
ṽq−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q) ≤ h(v + ε)q ≤ h(v + 1)q.

Moreover, as ε→ 0(
v2q−1

(v + ε)q−1 −
ṽ2q−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q)→ (vq − ṽq)2

and
h

(
vq−1

(v + ε)q−1 −
ṽq−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q)→ 0
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a.e. in Ω. Then by Lebesgue dominated convergence theorem we have
ˆ
{v>ṽ}

(
v2q−1

(v + ε)q−1 −
ṽ2q−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q) dx

→
ˆ
{v>ṽ}

(vq − ṽq)2 dx

and ˆ
{v>ṽ}

h

(
vq−1

(v + ε)q−1 −
ṽq−1

(ṽ + ε)q−1

)
((v + ε)q − (ṽ + ε)q) dx→ 0.

Then by using Fatou’s Lemma and (f0), we have

− lim inf
ε→0

ˆ
{v>ṽ}

f(x, v)
(v + ε)q−1 (ṽ + ε)q dx ≤ −

ˆ
{v>ṽ}

f(x, v)
vq−1 ṽq dx,

− lim inf
ε→0

ˆ
{v>ṽ}

f(x, ṽ)
(ṽ + ε)q−1 (v + ε)q dx ≤ −

ˆ
{v>ṽ}

f(x, ṽ)
ṽq−1 vq dx

and
ˆ
{v>ṽ}

f(x, v)(v + ε) dx→
ˆ
{v>ṽ}

f(x, v)v dx,
ˆ
{v>ṽ}

f(x, ṽ)(ṽ + ε) dx→
ˆ
{v>ṽ}

f(x, ṽ)ṽ dx.

By Lemma 4.4.1 we have,
ˆ
{v>ṽ}

|∇(v + ε)|p(x)−2∇(v + ε).∇
((v + ε)q − (ṽ + ε)q

(v + ε)q−1

)
dx

+
ˆ
{v>ṽ}

|∇(ṽ + ε)|p(x)−2∇(ṽ + ε).∇
((ṽ + ε)q − (v + ε)q

(ṽ + ε)q−1

)
dx

≥ 0.

Then by combining above estimates and taking lim sup
ε→0

in (4.4.24), we get by (f1)

0 ≤
ˆ
{v>ṽ}

(vq − ṽq)2 dx ≤ λ
ˆ
{v>ṽ}

(
f(x, v)
vq−1 −

f(x, ṽ)
ṽq−1

)
(vq − ṽq) dx ≤ 0.

It implies ṽ ≥ v.

Corollary 4.4.6. Let λ > 0, f : Ω×R+ → R+ satisfying (f0)-(f1) and h0 ∈ L2(Ω)+∩Lγ(Ω)
where γ > max{1, Np− }. Then there exists a unique positive distributional solution u ∈ D(R)∩
L∞(Ω) of (4.4.21) in the same sense as in Corollary 4.4.5.
Moreover if u1 and u2 are two positive distributional solutions of (4.4.21) for h1, h2 ∈ L2(Ω)+

then R satisfies
‖(u1 − u2)+‖L2 ≤ ‖(u1 − u2 + λ(Ru1 −Ru2))+‖L2 . (4.4.25)
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Proof. Define the functional energy E on V̇ q
+ ∩ L2(Ω) as E(u) = J (u1/q) where J is given by

(4.4.20).
By Theorem 4.4.8, Remark 4.4.8 and Theorem 4.4.9, v0 is the unique positive solution of
(4.4.16) and then unique global minimizer of J . We take u0 = vq0 and proceed as the proof of
Corollary 4.4.5 and we obtain u0 = vq0 is a distributional solution of (4.4.21). Finally Remark
4.4.7 gives (4.4.25).

4.4.5.3 Existence of a weak solution to (4.4.3)

In light of Remark 4.4.3, we consider the problem (4.4.4) and establish the existence of weak
solution when v0 ∈ C0

d(Ω)+ ∩W 1,p(x)
0 (Ω).

Proof of Theorem 4.4.4: Let n∗ ∈ N∗ and set ∆t = T/n∗. For 0 ≤ n ≤ n∗, we define
tn = n∆t.

Step 1 : Approximation of h
For n ∈ {1, 2, . . . n∗}, we define for t ∈ [tn−1, tn) and x ∈ Ω

h∆t(t, x) = hn(x) def= 1
∆t

ˆ tn

tn−1

h(s, x)ds.

Then by Jensen inequality,

‖h∆t‖2L2(QT ) = ∆t

N∑
n=1
‖hn‖2L2(Ω) = ∆t

N∑
n=1

∥∥∥∥∥ 1
∆t

ˆ tn

tn−1

h(s, x)ds
∥∥∥∥∥

2

L2(Ω)

≤
N∑
n=1

ˆ tn

tn−1

‖h(s, .)‖2L2(Ω)ds ≤ ‖h‖
2
L2(QT ).

Hence h∆t ∈ L2(QT ) and hn ∈ L2(Ω) and let ε > 0, then there exists a function hε ∈ C1
0 (QT )

such that ‖h− hε‖L2(QT ) <
ε
3 .

Hence,
‖(hε)∆t − h∆t‖L2(QT ) → 0.

Since ‖hε − (hε)∆t‖L2(QT ) → 0 as ∆t → 0 then for small enough ∆t we have

‖h∆t − h‖L2(QT ) ≤ ‖(hε)∆t − h∆t‖L2(QT ) + ‖hε − (hε)∆t‖L2(QT ) + ‖h− hε‖L2(QT ) < ε.

Hence h∆t → h in L2(QT ).
Step 2: Time discretization of (4.4.4)
Define the following implicit Euler scheme and for n ≥ 1, vn is the weak solution of

(
vqn − v

q
n−1

∆t

)
vq−1
n −∆p(x)vn = hnvq−1

n + f(x, vn) in Ω ;

vn > 0 in Ω ;

vn = 0 on ∂Ω .

(4.4.26)
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Note that the sequence (vn)n=1,2,...,n∗ is well-defined. Indeed for n = 1 the existence and
the uniqueness of v1 ∈ C1,α(Ω) ∩ C0

d(Ω)+ follows from Theorems 4.4.7 and 4.4.9 with h =
∆th

1 + vq0 ∈ L∞(Ω)+. Hence by induction we obtain in the same way the existence and the
uniqueness of the solution vn for any n = 2, 3, . . . , n∗ where vn ∈ C1,α(Ω) ∩ C0

d(Ω)+.

Step 3: Existence of a subsolution and supersolution
Now we construct a subsolution and a supersolution w and w of (4.4.26) such that for each
n ∈ {0, 1, 2, . . . , n∗}, vn satisfies 0 < w ≤ vn ≤ w.
Rewrite (4.4.26) as

v2q−1
n −∆t∆p(x)vn =

(
∆th

n + vqn−1
)
vq−1
n + ∆tf(x, vn). (4.4.27)

Then following arguments in the proof of Theorems 4.4.7 and 4.4.9, from Theorem 4.4.12 and
from Lemma 4.4.4, for any µ > 0 there exists a unique weak solution, wµ ∈ C1,α(Ω)∩C0

d(Ω)+,
to 

−∆p(x)w = µ(h0w
q−1 + f(x,w)) in Ω ;

w > 0 in Ω ;

w = 0 on ∂Ω .

(4.4.28)

Let µ1 < µ2 and wµ1 , wµ2 be weak solutions of (4.4.28). Then,
ˆ

Ω
|∇wµ1 |p(x)−2∇wµ1 .∇φ dx = µ1

ˆ
Ω

(h0w
q−1
µ1 + f(x,wµ1))φ dx,

ˆ
Ω
|∇wµ2 |p(x)−2∇wµ1 .∇ψ dx = µ2

ˆ
Ω

(h0w
q−1
µ2 + f(x,wµ2))ψ dx.

Subtracting the last two equations with φ = (wqµ1−w
q
µ2 )+

wq−1
µ1

and ψ = (wqµ2−w
q
µ1 )−

wq−1
µ2

∈ W 1,p(x)
0 (Ω)

we obtain, by Lemma 4.4.1 and (f1), wµ1 ≤ wµ2 .

Then by using Theorems 4.4.12 and 4.4.13, we can choose µ small enough such that ‖wµ‖C1,α(Ω) ≤
Cµ0 for all µ ≤ µ0 and ‖wµ‖L∞(Ω) → 0 as µ → 0. Therefore {wµ : µ ≤ µ0} is uniformly
bounded and equicontinuous in C1(Ω) and by Arzela Ascoli theorem ‖wµ‖C1(Ω) → 0 as µ→ 0
up to a subsequence. Then by mean value theorem we can choose µ small enough such that
there exists w ∈ C1,α(Ω) ∩ C0

d(Ω)+ such that 0 < w
def= wµ ≤ v0. Also w is the subsolution of

(4.4.27) for n = 1 i.e.
ˆ

Ω
w2q−1φ dx+ ∆t

ˆ
Ω
|∇w|p(x)−2∇w.∇φ dx ≤ ∆t

ˆ
Ω

(h1wq−1 + f(x,w))φ dx

+
ˆ

Ω
vq0w

q−1φ dx

for all φ ∈W 1,p(x)
0 (Ω) and φ ≥ 0. We also recall v1 satisfies

ˆ
Ω
v2q−1

1 ψ dx+ ∆t

ˆ
Ω
|∇v1|p(x)−2∇v1.∇ψ dx = ∆t

ˆ
Ω

(h1vq−1
1 + f(x, v1))ψ dx

+
ˆ

Ω
vq0v

q−1
1 ψ dx
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for all ψ ∈W 1,p(x)
0 (Ω).

By Theorem 4.4.9, we obtain, w ≤ v1 and then by induction a subsolution w such that
0 < w ≤ vn for all n = 0, 1, 2, . . . , n∗.
Now we construct a supersolution. For that, we consider the following problem:

−∆p(x)w = ‖h‖L∞wq−1 + f(x,w) +K in Ω ;

w > 0 in Ω ;

w = 0 on ∂Ω .

(4.4.29)

As above, there exists a unique weak solution to (4.4.29), wK ∈ C1(Ω)∩C0
d(Ω)+. Let wK be

the unique weak solution of −∆p(x)wK = K in Ω ;

wK = 0 on ∂Ω .
(4.4.30)

From Theorem 4.4.13, wK ≥ CK1/(p+−1+ν) dist(x, ∂Ω) where ν ∈ (0, 1) and ‖wK‖L∞(Ω) →∞
as K → ∞. Then by weak comparison principle we can choose K large enough such that
there exists such that v0 ≤ wK < w

def= wK . We easily check that w is the supersolution of
(4.4.27) for n = 1 i.e.

ˆ
Ω
w2q−1φ dx+ ∆t

ˆ
Ω
|∇w|p(x)−2∇w).∇φ dx ≥ ∆t

ˆ
Ω

(h1wq−1 +K + f(x,w)φ dx

+
ˆ

Ω
vq0w

q−1φ dx

for all φ ∈W 1,p(x)
0 (Ω) and φ ≥ 0. From Theorem 4.4.9, we get w ≥ v1 and then by induction

we have w ≥ vn for all n ∈ {1, 2, . . . n∗}.
Step 4: Energy estimates
Define the function for n = 1, . . . , n∗ and t ∈ [tn−1, tn)

v∆t(t) = vn and ṽ∆t(t) = t− tn−1
∆t

(vqn − v
q
n−1) + vqn−1

which satisfies

vq−1
∆t

∂ṽ∆t

∂t
−∆p(x)v∆t = f(x, v∆t) + hnvq−1

∆t
. (4.4.31)

Multiplying the equation (4.4.26) by
vqn − v

q
n−1

vq−1
n

and summing from n = 1 to n′ ≤ n∗, we get

n′∑
n=1

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx+

n
′∑

n=1

ˆ
Ω
|∇vn|p(x)−2∇vn.∇

(
vqn − v

q
n−1

vq−1
n

)
dx

=
n′∑
n=1

ˆ
Ω
hn(vqn − v

q
n−1) dx+

n′∑
n=1

ˆ
Ω

f(x, vn)
vq−1
n

(vqn − v
q
n−1) dx.
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Then from Young inequality we have,

n′∑
n=1

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx+

n′∑
n=1

ˆ
Ω
|∇vn|p(x)−2∇vn.∇

(
vqn − v

q
n−1

vq−1
n

)
dx

≤
n′∑
n=1

∆t‖hn‖2L2 + 1
4

n′∑
n=1

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx

+
n′∑
n=1

∆t

∥∥∥∥f(x, vn)
vq−1
n

∥∥∥∥2

L2
+ 1

4

n′∑
n=1

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx

i.e.

1
2

n′∑
n=1

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx+

n′∑
n=1

ˆ
Ω
|∇vn|p(x)−2∇vn.∇

(
vqn − v

q
n−1

vq−1
n

)
dx

≤
n′∑
n=1

∆t‖hn‖2L2 +
n′∑
n=1

∆t

∥∥∥∥f(x, vn)
vq−1
n

∥∥∥∥2

L2
.

Using w ≤ vn ≤ w and (f1)-(f2), we obtain f(x,vn)
vq−1
n

in uniformly bounded in L2(Ω). Then by
Step 1, we obtain (

∂ṽ∆t

∂t

)
is bounded in L2(QT ) uniformly in ∆t. (4.4.32)

Now from Lemma 4.4.1, we have

|∇vn|p(x)−2∇vn.∇
(
vqn−1

vq−1
n

)
≤ |∇vn−1|q|∇vn|p(x)−q

≤ q

p(x) |∇vn−1|p(x) + (p(x)− q)
p(x) |∇vn|p(x).

Then we obtain for any n′ ≥ 1

n′∑
n=1

∆t‖hn‖2L2 +
n′∑
n=1

∆t

∥∥∥∥f(x, vn)
vq−1
n

∥∥∥∥2

L2

≥
n′∑
n=1

ˆ
Ω
|∇vn|p(x)−2∇vn.∇

(
vqn − v

q
n−1

vq−1
n

)
dx

≥
n′∑
n=1

[ˆ
Ω
|∇vn|p(x) dx−

ˆ
Ω

q

p(x) |∇vn−1|p(x) dx

−
ˆ

Ω

(p(x)− q)
p(x) |∇vn|p(x) dx

]
≥ q

ˆ
Ω

|∇vn′ |p(x)

p(x) dx− q
ˆ

Ω

|∇v0|p(x)

p(x) dx

which implies that

(v∆t) is bounded in L∞(0, T ;W 1,p(x)
0 (Ω)) uniformly in ∆t. (4.4.33)
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Since

∇(ṽ1/q
∆t

) = 1
q
ζ∇vn

(
ζ + (1− ζ)

(
vn−1
vn

)q)(1−q)/q

+ (1− ζ)∇vn−1

(
(1− ζ) + ζ

(
vn
vn−1

)q)(1−q)/q

where ζ = t− tn−1
∆t

, then we conclude that

(ṽ1/q
∆t

) is bounded in L∞(0, T ;W 1,p(x)
0 (Ω)) uniformly in ∆t. (4.4.34)

Since
(
vn
vn−1

)
is uniformly bounded in L∞(Ω), v∆t

∗
⇀ v and ṽ1/q

∆t

∗
⇀ ṽ in L∞(0, T ;W 1,p(x)

0 (Ω)).

Furthermore using (4.4.32), we have

sup
t∈(0,T )

‖ṽ1/q
∆t
− v∆t‖

2q
L2q(Ω) ≤ sup

t∈(0,T )
‖ṽ∆t − v

q
∆t
‖2L2(Ω) ≤ ∆t → 0 as ∆t → 0. (4.4.35)

It follows from (4.4.35) that v = ṽ. By mean value theorem and (4.4.32), we get that (ṽ∆t)∆t

is equicontinuous in C(0, T ;Lr(Ω)) for 1 < r ≤ 2. Thus using wq ≤ ṽ∆t ≤ wq together
with the interpolation inequality ‖.‖r ≤ ‖.‖α∞‖.‖1−α2 , with 1

r
= α

∞
+ 1− α

2 , we obtain that

(ṽ∆t)∆t and (ṽ1/q
∆t

)∆t is equicontinuous in C(0, T ;Lr(Ω)) for any 1 < r < +∞. Again using
interpolation inequality and Sobolev embedding, we get as ∆t → 0+ and up to a subsequence
that for all r > 1

ṽ∆t → vq in C(0, T ;Lr(Ω)), (4.4.36)

and

v∆t → v in L∞(0, T ;Lr(Ω)). (4.4.37)

From (4.4.32) and (4.4.36), we obtain

∂ṽ∆t

∂t
→ ∂vq

∂t
in L2(QT ). (4.4.38)

Step 5 : v satisfies (4.4.5)
Multiplying (4.4.31) by (v∆t − v) and integrating by parts, we get

ˆ T

0

ˆ
Ω
vq−1

∆t

∂ṽ∆t

∂t
(v∆t − v) dxdt+

ˆ T

0

ˆ
Ω
|∇v∆t |p(x)−2∇v∆t .∇(v∆t − v) dxdt

=
ˆ T

0

ˆ
Ω
f(x, v∆t)(v∆t − v) dxdt+

ˆ T

0

ˆ
Ω
hnvq−1

∆t
(v∆t − v) dxdt.

From (4.4.37) and (4.4.38) , we have∣∣∣∣∣
ˆ T

0

ˆ
Ω
vq−1

∆t

∂ṽ∆t

∂t
(v∆t − v) dxdt

∣∣∣∣∣+
∣∣∣∣∣
ˆ T

0

ˆ
Ω
hnvq−1

∆t
(v∆t − v) dxdt

∣∣∣∣∣ = o∆t(1)
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and from (4.4.33), (4.4.34), (4.4.37) and Lebesgue Dominated convergence theorem,
ˆ T

0

ˆ
Ω
f(x, v∆t)(v∆t − v) dx = o∆t(1).

Then we obtain
ˆ T

0

ˆ
Ω
|∇v∆t |p(x)−2∇v∆t .∇(v∆t − v) dx→ 0 as ∆t → 0+.

Then from [Step 4, Proof of Theorem 1.1, [146]] and from classical compactness argument
we get

|∇v∆t |p(x)−2∇v∆t → |∇v|p(x)−2∇v in (Lp(x)/(p(x)−1)(QT ))N . (4.4.39)

From (4.4.35) and (4.4.36) we have,

‖vq−1
∆t
− vq−1‖L2(QT ) ≤ ‖v

q−1
∆t
− vq−1‖L∞(0,T ;L2)

≤ ‖vq−1
∆t
− vq−1‖

L∞(0,T ;L
2q
q−1 )

≤ ‖vq∆t
− vq‖L∞(0,T ;L2)

≤ ‖vq∆t
− ṽ∆t‖L∞(0,T ;L2) + ‖ṽ∆t − vq‖L∞(0,T ;L2) → 0

(4.4.40)

as ∆t → 0. By Hölder inequality we have for φ ∈ C∞c (QT )
ˆ T

0

ˆ
Ω

(
vq−1

∆t

∂ṽ∆t

∂t
− ∂vq

∂t
vq−1

)
φ dx

=
ˆ T

0

ˆ
Ω
vq−1

∆t

(
∂ṽ∆t

∂t
− ∂vq

∂t

)
φ dx+

ˆ T

0

ˆ
Ω

∂vq

∂t
(vq−1

∆t
− vq−1)φ dx

≤ ‖vq−1
∆t

φ‖L2(QT )

∥∥∥∥(∂ṽ∆t

∂t
− ∂vq

∂t

)∥∥∥∥
L2(QT )

+ ‖vq−1
∆t
− vq−1‖L2(QT )

∥∥∥∥φ∂ṽ∆t

∂t

∥∥∥∥
L2(QT )

and
ˆ T

0

ˆ
Ω

(hnvq−1
∆t
− hvq−1)φ dx

=
ˆ T

0

ˆ
Ω
hn(vq−1

∆t
− vq−1)φ dx+

ˆ T

0

ˆ
Ω

(hn − h)vq−1φ dx

≤ ‖hnφ‖L2(QT )‖v
q−1
∆t
− vq−1‖L2(QT ) + ‖vq−1φ‖L2(QT )‖hn − h‖L2(QT ).

Then from (4.4.32), (4.4.37), (4.4.38), (4.4.40) and Step 1 we obtain
ˆ T

0

ˆ
Ω

(
vq−1

∆t

∂ṽ∆t

∂t
− ∂vq

∂t
vq−1

)
φ dx→ 0,

ˆ T

0

ˆ
Ω

(hnvq−1
∆t
− hvq−1)φ dx→ 0 as ∆t → 0.

(4.4.41)
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From (4.4.37) we have f(x, v∆t)→ f(x, v) pointwise and from (4.4.33) together with (4.4.34)
we have

´
Ω f(x, v∆t)φ dx is bounded uniformly in ∆t. Then by Lebesgue dominated conver-

gence theorem we have
ˆ T

0

ˆ
Ω

(f(x, v∆t)− f(x, v))φ dx→ 0 as ∆t → 0. (4.4.42)

Then finally gathering (4.4.39), (4.4.41) and (4.4.42), we conclude by passing to the limits in
equation (4.4.31) that v is weak solution of (4.4.4).

Remark 4.4.9. All the results in Section 4.4.5.1, Section 4.4.2 and Theorem 4.4.4 hold if
we replace the assumption (f1) by h ≥ c > 0.

Proof of Theorem 4.4.5: For a given function g, let ‖g‖2+
def= ‖[g]+‖L2(Ω). For z ∈ D(R)

and r, k ∈ L∞(QT )+ satisfying assumptions in Theorem 4.4.5, set

φ(t, s) = ‖r(t)− k(s)‖2+ ∀ (t, s) ∈ [0, T ]× [0, T ],

for t ∈ [−T, T ]

b(t, r, k) = ‖uq0 − z‖2+ + ‖vq0 − z‖2+ + |t|‖Rz‖2+ +
ˆ t+

0
‖r(τ)‖2+dτ +

ˆ t−

0
‖k(τ)‖2+dτ

and

ψ(t, s) = b(t− s, r, k) +


´ s

0 φ(t− s+ τ, τ)dτ if 0 ≤ s ≤ t ≤ T´ t
0 φ(τ, s− t+ τ)dτ if 0 ≤ t ≤ s ≤ T

is a solution of
∂ψ

∂t
(t, s) + ∂ψ

∂s
(t, s) = φ(t, s) on (t, s) ∈ [0, T ]× [0, T ] ;

ψ(t, 0) = b(t, r, k) on t ∈ [0, T ] ;

ψ(0, s) = b(−s, r, k) on s ∈ [0, T ] .

(4.4.43)

Define the following iterative scheme, u0 = uq0 and for n ≥ 1, un is the solution of
un − un−1

∆t
+Run = hn in Ω ;

un = 0 on ∂Ω .

(4.4.44)

Note that the sequence {un}n=1,2,...,N is well defined. Indeed for n = 1 the existence and the
uniqueness of u1 ∈ D(R) follows from Corollary 4.4.5 with h = ∆th

1 + u0 ∈ L∞(Ω)+ and
λ = ∆t. Hence by induction we obtain in the same way the existence of the solution un for
any n = 2, 3, . . . , N where un ∈ D(R).
Moreover let denote by (unε ) the solution of (4.4.44) with ∆t = ε, h = r, rn = 1

ε

´ nε
(n−1)ε r(τ, .)dτ
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and (umη ) the solution of (4.4.44) with ∆t = η, h = k, km = 1
η

´mη
(m−1)η k(τ, .)dτ respectively i.e

we have 
unε − un−1

ε

ε
+Runε = rn;

umη − um−1
η

η
+Rumη = km.

(4.4.45)

For (n,m) ∈ N∗, multiplying the equation in (4.4.45) by εη

ε+ η
and then subtracting the two

expressions we get,
η

η + ε
(unε − un−1

ε ) + ηε

η + ε
(Runε −Rumη )− ε

η + ε
(umη − um−1

η ) = ηε

η + ε
(rn − km).

Then we infer that

unε − umη + εη

ε+ η
(Runε −Rumη ) = εη

ε+ η
(rn − km) + η

ε+ η
(un−1
ε − umη )

+ ε

ε+ η
(unε − um−1

η ).

Let Φε,η
n,m = ‖unε − umη ‖2+ and since R satisfies (4.4.25) and setting λ = εη

ε+ η
, we get

Φε,η
n,m = ‖unε − umη ‖2+ ≤ ‖unε − umη + εη

ε+ η
(Runε −Rumη )‖2+

≤ εη

ε+ η
‖rn − km‖2+ + η

ε+ η
‖un−1

ε − umη ‖2+ + ε

ε+ η
‖unε − um−1

η ‖2+ .

Then by elementary calculations, we get

Φε,η
n,0 = ‖unε − uη‖2+ ≤ b(tn, rε, kη)

and
Φε,η

0,m ≤ b(−sm, rε, kη).

Then by using above computations we get , Φε,η
n,m ≤ ψε,ηn,m where ψε,ηn,m satisfies

ψεηn,m = εη

ε+ η
‖(rn − km)‖2+ + η

ε+ η
‖ψε,ηn−1,m‖2+ + ε

ε+ η
‖ψε,ηn,m−1‖2+

and ψε,ηn,0 = b(tn, rε, kη) and ψε,η0,m = b(−sm, rε, kη).
For (t, s) ∈ (tn−1, tn)× (sm−1, sm), set φε,η(t, s) = ‖rε(t)− kη(s)‖2+ ,

ψε,η = ψε,ηn,m, bε,η(t, r, k) = b(tn, rε, kη), bε,η(−s, r, k) = b(−sm, rε, kη).

Then by elementary calculations ψε,η satisfies the following discrete version of (4.4.43),
ψε,η(t, s)− ψε,η(t− ε, s)

ε
+ ψε,η(t, s)− ψε,η(t, s− η)

η
= φε,η(t, s);

ψε, η(t, 0) = bε,η(t, r, k);

ψε,η(0, s) = bε,η(s, r, k).
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Since rε → r in L2(QT ) then bε,η(., r, k)→ b(., r, k) in L∞([0, T ]) and φε,η → φ in L∞([0, T ]×
[0, T ]) and we deduce that ρε,η = ‖ψε,η−ψ‖L∞([0,T ]×[0,T ]) → 0 (for more details see for instance
[[43], Chapter 4, Lemma 4.3, page 136] and [[43], Chapter 4, Proof of Theorem 4.1, page 138]).
Therefore,

‖uε(t)− uη(s)‖2+ = Φε,η(t, s) ≤ ψε,η(t, s) ≤ ψ(t, s) + ρε,η.

Since uε(t) = vqε (t) and uη(t) = vqη(t), we obtain

‖vqε (t)− vqη(s)‖2+ = Φε,η(t, s) ≤ ψε,η(t, s) ≤ ψ(t, s) + ρε,η. (4.4.46)

From Theorem 4.4.4, vqε and vqη satisfies 0 < w < vε, vη < w where w,w are subsolution and
supersolution defined in (4.4.28) and (4.4.29) and vqε → vq1 and vqη → vq2 a.e. in Ω where v1

and v2 are weak solutions of (4.4.4) with initial data u0, v0 respectively. Since vqε → vq1 and
vqη → vq2 in L∞(0, T ;L2(Ω)) and passing to the limit in (4.4.46) as ε, η → 0 with t = s we get

‖vq1(t)− vq2(t)‖2+ ≤ ‖vq1(t)− vqε (t)‖2+ + ‖vqη(t)− v
q
2(t)‖2+ + ‖vqε (t)− vqη(t)‖2+

≤ ‖uq0 − z‖2+ + ‖vq0 − z‖2+ +
ˆ t

0
‖r(γ)− k(γ)‖2+dγ.

Then (4.4.6) follows since we can choose z arbitrary close to vq0 and with r = h, k = g.

4.4.6 An application to nonhomogeneous operators

In this section, we prove Theorem 4.4.6. To this aim, we first study the properties of a related
energy functional. Let m ≥ 1 and K : Ω× RN → R+ be a continuous differentiable function
which satisfies the following conditions:

(k1) K ∈ C1(Ω× RN ) ∩ C2(Ω× RN\{0}).

(k2) Ellipticity condition: ∃ k1 ≥ 0 and γ ∈ (0,∞) such that

N∑
i,j=1

∂2K

∂ξi∂ξj
(x, ξ)ηiηj ≥ γ(k1 + |ξ|)m−2|η|2.

(k3) Growth condition: ∃ k2 ≥ 0 and Γ ∈ (0,∞) such that

N∑
i,j=1

∣∣∣∣∣ ∂2K

∂ξi∂ξj
(x, ξ)

∣∣∣∣∣ ≤ Γ(k2 + |ξ|)m−2

for all ξ ∈ RN\{0} and η ∈ RN .
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Remark 4.4.10. From the assumption (k2), it follows that K is strictly convex and from
(k1)-(k3) there exists some positive constant γ1 and γ2 with 0 < γ1 ≤ γ2 < +∞ and some
nonnegative constants Γ1 and Γ2 such that

γ1|ξ|m − Γ1 ≤ K(x, ξ) ≤ γ2|ξ|m + Γ2

for x ∈ Ω and ξ ∈ RN\{0}.

Consider the associated functional Jm defined by

Jm(u) def=
ˆ

Ω

|u|p(x)

p(x) K
(
x,
∇u
u

) p(x)
m

dx.

for any positive function u ∈W 1,p(x)
0 (Ω). Now we extend Lemma 2.4 in [246] as follows:

Theorem 4.4.10. Let K : Ω× RN → R+ satisfying (k1)-(k3) for some m ∈ [1, p−]. Then,
the function E : V̇ m

+ ∩ L∞(Ω) → R+, defined by E(u) def= Jm(u1/m), is ray-strictly convex
(even strictly convex if p(·) 6≡ m).

Proof. We observe that for u ∈ V̇ m
+ ∩ L∞(Ω)

E(u) =
ˆ

Ω

1
p(x)

(
uK

(
x,
∇u
mu

)) p(x)
m

dx.

Therefore, since for 1 ≤ m ≤ p−, t → tp(x)/m is convex in R+ (even strictly convex if
p(x) > m) it is enough to prove that

V̇ m
+ 3 u→ uK

(
x,
∇u
mu

)
is ray-strictly convex. To achieve this goal, let θ ∈ (0, 1) and u1, u2 ∈ V̇ m

+ then by using the
strict convexity of K we obtain, for x ∈ Ω

((1− θ)u1 + θu2)K
(
x,

(1− θ)∇u1 + θ∇u2
m((1− θ)u1 + θu2)

)
= ((1− θ)u1 + θu2)K

(
x,

(1− θ)u1
((1− θ)u1 + θu2)

∇u1
mu1

+ θu2
((1− θ)u1 + θu2)

∇u2
mu2

)
≤ ((1− θ)u1 + θu2)

( (1− θ)u1
((1− θ)u1 + θu2)K

(
x,
∇u1
mu1

)
+ θu2

((1− θ)u1 + θu2)K
(
x,
∇u2
mu2

))
= (1− θ)u1K

(
x,
∇u1
mu1

)
+ θu2K

(
x,
∇u2
mu2

)
.

The above inequality is always strict unless ∇u1
u1

= ∇u2
u2

, i.e. u1/u2 ≡ Const.
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Proof of Theorem 4.4.6: Consider the functional Jε : W 1,p(x)
0 (Ω)→ R , defined by

Jε(u) =
ˆ

Ω

(|∇u|2 + εu2)p(x)/2

p(x) dx−
ˆ

Ω
G(x, u) dx

where the potential G(x, t) defined as

G(x, t) =


ˆ t

0
g(x, s)ds if 0 ≤ t <∞ ;

0 if −∞ < t < 0 .

Assumptions (f0), (g̃) and Remark 4.4.10 ensure that Jε is well defined, coercive and contin-
uous. Then there exists at least one global minimizer of Jε on W

1,p(x)
0 (Ω), say u0. We can

easily prove that u0 is nonnegative and nontrivial.
Since Jε is differentiable, we deduce that u0 is a weak solution of (4.4.7). Now from Theorems
4.4.11 and 4.4.12 in Appendix A, we obtain that any weak solution u to (4.4.7) belongs to
C1,α(Ω) for some α ∈ (0, 1) and u > 0 in Ω and ∂u

∂~n
< 0 on ∂Ω. Therefore any weak solution

belongs to C0
d(Ω)+.

Now we prove that u0 is the unique weak solution to (4.4.7). Let W : V̇ m
+ → R defined by

W (u) = Jε(u1/m) =
ˆ

Ω

(|∇(u1/m)|2 + ε(u1/m)2)p(x)/2

p(x) dx−
ˆ

Ω
G(x, u1/m) dx.

The assumption (g̃) together with Theorem 4.4.10 with K(x, ξ) = (ε+ |ξ|2)m/2 imply that W
is strictly convex.
Let u1 a weak solution to (4.4.7). Then setting v0

def= um0 , v1
def= um1 ∈ V̇ m

+ and t ∈ [0, 1], we
define ξ(t) def= Jε(((1− t)v0 + tv1)1/m). Since u0 and u1 belong to C0

d(Ω)+, ξ is differentiable
in [0, 1]. From the convexity of E , we have for any t ∈ [0, 1]

ξ′(0) ≤ ξ′(t) ≤ ξ′(1). (4.4.47)

Since u0 and u1 are weak solutions to (4.4.7), ξ′(0) = ξ′(1) = 0 and from (4.4.47) we get that
ξ is constant which contradicts the strict convexity of E unless u0 ≡ u1.

4.4.7 Additional results

In this section, we recall the following regularity of weak solutions of quasilinear elliptic
differential equation  divA(x, u,Du) +B(x, u,Du) = 0 on Ω ;

u = 0 on ∂Ω .
(4.4.48)

Now we recall the boundedness and C0,α(Ω) regularity results of weak solutions of (4.4.48)
satisfying the following growth conditions:

A(x, u, z)z ≥ a0|z|p(x) − b|u|r(x) − c;

|A(x, u, z)| ≤ a1|z|p(x)−1 + b|u|σ(x) + c;

|B(x, u, z)| ≤ a2|z|α(x) + b|u|r(x)−1 + c

(4.4.49)
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where a0, a1, a2, b, c are positive constants and p∗ is the Sobolev embedding exponent of p and

p(x) ≤ r(x) < p∗(x), σ(x) = p(x)− 1
p(x) r(x) and α(x) = r(x)− 1

r(x) p(x). (4.4.50)

Theorem 4.4.11. ([120], Theorem 4.1 and Theorem 4.4) Let (4.4.49)-(4.4.50) hold and
p ∈ P log(Ω). If u ∈W 1,p(x)(Ω) is a weak solution of (4.4.48), then u ∈ C0,α(Ω).

Theorem 4.4.12 below ensures C1,α(Ω) regularity to weak solutions of (4.4.48) under the
additional assumptions on p, A and B:
Assumptions (Ak) : A = (A1, A2, . . . , An) ∈ C(Ω×R×RN ,RN ). For every (x, u) ∈ Ω×R,
A(x, u, .) ∈ C1(RN\{0},RN ), there exist a nonnegative constants k1, k2, k3 ≥ 0, a nonin-
creasing continuous function λ : [0,∞) → (0,∞) and a nondecreasing continuous func-
tion Λ : [0,∞) → (0,∞) such that for all x, x1, x2 ∈ Ω, u, u1, u2 ∈ R, η ∈ RN\{0} and
ξ = (ξ1, ξ2, . . . , ξn) ∈ RN , the following conditions are satisfied

A(x, u, 0) = 0,∑
i,j

∂Aj(x, u, η)
∂ηi

(x, u, η)ξiξj ≥ λ(|u|)(k1 + |η|2)(p(x)−2)/2|ξ|2,

∑
i,j

∣∣∣∣∂Aj(x, u, η)
∂ηi

(x, u, η)
∣∣∣∣ ≤ Λ(|u|)(k2 + |η|2)(p(x)−2)/2 and

|A(x1, u1, η)−A(x2, u2, η)| ≤ Λ(max{|u1|, |u2|})(|x1 − x2|β1 + |u1 − u2|β2)

× [(k + |η|2)(p(x1)−2)/2 + (k + |η|2)(p(x2)−2)/2]|η|(1 + | log(k3 + |η|2)|).

Assumption (B) : B : Ω × R × RN → R, the function B(x, u, η) is measurable in x and is
continuous in (u, η), and

|B(x, u, η)| ≤ Λ(|u|)(1 + |η|p(x)), ∀(x, u, η) ∈ Ω× R× RN .

Theorem 4.4.12. ([118], Theorem 1.2) Let assumptions (Ak), (B) hold. Assume p belongs
to C0,β(Ω), for some β ∈ (0, 1). Suppose that Ω satisfy (Ω). If u ∈ W 1,p(x)

0 (Ω) ∩ L∞(Ω) is
a weak solution of (4.4.48), then u ∈ C1,α(Ω) where α ∈ (0, 1) and ‖u‖C1,α(Ω) depends upon

p−, p+, λ(M),Λ(M), β1, β2,M,Ω where M def= ‖u‖L∞(Ω).

In the next theorem, we recall some results contained in Lemma 2.1 of [117] and Lemma 3.2
of [146]. Set % = p−

2|Ω|1/NC0
where C0 is the best embedding constant of W 1,1

0 (Ω) ⊂ L
N
N−1 (Ω).

Theorem 4.4.13. Let K > 0 and wK ∈W 1,p(x)
0 (Ω)∩C1,α(Ω) be the weak solution of (4.4.30).

Then for K ≥ %, ‖wK‖L∞(Ω) ≤ C1K
1/(p−−1), wK(x) ≥ C2K

1/(p+−1+ς) dist(x, ∂Ω) where
ς ∈ (0, 1) and for K < %, ‖wK‖L∞(Ω) ≤ C3K

1/(p+−1) where C1, C2 and C3 depends upon
p+, p−, N, Ω. Moreover if K1 < K2 then wK1 ≤ wK2 .
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Next we prove a slight extension of Proposition A.2 in [146].

Proposition 4.4.3. Let p ∈ C(Ω̄) and q ∈ (1, p−]. Assume u ∈W satisfying for any Ψ ∈W:ˆ
Ω
|∇u|p(x)−2∇u.∇Ψ dx =

ˆ
Ω
huq−1Ψ dx (4.4.51)

where h ∈ L2(Ω) ∩ Lr(Ω) with r > max{1, Np− }. Then u ∈ L∞(Ω).

First we prove a regularity lemma.

Lemma 4.4.5. Let u ∈ W 1,p
0 (Ω) satisfying for any BR, R < R0, and for all σ ∈ (0, 1), and

any k ≥ k0 > 0ˆ
Ak,σR

|∇u|p dx ≤ C
[ˆ

Ak,R

∣∣∣∣ u− k
R(1− σ)

∣∣∣∣p∗ dx+ kα|Ak,R|+ |Ak,R|
p
p∗+ε

+kβ|Ak,R|
p
p∗+ε +

(ˆ
Ak,R

∣∣∣∣ u− k
R(1− σ)

∣∣∣∣p∗ dx
) p
p∗

|Ak,R|δ


where Ak,R = {x ∈ BR ∩ Ω | u(x) > k}, 0 < α < p∗ = Np
N−p , β ∈ (1, p] and ε, δ > 0. Then

u ∈ L∞(Ω).

Proof. A similar result exists in [131] or in [147] without the term kβ|Ak,R|
p
p∗+ε. For the

reader’s convenience, we include the complete proof.
Let x0 ∈ Ω, BR the ball centred in x0. We define KR

def= BR ∩ Ω and we set

rj = R

2 + R

2j+1 , r̃j = rj + rj+1
2 and kj = k

(
1− 1

2j+1

)
for any j ∈ IN.

Define also

Ij =
ˆ
Akj,rj

|u(x)− kj |p
∗
dx and ϕ(t) =

{
1 if 0 ≤ t ≤ 1

2 ,

0 if t ≥ 3
4

satisfying ϕ ∈ C1([0,+∞)) and 0 ≤ ϕ ≤ 1. We set ϕj(x) = ϕ
(

2j+1

R (|x| − R
2 )
)
. Hence ϕj = 1

on Brj+1 and ϕj = 0 on RN\Br̃j+1 .
We have

Ij+1 =
ˆ
Akj+1,rj+1

|u(x)− kj+1|p
∗
dx =

ˆ
Akj+1,rj+1

|u(x)− kj+1|p
∗
ϕj(x)p∗ dx

≤
ˆ
KR

(u(x)− kj+1)+ϕj(x))p∗ dx.

Since u ∈W 1,p
0 (Ω), (u− kj+1)+ϕj ∈W 1,p

0 (KR),

Ij+1.

(ˆ
KR

|∇((u− kj+1)+ϕj)|p dx
) p∗

p

.

ˆ
Akj+1,r̃j

|∇u|p dx+
ˆ
Akj+1,r̃j

(u− kj+1)p dx


p∗
p
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where we use the notation f . g in the sense there exists a constant c > 0 such that f ≤ cg.
Since r̃j < rj , we have

Ij+1 .

2jp∗
ˆ
Akj+1,rj

|u− kj+1|p
∗
dx+ kαj+1|Akj+1,rj |+ |Akj+1,rj |

p
p∗+ε

+kβj+1|Akj+1,rj |
p
p∗+ε + 2jp

ˆ
Akj+1,rj

|u− kj+1|p
∗
dx


p
p∗

|Akj+1,rj |
δ

+
ˆ
Akj+1,rj

|u− kj+1|p
∗
dx


p∗
p

.

(4.4.52)

Moreover, for any j, kj ≤ kj+1, this implies

Ij ≥
ˆ
Akj+1,rj

|u− kj |p
∗
dx ≥

ˆ
Akj+1,rj

|kj − kj+1|p
∗
dx = |Akj+1,rj‖kj+1 − kj |p

∗
.

Then, for any k > k0 and j ∈ IN

|Akj+1,rj |+ kp
∗

j+1|Akj+1,rj | . 2jp∗Ij

where the constant in the notation depends only on k0, p and α. From the previous inequality,
we deduce

kβj+1|Akj+1,rj |
p
p∗+ε ≤ kp+εp

∗

j+1 |Akj+1,rj |
p
p∗+ε . 2j(p+εp∗)I

p
p∗+ε
j .

Replacing in (4.4.52), we obtain

Ij+1 .
(

2jp∗Ij + 2j(p+εp∗)I
p
p∗+ε
j + 2j(p+δp∗)I

p
p∗+δ
j

) p∗
p

. (4.4.53)

Setting M = p
p∗ max{p∗, p+ εp∗, p+ δp∗} and θ = min{1− p

p∗ , ε, δ} and noting

Ij ≤
ˆ
KR

(|u− kj |+)p∗ dx ≤
ˆ
KR

|u|p∗ ≤ ‖u‖p∗
W 1,p

0
,

(4.4.53) becomes

Ij+1 . 2jMI
1+ θp∗

p

j

where the constant depends on ‖u‖
W 1,p

0
, k0, α and p. We conclude with Lemma 4.7 in Chapter

2 of [191].
For this it suffices to prove that I0 is small enough. Indeed u ∈ Lp∗(Ω) implies

I0 =
ˆ
A k

2 ,R

|u− k

2 |
p∗ dx→ 0 as k →∞.

Hence for k large enough, I0 ≤ C−
1
η (2M )−

1
η2 with η = θp∗

p . Thus Ij converges to 0 as j → +∞
and ˆ

A
k,R2

|u− k|p∗ dx = 0.
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We deduce that u ≤ k on KR
2

. In the same way, we prove that −u ≤ k on KR
2

.
Since Ω is compact, we conclude that u ∈ L∞(Ω).

Proof of Proposition 4.4.3: We follow the idea of the proof of Theorem 4.1 in [120].
Let x0 ∈ Ω, BR the ball of radius R centered in x0 and KR

def= Ω ∩BR. We define

p+ def= max
KR

p(x) and p−
def= min

KR
p(x)

and we choose R small enough such that p+ < (p−)∗ where

(p−)∗ def=


Np−

N−p− if p− < N,

p+ + 1 if p− ≥ N.

Fix (s, t) ∈ (R∗+)2, t < s < R then Kt ⊂ Ks ⊂ KR. Define ϕ ∈ C∞(Ω), 0 ≤ ϕ ≤ 1 such that

ϕ =
{

1 in Bt,

0 in RN\Bs

satisfying |∇ϕ| . 1/(s − t). Let k ≥ 1, using the same notations as previously Ak,λ = {y ∈
Kλ | u(y) > k} and taking Ψ = ϕp

+(u− k)+ ∈W 1,p(x)
0 (Ω) in (4.4.51), we obtain

ˆ
Ak,s

|∇u|p(x)ϕp
+
dx+ p+

ˆ
Ak,s

|∇u|p(x)−2∇u · ∇ϕϕp+−1(u− k)+ dx

=
ˆ
Ak,s

huq−1ϕp
+(u− k) dx.

(4.4.54)

Hence by Young inequality, for ε > 0, we have

p+
ˆ
Ak,s

|∇u|p(x)−2∇u · ∇ϕϕp+−1(u− k) dx ≤ ε
ˆ
Ak,s

|∇u|p(x)ϕ
(p+−1) p(x)

p(x)−1 dx

+ cε−1
ˆ
Ak,s

(u− k)p(x)|∇ϕ|p(x) dx.

Since |∇ϕ| ≤ c/(s− t) and for any x ∈ KR, p+ ≤ (p+−1) p(x)
p(x)−1 , we have ϕ(p+−1) p(x)

p(x)−1 ≤ ϕp+ .
This implies

p+
ˆ
Ak,s

|∇u|p(x)−2∇u.∇ϕϕp+−1(u− k) dx ≤ ε
ˆ
Ak,s

|∇u|p(x)ϕp
+
dx

+ cε−1
ˆ
Ak,s

(
u− k
s− t

)p(x)
dx.

(4.4.55)

Using Hölder inequality, we estimate the right-hand side of (4.4.54) as follows:

ˆ
Ak,s

huq−1ϕp
+(u− k) dx ≤ ‖h‖Lr

(ˆ
Ak,s

u
r(q−1)
r−1 (u− k)

r
r−1 dx

) r−1
r

.
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Since r > N
p− , we have (p−)∗

p−
r−1
r > 1, applying once again the Hölder inequality and the Young

inequality, we obtain

ˆ
Ak,s

huq−1ϕp
+(u− k) dx .

(ˆ
Ak,s

u
q(p−)∗

p− dx+
ˆ
Ak,s

(u− k)
q(p−)∗

p− dx

) p−

(p−)∗

|Ak,s|δ

where δ = r−1
r −

p−

(p−)∗ > 0.
Set Ak,s,t = {x ∈ Ak,s | u(x) − k > s − t} and its complement as Ack,s,t. Now we split the
integrals in the right-hand side of (4.4.56) as follows:

ˆ
Ak,s,t

(
u− k
s− t

) q(p−)∗

p−
(s− t)

q(p−)∗

p− dx+
ˆ
Ac
k,s,t

(
u− k
s− t

) q(p−)∗

p−
(s− t)

q(p−)∗

p− dx

.
ˆ
Ak,s

(
u− k
s− t

)(p−)∗

dx+ |Ak,s|
def= I

(4.4.56)

since q < p− and we also have
ˆ
Ak,s

u
q(p−)∗

p− dx .
ˆ
Ak,s

(u− k)
q(p−)∗

p− + k
q(p−)∗

p− dx . I + k
q(p−)∗

p− |Ak,s|.

In the same way, the second term in the right-hand side of (4.4.55) can be estimated as
follows: ˆ

Ak,s∩Ak,s,t

(
u− k
s− t

)p(x)
dx+

ˆ
Ak,s∩Ack,s,t

(
u− k
s− t

)p(x)
dx . I. (4.4.57)

Finally plugging (4.4.55)-(4.4.57), we obtain for ε small enough
ˆ
Ak,s

|∇u|p(x)ϕp
+
dx . I + |Ak,s|δ(I + k

q(p−)∗

p− |Ak,s|)
p−

(p−)∗

where the constant depends on p, R and ε. Moreover we have

(I + k
q(p−)∗

p− |Ak,s|)
p−

(p−)∗ .

(ˆ
Ak,s

(
u− k
s− t

)(p−)∗

dx

) p−

(p−)∗

+ |Ak,s|
p−

(p−)∗ + kq|Ak,s|
p−

(p−)∗ .

To conclude, using the Young inequality, we obtain the following estimate:
ˆ
Ak,t

|∇u|p− dx ≤
ˆ
Ak,s

|∇u|p(x)ϕp
+
dx .

ˆ
Ak,s

(
u− k
s− t

)(p−)∗

dx+ 2|Ak,s|

+ (1 + kq)|Ak,s|
p−

(p−)∗
+δ + |Ak,s|δ

(ˆ
Ak,s

(
u− k
s− t

)(p−)∗

dx

) p−

(p−)∗

.

By Lemma 4.4.5, we deduce that u bounded in Ω. �

Combining Theorem 4.1 of [120] and Proposition 4.4.3, we have the following corollary:
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Corollary 4.4.7. Let p ∈ C(Ω̄) and q ∈ (1, p−]. Assume u ∈W and nonnegative satisfying
for any Ψ ∈W, Ψ ≥ 0,

ˆ
Ω
u2q−1Ψ dx+

ˆ
Ω
|∇u|p(x)−2∇u · ∇Ψ dx ≤

ˆ
Ω

(f(x, u) + huq−1)Ψ dx

where f verifies for any (x, t) ∈ Ω×R+, |f(x, t)| ≤ c1 +c2|t|s(x)−1 with s ∈ C(Ω) such that for
any x ∈ Ω, 1 < s(x) < p∗(x) and h ∈ L2(Ω)∩Lr(Ω) with r > max{1, Np− }. Then u ∈ L∞(Ω).

4.5 Generalized doubly nonlinear equation: Local existence, uniqueness,
regularity and stabilization

In the section, we study the existence, uniqueness and qualitative properties of the weak
solutions of the following D.N.E. driven by a general quasilinear operator of Leray-Lions
type:



q

2q − 1∂t(u
2q−1)−∇. a(x,∇u) = f(x, u) + h(t, x)uq−1, u > 0 in QT ;

u = 0 on Γ;

u(0, .) = u0 in Ω,

(DNE)

where T > 0, q > 1, QT
def= (0, T ) × Ω with Ω ⊂ RN , N ≥ 1 a smooth bounded domain,

Γ def= (0, T ) × ∂Ω and h belongs to L∞(QT ). The main difference of this work with the
previous sections is the doubly nonlinear feature together combined to the broad class of
considered Leray-Lions type operators a. More precisely, problem (DNE) involves a class of
variational operators a : Ω× RN → R defined as, for any (x, ξ) ∈ Ω× RN :

a(x, ξ) = (aj(x, ξ))j
def=
( 1
p(x)∂ξjA(x, ξ)

)
j

= 1
p(x)∇ξA(x, ξ)

where A : Ω× RN → R+ is continuous, differentiable with respect to ξ and satisfies:

(A1) ξ → A(., ξ) is p(x)-homogeneous i.e. A(x, tξ) = tp(x)A(x, ξ), for any t ∈ R+, ξ ∈ RN

and a.e. x ∈ Ω

with p ∈ C1(Ω) satisfying

1 < p−
def= min

x∈Ω
p(x) ≤ p(x) ≤ p+ def= max

x∈Ω
p(x) <∞.

This class of operators a also satisfies ellipticity and growth conditions:
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(A2) For j ∈ J1, NK, aj(x, 0) = 0, aj ∈ C1(Ω × RN\{0}) ∩ C(Ω × RN ) and there exist two
constants γ, Γ > 0 such that for all x ∈ Ω, ξ ∈ RN\{0} and η ∈ RN :

N∑
i,j=1

∂aj
∂ξi

(x, ξ) ηiηj ≥ γ|ξ|p(x)−2|η|2;

N∑
i,j=1

∣∣∣∣∂aj∂ξi
(x, ξ)

∣∣∣∣ ≤ Γ|ξ|p(x)−2.

Remark 4.5.1. The assumption (A2) gives the convexity of ξ 7→ A(x, ξ) and growth esti-
mates, for any (x, ξ) ∈ Ω× RN :

γ

p(x)− 1 |ξ|
p(x) ≤ A(x, ξ) ≤ Γ

p(x)− 1 |ξ|
p(x); |a(x, ξ)| ≤ C|ξ|p(x)−1; (4.5.1)

and, see [248], for any ξ, η ∈ RN and x ∈ Ω, there exists a constant γ0 > 0 depending on γ

and p such that

〈a(x, ξ)− a(x, η), ξ − η〉 ≥ γ0


|ξ − η|p(x) if p(x) > 2;
|ξ − η|2

(1 + |ξ|+ |η|)2−p(x) if p(x) ≤ 2.
(4.5.2)

Moreover, the homogeneity assumption implies that A(x, ξ) = a(x, ξ).ξ for any (x, ξ) ∈ Ω ×
RN .

Next, we impose the condition below to insure qualitative properties as regularity and the
validity of Hopf Lemma.

(A3) There exists C > 0 such that for any (x, ξ) ∈ Ω× RN\{0}:

N∑
i,j=1

∣∣∣∣∣ ∂ai∂xj
(x, ξ)

∣∣∣∣∣ ≤ C|ξ|p(x)−1(1 + | ln(|ξ|)|).

Remark 4.5.2. More precisely, from the condition (A3) we derive the Strong Maximum
Principle (see [262]) and the C1,α-regularity of weak solutions (see Remark 5.3 in [118] and
Remark 3.1 in [146]).

Concerning the conditions on the functions f and h, we assume:

(f0) f : Ω × R+ → R+ is a continuous function such that f(x, 0) ≡ 0 and f is positive on
Ω× R+\{0}.

(f1) For any x ∈ Ω, s 7→ f(x,s)
sq−1 is nonincreasing in R+\{0}.

and

(Hh) there exists h ∈ L∞(Ω)\{0}, h ≥ 0 such that h(t, x) ≥ h(x) for a.e in QT .
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The study of (DNE) is naturally concerned with the investigation of the following associated
parabolic problem:

vq−1∂t(vq)−∇. a(x,∇v) = h(t, x)vq−1 + f(x, v) in QT ;

v ≥ 0 in QT ;

v = 0 on Γ;

v(0, .) = v0 in Ω.

(E)

We further prove that a weak solution of (E) is also a weak solution of (DNE).
By denoting W def= W

1,p(x)
0 (Ω) (we refer to [112, 223] for the definitions and properties of

variables exponent Lebesgue and Sobolev spaces) and introducing weighted spaces with the
notation δ(x) def= dist(x, ∂Ω):

L∞δ (Ω) def= {w : Ω→ R | measurable, w

δ(.) ∈ L
∞(Ω)}

endowed with the norm ‖w‖δ = supΩ

∣∣∣w(x)
δ(x)

∣∣∣ and for r > 0:

Mr
δ(Ω) def= {w : Ω→ R+ | measurable, ∃ c > 0, 1

c
≤ wr

δ(x) ≤ c},

we introduce the notion of weak solution of (E) as follows:

Definition 4.5.1. Let T > 0, a weak solution to (E) is any positive function v ∈ L∞(0, T ;W)∩
L∞(QT ) such that ∂t(vq) ∈ L2(QT ) satisfying for any φ ∈ L2(QT ) ∩ L1(0, T ;W) and for any
t ∈ (0, T ]

ˆ t

0

ˆ
Ω
∂t(vq)vq−1φdxds+

ˆ t

0

ˆ
Ω
a(x,∇v).∇φdxds

=
ˆ t

0

ˆ
Ω

(h(s, x)vq−1 + f(x, v))φdxds
(4.5.3)

and v(0, .) = v0 a.e. in Ω.

Remark 4.5.3. In sense of Definition 4.5.1, a solution of (E) belongs to L∞(QT ), hence
q

2q−1∂t(v
2q−1) = vq−1∂t(vq) ∈ L2(QT ) holds in weak sense and we deduce the existence of a

solution of (DNE).

Remark 4.5.4. Prototype examples of operators a satisfying (A1)-(A3) are given below: for
any (x, ξ) ∈ Ω× RN and p ∈ C1,β(Ω) by:

A(x, ξ) =
J∑
j=1

gj(x)

∑
i∈Pj

ξ2
i


p(x)

2


where (Pj)j∈J is a partition of J1, NK, gj ∈ C1(Ω)∩C0,β(Ω) and gj(x) ≥ c > 0 for any j ∈ J .
In particular for A(x, ξ) = |ξ|p(x), (DNE) can be classified as S.D.E. if 2q < p− and F.D.E.
if 2q > p+.
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4.5.1 Main results

About the existence and properties of solutions of (E), we prove the following result:

Theorem 4.5.1. Let T > 0 and q ∈ (1, p−). Assume A satisfies (A1)-(A3), f satisfies (f0),
(f1) and

(f2) The mapping x 7→ δ1−q(x)f(x, δ(x)) belongs to L2(Ωε) for some ε > 0 where Ωε
def= {x ∈

Ω | δ(x) < ε}.

Then, for any h ∈ L∞(QT ) satisfying (Hh) and for any initial data v0 ∈ M1
δ(Ω) ∩W, there

exists a unique solution in sense of Definition 4.5.1.
More precisely, we have:

(i) Let v, w be two weak solutions of (E) with respect to the initial data v0, w0 ∈M1
δ(Ω)∩W

and h, g ∈ L∞(QT ) satisfying (Hh). Then, for any t ∈ [0, T ]:

‖(vq(t)− wq(t))+‖L2 ≤ ‖(vq0 − w
q
0)+‖L2 +

ˆ t

0
‖(h(s)− g(s))+‖L2 ds. (4.5.4)

(ii) Assume in addition A satisfies, for any x ∈ Ω and for any ξ, η ∈ RN :

(A4) A(x, ξ−η2 ) ≤ ζ(x)(A(x, ξ) +A(x, η))1−s(x)
(
A(x, ξ) +A(x, η)− 2A(x, ξ+η2 )

)s(x)

where for any x ∈ Ω, s(x) = min{1, p(x)/2} and ζ(x) =
(
1− 21−p(x)

)−s(x)
if p(x) < 2

or ζ(x) = 1
2 if p(x) ≥ 2.

Then, v ∈ C([0, T ];W).

Remark 4.5.5. The above result can be generalized in case f(x, s) def= f̃(x, s) + f̂(x, s) where
f̃ satisfies (f1) and s → f̂(x,s)

sq−1 is Lipschitz with respect to the second variable, uniformly
in x ∈ Ω with constant ω > 0. Then if f satisfies additionally (f0), (f2) and under same
conditions for A and q, Theorem 4.5.1 still holds, (4.5.4) being replaced by

‖(vq(t)− wq(t))+‖L2 ≤ eωt‖(vq0 − w
q
0)+‖L2 +

ˆ t

0
eω(t−s)‖(h(s)− g(s))+‖L2 ds.

Similar results have been obtained in [108] in the case of the p−laplacian operator.

Remark 4.5.6. Prototype example of functions f satisfying (f0)-(f2) is given by for any
(x, s) ∈ Ω × R+, f(x, s) = g(x)δγ(x)sβ where g ∈ L∞(Ω) is a nonnegative function, β ∈
[0, q − 1) and β + γ > q − 3

2 .

Remark 4.5.7. The condition (A4) reformulates the local form of Morawetz-type inequality
producing convergence properties.
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In Theorem 4.5.1, the uniqueness of the solution in sense of Definition 4.5.1 is obtained by
the following theorem relaxing the assumptions on v0 and h. More precisely, we show:

Theorem 4.5.2. Let v, w be two solutions of (E) in sense of Definition 4.5.1 with respect
to the initial data v0, w0 ∈ L2q(Ω), v0, w0 ≥ 0 and h, h̃ ∈ L2(QT ). Then, for any t ∈ [0, T ]:

‖vq(t)− wq(t)‖L2(Ω) ≤ ‖v
q
0 − w

q
0‖L2(Ω) +

ˆ t

0
‖h(s)− h̃(s)‖L2(Ω) ds. (4.5.5)

Using a similar approach based on nonlinear accretive operators theory as in [39,146,147], we
introduce Tq : D(Tq) ⊂ L2(Ω)→ L2(Ω) be the operator with the parameter q defined by

Tqu = −u(1−q)/q
(
∇. a(x,∇(u1/q)) + f(x, u1/q)

)
and the associated domain

D(Tq) = {w : Ω→ R+ | measurable, w1/q ∈ W ∩ L2q(Ω), Tqw ∈ L2(Ω)}.

Based on the accretive property of Tq in L2(Ω) (see Theorem 4.5.5 and Corollary 4.5.2) and
additional regularity on initial data, we obtain the following stabilization result for the weak
solutions to (E):

Theorem 4.5.3. Under the assumptions of Theorem 4.5.1, let v be the weak solution of (E)
with the initial data v0 ∈M1

δ(Ω)∩W. Assume that h ∈ L∞([0,+∞)×Ω) satisfying (Hh) on
[0,+∞)× Ω and there exists h∞ ∈ L∞(Ω) such that

t1+η‖h(t, .)− h∞‖L2 = O(1) at infinity for some η > 0. (4.5.6)

Then, for any r ∈ [1,∞)
‖vq(t, .)− vqstat‖Lr → 0 as t→∞

where vstat is the unique solution of associated stationary problem with the potential h∞ ∈
L∞(Ω).

Remark 4.5.8. The stabilization in L∞-norm appeals new estimates linked to the T -accretivity
of the operator Tq in L∞ and in L1 (see Remark 1.6 and Theorem 2.1 in [49] and Theorem
1.18 in [163]).

Remark 4.5.9. In Theorem 4.5.3, we noticed that v0 ∈ M1
δ(Ω) ∩ W implies vq0 ∈ D(Tq)

L2

(see Proposition 2.11 in [68]).

4.5.2 Elliptic problem related to D.N.E.

In this section, we study a class of elliptic problem related to D.N.E. in order to prove Theorem
4.5.1. First we start with a direct application of Theorem 4.4.1 which provides a comparison
principle, uniform estimates and uniqueness.
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Lemma 4.5.1. Let A : Ω × RN → R be a continuous and differentiable function satisfying
(A1) with a(x, ξ) = 1

p(x)∇ξA(x, ξ) such that ξ → A(x, ξ) is strictly convex for any x ∈ Ω.
Then, for r ∈ [1, p−), for any w1, w2 ∈ W ∩ L∞(Ω) two positive functions and for any x ∈ Ω

a(x,∇w1).∇
(
wr1 − wr2
wr−1

1

)
+ a(x,∇w2).∇

(
wr2 − wr1
wr−1

2

)
≥ 0. (4.5.7)

If the equality occurs in (4.5.7), then w1 ≡ w2 in Ω.

Proof. Let w1, w2 ∈ W ∩ L∞(Ω) such that w1, w2 > 0 in Ω. Then Theorem 4.4.1 yields

Ar/p(x)(x,∇w1)A(p(x)−r)/p(x)(x,∇w2) ≥ a(x,∇w2).∇
(

wr1
wr−1

2

)
.

Then, by using Young inequality and the equality A(x, ξ) = a(x, ξ).ξ, we obtain

a(x,∇w2).∇
(
w2 −

wr1
wr−1

2

)
≥ r

p(x)(A(x,∇w2)−A(x,∇w1)). (4.5.8)

Reversing the role of w1 and w2:

a(x,∇w1).∇
(
w1 −

wr2
wr−1

1

)
≥ r

p(x)(A(x,∇w1)−A(x,∇w2))

and adding the above inequalities we obtain (4.5.7) and the rest of the proof follows from
Theorem 5.2 in [146].

4.5.2.1 L∞-potential

In this subsection, we study the following associated elliptic problem:
v2q−1 − λ∇. a(x,∇v) = h0v

q−1 + λf(x, v) in Ω ;

v ≥ 0 in Ω ;

v = 0 on ∂Ω ,

(4.5.9)

where h0 ∈ L∞(Ω) and λ is a positive parameter. The notion of weak solution of (4.5.9) is
defined as follows:

Definition 4.5.2. A weak solution of (4.5.9) is any nonnegative and nontrivial function
v ∈ X def= W ∩ L2q(Ω) such that for any φ ∈ X

ˆ
Ω
v2q−1φdx+ λ

ˆ
Ω
a(x,∇v).∇φdx =

ˆ
Ω
h0v

q−1φdx+ λ

ˆ
Ω
f(x, v)φdx. (4.5.10)

The first theorem gives the existence and the uniqueness of the weak solution of (4.5.9).

209



Chapter 4. Parabolic problems with nonstandard growth

Theorem 4.5.4. Assume that A satisfies (A1)-(A3) and f satisfies (f0) and (f1). Then,
for any q ∈ (1, p−), λ > 0 and h0 ∈ L∞(Ω)\{0}, h0 ≥ 0, there exists a weak solution
v ∈ C1(Ω) ∩M1

δ(Ω) to (4.5.9).
Moreover, let v1, v2 be two weak solutions to (4.5.9) with h1, h2 ∈ L∞(Ω)\{0}, h1, h2 ≥ 0
respectively, we have with the notation t+

def= max{0, t}:

‖(vq1 − v
q
2)+‖L2 ≤ ‖(h1 − h2)+‖L2 . (4.5.11)

Proof. Define the energy functional J on X:

J (v) = 1
2q

ˆ
Ω
v2q dx+ λ

ˆ
Ω

A(x,∇v)
p(x) dx− 1

q

ˆ
Ω
h0(v+)q dx

− λ
ˆ

Ω
F (x, v) dx

(4.5.12)

where F (x, t) =
ˆ t+

0
f(x, s)ds.

Note from (f0)-(f1) that there exists C > 0 large enough such that for any (x, s) ∈ Ω× R+

0 ≤ f(x, s) ≤ C(1 + sq−1). (4.5.13)

By (4.5.1) and (4.5.13), J is well defined, continuous on X and we have

J (v) ≥ ‖v‖qL2q

(
c1‖v‖qL2q − c2

)
+ ‖v‖W

(
c3‖v‖p

−−1
W − c4

)
where the constants do not depend on u. Thus we deduce that J is coercive on X. Therefore
we affirm that there exists v0 ∈ X a global minimizer of J .
Noting that, with the notation t− = t+ − t,

J (v0) ≥ J (v+
0 ) + 1

2q

ˆ
Ω

(v−0 )2q dx+ λ

ˆ
Ω

A(x,∇v−0 )
p(x) dx ≥ J (v+

0 )

we deduce v0 ≥ 0. Let φ ∈ C1
c (Ω) be a nonnegative and nontrivial function, thus for any

t > 0
J (tφ) ≤ tq(c1t

q + c2t
p−−q − c3)

where the constants are independent of t and c3 > 0 since h0 6≡ 0. Hence for t small enough,
J (tφ) < 0 and since J (0) = 0, we deduce v0 6≡ 0. The Gâteaux differentiability of J insures
that v0 satisfies (4.5.10).
From Proposition 4.5.2, we deduce v0 ∈ L∞(Ω) and Theorem 1.2 in [118] provides the C1,α(Ω)-
regularity of v0 for some α ∈ (0, 1).
By (f0) and (f1), f satisfies lims→0+ f(x, s)s1−2q = ∞ uniformly in x ∈ Ω, hence Lemma
4.5.2 implies v0 ∈M1

δ(Ω).
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Finally, let v1, v2 ∈ M1
δ(Ω) be two weak solutions of (4.5.9) with respect to h1 and h2

respectively. Namely, for any φ, Ψ ∈ X, we have
ˆ

Ω
v2q−1

1 φdx+ λ

ˆ
Ω
a(x,∇v1).∇φdx =

ˆ
Ω
h1v

q−1
1 φdx+ λ

ˆ
Ω
f(x, v1)φdx

and ˆ
Ω
v2q−1

2 Ψ dx+ λ

ˆ
Ω
a(x,∇v2).∇Ψ dx =

ˆ
Ω
h2v

q−1
2 Ψ dx+ λ

ˆ
Ω
f(x, v2)Ψ dx.

Subtracting above expressions by taking φ =
(
v1 −

vq2
vq−1
1

)+
and Ψ =

(
v2 −

vq1
vq−1
2

)−
then by

(f1) and Lemma 4.5.1, we obtain
ˆ

Ω
((vq1 − v

q
2)+)2 dx ≤

ˆ
Ω

(h1 − h2)(vq1 − v
q
2)+ dx

≤ ‖(h1 − h2)+‖L2(Ω)‖(v
q
1 − v

q
2)+‖L2

from which (4.5.11) follows.

Remark 4.5.10. In the proof of Theorem 4.5.4, condition (f1) is not optimal to obtain the
existence of a minimizer and to apply Lemma 4.5.2. Indeed define a more general condition
on f

(f ′1) lim sups→+∞
f(x,s)
sp−−1 < γΛp± uniformly in x ∈ Ω

where p± := p−

p+(p+−1) and Λ−1 def= (sup‖u‖W=1(‖u‖
Lp− (Ω)))

p−, condition (f ′1) is a sufficient
condition to obtain the existence of a weak solution of (4.5.9). Moreover, to apply Lemma
4.5.2 we assume in addition that f satisfies:

(f ′′1 ) lim infs→0+
f(x,s)
s2q−1 > 1 uniformly in x ∈ Ω.

Remark 4.5.11. Inequality (4.5.11) implies the uniqueness of the solution in the sense of
Definition 4.5.2. Moreover to obtain (4.5.11), we use more precisely φ, ψ belong to L∞δ (Ω)∩
W. The uniqueness can be also obtained by using Theorem 4.5.10.

Remark 4.5.12. For q = 1, (4.5.9) becomesv + λT1 = h0 in Ω ;

v = 0 on ∂Ω.
(4.5.14)

For any h0 ∈ L∞(Ω) and for any f ∈ L∞(Ω × R) satisfying (f1) with q = 1, following the
proof of Theorem 4.5.4, we get the existence of a unique weak solution v0 ∈ W ∩ L2(Ω) (not
necessary nonnegative) in sense of Definition 4.5.2 with φ ∈ W ∩ L2(Ω).
Moreover, choosing as test function φ = (v0 ±M)+ where M = ‖h0‖L∞ + ‖f‖L∞, we deduce
v0 ∈ L∞(Ω) and hence for any λ > 0, R(I + λT1) = L∞(Ω).
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Chapter 4. Parabolic problems with nonstandard growth

Moreover, let v1 and v2 be two solutions to (4.5.14) with h1, h2 ∈ L∞(Ω) respectively, we get
from (4.5.2) and (f1): for any ` : R 7→ R Lipschitz and nondecreasing function such that
`(0) = 0: ˆ

Ω
(T1v1 − T1v2)`(v1 − v2) dx ≥ 0.

Thus, by section I.4. in [163], T1 is T -accretive in L1(Ω) namely for any h1, h2 ∈ L∞(Ω)
and respectively v1, v2 the solutions to (4.5.14), we have

‖(v1 − v2)+‖L1 ≤ ‖(h1 − h2)+‖L1 .

Finally, using Remark 1.6 in [49], T1 is T -accretive in Lm(Ω), for any m ∈ [1,∞] i.e

‖(v1 − v2)+‖Lm ≤ ‖(h1 − h2)+‖Lm , m ∈ [1,∞].

We point out that T -accretivity of Tq, for q > 1, in L2(Ω) is equivalent to
ˆ

Ω
(Tqv1 − Tqv2)`(v1 − v2) dx ≥ 0

with the fixed choice `(t) = t+.

In the way of Remark 4.5.12, Theorem 4.5.4 implies existence, uniqueness and accretivity
results for the perturbed problem induced by the operator Tq:

Corollary 4.5.1. Assume A satisfies (A1)-(A3) and f verifies (f0) and (f1). Then, for any
q ∈ (1, p−), λ > 0 and h0 ∈ L∞(Ω)\{0}, h0 ≥ 0, there exists a unique solution u ∈ C1(Ω) of

u+ λTqu = h0 in Ω;

u > 0 in Ω;

u = 0 on ∂Ω.

(4.5.15)

Namely, u belongs to V̇ q
+ ∩M

1/q
δ (Ω) and satisfies:

ˆ
Ω
uψ dx+ λ

ˆ
Ω
a(x,∇(u

1
q )).∇(u

1−q
q ψ)− f(x, u

1
q )u

1−q
q ψ dx =

ˆ
Ω
h0ψ dx (4.5.16)

for any ψ such that

|ψ|1/q ∈ L∞δ (Ω) and |∇ψ|
δq−1(.) ∈ L

p(x)(Ω). (4.5.17)

Moreover, if u1 and u2 be two solutions of (4.5.15) corresponding to h1 and h2 respectively,
then

‖(u1 − u2)+‖L2 ≤ ‖(u1 − u2 + λ(Tqu1 − Tqu2))+‖L2 . (4.5.18)
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Proof. Define the energy functional E on V̇ q
+ ∩ L2(Ω) as E(u) = J (u1/q) where J is defined

in (4.5.12).
Let v0 is the weak solution of (4.5.9) and the global minimizer of (4.5.12). We set u0 = vq0.
Then, u0 belongs to V̇ q

+ ∩M
1/q
δ (Ω).

Let ψ satisfying (4.5.17). Then there exists t0 > 0 such that for t ∈ (−t0, t0), u0 + tψ > 0.
Hence we have E(u0 + tψ) ≥ E(u0) for any t ∈ (−t0, t0). Using Taylor expansion, dividing by
t and passing to the limit as t→ 0 we deduce that u0 verifies (4.5.16).
Consider ũ ∈ V̇ q

+ ∩ M
1/q
δ (Ω) another solution satisfying (4.5.16). Thus ṽ = ũ1/q verifies

(4.5.10) for φ ∈ L∞δ (Ω) ∩W. By Remark 4.5.11, we deduce ṽ = v0 and the uniqueness of the
solution of (4.5.15). Finally (4.5.18) follows from (4.5.11).

4.5.2.2 Extensions for L2-potential

We now generalize existence results of subsection 4.5.2.1 for h0 ∈ L2(Ω) by approximation
method.

Theorem 4.5.5. Assume A satisfies (A1)-(A3) and f verifies (f0) and (f1). Then, for any
q ∈ (1, p−), λ > 0 and h0 ∈ L2(Ω)\{0}, h0 ≥ 0, there exists a positive weak solution v ∈ X of
(4.5.9) in the sense of Definition 4.5.2. Moreover, if h0 ∈ Lr(Ω) for some r > max

{
1, Np−

}
,

v ∈ L∞(Ω) and v is unique.

Proof. Consider hn ∈ C1
c (Ω), hn ≥ 0 which converges to h in L2(Ω). By Theorem 4.5.4, for

any n ≥ 1, define vn ∈ C1,α(Ω) ∩M1
δ(Ω) as the unique positive weak solution of (4.5.9) with

h0 = hn.
For any s > 1 and a, b ≥ 0, observe that

|a− b|2s ≤ (as − bs)2. (4.5.19)

Hence (4.5.11) implies, for any n, p ∈ IN∗:

‖(vn − vp)+‖L2q ≤ ‖(vqn − vqp)+‖qL2 ≤ ‖(hn − hp)+‖qL2 .

Thus we deduce that (vn) converges to v in L2q(Ω) and (vqn) converges to vq in L2(Ω).
Note that the limit v does not depend to the choice of the sequence (hn) by (4.5.11). So
define in particular, for any n ∈ N∗, hn = min{h, n}. By (4.5.11), we deduce that (vn) is
nondecreasing and for any n ∈ N∗,

v(x) ≥ vn(x) ≥ v1(x) ≥ cδ(x) > 0 a.e. in Ω, (4.5.20)
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Chapter 4. Parabolic problems with nonstandard growth

for some c independent of n.
From (4.5.1), (4.5.13) and using Hölder inequality, equation (4.5.10) with φ = vn becomes

λγ

p+ − 1

ˆ
Ω
|∇vn|p(x) dx ≤

ˆ
Ω
a(x,∇vn).∇vn dx

≤ c (‖vn‖qL2q(‖hn‖L2 + 1) + ‖vn‖L2q)

≤ c (‖v‖qL2q(sup
n∈N
‖hn‖L2 + 1) + ‖v‖L2q)

for some c independent on n. Hence we deduce that (vn) is uniformly bounded in W and vn

converges weakly to v in W (up to a subsequence).
Now taking φ = vn − v in (4.5.10), we obtain as n→∞∣∣∣∣ˆ

Ω
f(x, vn)(vn − v) dx

∣∣∣∣+ ∣∣∣∣ˆ
Ω
hnv

q−1
n (vn − v) dx

∣∣∣∣+ ∣∣∣∣ˆ
Ω
v2q−1
n (vn − v) dx

∣∣∣∣→ 0

which infers
ˆ

Ω
a(x,∇vn).∇(vn − v) dx→ 0.

Since vn ⇀ v in W, we deduce that:
ˆ

Ω
(a(x,∇vn)− a(x,∇v)).∇(vn − v) dx→ 0.

Thus we infer that ˆ
Ω
|∇(vn − v)|p(x) dx→ 0 as n→∞. (4.5.21)

Indeed we split Ω into two parts: Ωl = {x ∈ Ω : p(x) ≤ 2} and Ωu = {x ∈ Ω : p(x) > 2}.
Since γ0 > 0, (4.5.2) implies (4.5.21) directly on Ωu. On Ωl, we get from the Hölder inequality
and (vn) bounded in W:

ˆ
Ωl
|∇(vn − v)|p(x) dx

≤ c
∥∥∥∥∥ |∇(vn − v)|p(x)

(|∇v|+ |∇vn|)r(x)

∥∥∥∥∥
L

2
p(x) (Ωl)

‖(|∇v|+ |∇vn|)r(x)‖
L

2
2−p(x) (Ωl)

≤ c1

∥∥∥∥∥ |∇(vn − v)|p(x)

(|∇v|+ |∇vn|)r(x)

∥∥∥∥∥
L

2
p(x) (Ωl)

def= c1N

≤ c1

(ˆ
Ωl

|∇(vn − v)|2 dx
(|∇v|+ |∇vn|)2−p(x) dx

)p̂

where r(x) = p(x)(2−p(x))
2 , p̂ = min{1, p

+

2 } if N ≤ 1 and p̂ = p−

2 otherwise.
Hence from (4.5.2), we conclude (4.5.21) in Ωl and the convergence of (vn) to v in W. Then
by using dominated convergence Theorem and classical compactness arguments, we obtain

a(x,∇vn)→ a(x,∇v) in
(
L

p(x)
p(x)−1 (Ω)

)N
.
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4.5.3. Parabolic problem related to D.N.E.

Finally passing to the limit in (4.5.10) satisfied by vn and applying the dominated convergence
Theorem, we obtain v is a weak solution of (4.5.9). The regularity arises from Proposition
4.5.2.

Next result is the extension of Corollary 4.4.5 for L2-potential.

Corollary 4.5.2. Assume A satisfies (A1)-(A3) and f verifies (f0) and (f1). Then, for any
q ∈ (1, p−), λ > 0 and h0 ∈ L2(Ω)∩Lr(Ω)\{0} for some r > max{1, Np− }, h0 ≥ 0, there exists
a solution u of (4.5.15). Namely, u belongs to V̇ q

+ ∩ L∞(Ω) and satisfies (4.5.16) for any ψ
verifying (4.5.17) and there exists c > 0 such that u(x) ≥ cδq(x) a.e. in Ω.

Proof. Noting that the existence of a weak solution v0 ∈ L∞(Ω) of (4.5.9) for h ∈ L2(Ω), can
be obtained by global minimization method as in Theorem 4.5.4, we deduce from Theorem
4.5.10 that the solution obtained by Theorem 4.5.5 is a global minimizer.
Then we follow the same scheme as the proof of Corollary 4.5.1. We consider the functional
energy E defined on V̇ q

+ ∩ L2(Ω). We set u0 = vq0. Then, u0 belongs to V̇ q
+ ∩ L∞ and (4.5.20)

implies u0(x) ≥ cδq(x) a.e. in Ω.
Take ψ satisfying (4.5.17), then for t small enough, E(u0 + tψ) ≥ E(u0). From classical
arguments, we deduce that u0 verifies (4.5.16).

4.5.3 Parabolic problem related to D.N.E.

In this section, we prove Theorems 4.5.1 by dividing the proof into three main steps: existence,
uniqueness and regularity of weak solution. The proof of Theorem 4.5.1 (i) follows from the
proof of Theorem 4.4.5 and using Lemma 4.5.1, Theorem 4.5.5 and Corollary 4.5.2. Thus we
omit the proof.

4.5.3.1 Existence of a weak solution

In light of Remark 4.5.3 and improving Theorem 4.4.4 to p(x)-homogeneous operator, we
consider the problem (E) with v0 ∈M1

δ(Ω) ∩W.

Theorem 4.5.6. Under the assumptions of Theorem 4.5.1, there exists a solution v to (E) in
sense of Definition 4.5.1. Furthermore v belongs to C([0, T ];Lr(Ω)) for any r ≥ 1 and there
exists C > 0 such that, for any t ∈ [0, T ]:

1
C
δ(x) ≤ v(t, x) ≤ Cδ(x) a. e. in Ω. (4.5.22)

Proof. The sketch of the proof is classical and in particular we follow the proof of Theorem
4.4.4. However, for the convenience of the readers, we give the entire proof due to the general
form setting of the operator a which requires technical computations. We proceed in several
steps:
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Step 1: Semi-discretization in time of (E)
Let n? ∈ N∗ and set ∆t = T/n?. For n ∈ J0, n?K, we define tn = n∆t and for (t, x) ∈
[tn−1, tn)× Ω :

h∆t(t, x) = hn(x) def= 1
∆t

ˆ tn

tn−1

h(s, x)ds.

Thus ‖h∆t‖L∞(QT ) ≤ ‖h‖L∞(QT ) and let ε > 0, then there exists a function hε ∈ C1
0 (QT ) such

that hε → h in L2(QT ). Since hε is uniformly continuous then (hε)∆t → hε in L2(QT ) and by
observing that ‖(hε)∆t − h∆t‖L2(QT ) ≤ ‖hε − h‖L2(QT ), then as ∆t → 0,

‖h∆t − h‖L2(QT ) ≤ ‖(hε)∆t − h∆t‖L2(QT ) + ‖(hε)∆t − hε‖L2(QT ) + ‖hε − h‖L2(QT ) → 0.

Applying Theorem 4.5.4 with λ = ∆t, h0 = ∆th
n+vqn−1, we define the implicit Euler scheme,

(
vqn − v

q
n−1

∆t

)
vq−1
n −∇. a(x,∇vn) = hnvq−1

n + f(x, vn) in Ω ;

vn ≥ 0 in Ω ;

vn = 0 on ∂Ω ,

(4.5.23)

where, for all n ∈ J1, n?K, vn ∈ C1(Ω) ∩M1
δ(Ω) is the weak solution in sense of Definition

4.5.2 .
Step 2: Sub- and supersolution
In this step, we establish the existence of a subsolution w and a supersolution w of a suitable
equations such that vn ∈ [w,w] for all n ∈ J0, n?K.
As in Theorem 4.5.4, we prove, for any µ > 0, there exists a unique weak solution, wµ ∈
C1(Ω) ∩M1

δ(Ω), to 
−∇. a(x,∇w) = µ(hwq−1 + f(x,w)) in Ω ;

w ≥ 0 in Ω ;

w = 0 on ∂Ω,

(4.5.24)

where h is defined in (Hh).
Let µ1 < µ2 and wµ1 , wµ2 be weak solutions of (4.5.24). Then,

ˆ
Ω
a(x,∇wµ1).∇φdx = µ1

ˆ
Ω

(hwq−1
µ1 + f(x,wµ1))φdx

ˆ
Ω
a(x,∇wµ2).∇ψ dx = µ2

ˆ
Ω

(hwq−1
µ2 + f(x,wµ2))ψ dx.

Summing the above equations with φ = (wqµ1−w
q
µ2 )+

wq−1
µ1

and ψ = (wqµ2−w
q
µ1 )−

wq−1
µ2

, then from (4.5.1)
and (f1), we deduce (wµ)µ is nondecreasing. From Theorem 1.2 of [118] and Theorem 4.5.11
we obtain,

‖wµ‖C1(Ω) ≤ ‖wµ‖C1,α(Ω) ≤ Cµ0 , ‖wµ‖L∞ → 0 µ→ 0 (4.5.25)
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for µ0 > 0 small enough, α ∈ (0, 1) and Cµ0 is independent of wµ and α. Therefore, (4.5.25)
implies {wµ : µ ≤ µ0} is uniformly bounded and equicontinuous in C1(Ω). Applying Arzela-
Ascoli Theorem, we obtain, up to a subsequence, wµ → 0 in C1(Ω) as µ→ 0. Then by Mean
Value Theorem, we choose µ small enough such that w def= wµ ∈ C1(Ω) ∩M1

δ(Ω) satisfies
0 < w ≤ v0.

Similarly, there exists wκ ∈ C1(Ω) ∩M1
δ(Ω) the weak solution of the following problem:

−∇. a(x,∇w) = ‖h‖L∞(QT )w
q−1 + f(x,w) + κ in Ω ;

w ≥ 0 in Ω ;

w = 0 on ∂Ω .

(4.5.26)

By Theorem 4.5.11 and by comparison principle, we have for κ large enough that w def= wκ ≥
wκ ≥ v0 where wκ is the weak solution of (4.5.49).
Rewrite (4.5.23) as follows

v2q−1
n −∆t∇. a(x,∇vn) = ∆t

(
hnvq−1

n + f(x, vn)
)

+ vqn−1v
q−1
n .

Since w ≤ v0 ≤ w and w, w are respectively a sub- and supersolution of the above equation
for n = 1, Theorem 4.5.10 yields v1 belongs to [w,w] and by induction vn ∈ [w,w] for any
n ∈ J1, n?K.
Step 3: A priori estimates
Define the functions for n ∈ J1, n?K and t ∈ [tn−1, tn)

v∆t(t) = vn and ṽ∆t(t) = t− tn−1
∆t

(vqn − v
q
n−1) + vqn−1

which satisfy

vq−1
∆t

∂tṽ∆t −∇. a(x,∇v∆t) = f(x, v∆t) + hnvq−1
∆t

(4.5.27)

and by Step 2, there exists c > 0 independent of ∆t such that for any (t, x) ∈ QT

1
c
δ(x) ≤ v∆t , ṽ

1/q
∆t
≤ cδ(x). (4.5.28)

In (4.5.23), summing from 1 to n′ ∈ J1, n?K and multiplying vqn−vqn−1
vq−1
n

∈ X, Young’s inequality
implies

1
2

n′∑
n=1

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx+

n′∑
n=1

ˆ
Ω
a(x,∇vn).∇

(
vqn − v

q
n−1

vq−1
n

)
dx

≤ 2
n′∑
n=1

∆t‖hn‖2L2 + 2
n′∑
n=1

∆t

∥∥∥∥f(x, vn)
vq−1
n

∥∥∥∥2

L2
.

(4.5.29)
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Since vn ∈ [w,w] ⊂ M1
δ(Ω), (4.5.13) and (f2) insure that f(x,vn)

vq−1
n

is uniformly bounded in
L2(Ω) in ∆t. Hence, combining (4.5.1), (4.5.8) and (4.5.29), we deduce, for any n′ ≥ 1:

ˆ
Ω

c1|∇vn′ |p(x) − c2|∇v0|p(x)

p(x) dx ≤
ˆ

Ω

q

p(x)(A(x,∇vn′)−A(x,∇v0)) dx

≤
n′∑
n=1

ˆ
Ω

q

p(x)(A(x,∇vn)−A(x,∇vn−1)) dx

≤
n′∑
n=1

ˆ
Ω
a(x,∇vn).∇

(
vqn − v

q
n−1

vq−1
n

)
dx ≤ c3

where the constants c1 = qγ
p+−1 and c2 = qΓ

p−−1 . The above inequality implies that

(v∆t) is bounded in L∞(0, T ;W) uniformly in ∆t (4.5.30)

and from (4.5.29), we deduce

(∂tṽ∆t) is bounded in L2(QT ) uniformly in ∆t. (4.5.31)

Moreover, for t̃ = t− tn−1
∆t

, we have

∇(ṽ
1
q

∆t
) =

(
t̃+ (1− t̃)

(
vn−1
vn

)q) 1−q
q

(
t̃∇vn + (1− t̃)

(
vn−1
vn

)q−1
∇vn−1

)
.

Hence we deduce from (4.5.30) and Step 2 that

(ṽ1/q
∆t

) is bounded in L∞(0, T ;W) uniformly in ∆t.

Furthermore using (4.5.19), (4.5.31) implies

sup
[0,T ]
‖ṽ1/q

∆t
− v∆t‖

2q
L2q(Ω) ≤ sup

[0,T ]
‖ṽ∆t − v

q
∆t
‖2L2(Ω) ≤ o∆t(1). (4.5.32)

Gathering (4.5.30)-(4.5.32), up to a subsequence, v∆t , ṽ
1/q
∆t

∗
⇀ v in L∞(0, T ;W) as ∆t → 0.

From (4.5.28) and (4.5.31) we deduce that (ṽ∆t)∆t is equicontinuous in C([0, T ];Lr(Ω)) for
any r ∈ [1,+∞). Moreover, from (4.5.19), we also deduce that (ṽ1/q

∆t
)∆t is uniformly equicon-

tinuous in C([0, T ];Lr(Ω)) for any r ∈ [1,+∞). Thus, by Arzela Theorem, we get up to a
subsequence that for any r ∈ [1,+∞)

ṽ∆t → vq in C([0, T ];Lr(Ω)) and v∆t → v in L∞(0, T ;Lr(Ω)), (4.5.33)

hence (4.5.28) implies (4.5.22). From (4.5.31) and (4.5.33), we obtain

∂tṽ∆t → ∂t(vq) in L2(QT ). (4.5.34)
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Step 4: v satisfies (4.5.3)
From (4.5.33) and (4.5.34), we have as ∆t → 0+∣∣∣∣∣

ˆ
QT

vq−1
∆t

(v∆t − v)∂tṽ∆t dxdt

∣∣∣∣∣+
∣∣∣∣∣
ˆ
QT

hnvq−1
∆t

(v∆t − v) dxdt
∣∣∣∣∣→ 0

and from (f0), (4.5.28) and (4.5.33), we obtainˆ
QT

f(x, v∆t)(v∆t − v) dxdt→ 0 as ∆t → 0+.

Then, multiplying (4.5.27) to (v∆t − v) and passing to the limit, we obtainˆ
QT

a(x,∇v∆t).∇(v∆t − v) dxdt→ 0 as ∆t → 0+.

Since v∆t

∗
⇀ v in L∞(0, T ;W) and from the above limit, we concludeˆ

QT

(a(x,∇v∆t)− a(x,∇v)).∇(v∆t − v) dxdt→ 0 as ∆t → 0+.

By (4.5.2) and classical compactness arguments, we get

a(x,∇v∆t)→ a(x,∇v) in (Lp(x)/(p(x)−1)(QT ))N . (4.5.35)

Now, we pass to the limit in (4.5.27). First we remark that (vq−1
∆t

) converges to vq−1 in
L2(QT ). Indeed (4.5.19) and (4.5.32)-(4.5.33) imply as ∆t → 0:

‖vq−1
∆t
− vq−1‖

2q
q−1
L2(QT ) ≤ C

ˆ
QT

|vq−1
∆t
− vq−1|

2q
q−1 dxdt

≤ C
ˆ
QT

|vq∆t
− vq|2 dxdt

≤ C sup
[0,T ]

(
‖vq∆t

− ṽ∆t‖2L2 + ‖ṽ∆t − vq‖2L2

)
→ 0.

Hence plugging (4.5.31) and Step 1, we have in L2(QT ):

vq−1
∆t

∂tṽ∆t → vq−1∂t(vq) and h∆tv
q−1
∆t
→ hvq−1.

Thus, we deduce, for any φ ∈ L2(QT ) as ∆t → 0+:∣∣∣∣∣
ˆ
QT

(
vq−1

∆t
∂tṽ∆t − vq−1∂t(vq)

)
φdxdt

∣∣∣∣∣+
∣∣∣∣∣
ˆ
QT

(
h∆tv

q−1
∆t
− hvq−1

)
φdxdt

∣∣∣∣∣→ 0.

Furthermore from (4.5.13) and (4.5.28), (f(x, v∆t)φ) is uniformly bounded in L2(QT ) in ∆t

and by (4.5.33) we have f(x, v∆t)φ → f(x, v)φ a.e in QT (up to a subsequence). Then, by
dominated convergence Theorem we obtainˆ

QT

f(x, v∆t)φdxdt→
ˆ
QT

f(x, v)φdxdt as ∆t → 0. (4.5.36)

Finally gathering (4.5.35)-(4.5.36), we conclude that v satisfies (4.5.3) by passing to the limit
in (4.5.27) for any φ ∈ L2(QT ) ∩ L1(0, T ;W).

219



Chapter 4. Parabolic problems with nonstandard growth

4.5.3.2 Uniqueness

Proof of Theorem 4.5.2. Let ε ∈ (0, 1), we take

φ = (v + ε)q − (w + ε)q

(v + ε)q−1 and Ψ = (w + ε)q − (v + ε)q

(w + ε)q−1 (4.5.37)

both belonging to L2(QT ) ∩ L1(0, T ;W), in
ˆ t

0

ˆ
Ω
∂t(vq)vq−1φdxds+

ˆ t

0

ˆ
Ω
a(x,∇v).∇φdxds

=
ˆ t

0

ˆ
Ω
h(s, x)vq−1φdxds+

ˆ t

0

ˆ
Ω
f(x, v)φdxds,

ˆ t

0

ˆ
Ω
∂t(wq)wq−1ψ dxds+

ˆ t

0

ˆ
Ω
a(x,∇w).∇ψ dxds

=
ˆ t

0

ˆ
Ω
h̃(s, x)wq−1ψ dxds+

ˆ t

0

ˆ
Ω
f(x,w)ψ dxds

and summing the above equalities, we obtain Iε = Jε where

Iε =
ˆ t

0

ˆ
Ω

(
∂t(vq)vq−1

(v + ε)q−1 −
∂t(wq)wq−1

(w + ε)q−1

)
((v + ε)q − (w + ε)q) dxds

+
ˆ t

0

ˆ
Ω
a(x,∇(v + ε)).∇

((v + ε)q − (w + ε)q

(v + ε)q−1

)
dxds

+
ˆ t

0

ˆ
Ω
a(x,∇(w + ε)).∇

((w + ε)q − (v + ε)q

(w + ε)q−1

)
dxds

and

Jε =
ˆ t

0

ˆ
Ω

(
hvq−1

(v + ε)q−1 −
h̃wq−1

(w + ε)q−1

)
((v + ε)q − (w + ε)q) dxds

+
ˆ t

0

ˆ
Ω

(
f(x, v)

(v + ε)q−1 −
f(x,w)

(w + ε)q−1

)
((v + ε)q − (w + ε)q) dxds.

First we consider Iε. Since w
w+ε ,

v
v+ε ≤ 1 and v, w ∈ L∞(QT ), we have

∣∣∣∣∂t(vq)vq−1

(v + ε)q−1 −
∂t(wq)wq−1

(w + ε)q−1

∣∣∣∣|(v + ε)q − (w + ε)q| ≤ C(|∂t(vq)|+ |∂t(wq)|)

where C depends on the L∞ norm of v and w. Moreover, as ε→ 0(
∂t(vq)vq−1

(v + ε)q−1 −
∂t(wq)wq−1

(w + ε)q−1

)
((v + ε)q − (w + ε)q)→ 1

2∂t(v
q − wq)2

a.e. in QT . Then dominated convergence Theorem and Lemma 4.5.1 give

lim
ε→0

Iε ≥
1
2

ˆ t

0

ˆ
Ω
∂t(vq − wq)2 dxds.
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In the same way for Jε, dominated convergence Theorem implies
ˆ t

0

ˆ
Ω

(
hvq−1

(v + ε)q−1 −
h̃wq−1

(w + ε)q−1

)
((v + ε)q − (w + ε)q) dxds

→
ˆ t

0

ˆ
Ω

(h− h̃)(vq − wq) dxds.

Moreover Fatou’s Lemma gives

lim inf
ε→0

ˆ t

0

ˆ
Ω

f(x, v)
(v + ε)q−1 (w + ε)q dxds ≥

ˆ t

0

ˆ
Ω

f(x, v)
vq−1 wq dxds,

lim inf
ε→0

ˆ t

0

ˆ
Ω

f(x,w)
(w + ε)q−1 (v + ε)q dxds ≥

ˆ t

0

ˆ
Ω

f(x,w)
wq−1 vq dxds.

Hence gathering the three last limits and from (f1), we obtain

lim inf
ε→0

Jε ≤
ˆ t

0

ˆ
Ω

(h− h̃)(vq − wq) dxds.

Since Iε = Jε, we conclude using Hölder inequality that for any t ∈ [0, T ]

1
2

ˆ t

0

ˆ
Ω
∂t(vq − wq)2 dxds ≤

ˆ t

0
‖h− h̃‖L2(Ω)‖vq − wq‖L2(Ω) ds

and by Grönwall Lemma (Lemma A.4 in [68]) we deduce (4.5.5).

Hence we conclude the uniqueness of the solution in sense of Definition 4.5.1 in Theorem
4.5.1:

Corollary 4.5.3. Let v be a solution of (E) in sense of Definition 4.5.1 with the initial data
v0 ∈ L2q(Ω), v0 ≥ 0 and h ∈ L2(QT ). Then, v is unique.

From Theorem 4.5.6 and Corollary 4.5.3, we deduce the existence result for the parabolic
problem involving the operator Tq:

Theorem 4.5.7. Under the assumptions of Theorem 4.5.1, for any u0 such that u1/q
0 ∈

M1
δ(Ω) ∩W, there exists a unique weak solution u ∈ L∞(QT ) of

∂tu+ Tqu = h in QT ;

u > 0 in QT ;

u = 0 on Γ;

u(0, .) = u0 in Ω,

(4.5.38)

in the sense that:

• u1/q belongs to L∞(0, T ;W), ∂tu ∈ L2(QT );
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• there exists c > 0 such that for any t ∈ [0, T ], 1
c δ
q(x) ≤ u(t, x) ≤ cδq(x) a.e. in Ω;

• u satisfies, for any t ∈ [0, T ]:
ˆ t

0

ˆ
Ω
∂tuψ dxds+

ˆ t

0

ˆ
Ω
a(x,∇u1/q).∇(u

1−q
q ψ) dxds

=
ˆ t

0

ˆ
Ω
f(x, u1/q)u

1−q
q ψ dxds+

ˆ t

0

ˆ
Ω
h(s, x)ψ dxds,

(4.5.39)

for any ψ such that

|ψ|1/q ∈ L∞(0, T ;L∞δ (Ω)) and |∇ψ|
δq−1(·) ∈ L

1(0, T ;Lp(x)(Ω)). (4.5.40)

Moreover, u belongs to C([0, T ];Lr(Ω)) for any r ∈ [1,+∞).

Proof. Let v be the weak solution of (E) in sense of Definition 4.5.1 obtained by Theorem
4.5.6. Then, setting in (4.5.3) u = vq and choosing φ = ψ

vq−1 with ψ satisfying (4.5.40), we
get the existence of a solution of (4.5.38).
Let us consider the uniqueness issue: let ũ be another solution of (4.5.38). We set ṽ = ũ1/q

and taking ψ = vq−1φ with φ ∈ L∞(0, T ;L∞δ (Ω)) ∩ L1(0, T ;W) in (4.5.39), we obtain that ṽ
verifies (4.5.3) with the additional condition φ ∈ L∞(0, T ;L∞δ (Ω)). Since v, ṽ verify (4.5.22),
the test functions defined in (4.5.37) with v and ṽ belong to L∞(0, T ;L∞δ (Ω)). Hence (4.5.5)
holds and we conclude the uniqueness.

4.5.3.3 Regularity of weak solution

Theorem 4.5.8. Under the assumptions of Theorem 4.5.1, assume in addition A satisfies
(A4). Then, v the weak solution of (E) obtained by Theorem 4.5.6 belongs to C([0, T ];W).

Proof. The proof is similar as the proof of Theorem 1.1, Step 4 in [146]. However, the
nonlinear term in time implies a specific approach in the computations. Hence for the reader’s
convenience, we include the complete proof.
We have v ∈ L∞(0, T ;W) ∩ C([0, T ];Lp−(Ω)) and p ∈ C1(Ω), Theorem 8.4.2 in [112] yields
W ⊂ Lp−(Ω) with compact embedding. So we deduce t 7→ v(t) is weakly continuous in W.
Moreover, we consider the mapping K(v) =

´
Ω
A(x,∇v)
p(x) dx defined in W. The convexity of A

implies that K is weakly lower semicontinuous. Thus for any t0 ∈ [0, T ], we have

K(v(t0)) ≤ lim inf
t→t0

K(v(t)). (4.5.41)

In (4.5.23), summing from n′ to n′′ and multiplying by vqn−vqn−1
vq−1
n

∈ X, we obtain

n′′∑
n=n′

ˆ
Ω

∆t

(
vqn − v

q
n−1

∆t

)2
dx+

n′′∑
n=n′

ˆ
Ω
a(x,∇vn).∇

(
vqn − v

q
n−1

vq−1
n

)
dx

222



4.5.3.3. Regularity of weak solution

=
n′′∑
n=n′

ˆ
Ω
hn(vqn − v

q
n−1) dx+

n′′∑
n=n′

ˆ
Ω

f(x, vn)
vq−1
n

(vqn − v
q
n−1)dx.

As in Step 4 of the proof of Theorem 4.5.6, after using Lemma 4.5.1 we pass to the limit as
n→∞ and we get: for t ∈ [t0, T ]

ˆ t

t0

ˆ
Ω
∂t(vq)2 dxds+ qK(v(t)) ≤

ˆ t

t0

ˆ
Ω
h∂t(vq) dxds+ qK(v(t0))

+
ˆ t

t0

ˆ
Ω

f(x, v)
vq−1 ∂t(vq) dxds.

(4.5.42)

Taking lim sup in (4.5.42) as t→ t+0 and by (4.5.41) we deduce

lim
t→t+0

K(v(t)) = K(v(t0))

and hence we get the right-continuity of K.
Now, for t > t0, let η ∈ (0, t − t0). We multiply (E) by τηv = vq(.+ η, .)− vq

ηvq−1 ∈ L2(QT ) ∩

L1(0, T ;W) and integrate over (t0, t) × Ω and hence by using Theorem 4.4.1 and Young
inequality, we obtain:

ˆ t

t0

ˆ
Ω
vq−1∂t(vq)τηv dxds+ q

η

ˆ t

t0

K(v(s+ η))−K(v(s)) ds

≥
ˆ t

t0

ˆ
Ω
hvq−1τηv dxds+

ˆ t

t0

ˆ
Ω
f(x, v)τηv dxds.

(4.5.43)

Since v ∈ L∞(0, T ;W) and K is right-continuous in W, by dominated convergence Theorem,
we have as η → 0+

1
η

ˆ t0+η

t0

K(v(s)) ds→ K(v(t0)) and 1
η

ˆ t+η

t
K(v(s)) ds→ K(v(t)).

Then (4.5.43) yields,
ˆ t

t0

ˆ
Ω
∂t(vq)2 dxds+ qK(v(t)) ≥

ˆ t

t0

ˆ
Ω
h∂t(vq) dxds+ qK(v(t0))

+
ˆ t

t0

ˆ
Ω

f(x, v)
vq−1 ∂t(vq) dxds.

From (4.5.42), we have the equality for any t, t0 ∈ [0, T ] in the above inequality and we
deduce the left-continuity of K.
By (A4), the proof of corollary A.3 in [152] holds by considering K as the semimodular.
Then, we deduce that ∇v(t) converges to ∇v(t0) in Lp(x)(Ω)N as t → t0 and hence v ∈
C([0, T ];W).
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4.5.4 Stabilization

4.5.4.1 Stationary problem related to (E)

In the aim of studying the behaviour of global solution of the problem (E) as t → ∞, we
consider the following problem

−∇. a(x,∇v) = b(x)vq−1 + f(x, v) in Ω;

v ≥ 0 in Ω;

v = 0 on ∂Ω,

(S)

where b ∈ L∞(Ω). The notion of weak solution of (S) is defined as follows:

Definition 4.5.3. A weak solution to (S) is any nonnegative function v ∈ W∩L∞(Ω), v 6≡ 0
such that for any φ ∈ W, v satisfies

ˆ
Ω
a(x,∇v).∇φdx =

ˆ
Ω
bvq−1φdx+

ˆ
Ω
f(x, v)φdx. (4.5.44)

Theorem 4.5.9. Assume that A satisfies (A1)-(A3) and (f0) and (f1) hold. Then, for any
q ∈ (1, p−), b ∈ L∞(Ω)\{0}, b ≥ 0, there exists a unique weak solution v ∈ C1(Ω) ∩M1

δ(Ω)
to (S).

Proof. Consider the energy functional L defined on W such that

L̃(v) =
ˆ

Ω

A(x,∇v)
p(x) dx− 1

q

ˆ
Ω
b(v+)q dx−

ˆ
Ω
F (x, v) dx

where F is defined as in (4.5.12). By following the same arguments as in Theorem 4.5.4, we
deduce the existence of nonnegative global minimizer v0 to L and the Gâteaux differentiability
of L̃ implies v0 satisfies (4.5.44).
Combining Proposition 4.5.1 and Theorem 4.1 in [120] , we deduce v0 ∈ L∞(Ω). Then by
Theorem 1.2 of [118], we obtain, v0 ∈ C1,α(Ω) for some α ∈ (0, 1). From Lemma 4.5.2, we
deduce v0 > 0 and v0 belongs to M1

δ(Ω).
Let ṽ0 another solution of (S). As previously, we deduce that ṽ0 ∈ C1,α(Ω) ∩M1

δ(Ω).

We choose vq0 − ṽ
q
0

vq−1
0

and ṽq0 − v
q
0

ṽq−1
0

as test functions in (4.5.44) satisfied by v0 respectively ṽ0,

then adding the both equations we deduce from Lemma 4.5.1 and (f1):
ˆ

Ω
a(x,∇v0).∇

(
vq0 − ṽ

q
0

vq−1
0

)
+ a(x,∇ṽ0).∇

(
ṽq0 − v

q
0

ṽq−1
0

)
dx ≤ 0.

Applying once again Lemma 4.5.1, we obtain v0 = ṽ0.

Hence we obtain using the same way of the proof of Corollary 4.5.1:
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Corollary 4.5.4. Under the conditions of Theorem 4.5.9, there exists a unique solution u of
the following problem 

Tqu = b in Ω;

u > 0 in Ω;

u = 0 on ∂Ω.

(4.5.45)

Namely, u belongs to V̇ q
+ ∩M

1/q
δ (Ω) and satisfies, for any ψ such that (4.5.17):

ˆ
Ω
a(x,∇u1/q).∇(u

1−q
q ψ) dx−

ˆ
Ω

f(x, u1/q)
u(q−1)/q ψ dx =

ˆ
Ω
bψ dx.

4.5.4.2 Proof of Theorem 4.5.3

Proof of Theorem 4.5.3. We consider two cases:
Case 1: h ≡ h∞.
We introduce the family {S(t); t ≥ 0} on M1/q

δ (Ω) ∩ V̇ q
+ defined as w(t) = S(t)w0 where w is

the solution obtained by Theorem 4.5.7 (and Theorem 4.5.6) of
∂tw + Tqw = h∞ in QT ;
w > 0 in QT ;
w = 0 on Γ;
w(0, .) = w0 in Ω.

(4.5.46)

Thus {S(t); t ≥ 0} defines a semigroup onM1/q
δ (Ω)∩V̇ q

+. Indeed the uniqueness and properties
of solution of (4.5.38) imply for any w0,

S(t+ s)w0 = S(t)S(s)w0, S(0)w0 = w0 (4.5.47)

and from (4.5.33) the map t→ S(t)w0 is continuous from [0,∞) to L2(Ω).
Note that v = (S(t)w0)1/q is the solution of (E) in the sense of Definition 4.5.1 with h = h∞

and the initial data w1/q
0 .

Let T > 0 and v be the solution of (E) obtained by Theorem 4.5.6 with h ≡ h∞ and the
initial data v0, hence we get u(t) = v(t)q = S(t)u0 with u0 = vq0.
Let w = wµ be the solution of (4.5.24) and w = wκ be the solution of (4.5.26). Then,
w, w ∈ M1

δ(Ω) and for µ small enough and κ large enough, w is a subsolution and w a
supersolution of (S) with b = h∞ such that w ≤ v0 ≤ w.
We define u(t) = S(t)wq and u(t) = S(t)wq the solutions to (4.5.46). So u and u are obtained
by the iterative scheme (4.5.23) with v0 = w and v0 = w. Hence, by construction the map
t→ u(t) is nondecreasing, the map t→ u(t) is nonincreasing and (4.5.4) insures for any t ≥ 0,

wq ≤ u(t) ≤ u(t) ≤ u(t) ≤ wq a. e. in Ω. (4.5.48)
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We set u∞ = limt→∞ u(t) and u∞ = limt→∞ u(t). Then from (4.5.47), the continuity in L2(Ω)
and monotone convergence theorem, we get in L2(Ω):

u∞ = lim
s→∞

S(t+ s)(wq) = S(t)( lim
s→∞

S(s)(wq)) = S(t)u∞

and analogously we have u∞ = S(t)u∞. We deduce u∞ and u∞ are solutions of (4.5.45) with
b = h∞ and by uniqueness, we have ustat

def= u∞ = u∞ where ustat is the stationary solution
of perturbed parabolic problem (4.5.45). Therefore from (4.5.48) and dominated convergence
Theorem, we obtain

‖u(t)− ustat‖L2 → 0 as t→∞.

Finally, using (4.5.48) and interpolation inequality ‖.‖r ≤ ‖.‖θ∞‖.‖1−θ2 , we conclude the above
convergence for any r ≥ 1.
Case 2: h 6≡ h∞.
From (4.5.6), for any ε and for some η′ ∈ (0, η), there exists t0 > 0 large enough such that
for any t ≥ t0:

t1+η′‖h(t, .)− h∞‖L2 ≤ ε.

Let T > 0 and v be the solution of (E) obtained by Theorem 4.5.6 with h and the initial data
v0 = u

1/q
0 and we set u = vq.

Since v satisfies (4.5.22), we can define ũ(t) = S(t+ t0)u0 = S(t)u(t0). Then, by (4.5.4) and
uniqueness, we have for any t > 0:

‖u(t+ t0, .)− ũ(t, .)‖L2 ≤
ˆ t

0
‖h(s+ t0, .)− h∞‖L2 ds ≤

ε

tη
′

0
≤ ε.

By Case 1, we have ũ(t)→ ustat in L2(Ω) as t→∞. Therefore, we obtain

‖u(t)− ustat‖L2 → 0 as t→∞

and by using interpolation inequality we conclude the proof of Theorem 4.5.3.

4.5.5 Additional results

In this section, we give extensions of technical results for the class of operator A or for some
boundary value problems.
We begin by extending Theorem 4.4.9 using Lemma 4.4.1. Then, we obtain the comparison
principle:

Theorem 4.5.10. Assume A satisfies (A1)-(A3) and f satisfies (f0) and (f2). Let v, v ∈
X ∩ L∞(Ω) be nonnegative functions respectively subsolution and supersolution to (4.5.9) for
some h ∈ Lr(Ω), r ≥ 2, h ≥ 0. Then v ≤ v.

The proof is similar as the proof of Theorem 4.5.2 where the sub- and supersolution do not
need to belong toM1

δ(Ω). The proof is very similar and we omit it. In the next theorem, we
extend Lemma 2.1 of [117] and Lemma 3.2 of [146] for p(x)-homogeneous operators.
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4.5.5. Additional results

Theorem 4.5.11. Assume A satisfies (A1)-(A3). Let λ > 0 and wλ ∈ W ∩ C1,α(Ω) be the
positive weak solution of −∇. a(x,wλ) = λ in Ω;

wλ = 0 on ∂Ω.
(4.5.49)

Then, there exists λ∗ > 0 such that wλ satisfies

• for any λ ≥ λ∗, ‖wλ‖L∞(Ω) ≤ C1λ
1/(p−−1) and wλ(x) ≥ C2λ

1
p+−1+ε δ(x) for some ε ∈

(0, 1);

• for λ < λ∗, ‖wλ‖L∞(Ω) ≤ C3λ
1/(p+−1)

where the constants depend upon p+, p−, N, Ω and α. Moreover if λ1 < λ2 then wλ1 ≤ wλ2 .

Now we state a Strong and Hopf maximum principle for variable exponent p(x)-homogeneous
operators and theirs proof follows from Lemma 4.5.2 and Lemma 4.4.4.

Lemma 4.5.2. Let α, β be two measurable functions such that 1 < β− ≤ β+ < α− ≤ α+ <

∞. Let h, l ∈ L∞(Ω) be nonnegative functions, h > 0 and k : Ω× R+ → R+ and A satisfies
(A1)-(A2). Consider u ∈ C1(Ω) a nonnegative and nontrivial solution to−∇. a(x,∇u) + l(x)uα(x)−1 = h(x)uβ(x)−1 + k(x, u) in Ω ;

u = 0 on ∂Ω .

If lim inf
t→0+

k(x, t)t1−α(x) > ‖l‖L∞ uniformly in x ∈ Ω, then u is positive in Ω.

Furthermore, if Ω satisfies the interior ball condition for any x ∈ ∂Ω, then ∂u
∂~n(x) < 0 where

~n is the outward unit normal vector at x.

We state a slight extension of Proposition 4.4.11and Proposition 4.4.12.

Proposition 4.5.1. Let q ∈ [1, p−). Assume A satisfies (A1)-(A3) and u ∈ X satisfying for
any Ψ ∈ X: ˆ

Ω
a(x,∇u).∇Ψ dx =

ˆ
Ω
huq−1Ψ dx

where h ∈ L2(Ω) ∩ Lr(Ω) with r > max{1, Np− }. Then u ∈ L∞(Ω).

Proposition 4.5.2. Under the assumptions of Proposition 4.5.1, consider u ∈ X a nonneg-
ative function satisfying, for any Ψ ∈ X, Ψ ≥ 0:ˆ

Ω
u2q−1Ψ dx+

ˆ
Ω
a(x,∇u) · ∇Ψ dx ≤

ˆ
Ω

(f(x, u) + huq−1)Ψ dx

where f verifies for any (x, t) ∈ Ω×R+, |f(x, t)| ≤ c1 +c2|t|s(x)−1 with s ∈ C(Ω) such that for
any x ∈ Ω, 1 < s(x) < p∗(x) and h ∈ L2(Ω)∩Lr(Ω) with r > max{1, Np− }. Then u ∈ L∞(Ω).

The proofs of above results follow the proofs of Theorem 4.1 in [120] and Proposition 4.4.11.
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5
Kirchhoff equations and systems involving exponential

non-linearity of Choquard type and singular weights

This work is done jointly with Jacques Giacomoni, Tuhina Mukherjee and Konijeti Sreenadh.

Abstract : In this chapter, we focus on Kirchhoff type Choquard equations and systems
involving exponential non-linearity and singular weights. The main feature of this chapter is
three fold. Firstly, we prove the existence of solution using the variational method in light of
Adams, Moser and Trudinger inequalities and the mountain pass Lemma.

Secondly, we study the existence and multiplicity for the problem with an extra sublinear sign
changing term by using the Nehari manifold technique. By analyzing the Fibering maps and
extracting the Palais-Smale sequence in the natural decomposition of the Nehari manifold,
we prove the multiplicity of the weak solutions with respect to an unknown parameter in
the subcritical case. In the critical case (for the second order operator), we again use the
concentration compactness together with the accurate analysis of the energy levels on the Ne-
hari maniflod to determine potential concentration phenomenon for associated Palais-Smale
sequence. Based on this analysis we show the existence of a relatively compact Palais-Smale
sequence which yields atleast one solution.

Thirdly, we prove new singular and non-singular version of Adams, Moser and Trudinger in-
equalities in the Cartesian product of Sobolev space. As an application of these inequalities,
we further study the system of Kirchhoff equation with exponential non-linearity of Choquard
type for both non-dengenerate and degenerate case.

229



Chapter 5. Kirchhoff equations and systems involving exponential non-linearity of Choquard type and
singular weights

5.1 n-Kirchhoff Choquard equation with exponential non-linearity

In this section, we study the following Kirchhoff equation with exponential non-linearity of
Choquard type

(KC)


−M(

ˆ
Ω
|∇u|n dx)∆nu =

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u), u > 0 in Ω,

u = 0 on ∂Ω,

where µ ∈ (0, n), Ω is a smooth bounded domain in Rn, n ≥ 2, the function F denotes the
primitive of f with respect to the second variable (vanishing at 0). The functionM : R+ → R+

is a continuous function satisfying the following conditions:

(m1) There exists m0 > 0 such that m(t) ≥ m0 for all t ≥ 0 andM(t) =
ˆ t

0
M(s)ds satisfies

M(t+ s) ≥M(t) +M(s), for all t, s ≥ 0.

(m2) There exist constants b1, b2 > 0 and t̂ > 0 such that for some r ∈ R

M(t) ≤ b1 + b2t
r, for all t ≥ t̂.

(m3) The function M(t)
t is non-increasing for t > 0.

Example 5.1.1. An example of a function satisfying (m1), (m2) and (m3) is M(t) = m0+btβ

where m0 > 0, β < 1 and b ≥ 0.

Using (m3), one can easily deduce that the function

(m3)′ 1
n
M(t)− 1

θ
M(t)t is non-negative and non-decreasing for t ≥ 0 and θ ≥ 2n.

The function f : Ω×R→ R is given by f(x, t) = h(x, t) exp(|t|
n
n−1 ). In the frame of problem

(KC), h ∈ C(Ω̄× R) satisfies the following conditions:

(h1) h(x, t) = 0 for t ≤ 0 and h(x, t) > 0 for t > 0.

(h2) For any ε > 0, lim
t→∞

supx∈Ω̄ h(x, t) exp(−ε|t|
n
n−1 ) = 0 and lim

t→∞
infx∈Ω̄ h(x, t) exp(ε|t|

n
n−1 ) =

∞.

(h3) There exists ` > max{n − 1, n(r+1)
2 } such that t → f(x,t)

t`
is increasing on R+ \ {0},

uniformly in x ∈ Ω where r is specified in (m2).

(h4) There exist T, T0 > 0 and γ0 > 0 such that 0 < tγ0F (x, t) ≤ T0f(x, t) for all |t| ≥ T and
uniformly in x ∈ Ω.

The condition (h3) implies that f(x,t)
tn−1 is increasing for each t > 0 and lim

t→0+

f(x, t)
tn−1 = 0

uniformly in x ∈ Ω.
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5.1. n-Kirchhoff Choquard equation with exponential non-linearity

Example 5.1.2. An example of functions satisfying (h1)− (h4) is

f(x, t) = tβ0+(n−1) exp(tp) exp(|t|
n
n−1 )

for t ≥ 0 and f(x, t) = 0 for t < 0 where 0 ≤ p < n
n−1 and β0 > 0.

We also study the existence and multiplicity of solutions to the following Kirchhoff equation
with a convex-concave type non-linearity:

(Pλ,M )


−M

(ˆ
Ω
|∇u|n dx

)
∆nu = (|x|−µ ∗ F (u))f(u) + λh(x)|u|q−1u in Ω,

u = 0 on ∂Ω,

u > 0 in Ω

where µ ∈ (0, n), Ω is a smooth bounded domain in Rn, f(u) = u|u|pexp(|u|β), 0 < q <

n − 1 < 2n − 1 < p + 1 = β0 + (n − 1), β ∈
(

1, n
n−1

)
and F (t) =

´ t
0 f(s) ds. We assume

M(t) = at+ b where a, b > 0 and h ∈ Lr(Ω), with r = p+2
p−q+1 , satisfying h+ 6≡ 0.

Throughout this section, we denote

‖u‖ :=
(ˆ

Ω
|∇u|n dx

)1/n
.

Definition 5.1.3. We call a function u ∈W 1,n
0 (Ω) to be a solution of (KC) if

M(‖u‖n)
ˆ

Ω
|∇u|n−2∇u.∇ϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)ϕ dx, for all ϕ ∈W 1,n

0 (Ω).

The energy functional E : W 1,n
0 (Ω)→ R associated to (KC) is given by

E(u) = 1
n
M(‖u‖n)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
F (x, u) dx.

Under the assumptions on f , we get that for any ε > 0, p ≥ 1 and 0 ≤ β0 < `, there exists
C(ε, n, µ) > 0 such that for each x ∈ Ω

|F (x, t)| ≤ ε|t|β0+1 + C(ε, n, µ)|t|p exp((1 + ε)|t|
n
n−1 ), for all t ∈ R. (5.1.1)

For any u ∈W 1,n
0 (Ω), by virtue of Sobolev embedding we get that u ∈ Lq(Ω) for all q ∈ [1,∞).

This also implies that
F (x, u) ∈ Lq(Ω) for any q ≥ 1. (5.1.2)

Taking t = r = 2n
2n−µ in Proposition 2.2.6 and using (5.1.2), we get that E is well defined.

Also E ∈ C1(W 1,n
0 (Ω),R). Naturally, the critical points of E corresponds to weak solutions

of (KC) and for any u ∈W 1,n
0 (Ω) we have

〈E′(u), ϕ〉 = M(‖u‖n)
ˆ

Ω
|∇u|n−2∇u.∇ϕ dx−

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)ϕ dx
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Chapter 5. Kirchhoff equations and systems involving exponential non-linearity of Choquard type and
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for all ϕ ∈W 1,n
0 (Ω).

The energy functional Jλ,M : W 1,n
0 (Ω) −→ R associated to the problem (Pλ,M ) is defined as

Jλ,M (u) = 1
n
M(‖u‖n)− λ

q + 1

ˆ
Ω
h(x)|u|q+1 dx− 1

2

ˆ
Ω

(|x|−µ ∗ F (u))F (u) dx

where |x|−µ ∗ F (u) denotes
´

Ω
F (u(y))
|x−y|µ dy, F , M are anti-derivatives of f , M (vanishing at 0)

respectively and f(s) = s|s|pexp(|s|β).

Definition 5.1.4. A function u ∈ W 1,n
0 (Ω) is said to be weak solution of (Pλ,M ) if ∀ φ ∈

W 1,n
0 (Ω) we have

M(‖u‖n)
ˆ

Ω
|∇u|n−2∇u.∇φ dx = λ

ˆ
Ω
h(x)uq−1uφ dx+

ˆ
Ω

(|x|−µ ∗ F (u))f(u)φ dx.

5.1.1 Main results

The following theorem is the main result concerning (KC):

Theorem 5.1.5. Assume (m1)-(m3) and (h1)-(h4) holds. Assume in addition

lim
s→+∞

sf(x, s)F (x, s)
exp

(
2|s|

n
n−1
) =∞, uniformly in x ∈ Ω. (5.1.3)

Then the problem (KC) admits a weak solution.

Example 5.1.6. f defined by f(x, t) = g(x)tp exp(t
n
n−1 ) for t ≥ 0, x ∈ Ω with 0 6≡ g ∈ L∞(Ω)

non-negative and p > n− 1 satisfy (h1)-(h4) and (5.1.3).

Using the Nehari manifold technique, we show existence and multiplicity of solutions of the
problem (Pλ,M ) with respect to the parameter λ. Precisely, we show the following main results
in the subcritical and critical case:

Theorem 5.1.7. Let β ∈
(
1, n

n−1

)
. Then there exists λ0 such that (Pλ,M ) admits at least

two solutions for λ ∈ (0, λ0).

In the critical case, we show the following existence result.

Theorem 5.1.8. Let β = n
n−1 , then there exists λ1 > 0 such that for λ ∈ (0, λ1), (Pλ,M )

admits a solution.

5.1.2 Existence of a positive weak solution

In this section, we study the problem (KC) and for that we use the mountain pass theorem
and analyze accurately the compactness of Palais-Smale sequences for E. First we prove the
energy functional E possesses the mountain pass geometry.
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5.1.2. Existence of a positive weak solution

Lemma 5.1.9. Assume the assumptions (m1), (m2) and (h1)-(h4). Then, E has the moun-
tain pass geometry around 0 i.e.

(i) there exists R0 > 0, η > 0 such that E(u) ≥ η for all u ∈W 1,n
0 (Ω) such that ‖u‖ = R0.

(ii) there exists a v ∈W 1,n
0 (Ω) with ‖v‖ > R0 such that E(v) < 0.

Proof. Let u ∈W 1,n
0 (Ω) such that ‖u‖ small enough. Let 0 < β0 < `. Then from Proposition

2.2.6, (h3) and (5.1.1), for any ε > 0 and p > 1 we know that there exists a C(ε) > 0 such
that

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
F (x, u) dx ≤ C(n, µ)‖F (x, u)‖2

L
2n

2n−µ (Ω)

≤ C(n, µ)2
2n

2n−µ

(
ε

ˆ
Ω
|u|

2n(β0+1)
2n−µ + C(ε)

ˆ
Ω
|u|

2pn
2n−µ exp

(2n(1 + ε)
2n− µ |u|

n
n−1

)) 2n−µ
n

≤ C1

εˆ
Ω
|u|

2n(β0+1)
2n−µ + C2(ε)‖u‖

2pn
2n−µ

(ˆ
Ω

exp
(

4n(1 + ε)‖u‖
n
n−1

2n− µ

( |u|
‖u‖

) n
n−1
)) 1

2


2n−µ
n

(5.1.4)

where we used Sobolev and Hölder inequality. So if we choose ε > 0 small enough and u such

that 4n(1 + ε)‖u‖
n
n−1

2n− µ ≤ αn then using Theorem 2.2.1, Chapter 1, in (5.1.4) we get

ˆ
Ω

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
F (x, u) dx ≤ C3

(
ε‖u‖

2n(β0+1)
2n−µ + C(ε)‖u‖

2pn
2n−µ

) 2n−µ
n

≤ C4
(
ε‖u‖2(β0+1) + C(ε)‖u‖2p

)
.

Hence from (m1) and above estimate, we deduce that for ‖u‖ = ρ where ρ <
(
αn(2n−µ)
4n(1+ε)

)n−1
n

E(u) ≥ m0
‖u‖n

n
− C4

(
ε‖u‖2(β0+1) + C(ε)‖u‖2p

)
.

Taking β0 > 0 such that 2(β0 + 1) > n and 2p > n, we can choose ρ small enough so that
E(u) ≥ σ for some σ > 0 (depending on ρ) when ‖u‖ = ρ. Furthermore, under the assumption
(m2), for some a1, a2 > 0 and t0 > 0 we have M(t) ≤ a1 + a2t

r and

M(t) ≤

a0 + a1t+ a2t
r+1

r + 1 , r 6= −1

a0 + a1t+ a2 ln t, r = −1

when t ≥ t̂ and where

a0 =

M(t0)− a1t0 − a2
tr+1
0
r + 1 , r 6= −1

M(t0)− a1t0 − a2 ln t0, r = −1.
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Let u0 ∈ W 1,n
0 (Ω) such that u0 ≥ 0 and ‖u0‖ = 1. Then (h3) implies that there exists

K1 ≥ max{n2 ,
n(r+1)

2 } such that F (x, s) ≥ C1s
K1 −C2 for all (x, s) ∈ Ω× [0,∞) and for some

positive constants C1 and C2. Using this, we obtain
ˆ

Ω

(ˆ
Ω

F (y, tu0)
|x− y|µ

dy

)
F (x, tu0) dx ≥

ˆ
Ω

ˆ
Ω

(C1(tu0)K1(y)− C2)(C1(tu0)K1(x)− C2)
|x− y|µ

dxdy

= C2
1 t

2K1

ˆ
Ω

ˆ
Ω

uK1
0 (y)uK1

0 (x)
|x− y|µ

dxdy

− 2C1C2t
K1

ˆ
Ω

ˆ
Ω

uK1
0 (y)
|x− y|µ

dxdy + C2
2

ˆ
Ω

ˆ
Ω
|x− y|−µ dxdy.

Therefore from above we obtain

E(tu0) ≤ M(‖tu0‖n)
n

−
ˆ

Ω

(ˆ
Ω

F (y, tu0)
|x− y|µ

dy

)
F (x, tu0) dx

≤ C3 + C4t
n + C5t

n(r+1) − C4t
2K1 + C6t

K1

where C ′is are positive constants for i = 4, 5, 6. This implies that E(tu0) → −∞ as t → ∞.
Thus there exists a v0 ∈W 1,n

0 (Ω) with ‖v0‖ > σ such that E(v0) < 0.

Let Γ = {γ ∈ C([0, 1],W 1,n
0 (Ω)) : γ(0) = 0, E(γ(1)) < 0} and define the Mountain Pass

critical level as
l∗ = inf

γ∈Γ
max
t∈[0,1]

E(γ(t)). (5.1.5)

Then by using Ekeland principle and deformation lemma (Theorem 2.4.1), we have the exis-
tence of minimizing Palais-Smale sequence un ∈W 1,n

0 (Ω) such that

E(un)→ l∗, E′(un)→ 0.

Lemma 5.1.10. Every Palais Smale sequence is bounded in W 1,n
0 (Ω).

Proof. Let {uk} ⊂W 1,n
0 (Ω) denotes a (PS)c sequence of E that is

E(uk)→ c and E′(uk)→ 0 as k →∞

for some c ∈ R. This implies

M(‖uk‖n)
n

− 1
2

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk) dx→ c as k →∞,∣∣∣∣M(‖uk‖n)

ˆ
Ω
|∇uk|n−2∇uk∇φ−

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)φ dx

∣∣∣∣ ≤ εk‖φ‖ (5.1.6)

where εk → 0 as k →∞. In particular, taking φ = uk we get∣∣∣∣M(‖uk‖n)
ˆ

Ω
|∇uk|n −

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(uk)uk dx

∣∣∣∣ ≤ εk‖uk‖. (5.1.7)
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5.1.2. Existence of a positive weak solution

From the assumption (h3), there exists α > n such that αF (x, t) ≤ tf(x, t) for any t > 0 and
x ∈ Ω which yields

α

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (uk) dx ≤

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(uk)uk dx. (5.1.8)

Using (5.1.6), (5.1.7) along with above inequality and (m3)′, we get

E(uk)−
1

2α〈E
′(uk), uk〉 = M(‖uk‖n)

n
− M(‖uk‖n)‖uk‖n

2α

− 1
2

(ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk) dx−

1
α

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx

)
≥ M(‖uk‖n)

n
− M(‖uk‖n)‖uk‖n

2α ≥
( 1

2n −
1

2α

)
M(‖uk‖n)‖uk‖n ≥

( 1
2n −

1
2α

)
m0‖uk‖n.

(5.1.9)

Also from (5.1.6) and (5.1.7) it follows that

E(uk)−
1

2α〈E
′(uk), uk〉 ≤ C

(
1 + εk

‖uk‖
2α

)
(5.1.10)

for some constant C > 0. Therefore from (5.1.9) and (5.1.10) we get that( 1
2n −

1
2α

)
m0‖uk‖n ≤ C

(
1 + εk

‖uk‖
2α

)
.

This implies that {uk} must be bounded in W 1,n
0 (Ω).

To prove the existence of non-trivial weak solution, we need an essential upper bound on the
mountain pass critical level which is given by following lemma:

Lemma 5.1.11. If (5.1.3) holds, then

0 < l∗ <
1
n
M
((2n− µ

2n αn

)n−1
)
.

Proof. It is easy to verify that ‖wk‖ = 1 for all k. So we claim that there exists a k ∈ N such
that

max
t∈[0,∞)

E(twk) <
1
n
M
((2n− µ

2n αn

)n−1
)
.

Suppose this is not true then for all k ∈ N there exists a tk > 0 such that

max
t∈[0,∞)

E(twk) = E(tkwk) ≥
1
n
M
((2n− µ

2n αn

)n−1
)

and d

dt
(E(twk))|t=tk = 0.

(5.1.11)
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From the proof of Lemma 5.1.10, E(twk)→ −∞ as t→∞ uniformly in k. Then we infer that
{tk} must be a bounded sequence in R. From (5.1.11) and definition of E(tkwk) we obtain

1
n
M
((2n− µ

2n αn

)n−1
)
<
M(tnk)
n

. (5.1.12)

Since M is monotone increasing, from (5.1.12) we get that

tnk ≥
(2n− µ

2n αn

)n−1
. (5.1.13)

From (5.1.13), we get
tk

ω
1
n
n−1

(log k)
n−1
n →∞ as k →∞. (5.1.14)

Furthermore from (5.1.11), we have

M(tnk)tnk =
ˆ

Ω

(ˆ
Ω

F (y, tkwk)
|x− y|µ

dy

)
f(x, tkwk)tkwk dx

≥
ˆ
Bρ/k

f(x, tkwk)tkwk
ˆ
Bρ/k

F (y, tkwk)
|x− y|µ

dy dx.
(5.1.15)

In addition, as in equation (2.11) p. 1943 in [15], it is easy to get that
ˆ
Bρ/k

ˆ
Bρ/k

dxdy

|x− y|µ
≥ Cµ,n

(
ρ

k

)2n−µ

where Cµ,n is a positive constant depending on µ and n. From (5.1.3), we know that for each
d > 0 there exists a sd such that

sf(x, s)F (x, s) ≥ d exp
(
2|s|

n
n−1
)
, whenever s ≥ sd.

Since (5.1.14) holds, we can choose a rd ∈ N such that

tk

ω
1
n
n−1

(log k)
n−1
n ≥ sd, for all k ≥ rd.

Using these estimates in (5.1.15) and from (5.1.13), for d large enough we get that

M(tnk)tnk ≥ d exp

(log k)

2t
n
n−1
k

ω
1

n−1
n−1


Cµ,n (ρ

k

)2n−µ
≥ dCµ,nρ2n−µ.

Taking d large enough and since tnk is bounded, we arrive at a contradiction. This establishes
our claim and we conclude the proof of the result.

Now, to prove the weak limit of the Palais-Smale sequence is the solution our problem (KC),
we prove a set of convergence lemmas:
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Lemma 5.1.12. If {uk} denotes a Palais Smale sequence then up to a subsequence, there
exists u ∈W 1,n

0 (Ω) such that

|∇uk|n−2∇uk ⇀ |∇u|n−2∇u weakly in (L
n
n−1 (Ω))n. (5.1.16)

Proof. From Lemma 5.1.10, we know that the sequence must be bounded in W 1
0 (Ω). Conse-

quently, up to a subsequence there exists u ∈ W 1,n
0 (Ω) such that uk ⇀ u weakly in W 1,n

0 (Ω)
and strongly in Lq(Ω) for any q ∈ [1,∞) as k → ∞. Also still upto a subsequence we can
assume uk(x)→ u(x) pointwise a.e. for x ∈ Ω. Therefore the sequence |∇uk|n−2∇uk must be
bounded in

(
L

n
n−1 (Ω)

)n
where |∇uk|n is bounded in L1(Ω). So there exists a non-negative

radon measure ν such that up to a subsequence

|uk|n + |∇uk|n → ν in (C(Ω))∗ as k →∞.

Moreover there exists v ∈ (L
n
n−1 (Ω))n such that,

|∇uk|n−2∇uk → v weakly in (L
n
n−1 (Ω))n as k →∞.

Claim : v = |∇u|n−2∇u.
To prove this, we set σ > 0 and Xσ = {x ∈ Ω : ν(Br(x) ∩ Ω) ≥ σ, for all r > 0} and divide
the proof in two steps:
Step 1: Xσ must be a finite set.
Because if not, then there exists a sequence of distinct points {xk} in Xσ such that for all
r > 0, ν(Br(xk)∩Ω) ≥ σ for all k. This implies that ν({xk}) ≥ σ for all k, hence ν(Xσ) = +∞.
But this is a contradiction to

ν(Xσ) = lim
k→∞

ˆ
Xσ

|uk|n + |∇uk|n dx ≤ C.

So let Xσ = {x1, x2, . . . , xm}.
Step 2: For σ > 0 such that σ

1
n−1 < αn

2
1

n−1

(
2n−µ

2n

)
, the for any K compact subset of Ω \Xσ

we have

lim
k→∞

ˆ
K

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx =

ˆ
K

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)u dx. (5.1.17)

To show this, let x0 ∈ K and r0 > 0 be such that ν(Br0(x0) ∩ Ω) < σ that is x0 /∈ Xσ. Also
we consider a ψ ∈ C∞(Ω) satisfying 0 ≤ ψ(x) ≤ 1 for x ∈ Ω, ψ ≡ 1 in B r0

2
(x0)∩Ω and ψ ≡ 0

in Ω \ (Br0(x0) ∩ Ω). Then

lim
k→∞

ˆ
B r0

2
(x0)∩Ω

|uk|n + |∇uk|n ≤ lim
k→∞

ˆ
Br0 (x0)∩Ω

|uk|n + |∇uk|nψ ≤ ν(Br0(x0) ∩ Ω) < σ.

Therefore for large enough k ∈ N and ε > 0 small enough, it must beˆ
B r0

2
(x0)∩Ω

|uk|n + |∇uk|n ≤ σ(1− ε). (5.1.18)
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Now we estimate the following using (5.1.18) and Theorem 2.2.1, Chapter 2,
ˆ
B r0

2
(x0)∩Ω

|f(x, uk)|q dx =
ˆ
B r0

2
(x0)∩Ω

|h(x, uk)|q exp
(
q|uk|

n
n−1
)
dx

≤ Cδ
ˆ
B r0

2
(x0)∩Ω

exp
(
(1 + ε)q|uk|

n
n−1
)
dx

≤ Cδ
ˆ
B r0

2
(x0)∩Ω

exp

(1 + ε)qσ
1

n−1 (1− ε)
1

n−1

 |uk|n´
B r0

2
(x0)∩Ω |uk|n + |∇uk|n


1

n−1
 dx ≤ C0

(5.1.19)

for some constant C0 > 0 while choosing q > 1 such that (1 + ε)qσ
1

n−1 ≤ αn

2
1

n−1
. Consider

ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk −

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)u

∣∣∣∣ dx
≤
ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
(f(x, uk)uk − f(x, u)u)

∣∣∣∣ dx
+
ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, uk)− F (y, u)
|x− y|µ

dy

)
f(x, uk)uk

∣∣∣∣ dx
:= I1 + I2 (say).

From (5.1.2), we know that F (u) ∈ Lr(Ω) for any r ∈ [1,∞). Since µ ∈ (0, n), y → |x−y|−µ ∈
Lr0(Ω) for all r0 ∈ (1, nµ) uniformly in x ∈ Ω (since Ω is bounded). So using Hölder’s inequality
we get that ˆ

Ω

F (y, u)
|x− y|µ

dy ∈ L∞(Ω). (5.1.20)

From the asymptotic growth of f(x, t), it is easy to get that

lim
t→∞

f(x, t)t
(f(x, t))r = 0 uniformly in x ∈ Ω, for all r > 1. (5.1.21)

Using (5.1.20) we get

I1 ≤ C
ˆ
B r0

2
(x0)∩Ω

|f(x, uk)uk − f(x, u)u| dx

where C > 0 is a constant. Because of (5.1.21) and (5.1.19), the family {f(x, uk)uk} is
equi-integrable over B r0

2
(x0) ∩ Ω. Also continuity of f(x, t) gives that f(x, uk)uk → f(x, u)u

pointwise a.e. in Ω as k → ∞ and thus using Vitali’s convergence theorem, it follows that
I1 → 0 as k →∞. Next we show I2 → 0 as k →∞.
First by using the semigroup property of the Riesz potential we get that for some constant
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C > 0 independent of kˆ
Ω

(ˆ
Ω

F (y, uk)− F (y, u)
|x− y|µ

dy

)
χB r0

2
∩Ω(x)f(x, uk)uk dx

≤
(ˆ

Ω

(ˆ
Ω

|F (y, uk)− F (y, u)|dy
|x− y|µ

)
|F (x, uk)− F (x, u)| dx

) 1
2

×
(ˆ

Ω

(ˆ
Ω
χB r0

2
∩Ω(y)f(y, uk)uk

|x− y|µ
dy

)
χB r0

2
∩Ω(x)f(x, uk)uk dx

) 1
2
.

From (5.1.19) and since σ
1

n−1 < αn

2
1

n−1

(
2n−µ

2n

)
we obtain

(ˆ
Ω

(ˆ
Ω
χB r0

2
∩Ω(y)f(y, uk)uk

|x− y|µ
dy

)
χB r0

2
∩Ω(x)f(x, uk)uk dx

) 1
2
≤

‖χB r0
2
∩Ωf(x, uk)uk‖

L
2n

2n−µ (Ω)
≤ C.

Now we claim that

lim
k→∞

ˆ
Ω

(ˆ
Ω

|F (y, uk)− F (y, u)|
|x− y|µ

dy

)
|F (x, uk)− F (x, u)| dx = 0. (5.1.22)

From (5.1.6), (5.1.7) and (5.1.8) we get that there exists a constant C > 0 such thatˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk) dx ≤ C,

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx ≤ C.

(5.1.23)

We argue as along equation (2.20) in Lemma 2.4 in [15]. Now using (5.1.23), (h4) and the
semigroup property of the Riesz Potential we obtain,ˆ

Ω

ˆ
|u|≥T

F (y, u)
|x− y|µ

F (x, u)dy dx = o(T ),
ˆ

Ω

ˆ
|uk|≥T

F (y, uk)
|x− y|µ

F (x, uk)dy dx = o(T ), (5.1.24)

ˆ
Ω

ˆ
|u|≥T

F (y, uk)
|x− y|µ

F (x, u)dy dx = o(T ), (5.1.25)

and ˆ
Ω

ˆ
|uk|≥T

F (y, uk)
|x− y|µ

F (x, u)dy dx = o(T ) as T →∞. (5.1.26)

So,ˆ
Ω

(ˆ
Ω

|F (y, uk)− F (y, u)|
|x− y|µ

dy

)
|F (x, uk)− F (x, u)| dx ≤

2
ˆ

Ω

(ˆ
Ω

χuk≥T (y)F (y, uk)
|x− y|µ

dy

)
F (x, uk) dx

+ 4
ˆ

Ω

(ˆ
Ω

F (y, uk)χu≥T (x)F (x, u)
|x− y|µ

dy

)
dx+ 4

ˆ
Ω

(ˆ
Ω

χuk≥T (y)F (y, uk)F (x, u)
|x− y|µ

dy

)
dx

+ 2
ˆ

Ω

(ˆ
Ω

χu≥T (y)F (y, u)
|x− y|µ

dy

)
F (x, u) dx

+
ˆ

Ω

(ˆ
Ω

|F (y, uk)χuk≤T − F (y, u)χu≤T |
|x− y|µ

dy

)
|F (x, uk)χuk≤T − F (x, u)χu≤T | dx.
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Then from Lebesgue dominated convergence theorem the above integrand tends to 0 as k →
∞. Hence using (5.1.24), (5.1.25) and (5.1.26), it is easy to conclude (5.1.22) and I2 → 0 as
k →∞. This implies that

lim
k→∞

ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk −

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
f(x, u)u

∣∣∣∣ dx = 0.

To conclude (5.1.17), we repeat this procedure over a finite covering of balls using the fact
that K is compact. Lastly, the proof of (5.1.16) can be achieved by classical arguments as in
the proof of Lemma 4 in [203].

Lemma 5.1.13. Let {uk} ⊂W 1,n
0 (Ω) be a Palais Smale sequence for E at level l∗ then there

exists a u0 ∈W 1,n
0 (Ω) such that as k →∞ (up to a subsequence)

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)φ dx→

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)φ dx, for all φ ∈ C∞c (Ω).

Proof. If {uk} is a Palais Smale sequence at l∗ for E then it must satisfy (5.1.6) and (5.1.7).
We remark that E(u+) ≤ E(u) for each u ∈ W 1,n

0 (Ω), then we can assume uk ≥ 0 for each
k ∈ N. From Lemma 5.1.10 we know that {uk} must be bounded in W 1,n

0 (Ω) so there exists a
C0 > 0 such that ‖uk‖ ≤ C0. Also there exists a u0 ∈W 1,n

0 (Ω) such that up to a subsequence
uk ⇀ u0 in W 1,n

0 (Ω), strongly in Lq(Ω) for all q ∈ [1,∞) and pointwise a.e. in Ω as k →∞.
Let Ω′ ⊂⊂ Ω and ϕ ∈ C∞c (Ω) such that 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in Ω′. With easy computations,
we get that ∥∥∥∥ ϕ

1 + uk

∥∥∥∥n =
ˆ

Ω

∣∣∣∣ ∇ϕ1 + uk
− ϕ ∇uk

(1 + uk)2

∣∣∣∣n dx

≤ 2n−1(‖ϕ‖n + ‖uk‖n).

This implies that ϕ
1+uk ∈ W 1,n

0 (Ω). So using ϕ
1+uk as a test function (5.1.6), we get the

following estimate
ˆ

Ω′

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)
1 + uk

dx ≤
ˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)ϕ

1 + uk
dx

≤ εk
∥∥∥∥ ϕ

1 + uk

∥∥∥∥+
ˆ

Ω
M(‖uk‖n)|∇uk|n−2∇uk∇

(
ϕ

1 + uk

)
dx

≤ εk2
n−1
n (‖ϕ‖+ ‖uk‖) +M(‖uk‖n)

ˆ
Ω
|∇uk|n−2∇uk

( ∇ϕ
1 + uk

− ϕ ∇uk
(1 + uk)2

)
dx

≤ εk2
n−1
n (‖ϕ‖+ ‖uk‖) +M(‖uk‖n)

ˆ
Ω
|∇uk|n−1 (|∇ϕ|+ |∇uk|) dx

≤ εk2
n−1
n (‖ϕ‖+ ‖uk‖) +M(‖uk‖n)[‖ϕ‖‖uk‖n−1 + ‖uk‖n].

But using ‖uk‖ ≤ C0 for all k and (m2), we infer that there must exists a C1 > 0 such that
ˆ

Ω′

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)
1 + uk

dx ≤ C1. (5.1.27)
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Also for the same reason, (5.1.7) gives thatˆ
Ω′

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx ≤ C2 (5.1.28)

for some C2 > 0. Gathering (5.1.27) and (5.1.28) we obtainˆ
Ω′

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk) dx

≤ 2
ˆ

Ω′∩{uk<1}

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)
1 + uk

dx+
ˆ

Ω′∩{uk≥1}

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
ukf(x, uk) dx

≤ 2
ˆ

Ω′

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)
1 + uk

dx+
ˆ

Ω′

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
ukf(x, uk) dx

≤ 2C1 + C2 := C3.

Thus the sequence {wk} :=
{(´

Ω
F (y,uk)
|x−y|µ dy

)
f(x, uk)

}
is bounded in L1

loc(Ω) which implies
that up to a subsequence, wk ⇀ w in the weak∗-topology as k → ∞, where w denotes a
Radon measure. So for any φ ∈ C∞c (Ω) we get

lim
k→∞

ˆ
Ω

ˆ
Ω

(
F (y, uk)
|x− y|µ

dy

)
f(x, uk)φ dx =

ˆ
Ω
φ dw, ∀φ ∈ C∞c (Ω).

Since uk satisfies (5.1.6), we get thatˆ
E
φdw = lim

k→∞
M(‖uk‖)

ˆ
E
|∇uk|n−2∇uk∇φ dx, ∀E ⊂ Ω.

Together with Lemma 5.1.12, this implies that w is absolutely continuous with respect to
the Lebesgue measure. Thus, Radon-Nikodym theorem asserts that there exists a function
g ∈ L1

loc(Ω) such that for any φ ∈ C∞c (Ω),
´

Ω φ dw =
´

Ω φg dx. Therefore for any φ ∈ C∞c (Ω)
we get

lim
k→∞

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)φ dx =

ˆ
Ω
φg dx =

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)φ dx

which completes the proof.

Lemma 5.1.14. Let {uk} ⊂ W 1,n
0 (Ω) be a Palais Smale sequence of E. Then there exists a

u ∈W 1,n
0 (Ω) such that, up to a subsequence, uk ⇀ u weakly in W 1,n

0 (Ω) and(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk)→

(ˆ
Ω

F (y, u)
|x− y|µ

dy

)
F (x, u) in L1(Ω)

as k →∞.

Proof. Let {uk} ⊂ W 1,n
0 (Ω) be a Palais Smale sequence of E at level c. From Lemma 5.1.10

we know that {uk} must be bounded in W 1,n
0 (Ω). Thus there exists a u ∈ W 1,n

0 (Ω) such
that uk ⇀ u weakly in W 1,n

0 (Ω), uk → u pointwise a.e. in Rn and uk → u strongly in Lq(Ω),
q ∈ [1,∞) as k →∞. Also from (5.1.6), (5.1.7) and (5.1.8) we get that there exists a constant
C > 0 such that (5.1.23) holds. Now the proof of main claim follows similarly the proof of
(5.1.22) (see also equation (2.20) of Lemma 2.4 in [15]).
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Now we define the associated Nehari manifold as

N = {u ∈W 1,n
0 (Ω) \ {0} : 〈E′(u), u〉 = 0} and l∗∗ = inf

u∈N
E(u)

and we show the mountain pass critical level lies below every local minimum value of the
energy functional at the point of local minimum.

Lemma 5.1.15. If (m3) holds then l∗ ≤ l∗∗.

Proof. Let u ∈ N and h : (0,+∞)→ R be defined as h(t) = E(tu). Then

h′(t) = M(‖tu‖n)‖u‖ntn−1 −
ˆ

Ω

(ˆ
Ω

F (y, tu)
|x− y|µ

dy

)
f(x, tu)u dx.

Since u satisfies 〈E′(u), u〉 = 0, we get

h′(t) = ‖u‖2nt2n−1
(
M(‖tu‖n)
tn‖u‖n

− M(‖u‖n)
‖u‖n

)

+ t2n−1

ˆ
Ω

ˆ
Ω

F (y,u)f(x,u)
un−1(x)
|x− y|µ

dy −
ˆ

Ω

F (y,tu)f(x,tu)
(tu(x))n−1tn

|x− y|µ
dy

un(x) dx

 .
Claim: For any x ∈ Ω

t→ tf(x, t)− nF (x, t) is increasing on R+. (5.1.29)

Indeed, from (h3), for 0 < t1 < t2, we have

t1f(x, t1)− nF (x, t1) ≤ t1f(x, t1)− nF (x, t2) + f(x, t2)
tn−1
2

(tn2 − tn1 ) ≤ t2f(x, t2)− nF (x, t2).

Using this we get that tf(x, t) − nF (x, t) ≥ 0 for t ≥ 0 which implies that t → F (x,tu)
tn is

non-decreasing for t > 0. Therefore for 0 < t < 1 and x ∈ Ω, we get F (x,tu)
tn ≤ F (x, u) and

this implies

h′(t) ≥ ‖u‖2nt2n−1
(
M(‖tu‖n)
‖tu‖n

− M(‖u‖n)
‖u‖n

)
+ t2n−1

[ˆ
Ω

(ˆ
Ω

(
F (y, u)− F (y, tu)

tn

)
dy

|x− y|µ
)

f(x, tu)
(tu(x))n−1u

n(x) dx
]
.

This gives that h′(t) ≥ 0 for 0 < t ≤ 1 and h′(t) < 0 for t > 1. Hence E(u) = maxt≥0E(tu).
Now we define g : [0, 1]→W 1,n

0 (Ω) as g(t) = (t0u)t where t0 > 1 is such that E(t0u) < 0. So
g ∈ Γ, where Γ is as defined in the definition of l∗. Therefore we obtain

l∗ ≤ max
t∈[0,1]

E(g(t)) ≤ max
t≥0

E(tu) = E(u).

Since u ∈ N is arbitrary, we get l∗ ≤ l∗∗.
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Now, we give the proof of our main result:

Proof of Theorem 5.1.5: Let {uk} denotes a Palais Smale sequence at the level l∗. Then
(uk)k∈IN can be obtained as a minimizing sequence associated to the variational problem
(5.1.5). Then by Lemma 5.1.14 we know that there exists a u0 ∈ W 1,n

0 (Ω) such that up to a
subsequence uk ⇀ u0 weakly in W 1,n

0 (Ω) as k →∞.
Step 1: u 6≡ 0 and u > 0.

Suppose u0 ≡ 0 then using Lemma 5.1.14, we infer that
ˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk) dx→ 0 as k →∞.

This gives that limk→∞E(uk) = 1
n limk→∞M(‖uk‖n) = l∗ which implies in the light of

Lemma 5.1.11 that for large enough k

M(‖uk‖n) <M
((2n− µ

2n αn

)n−1
)
.

Therefore since M is non decreasing, we get

2n
2n− µ‖uk‖

n
n−1 < αn.

Now, this implies that supk
´

Ω f(x, uk)q dx < +∞ for some q > 2n
2n−µ and along with Propo-

sition 2.2.6, Theorem 2.2.1 and the Vitali’s convergence theorem, we get
ˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx→ 0 as k →∞.

Hence limk→∞〈E′(uk), uk〉 = 0 gives limk→∞M(‖uk‖n)‖uk‖n = 0. From (m1) we then obtain
limk→∞ ‖uk‖n = 0. Thus using Lemma 5.1.14, it must be that limk→∞E(uk) = 0 = l∗ which
contradicts l∗ > 0. Thus u0 6≡ 0. Now, we show that u0 > 0 in Ω. From Lemma 5.1.10
we know that {uk} must be bounded. Therefore there exists a constant τ > 0 such that
up to a subsequence ‖uk‖ → τ as k → ∞. Since E′(uk) → 0, again up to a subsequence
|∇uk|n−2∇uk ⇀ |∇u0|n−2∇u0 weakly in (L

n
n−1 (Ω))n. Furthermore, by Lemma 5.1.12 and by

Lemma 5.1.13, we get as k →∞,
ˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)ϕ dx→

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)ϕ dx

and

M(τn)
ˆ

Ω
|∇u0|n−2∇u0∇ϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)ϕ dx, for all ϕ ∈W 1,n

0 (Ω).

In particular, taking ϕ = u−0 in the above equation we get M(τn)‖u−0 ‖ = 0 which implies
together with assumption (m1) that u−0 = 0 a.e. in Ω. Therefore u0 ≥ 0 a.e. in Ω.
From Theorem 2.2.1, Chapter 1, we have f(·, u0) ∈ Lq(Ω) for 1 ≤ q <∞. Also as in (5.1.20),
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we can similarly get that
´

Ω
F (y,u0)
|x−y|µ dy ∈ L∞(Ω). Hence

(´
Ω
F (y,u0)
|x−y|µ dy

)
f(x, u0) ∈ Lq(Ω) for

1 ≤ q < ∞. By elliptic regularity results, we finally get that u0 ∈ L∞(Ω) and u0 ∈ C1,γ(Ω)
for some γ ∈ (0, 1). Therefore, u0 > 0 in Ω follows from the strong maximum principle and
u0 6≡ 0.

Step 2:

M(‖u0‖n)‖u0‖n ≥
ˆ

Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)u0 dx. (5.1.30)

Arguing by contradiction, suppose that

M(‖u0‖n)‖u0‖n <
ˆ

Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)u0 dx

which implies that 〈E′(u0), u0〉 < 0. For t > 0, using (5.1.29) we have that

〈E′(tu0), u0〉 ≥M(tn‖u0‖n)tn−1‖u0‖n −
1
n

ˆ
Ω

(ˆ
Ω

f(y, tu0)tu0(y)
|x− y|µ

dy

)
f(x, tu0)u0 dx

≥ m0t
n−1‖u0‖n −

1
n

ˆ
Ω

(ˆ
Ω

f(y, tu0)tu0(y)
|x− y|µ

dy

)
f(x, tu0)u0 dx.

Since (h3) gives that

lim
t→0+

f(x, t)
tγ

= 0 uniformly in x ∈ Ω, for all γ ∈ [0, n− 1],

we can choose t > 0 sufficiently small so that 〈E′(tu0), u0〉 > 0. Thus there exists a t∗ ∈ (0, 1)
such that 〈E′(t∗u0), u0〉 = 0 that is t∗u0 ∈ N . So using Lemma 5.1.15, (m3)′ and (5.1.29) we
get

l∗ ≤ l∗∗ ≤ E(t∗u0) = E(t∗u0)− 1
2n〈E

′(t∗u0), u0〉

= M(‖t∗u0‖n)
n

− 1
2

ˆ
Ω

(ˆ
Ω

F (y, t∗u0)
|x− y|µ

dy

)
F (x, t∗u0) dx− 1

2nM(‖t∗u0‖n)‖t∗u0‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, t∗u0)
|x− y|µ

dy

)
f(x, t∗u0)t∗u0 dx

<
M(‖u0‖n)

n
− 1

2nM(‖u0‖n)‖u0‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, t∗u0)
|x− y|µ

dy

)
(f(x, t∗u0)t∗u0 − nF (x, t∗u0)) dx

≤ M(‖u0‖n)
n

− 1
2nM(‖u0‖n)‖u0‖n + 1

2n

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
(f(x, u0)u0 − nF (x, u0))

≤ lim inf
k→∞

M(‖uk‖n)
n

− 1
2nM(‖uk‖n)‖uk‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
(f(x, uk)uk − nF (x, uk)) dx

= lim inf
k→∞

(
E(uk)−

1
2n〈E

′(uk), uk〉
)

= l∗.
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This gives a contradiction, that is (5.1.30) holds true.
Step 3: E(u0) = l∗.
From Lemma 5.1.14 we know thatˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
F (x, uk) dx→

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
F (x, u0) dx.

Using this and the weakly lower semicontinuity of norms in limk→∞E(uk) = l∗, we obtain
E(u0) ≤ l∗. If E(u0) < l∗ then it must be

lim
k→∞

M(‖uk‖n) >M(‖u0‖n)

which implies that limk→∞ ‖uk‖n > ‖u0‖n, since M is continuous and increasing. From this
we get

τn > ‖u0‖n.

Moreover we get

M(τn) = n

(
l∗ + 1

2

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
F (x, u0) dx

)
. (5.1.31)

Now we define the sequence vk = uk
‖uk‖ and v0 = u0

τ then vk ⇀ v0 weakly in W 1,n
0 (Ω) and

‖v0‖ < 1. From Lemma 2.2.4 we have that

sup
k∈N

ˆ
Ω

exp
(
p|vk|

n
n−1
)
< +∞, for 1 < p <

αn

(1− ‖v0‖n)
1

n−1
. (5.1.32)

Also from (m3)′, Step 1 and Lemma 5.1.15 we obtain

E(u0) ≥ M(‖u0‖n)
n

−M(‖u0‖n)‖u0‖n

2n + 1
2n

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
(f(x, u0)u0−nF (x, u0)) dx ≥ 0.

Using this with (5.1.31) we get that

M(τn) = nl∗ − nE(u0) +M(‖u0‖n) <M
((2n− µ

2n αn

)n−1
)

+M(‖u0‖n)

which implies together with (m1) that

τn <
αn−1
n

(
2n−µ

2n

)n−1

1− ‖v0‖n
.

Thus it is possible to find a τ∗ > 0 such that for k ∈ N large enough

‖uk‖
n
n−1 < τ∗ <

αn
(

2n−µ
2n

)
(1− ‖v0‖n)

1
n−1

.

Then we choose a q > 1 but close to 1 such that

2n
2n− µq‖uk‖

n
n−1 ≤ 2n

2n− µτ∗ <
αn

(1− ‖v0‖n)
1

n−1
.
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Therefore from (5.1.32) we conclude that
ˆ

Ω
exp

( 2n
2n− µq|uk|

n
n−1

)
≤ C (5.1.33)

for some constant C > 0. Using (5.1.33)
ˆ

Ω

(ˆ
Ω

F (y, uk)
|x− y|µ

dy

)
f(x, uk)uk dx→

ˆ
Ω

(ˆ
Ω

F (y, u0)
|x− y|µ

dy

)
f(x, u0)u0 dx.

We conclude that ‖uk‖ → ‖u0‖ and we get a contradiction and claim in Step 3 is proved.
Now, by combining claims of the proof of Step 1, 2 and 3, the proof of Theorem 5.1.5 follows.

5.1.3 The Nehari Manifold method for Kirchhoff-Choquard equations

We observe that Jλ,M is only bounded below on suitable subsets of W 1,n
0 (Ω). In order to

prove the existence of weak solutions to (Pλ,M ), we establish the existence of minimizers of
Jλ,M under the natural constraint of the Nehari Manifold:

Nλ,M := {u ∈W 1,n
0 (Ω)| 〈J ′λ,M (u), u〉 = 0}

where 〈. , .〉 denotes the duality between W 1,n
0 (Ω) and W−1,n(Ω). Therefore, u ∈ Nλ,M if and

only if
‖u‖n M(‖u‖n)− λ

ˆ
Ω
h(x)uq+1 dx−

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx = 0.

Remark 5.1.16. We notice that Nλ,M contains every solution of (Pλ,M ).

For u ∈W 1,n
0 (Ω), we define the fiber map Φu,M : R+ → R as

Φu,M (t) = Jλ,M (tu) = M(‖tu‖n)
n

− λ

q + 1

ˆ
Ω
h(x)|tu|q+1 dx− 1

2

ˆ
Ω

(|x|−µ ∗ F (tu))F (tu) dx,

Φ′u,M (t) = tn−1‖u‖nM(‖tu‖n)− λtq
ˆ

Ω
h(x)|u|q+1 dx−

ˆ
Ω

(|x|−µ ∗ F (tu))f(tu)u dx

and

Φ′′u,M (t) = nt2n−2‖u‖2nM ′(‖tu‖n) + (n− 1)tn−2‖u‖nM(‖tu‖n)− λqtq−1
ˆ

Ω
h(x)|u|q+1 dx

−
ˆ

Ω
(|x|−µ ∗ f(tu).u)f(tu)u dx−

ˆ
Ω

(|x|−µ ∗ F (tu))f ′(tu)u2 dx.

The Nehari Manifold is closely related to the the maps Φu,M by the relation tu ∈ Nλ,M iff
Φ′u,M (t) = 0. In particular, u ∈ Nλ,M iff Φ′u,M (1) = 0. So we study the geometry of the
energy functional on the following components of the Nehari Manifold:

N±λ,M := {u ∈ Nλ,M : Φ′′u,M (1) ≶ 0} = {tu ∈W 1,n
0 (Ω) : Φ′u,M (t) = 0,Φ′′u,M (t) ≶ 0},
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N0
λ,M := {u ∈ Nλ,M : Φ′′u,M (1) = 0} = {tu ∈W 1,n

0 (Ω) : Φ′u,M (t) = 0,Φ′′u,M (t) = 0}.

We also define H(u) =
´

Ω h|u|
q+1 dx and study the behaviour of fibering maps Φu,M according

to the sign of H(u). Let

H+ := {u ∈W 1,n
0 (Ω) : H(u) > 0}, H−0 := {u ∈W 1,n

0 (Ω) : H(u) ≤ 0}.

5.1.4 Analysis of Fiber Maps

Here we analyze accurately the geometry of the energy functional on the Nehari manifold. We
split the study into two different cases u ∈ H−0 and u ∈ H+. We define the map ψ : R+ → R
such that

ψu(t) = tn−1−qM(‖tu‖n)‖u‖n − t−q
ˆ

Ω
(|x|−µ ∗ F (tu))f(tu)u dx

and observing the fact that tu ∈ Nλ,M if and only if t > 0 is a solution of ψu(t) =
λ
´

Ω h(x)|u|q+1 dx. For the first case, we have the following result:

Lemma 5.1.17. For any u ∈ H−0 \ {0} and λ > 0, there exists a unique t∗ such that
t∗u ∈ N−λ,M . Moreover, Φu,M is increasing on (0, t∗) and decreasing on (t∗,∞).

Proof. Since

Φ′u,M (t) = tn−1‖u‖nM(‖tu‖n)− λtq
ˆ

Ω
h(x)|u|q+1 dx−

ˆ
Ω

(|x|−µ ∗ F (tu))f(tu)u dx

= tq(ψu(t)− λ
ˆ

Ω
h(x)|u|q+1 dx),

therefore tu ∈ Nλ,M iff t > 0 is a solution of ψu(t) = λ
´

Ω h(x)|u|q+1.

ψ
′
u(t) = (n− 1− q)tn−2−qM(‖tu‖n)‖u‖n + nt2n−2−qM ′(‖tu‖n)‖u‖2n

+ q

tq+1

ˆ
Ω

(|x|−µ ∗ F (tu))f(tu).u dx− t−q
[ ˆ

Ω
(|x|−µ ∗ f(tu).u)f(tu).u dx

+
ˆ

Ω
(|x|−µ ∗ F (tu))f ′(tu).u2 dx

]
.

(5.1.34)

Due to the exponential growth of f , for large t we have ψ′u(t) < 0 and since u ∈ H−0 , there
exists t∗ > 0 such that ψu(t∗) = λ

´
Ω h(x)|u|q+1, i.e. t∗u ∈ Nλ,M .

If there exists an another point t1 such that t∗ < t1 and ψu(t1) = λ
´

Ω h(x)|u|q+1 ≤ 0, i.e.

tn−1−q
1 (atn1‖u‖n + b)‖u‖n ≤ t−q1

ˆ
Ω

(|x|−µ ∗ F (t1u))f(t1u)u dx (5.1.35)

and ψ′u(t1) ≥ 0. Then by using f ′(t1u)t1u > (p+ 1)f(t1u) and p > 2n− 2− q we obtain from
(5.1.35),

ψ′u(t1) < (2n− 1− q)
[
tn−2−q
1 (atn1‖u‖n + b)‖u‖n − t−q−1

1

ˆ
Ω

(|x|−µ ∗ F (t1u))f(t1u)u dx
]
≤ 0.
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Therefore ψ′u(t1) < 0 which yields a contradiction. Therefore there exists a unique t∗ such that
ψu(t∗) = λ

´
Ω h(x)|u|q+1 dx. Also for 0 < t < t∗, Φ′u,M (t) = tq(ψu(t)−λ

´
Ω h(x)|u|q+1 dx) > 0.

Consequently, Φu,M is increasing in (0, t∗) and decreasing on (t∗,∞). Therefore there exists
a unique critical point of Φu,M which is also a global maximum point. Furthermore, since

ψ′u(t) =

(
tΦ′′u,M (t)− qΦ′u,M (t)

)
tq

, we get t∗u ∈ N−λ,M .

For the second case, first we need the following result which characterizes the local minimum
value of the function ψu at the local minimum point t∗ is strictly greater than λH(u).

Lemma 5.1.18. Let

Γ :=
{
u ∈W 1,n

0 (Ω) : ‖u‖3n/2 ≤ B(u)
2
√

(2n− 1− q)(n− 1− q)ab

}

where B(u) =
´

Ω(|x|−µ ∗ F (u))f ′(u)(u)2 +
´

Ω(|x|−µ ∗ f(u)u)f(u)u dx. Then there exists a
λ0 > 0 such that for every λ ∈ (0, λ0), Γ0 > 0 holds where

Γ0 := inf
u∈Γ\{0}∩H+

[
B(u)− (2n− 1)

ˆ
Ω

(|x|−µ ∗F (u))f(u).u dx+nb‖u‖n−λ(2n− 1− q)H(u)
]
.

(5.1.36)

Proof. Step 1: Claim: infu∈Γ\{0}∩H+ ‖u‖ > 0.
Let us suppose that it doesn’t hold then there exists a sequence {uk} ⊂ Γ\{0}∩H+ such that
‖uk‖ → 0 and ‖uk‖3n/2 ≤ B(uk)

2
√

(2n−1−q)(n−1−q)ab
, ∀ k. Then by the Hardy-Littlewood-Sobolev

inequality, we have

B(uk) =
ˆ

Ω
(|x|−µ ∗ F (uk))f

′(uk)u2
k dx+

ˆ
Ω

(|x|−µ ∗ f(uk)uk)f(uk)uk dx

≤ C(n, µ)
(
‖f(uk)uk‖2L2n/(2n−µ)(Ω) + ‖F (uk)‖L2n/(2n−µ)(Ω)‖f

′(uk)(uk)2‖L2n/(2n−µ)(Ω)

)
.

Since f(u) = u|u|pexp(|u|β) and f
′(u) = ((p+ 1) + β|u|β)|u|pexp(|u|β), then we have

|B(uk)| ≤ C(n, µ)
( ˆ

Ω
(|uk|p+2exp(|uk|β))

2n
2n−µ dx

) 2n−µ
n

+ C(n, µ)
(ˆ

Ω
(F (uk))

2n
2n−µ dx

) 2n−µ
2n

×
(ˆ

Ω
(((p+ 1) + β|uk|β)|uk|p+2exp(|uk|β))

2n
2n−µ dx

) 2n−µ
2n

.

Then using F (t) ≤ tf(t) and by the Hölder’s inequality, we obtain

|B(uk)| ≤ C1

( ˆ
Ω
|uk|

2nα′(p+2)
2n−µ dx

) 2n−µ
nα′

.

( ˆ
Ω
exp

(
|uk|β

2nα
2n− µ

)
dx

) 2n−µ
nα

+ C2

(ˆ
Ω
|uk|

2nα′(p+2)
2n−µ dx

) 2n−µ
2nα′

.

( ˆ
Ω
exp

(
|uk|β

2nα
2n− µ

)
dx

) 2n−µ
2nα
×
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( ˆ
Ω
|uk|

2nα′(p+2)
2n−µ dx

) 2n−µ
2nα′

.

( ˆ
Ω
exp

(
|uk|β

2nα
2n− µ

)
dx

) 2n−µ
2nα

+
( ˆ

Ω
|uk|

2nα′(p+β+2)
2n−µ dx

) 2n−µ
2nα′

.

( ˆ
Ω
exp

(
|uk|β

2nα
2n− µ

)
dx

) 2n−µ
2nα

 .
Let α be such that 2nα/(2n − µ))‖uk‖β ≤ αn and vk = uk

||uk|| , then by the Trudinger-Moser
inequality we obtain

|B(uk)| ≤ C1

( ˆ
Ω
|uk|

2nα′(p+2)
2n−µ dx

) 2n−µ
nα′

.

(
sup
‖vk‖≤1

ˆ
Ω
exp(|vk|βαn) dx

) 2n−µ
nα

+ C2

( ˆ
Ω
|uk|

2nα′(p+2)
2n−µ dx

) 2n−µ
2nα′

.

(
sup
‖vk‖≤1

ˆ
Ω
exp(|vk|βαn) dx

) 2n−µ
nα

×( ˆ
Ω
|uk|

2nα′(p+2)
2n−µ dx

) 2n−µ
2nα′

+
( ˆ

Ω
|uk|

2nα′(p+β+2)
2n−µ dx

) 2n−µ
2nα′

 .
Using the Sobolev embedding, it implies that

|B(uk)| ≤ C1(n, k, β, µ)(‖uk‖2(p+2) + ‖uk‖(p+2)(‖uk‖(p+2) + ‖uk‖(p+β+2)))

≤ C‖uk‖(2p+4) + ‖uk‖(2p+β+4).

Hence using uk ∈ Γ\{0} and by the Sobolev embedding theorem, we get 1 ≤ C(‖uk‖(2p+4− 3n
2 )+

‖uk‖(2p+β+4− 3n
2 ) and 2p+ 4− 3n

2 > 0 which is a contradiction as ‖uk‖ → 0 as k →∞. There-
fore we have infu∈Γ\{0}∩H+ ‖u‖ > 0.

Step 2: Claim: 0 < infu∈Γ\{0}∩H+

{ˆ
Ω

(|x|−µ ∗ f(u)u)(p+ 2− 2n+ β|u|β)exp(|u|β)|u|p+2 dx

}
.

Since F (s) ≤ f(s)s
p+2 then by the definition of Γ and from Step 1, we obtain 0 < infu∈Γ\{0}∩H+ B(u)

i.e.

0 < inf
u∈Γ\{0}∩H+

{ˆ
Ω

(|x|−µ ∗ F (u))f ′(u)u2 +
ˆ

Ω
(|x|−µ ∗ f(u)u)f(u)u

}

≤ inf
u∈Γ\{0}∩H+

{ˆ
Ω

(|x|−µ ∗ f(u)u)
(
f(u).u+ f ′(u) u2

p+ 2

)}

= inf
u∈Γ\{0}∩H+

{ˆ
Ω

(|x|−µ ∗ f(u)u)|u|p+2exp(|u|β)
(

1 + (p+ 1) + β|u|β

p+ 2

)}
.

Since p+ 2− 2n > 0, we infer

0 < inf
u∈Γ\{0}∩H+

{
ˆ

Ω
(|x|−µ ∗ f(u)u)(p+ 2− 2n+ β|u|β)exp(|u|β)|u|p+2 dx}.

Step 3: Claim: Γ0 > 0. First,
ˆ

Ω
h(x)|u|q+1 ≤

( ˆ
Ω
|h(x)|γ

)1/γ(
|u|(1+q)γ′

)1/γ′

≤ l‖u‖q+1
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where l = ‖h‖Lγ(Ω). Choosing

λ <
bn

(2n− 1− q)lM0 := λ0

where M0 = infu∈Γ\{0}∩H+ ‖u‖n−1−q > 0, we get that λl(2n−1− q)‖u‖1+q < nb‖u‖n for any
u ∈ Γ\{0} ∩H+ . Then for u ∈ Γ\{0} ∩H+ and p+ 1 > 2n− 1,

B(u) + nb‖u‖n−(2n− 1)
ˆ

Ω
(|x|−µ ∗ F (u))f(u).u− λ(2n− 1− q)H(u) ≥

ˆ
Ω

(|x|−µ ∗ F (u))(f ′(u)u2 − (2n− 1)f(u).u) +
ˆ

Ω
(|x|−µ ∗ f(u).u)f(u).u dx

+ nb‖u‖n − (2n− 1− q)λH(u) > 0.

Therefore Γ0 > 0.

Lemma 5.1.19. For any u ∈ H+, there exist t∗, t1, t2 > 0 and λ0 such that t1u ∈ N+
λ,M and

t2u ∈ N−λ,M for any λ ∈ (0, λ0) and t1 < t∗ < t2.

Proof. For 0 6≡ u ∈ H+, we have that ψu(t)→ −∞ as t→∞ and for small t > 0, ψu(t) > 0.
Then there exists at least a point of maximum of ψu(t), say t∗, and ψ

′
u(t∗) = 0, i.e.

(2n− 1− q)t2n−2−q
∗ a‖u‖2n + (n− 1− q)tn−2−q

∗ b‖u‖n + q

tq+1
∗

ˆ
Ω

(|x|−µ ∗ F (t∗u))f(t∗u)u dx

= t−q∗

[ ˆ
Ω

(|x|−µ ∗ F (t∗u))f ′(t∗u)u2 dx+
ˆ

Ω
(|x|−µ ∗ f(t∗u)u)f(t∗u).u dx

]
.

This implies that

(2n− 1− q)a‖t∗u‖2n + (n− 1− q)b‖t∗u‖n + q

ˆ
Ω

(|x|−µ ∗ F (t∗u))f(t∗u)t∗u dx

=
ˆ

Ω
(|x|−µ ∗ F (t∗u))f ′(t∗u)(t∗u)2 dx+

ˆ
Ω

(|x|−µ ∗ f(t∗u)t∗u)f(t∗u)t∗u dx.

Then we have

2
√

(2n− 1− q)a‖t∗u‖2nb(n− 1− q)‖t∗u‖n ≤ B(t∗u)

from which it follows

‖t∗u‖3n/2 ≤
B(t∗u)

2
√

(2n− 1− q)(n− 1− q)ab

where B(u) =
´

Ω(|x|−µ ∗ F (u))f ′(u)u2 +
´

Ω(|x|−µ ∗ f(u)u)f(u)u dx. Using ψ
′
u(t∗) = 0, we

replace the value of a‖tu‖2n in the definition of ψu(t) to obtain

ψu(t∗) = 1
(2n− 1− q)tq+1

∗

[
B(t∗u)− (2n− 1)

ˆ
Ω

(|x|−µ ∗ F (t∗u))f(t∗u)t∗u dx+ nb‖t∗u‖n
]
.

(5.1.37)
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We notice from Lemma 5.1.18 and Equation (5.1.37) that for u ∈ H+\{0}, there exists a
t∗ > 0, local maximum of ψu verifying ψu(t∗) − λH(u) > 0 since t∗u ∈ Γ \ {0} ∩H+. From
ψu(0) = 0, ψu(t∗) > λH(u) > 0 and limt→∞ ψu(t) = −∞, there exists t1 = t1(u) < t∗ <

t2(u) = t2 such that ψu(t1) = λ
´

Ω h(x)|u|q+1 dx = ψu(t2) with ψ′u(t1) > 0, ψ′u(t2) < 0.
Therefore, t1u ∈ N+

λ,M and t2u ∈ N−λ,M . We now prove that t1u ∈ N+
λ,M and t2u ∈ N−λ,M are

unique. If not then there exists t3u ∈ N+
λ,M and t∗∗ such that t2 < t∗∗ < t3 and ψ′u(t∗∗) = 0

and ψu(t∗∗) < λH(u). But Lemma 5.1.18 induces that if ψ′u(t∗∗) = 0 then ψu(t∗∗) > λH(u)
which is a contradiction.

In the sequel, we will denote t∗ the smallest critical point of ψu. As an application of Lemma
5.1.18 and using the geometry of energy functional Jλ,M on the Nehari manifold, we prove
the non-existence of non-trivial solutions in N0

λ,M .

Lemma 5.1.20. If λ ∈ (0, λ0) then N0
λ,M = {0}.

Proof. Suppose u 6≡ 0 and u ∈ N0
λ,M . Then Φ′u,M (1) = 0 and Φ′′u,M (1) = 0, i.e.

a‖u‖2n + b‖u‖n = λH(u) +
ˆ

Ω
(|x|−µ ∗ F (u))f(u)u dx and (5.1.38)

(2n− 1)a‖u‖2n + (n− 1)b‖u‖n = λqH(u) +B(u). (5.1.39)

Let u ∈ H+∩N0
λ,M , then from (5.1.38) and (5.1.39) (by replacing the value λH(u)), we obtain

2
√

(2n− 1− q)(n− 1− q)ab‖u‖3n ≤ B(u)

which implies u ∈ Γ\{0} ∩ H+. Again from (5.1.38), (5.1.39) and substituting the value of
a‖u‖2n, we obtain

B(u)− (2n− 1)
ˆ

Ω
(|x|µ ∗ F (u))f(u).u+ nb‖u‖n − λ(2n− 1− q)H(u) = 0

which contradicts Lemma 5.1.18. If u ∈ H−0 ∩ N0
λ,M and from Lemma 5.1.17, ”1” is the

only critical point of Φu,M and Φ′′u,M (1) = 0. But u ∈ H−0 implies that ψ′u(1) < 0 and then
φ′′u,M (1) < 0 which is a contradiction and the lemma is proved.

5.1.5 Existence and multiplicity of weak solutions

We start this section, by studying the geometric structure of the energy functional Jλ,M .
Define

θ = inf
u∈Nλ,M

Jλ,M (u).

Theorem 5.1.21. Jλ,M (u) is bounded below and coercive on Nλ,M such that θ ≥ −C(q, n, b)λ
n

n−q−1 .
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Proof. Let u ∈ Nλ,M . Then,

Jλ,M (u) = 1
n

[
a

2‖u‖
2n + b‖u‖n

]
− λ

q + 1H(u)− 1
2

ˆ
Ω

(|x|−µ ∗ F (u))F (u) dx

= 1
n

[
a

2‖u‖
2n + b‖u‖n

]
− λ

q + 1H(u)− 1
2

ˆ
Ω

(|x|−µ ∗ F (u))F (u) dx

− 1
p+ 2

[
a‖u‖2n + b‖u‖n − λH(u)−

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx
]

= a‖u‖2n
(
p+ 2− 2n
2n(p+ 2)

)
+ b‖u‖n

(
p+ 2− n
n(p+ 2)

)
− λ

(
p+ 1− q

(1 + q)(p+ 2)

)
H(u)

− 1
2

ˆ
Ω

(|x|−µ ∗ F (u))
(
F (u)− 2f(u)u

p+ 2

)
dx.

Since 0 ≤ F (u) ≤ 2
p+2f(u).u and H(u) ≤ l‖u‖q+1. Then by the Sobolev inequality we obtain

Jλ,M (u) ≥ a‖u‖2n
(
p+ 2− 2n
2n(p+ 2)

)
+ b‖u‖n

(
p+ 2− n
n(p+ 2)

)
− λl

(
p+ 1− q

(1 + q)(p+ 2)

)
‖u‖q+1.

Therefore since q < n− 1, Jλ,M is coercive on Nλ,M , i.e. Jλ,M (u)→∞ as ‖u‖ → ∞.
For u ∈ Nλ,M we have also,

Jλ,M (u) = b

n
‖u‖n − λ

q + 1H(u)− 1
2

ˆ
Ω

(|x|−µ ∗ F (u))F (u) dx

+ 1
2n

(
λH(u) +

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx− b‖u‖n
)

= 1
2nb‖u‖

n − λ
( 1
q + 1 −

1
2n

)
H(u) + 1

2

( ˆ
Ω

(|x|−µ ∗ F (u))
(
f(u)u
n
− F (u)

)
dx

)
≥ 1

2nb‖u‖
n − λ

( 1
q + 1 −

1
2n

)
H(u)

since
(
f(u)u
n − F (u)

)
≥ 0. Then for u ∈ H−0 , we get Jλ,M (u) ≥ 0.

Now for u ∈ H+, setting r = n
1+q and by the Sobolev embedding we obtain

Jλ,M (u) ≥ b

2n‖u‖
n − λ(2n− 1− q)

2n(q + 1) H(u) ≥ b

2n‖u‖
n − λ(2n− 1− q)

2n(q + 1) l

(ˆ
Ω
|u|n dx

)1/r

= c1‖u‖n − c2‖u‖q+1

where c1 = b
2n and c2 = c2(λ).

We observe that the minimum of the function g(x) = c1x
n − c2x

q+1 is achieved at x =(
c2(q+1)
c1n

) 1
n−q−1 . Therefore,

inf
u∈Nλ,M

Jλ,M (u) ≥ g
(
c2(q + 1)
c1n

) 1
n−q−1

=
(
cn2
cq+1

1

) 1
n−1−q

((
q + 1
n

) n
n−1−q

−
(
q + 1
n

) q+1
n−1−q

)
.

From this it follows that
θ ≥ −C(q, n, b)λ

n
n−q−1

where C(q, n, b) > 0.
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Now since Jλ,M is bounded below on Nλ,M , by the Ekeland variational principle we get a
sequence {uk}k∈N ⊂ Nλ,M\{0} such that

Jλ,M (uk) ≤ θ + 1
k

;

Jλ,M (v) ≥ Jλ,M (uk)−
1
k
‖uk − v‖, ∀v ∈ Nλ,M .

(5.1.40)

The following result shows that minimizers for Jλ,M in any of the subsets of Nλ,M are critical
points for Jλ,M .

Lemma 5.1.22. Let u be a local minimizer for Jλ,M on any subsets of Nλ,M such that
u 6∈ N0

λ,M . Then u is a critical point of Jλ,M .

Proof. Let u be a local minimizer for Jλ,M . Then, in any case u is a minimizer for Jλ,M under
the constraint Iλ,M (u) := 〈J ′λ,M (u), u〉 = 0. Hence , by the theory of Lagrange multipliers
, there exists a µ ∈ R such that J ′λ,M = µI ′λ,M (u). Thus 〈J ′λ,M (u), u〉 = µ〈I ′λ,M (u), u〉 =
µΦ′′λ,M (1) = 0, but u 6∈ N0

λ,M and so Φ′′λ,M (1) 6= 0. Hence µ = 0.

Now, we prove a set of lemmas which are necessary to study the (PS)θ condition and com-
pactness of the minimizing sequence {uk}k∈N, whose proof are totally based on the geometry
of the energy functional Jλ,M on the Nehari manifold.

Lemma 5.1.23. There exists a constant C0 > 0 such that θ ≤ −C0.

Proof. Let u ∈ H+, then ∃ t1(u) > 0 such that t1u ∈ N+
λ,M and ψu,M (t1) = λH(u). In that

case,

Jλ,M (t1u) = 1
n

(
a

2‖t1u‖
2n + b‖t1u‖n

)
− 1

2

ˆ
Ω

(|x|−µ ∗ F (t1u))F (t1u) dx

− λ

q + 1

ˆ
Ω
h(x)|t1u|q+1 dx

= 1
n

(
a

2‖t1u‖
2n + b‖t1u‖n

)
− 1

2

ˆ
Ω

(|x|−µ ∗ F (t1u))F (t1u) dx

− 1
q + 1

(
a‖t1u‖2n + b‖t1u‖n −

ˆ
Ω

(|x|−µ ∗ F (t1u))f(t1u)t1u dx
)
.

Since Φ′u,M (t1) = 0, Φ′′u,M (t1) > 0 and from (5.1.34) we obtain

Jλ,M (t1u) = −(n− 1− q)
2n(q + 1) b‖t1u‖n +

ˆ
Ω

(|x|−µ ∗ F (t1u))
( 2n+ q

2n(q + 1)f(t1u)t1u

− 1
2F (t1u)− f ′(t1u)(tu)2

2n(q + 1)

)
dx− 1

2n(q + 1)

ˆ
Ω

(|x|−µ ∗ f(t1u)t1u)f(t1u)t1u dx

≤ −(n− 1− q)
2n(q + 1) b‖t1u‖n +

ˆ
Ω

(|x|−µ ∗ F (t1u))
( 2n+ q

2n(q + 1) −
p+ 2

2n(q + 1)
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− p+ 1
2n(q + 1)

)
f(t1u)t1u dx−

1
2

ˆ
Ω

(|x|−µ ∗ F (t1u))F (t1u) dx.

Since q < n− 1 and p+ 1 > 2n− 1 we set 2n+ q− (2p+ 3) ≤ 3n− 1− (4n− 1) < 0 and then
θ ≤ infu∈N+

λ,M
∩H+ Jλ,M (u) ≤ −C0 < 0.

Then by (5.1.40) and Lemma 5.1.23, we have for large k,

Jλ,M (uk) ≤ −
C0
2 . (5.1.41)

Also since uk ∈ Nλ,M\{0} we have

Jλ,M (uk) = a‖uk‖2n
(
p+ 2− 2n
2n(p+ 2)

)
+ b‖uk‖n

(
p+ 2− n
n(p+ 2)

)
− λ

(
p+ 1− q

(1 + q)(p+ 2)

)
H(uk)

− 1
2

ˆ
Ω

(|x|−µ ∗ F (uk))
(
F (uk)−

2f(uk)uk
p+ 2

)
dx.

then together with (5.1.41), we have

−λ
(

p+ 1− q
(1 + q)(p+ 2)

)
H(uk) ≤ −

C0
2 =⇒ H(uk) ≥

C0(p+ 2)(1 + q)
2λ(p+ 1− q) C0 > 0

i.e.
H(uk) > C > 0 and uk ∈ Nλ,M ∩H+ for k large enough. (5.1.42)

Lemma 5.1.24. Let λ ∈ (0, λ0) where λ0 = bn
(2n−1−q)lM0. Then given any u ∈ Nλ,M\{0},

then there exists ε > 0 and a differentiable function ξ : B(0, ε) ⊂ W 1,n
0 (Ω) → R such that

ξ(0) = 1, and ξ(w)(u− w) ∈ Nλ,M and for all w ∈W 1,n
0 (Ω)

〈ξ′(0), w〉 =
n(2a‖u‖n + b)

´
Ω |∇(u)|n−2∇u.∇w dx− λ(q + 1)

´
Ω h(x)|u|q−1uw dx− 〈S(u), w〉

a(2n− 1− q)‖u‖2n + b(n− 1− q)‖u‖n +R(u)
(5.1.43)

where

R(u) =
ˆ

Ω
(|x|−µ ∗ F (u))(qf(u)− f ′(u).u).u dx−

ˆ
Ω

(|x|−µ ∗ f(u).u)f(u)u dx

and

〈S(u), w〉 =
ˆ

Ω
(|x|−µ ∗ F (u))(f ′(u)u+ f(u))w dx+

ˆ
Ω

(|x|−µ ∗ f(u)u)f(u)w dx.

Proof. Fix u ∈ Nλ,M\{0}, define a function Gu : R×W 1,n
0 (Ω)→ R as

Gu(t, v) = at2n−1−q‖u− v‖2n + btn−1−q‖u− v‖n−
1
tq

ˆ
Ω

(|x|−µ ∗ F (t(u− v)))f(t(u− v)).(u− v) dx− λ
ˆ

Ω
h|u− v|q+1 dx.
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Then Gu ∈ C1(R×W 1,n
0 (Ω),R) and

Gu(1, 0) = a‖u‖2n + b‖u‖n −
ˆ

Ω
(|x|−µ ∗ F (u))f(u).u dx− λ

ˆ
Ω
h|u|q+1 dx = Φ′u,M (1) = 0

and
∂

∂t
Gu(1, 0) = a(2n− 1− q)‖u‖2n + b(n− 1− q)‖u‖n + q

ˆ
Ω

(|x|−µ ∗ F (u))f(u).u−B(u)

= Φ′′u,M (1) 6= 0.

Then by the implicit function theorem, there exists ε > 0 and a differentiable function ξ :
B(0, ε) ⊂ W 1,n

0 (Ω) → R such that ξ(0) = 1 and Gu(ξ(w), w) = 0 ∀w ∈ B(0, ε) which is
equivalent to 〈J ′λ,M (ξ(w)(u−w), ξ(w)(u−w))〉 = 0 ∀w ∈ B(0, ε). Thus, ξ(w)(u−w) ∈ Nλ,M

and differentiating

Gu(ξ(w), w) = a(ξ(w))2n−1−q‖u− w‖2n + b(ξ(w))n−1−q‖u− w‖n

− 1
(ξ(w))q

ˆ
Ω

(|x|−µ ∗ F (ξ(w))(u− w))f(ξ(w)(u− w))(u− w)− λ
ˆ

Ω
h(x)|u− w|q+1 = 0

with respect to w, we obtain (5.1.43).

Similarly we have:

Lemma 5.1.25. Let λ ∈ (0, λ0) where λ0 = bn
(2n−1−q)lM0. Then there exists u ∈ N−λ,M\{0},

then there exists ε > 0 and a differentiable function ξ− : B(0, ε) ⊂ W 1,n
0 (Ω) → R such that

ξ−(0) = 1, and ξ−(w)(u− w) ∈ N−λ,M and for all w ∈W 1,n
0 (Ω)

〈(ξ−)′(0), w〉

=
n(2a‖u‖n + b)

´
Ω |∇(u)|n−2∇u.∇w dx− λ(q + 1)

´
Ω h(x)|u|q−1uw dx− 〈S(u), w〉

a(2n− 1− q)‖u‖2n + b(n− 1− q)‖u‖n +R(u)

where R(u) and S(u) are as in Lemma 5.1.24.

Proof. For any u ∈ N−λ,M , Φ′u,M (1) = 0 and Φ′′u,M (1) < 0. This implies u ∈ Γ\{0}. Then by
Lemma 5.1.24 there exists ε > 0 and a differentiable function ξ− : B(0, ε) ⊂ W 1,n

0 (Ω) → R
such that ξ−(0) = 1, and ξ−(w)(u−w) ∈ Nλ,M for all w ∈ B(0, ε). Then by the continuity of
J ′λ,M and ξ− and by choosing ε small enough we have

Φ′′ξ−(u)(u−w),M (1) = n‖ξ−(u)(u− w)‖2nM(‖ξ−(u)(u− w)‖n) + (n− 1)‖ξ−(u)(u− w)‖nM(‖tu‖n)

− λq
ˆ

Ω
h(x)|ξ−(u)(u− w)|q+1 dx

−
ˆ

Ω
(|x|−µ ∗ f(ξ−(u)(u− w)).ξ−(u)(u− w))f(ξ−(u)(u− w))ξ−(u)(u− w) dx

−
ˆ

Ω
(|x|−µ ∗ F (ξ−(u)(u− w)))f ′(ξ−(u)(u− w))(ξ−(u)(u− w))2 dx < 0

that implies ξ−(w)(u− w) ∈ N−λ,M .

255



Chapter 5. Kirchhoff equations and systems involving exponential non-linearity of Choquard type and
singular weights

As an application of above lemmas, we prove that our minimizing sequence {uk}k∈N satisfy
the (PS)θ condition and using this, we prove the multiplicity result in the subcritical case.

Proposition 5.1.26. Let λ ∈ (0, λ0) where λ0 = bn
(2n−1−q)lM0. Assume uk ∈ Nλ,M is satisfy-

ing (5.1.40). Then ‖J ′λ,M (uk)‖∗ → 0 as k →∞.

Proof. We divide the proof into three steps:
Step 1: lim infk→∞ ‖uk‖ > 0.
We know that from (5.1.42) that for large k, H(uk) ≥ C > 0, so by using Hölder inequality
we obtain C < H(uk) ≤ C1‖uk‖q+1.
Step 2: We claim that

lim inf
k→∞

(2n− 1− q)a‖uk‖2n + b(n− 1− q)‖uk‖n + q

ˆ
Ω

(|x|−µ ∗F (uk))f(uk)uk dx−B(uk) > 0.

Without loss of generality, we can assume that uk ∈ N+
λ,M (if not replace uk by t1(uk)uk).

Arguing by contradiction, suppose that there exists a subsequence of {uk}, still denoted by
{uk}, such that

0 ≤ (2n−1− q)a‖uk‖2n+ b(n−1− q)‖uk‖n+ q

ˆ
Ω

(|x|−µ ∗F (uk))f(uk)uk dx−B(uk) = ok(1).

From Step 1 and the above equation we obtain that lim infk→∞B(uk) > 0 and (2n − 1 −
q)a‖uk‖2n + b(n− 1− q)‖uk‖n ≤ B(uk) i.e. uk ∈ Γ\{0} for all large k.
Since uk ∈ N+

λ,M\{0}

−nb‖uk‖n + λ(2n− 1− q)H(uk) + (2n− 1)
ˆ

Ω
(|x|−µ ∗ F (uk))f(uk)uk dx−B(uk) = ok(1)

which is a contradiction since Γ0 > 0.
Step 3: ‖J ′λ,M (uk)‖∗ → 0 as k →∞.
By using Lemma 5.1.24, there exists a differentiable function ξk : B(0, εk) → R for some
εk > 0 such that ξk(0) = 1 and ξk(w)(uk − w) ∈ Nλ,M ∀w ∈ B(0, εk). Choose 0 < ρ < εk

and f ∈ W 1,n
0 (Ω) such that ‖f‖ = 1. Let wρ = ρf. Then ‖w‖ρ = ρ < εk and define ηρ =

ξk(wρ)(uk − wρ). Then from the Taylor expansion and (5.1.40), we obtain
1
k
‖ηρ − uk‖ ≥ Jλ,M (uk)− Jλ,M (ηρ) = 〈J ′λ,M (ηρ), uk − ηρ〉+ o(‖uk − ηρ‖)

= (1− ξk(wρ))〈J
′
λ,M (ηρ), uk〉+ ρξk(wρ)〈J

′
λ,M (ηρ), f〉+ o(‖uk − ηρ‖).

(5.1.44)

We also infer
1
ρ
‖ηρ − uk‖ = ‖(ξk(wρ)− 1)

ρ
uk − ξk(wρ)f‖ → ‖uk〈ξ

′
k(0), f〉 − f‖ as ρ→ 0.

Since uk ∈ Nλ,M , we have also 1−ξk(wρ)
ρ 〈J ′λ,M (ηρ), uk〉 → 0 as ρ→ 0.

Thus, dividing the expression in (5.1.44) by ρ and doing ρ→ 0+, we get

〈J ′λ,M (uk), f〉 ≤
‖f‖
k

(‖uk‖‖ξ
′
k(0)‖∗ +O(1))
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which implies that
‖J ′λ,M (uk)‖∗ → 0 as k →∞

if ‖ξ′k(0)‖∗ is bounded uniformly in k. To prove that, using (5.1.36) and the boundedness of
the sequence {uk} in W 1,n

0 (Ω), we only need to show that for any f ∈ W 1,n
0 (Ω), 〈S(uk), f〉

is uniformly bounded in k. For the subcritical case, i.e. β ∈ (0, n
n−1), it holds since for any

ε > 0 and q > 1, there exists Cε,q,β > 0 such that

exp(q|t|β) ≤ Cε,q,β exp(ε|t|
n
n−1 ), ∀t ∈ R.

Then by Theorem 2.2.1, Chapter 1, we obtain 〈S(uk), f〉 ≤ C‖f‖ with C > 0 independent
of k. Consider now the critical case, i.e. β = n

n−1 . From the boundedness of R(uk) (see the
statement of Lemma 5.1.24), it follows that

sup
k

ˆ
Ω

(|x|−µ ∗ F (uk))f(uk)uk dx <∞,

sup
k

ˆ
Ω

(|x|−µ ∗ F (uk))f ′(uk)u2
k dx <∞

and
sup
k

ˆ
Ω

(|x|−µ ∗ f(uk)uk)f(uk)uk dx <∞.

Then for any φ ∈ C∞c (Ω), we have by Vitali’s convergence theorem and up to a subsequence

〈S(uk), φ〉 → 〈S(u0), φ〉 (5.1.45)

where u0 is the weak limit of (uk)k∈IN in W 1,n
0 (Ω). From (5.1.45), we have that there exists

C > 0 independent of k such that

|〈S(uk), φ〉| ≤ C‖φ‖. (5.1.46)

Using a density argument, we conclude that (5.1.46) holds for any φ ∈ W 1,n
0 (Ω). This

completes the proof in the critical case.

The existence result for first positive solution in subcritical case in Nλ,M ∩ H+ is given by
the following Theorem:

Theorem 5.1.27. Let β < n
n−1 and let λ ∈ (0, λ0) where λ0 = bn

(2n−1−q)lM0. Then there exists
a positive weak solution to (Pλ,M ) uλ ∈ N+

λ,M∩H+ such that Jλ,M (uλ) = infu∈Nλ,M\{0} Jλ,M (u).
Moreover uλ ∈ N+

λ,M ∩H+ is a non-negative local minimum for Jλ,M in W 1,n
0 (Ω).

Proof. Let uk be a minimizing sequence satisfying Jλ,M (uk) → θ as k → ∞ and Jλ,M (v) ≥
Jλ,M (uk) − 1

k‖uk − v‖, ∀v ∈ Nλ. Using Jλ,M (|u|) ≤ Jλ,M (u) for any u ∈ W 1,n
0 (Ω) and from

the proof of the Ekeland principle (see [242, p. 51-53]), we can assume that uk is non-negative.
By using Proposition 5.1.26 we obtain {uk} is (PS)θ sequence. Then from Lemma 5.1.10 we
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get {uk} is a bounded sequence in W 1,n
0 (Ω). Also there exists a subsequence of {uk} (denoted

by same sequence) and a non-negative uλ such that uk ⇀ uλ weakly in W 1,n
0 (Ω) and uk → uλ

strongly in Lr(Ω) for r ≥ 1 and uk → uλ a.e. in Ω. Then using f(t) ≤ Cε,β exp(εt
n
n−1 ) for ε > 0

small enough and from Theorem 2.2.1, Chapter 1, we obtain that f(uk) and (|x|−µ ∗ F (uk))
are uniformly bounded in Lq(Ω) for all q > 1. Then again by Vitali’s convergence theorem,
we obtain ∣∣∣∣ˆ

Ω
(|x|−µ ∗ F (uk))f(uk)(uk − uλ) dx

∣∣∣∣→ 0 as k →∞.

and by Proposition 5.1.26, we have 〈J ′λ,M (uk), uk − uλ〉 → 0. Then we conclude that

M(‖uk‖n)
ˆ

Ω
|∇uk|n−2∇uk.∇(uk − uλ) dx→ 0. (5.1.47)

On the other hand, using uk → uλ weakly and by boundedness of M(‖uk‖n) we have

M(‖uk‖n)
ˆ

Ω
|∇uλ|n−2∇uλ.∇(uk − uλ) dx→ 0. (5.1.48)

Substracting (5.1.48) from (5.1.47), we get,

M(‖uk‖n)
ˆ

Ω
(|∇uk|n−2∇uk − |∇uλ|n−2∇uλ).∇(uk − uλ) dx→ 0.

Now by using this and following inequality,

|a1 − a2|n ≤ 2n−2(|a|n−2
1 a1 − |a2|n−2a2)(a1 − a2) for all a1, a2 ∈ Rn

with a1 = ∇uk and a2 = ∇uλ, we obtain

M(‖uk‖n)
ˆ

Ω
|∇uk −∇uλ|n dx→ 0 as k →∞.

Since M(t) ≥ b, then we obtain uk → uλ strongly in W 1,n
0 (Ω) and by Lemma 5.1.13

ˆ
Ω

(|x|−µ ∗ F (uk))f(uk)φ dx→
ˆ

Ω
(|x|µ ∗ F (uλ))f(uλ)φ dx

and also ˆ
Ω
h(x)uq−1

k ukφ dx→
ˆ

Ω
h(x)uq−1

λ uλφ dx

for all φ ∈ W 1,n
0 (Ω). Therefore, uλ satisfies (Pλ,M ) in weak sense and hence uλ ∈ Nλ,M .

Moreover, θ ≤ Jλ,M (uλ) ≤ lim infk→∞ Jλ,M (uk) = θ. Hence uλ is a minimizer for Jλ,M in
Nλ,M .
Using (5.1.42), we have

´
Ω h(x)|uλ|q+1 > 0, then there exists t1(uλ) such that t1(uλ)uλ ∈

N+
λ,M . We now claim that t1(uλ) = 1 i.e. uλ ∈ N+

λ,M . Suppose that t1(uλ) < 1 and then
t2(uλ) = 1 and uλ ∈ N−λ,M . Now Jλ,M (t1(uλ)uλ) < Jλ,M (uλ) ≤ θ which yields a contradiction,
since t1(uλ)uλ ∈ Nλ,M . Thus, uλ is non-negative and nontrivial. From the strong comparison
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principle (see for instance [251]), we get uλ > 0 in Ω. Since uλ ∈ N+
λ,M ∩H+ then we have a

t∗(uλ) such that 1 = t1(uλ) < t∗(uλ). Hence by the continuity of u→ t∗(u), given ε > 0 there
exists δε > 0 such that

(1 + ε) < t∗(uλ − w) for all ‖w‖ < δε

and from Lemma 5.1.24 we have, for δ > 0 small enough, a continuously differentiable map
t : B(0, δ)→ R+ such that t(w)(uλ − w) ∈ Nλ,M , t(0) = 1. Then we have

t1(uλ − w) = t(w) < 1 + ε < t∗(uλ − w)

for δ small enough. Since t∗(uλ − w) > 1 for all ‖w‖ < δ, we obtain

Jλ,M (uλ) ≤ Jλ,M (t1(uλ − w)(uλ − w)) ≤ Jλ,M (uλ − w), if ‖w‖ < δ

which implies that uλ is a local minimizer for Jλ,M .

Theorem 5.1.28. Let β < n
n−1 and let λ ∈ (0, λ0) where λ0 = bn

(2n−1−q)lM0. Then Jλ,M
achieve its minimizers on N−λ,M .

Proof. Let u ∈ N−λ,M . Then

(2n− 1)a‖u‖2n + (n− 1)b‖u‖n − λqH(u)−
ˆ

Ω
(|x|−µ ∗ f(u)u)f(u).u−

ˆ
Ω

(|x|−µ ∗ F (u))f ′(u)u2 < 0.

Then (5.1.38) implies that

(2n− 1− q)a‖u‖2n+(n− 1− q)b‖u‖n + q

ˆ
Ω

(|x|−µ ∗ F (u))f(u).u

−
(ˆ

Ω
(|x|−µ ∗ f(u)u)f(u).u+

ˆ
Ω

(|x|−µ ∗ F (u))f ′(u)u2
)
< 0.

(5.1.49)

Using p+1 > 2n it is easy to deduce from (5.1.49) that ∃ c > 0, ‖u‖ ≥ c > 0 for any u ∈ N−λ,M
from which it follows that N−λ,M is a closed set. Also as in Lemma 5.1.18 we can prove that
N−λ,M ⊂ Γ and then infu∈N−

λ,M
B(u) ≥ c̃ > 0. Therefore, for λ < λ0 small enough,

inf
u∈N−

λ,M
\{0}

B(u) +nb‖u‖n− (2n− 1− q)λH(u)− (2n− 1)
ˆ

Ω
|x|−µ ∗F (u)f(u)u > 0. (5.1.50)

Now taking θ− = minu∈N−
λ,M
Jλ,M (u) > −∞. From Ekeland variational principle, there exist

{vk}k∈N a non-negative minimizing sequence such that

Jλ,M (vk) ≤ inf
u∈N−

λ,M

Jλ,M (u) + 1
k

and Jλ,M (u) ≥ Jλ,M (vk)−
1
k
‖vk − u‖ ∀ u ∈ N−λ,M .
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From Jλ,M (vk) → θ− as k → ∞ and vk ∈ Nλ,M , it is easy to prove that ‖vk‖ ≤ C (as in
Lemma 5.1.10). Indeed,∣∣∣∣a‖vk‖2n + b‖vk‖n − λH(vk)−

ˆ
Ω

(|x|−µ ∗ F (vk))f(vk)vk dx
∣∣∣∣ = o(‖vk‖)

and

C + o(‖vk‖) ≥ Jλ,M (vk)−
1

2n〈J
′
λ,M (vk), vk〉 ≥

b

2n‖vk‖
2n − C(λ)‖vk‖q+1

imply ‖vk‖ ≤ C. Thus we get ‖S(vk)‖∗ ≤ C1 and from (5.1.50) we have ‖ξ−k (0)‖∗ ≤ C2.

Now the rest of the proof can be done as in the proof of Theorem 5.1.27 with the help of
Lemma 5.1.25.

Proof of Theorem 5.1.7 for β ∈
(

1, n
n−1

)
: The proof follows from Theorem 5.1.27 and 5.1.28.

Now we establish the following compactness result in the critical case.

Lemma 5.1.29. There exists C = C(p, q, n) > 0 such that for any {uk} ⊂W 1,n
0 (Ω) satisfying

J ′λ,M (uk)→ 0 and Jλ,M (uk)→ c ≤ m0
2n

(
αn

2
1

n−1

(2n− µ
2n

))n−1

− Cλ
2(p+2)
2p+3−q as k →∞

is relatively compact in W 1,n
0 (Ω).

Proof. As in Lemma 5.1.10 we can prove that {uk} is bounded in W 1,n
0 (Ω) and up to a

subsequence uk → u in Lα(Ω) for all α ≥ 1, uk(x)→ u a.e in Ω and ∇uk → ∇u a.e. in Ω and
weakly in Ln(Ω). Also still up to a subsequence, there exist radon measures ν1 and ν2 such
that |∇uk|n → ν1 and (|x|−µ ∗ F (uk))f(uk)uk → ν2 weakly as k →∞.

Let B = {x ∈ Ω : ∃ r = rx > 0, ν1(Br ∩ Ω) <
(

αn

2
1

n−1

(
2n−µ

2n

))n−1
} and let A = Ω\B. Then

by Lemma 5.1.12 we can infer that A is a finite set, say {x1, x2, . . . , xt}. Since J ′λ,M (uk)→ 0
and since {uk} is bounded in W 1,n

0 (Ω), we have that ∀ φ ∈ C∞c (Ω),

0 = lim
k→∞
〈J ′λ,M (uk), φ〉 = lim

k→∞

[
M(‖uk‖n)

ˆ
Ω
|∇uk|n−2∇uk.∇φ dx− λ

ˆ
Ω
h(x)|uk|q−1ukφ dx

−
ˆ

Ω
(|x|−µ ∗ F (uk))f(uk)φ dx

]
,

(5.1.51)

0 = lim
k→∞
〈J ′λ,M (uk), ukφ〉 = lim

k→∞

[
M(‖uk‖n)

ˆ
Ω

(|∇uk|n−2∇uk.∇φuk dx+ |∇uk|nφ)

− λ
ˆ

Ω
h(x)|uk|q+1φ dx−

ˆ
Ω

(|x|−µ ∗ F (uk))f(uk)ukφ dx
]
,

(5.1.52)
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0 = lim
k→∞
〈J ′λ,M (uk), uφ〉 = lim

k→∞

[
M(‖uk‖n)

ˆ
Ω

(|∇uk|n−2∇uk.∇φu+ |∇uk|n−2∇uk.∇uφ) dx

−
ˆ

Ω
(|x|−µ ∗ F (uk))f(uk)uφ dx

]
− λ

ˆ
Ω
h(x)|u|qφ dx.

(5.1.53)

Substituting (5.1.53) in (5.1.52) and taking into account (5.1.51), we get ∀ φ ∈ C∞c (Ω)

lim
k→∞

ˆ
Ω

(|x|−µ ∗ F (uk))f(uk)ukφ = lim
k→∞

M(‖uk‖n)
ˆ

Ω
|∇uk|nφ− |∇uk|n−2∇uk.∇uφ dx

+
ˆ

Ω
(|x|−µ ∗ F (u))f(u)uφ dx+ ok(1).

(5.1.54)

Now we take the cut-off function ψδ ∈ C∞c (Ω) such that ψδ = 1 in Bδ(xj) ∀ j = {1, . . . , t}
and ψδ(x) = 0 in Bc

2δ(xj) with |ψδ| ≤ 1. Then by taking φ = ψδ in (5.1.54) and since as δ → 0

0 ≤
∣∣∣∣ˆ

Ω
(|∇uk|n−2∇uk.∇u)ψδ dx

∣∣∣∣ ≤ ˆ
Ω
|∇uk|n−1|∇u||ψδ| dx

≤
ˆ
∪jB2δ(xj)

|∇uk|n−1|∇u| dx ≤
(ˆ

Ω
|∇uk|n dx

)n/(n−1)
(ˆ
∪jB2δ(xj)

|∇u|n dx
)1/n

→ 0,

we deduce after letting δ → 0 that

ν2(A) ≥ m0ν1(A) ≥ m0

(
αn

2
1

n−1

(2n− µ
2n

))n−1

. (5.1.55)

On the other hand, by using the same argument as in Lemma 5.1.12 (in particular see (5.1.16))
we can prove that for any compact set K ⊂ Ωδ = Ω\ ∪ti=1 B2δ(xi)

lim
k→∞

ˆ
K

(|x|−µ ∗ F (uk))f(uk)uk dx =
ˆ
K

(|x|−µ ∗ F (u))f(u)u dx.

Thus, we obtain

nc = lim
k→∞

n Jλ,M (uk)−
1
2〈J

′
λ,M (uk), uk〉 = lim

k→∞

(
M(‖uk‖n)− 1

2M(‖uk‖n)‖uk‖n
)

+ lim
k→∞

1
2

ˆ
Ω

(|x|−µ ∗ F (uk))(f(uk)uk − nF (uk)) dx+ λ

(1
2 −

n

q + 1

)ˆ
Ω
h(x)|uk|q+1 dx.

Since ˆ
Ω

(|x|−µ ∗ F (uk))F (uk) dx→
ˆ

Ω
(|x|−µ ∗ F (u))F (u) dx,

1
2

ˆ
Ω

(|x|−µ ∗ F (uk))f(uk)uk dx→
1
2

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx+ ν2(A)
2 ,

together with (5.1.55) it follows that

nc ≥ m0
2

(
αn

2
1

n−1

(2n− µ
2n

))n−1

+ λ

(1
2 −

n

q + 1

) ˆ
Ω
h(x)uq+1 dx− n

2

ˆ
Ω

(|x|−µ ∗ F (u))F (u) dx
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+ 1
2

ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx.

Consequently,

c ≥ m0
2n

(
αn

2
1

n−1

(2n− µ
2n

))n−1

+ λ

( 1
2n −

1
(q + 1)

)ˆ
Ω
huq+1 dx

+
( 1

2n −
1

2(p+ 1)

) ˆ
Ω

(|x|−µ ∗ F (u))f(u)u dx

≥ m0
2n

(
αn

2
1

n−1

(2n− µ
2n

))n−1

− ‖h‖Lr′ (Ω)λ

(2n− 1− q
2n(q + 1)

)(ˆ
Ω
up+2 dx

) q+1
p+2

+ c1
2p+ 2− 2n

2n(2p+ 2)(p+ 2)

(ˆ
Ω
up+2 dx

)2
≥ m0

2n

(
αn

2
1

n−1

(2n− µ
2n

))n−1

− inf
t∈R+

ρ(t)

with r′ =
(
1− q+1

p+2

)−1
, c1 = c1(Ω) > 0 and ρ(t) = ‖h‖Lr′ (Ω)λ

(
2n−1−q
2n(q+1)

)
t

q+1
2(p+2)− (2p+2−2n)c1

2n(2p+2)(p+2) t.

Thus c ≥ m0
2n

(
αn

2
1

n−1

(
2n−µ

2n

))n−1
− C̃λ

2(p+2)
2p+3−q which completes the proof.

Now we prove Theorem 5.1.8 which concerns the critical case β = n
n−1 .

Proof of Theorem 5.1.8: Let uk be a nonnegative minimizing sequence for Jλ,M on Nλ,M\{0}
satisfying (5.1.40) then uk is bounded in W 1,n

0 (Ω). Using Proposition 5.1.26 we get uk is a

Palais Smale sequence at level θ < m0
2n

(
αn

2
1

n−1

(
2n−µ

2n

))n−1
−C̃λ

2(p+2)
2p+3−q . Taking λ small enough,

using Lemma 5.1.23 and Lemma 5.1.29, {uk} admits a strongly convergent subsequence. Let
u ∈W 1,n

0 (Ω) be the limit of this subsequence. Then arguing as in the proof of Theorems 5.1.27
and 5.1.28, we prove that u is a non-trivial weak solution of (Pλ,M ) and Jλ,M (u) = θ. By
elliptic regularity and strong maximum principle, we infer that u > 0 in Ω. This completes
the proof of Theorem 5.1.8.

5.2 Polyharmonic Kirchhoff problems involving exponential non-linearity
of Choquard type with singular weights

In this section, we prove the existence of a non-trivial weak solution to the following Kirchhoff
type Choquard equation with exponential non-linearity and singular weights:

(PKC)


−M

(ˆ
Ω
|∇mu|2 dx

)
∆mu =

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
f(x, u)
|x|α

dx, in Ω,

u = ∇u = · · · = ∇m−1u = 0 on ∂Ω,

where m ∈ N, n = 2m, µ ∈ (0, n), 0 < α < min{n2 , n−µ}, Ω is a bounded domain in Rn with
smooth boundary and the function F denotes the primitive of f with respect to the second
variable.
Throughout this section, we assume the following conditions on M and f . The function
M : R+ → R+ is a continuous function satisfying the following conditions:
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(m1) There exists M0 > 0 such that M(t) ≥M0 andM(t+s) ≥M(t)+M(s), for all t, s ≥ 0
where M(t) =

´ t
0 M(s) ds is the primitive of the function M vanishing at 0.

(m2) There exist constants b1, b2 > 0 and t̂ > 0 such that for some k ∈ R

M(t) ≤ b1 + b2t
k, for all t ≥ t̂.

(m3) The function M(t)
t is non-increasing for t > 0.

Using (m3), one can easily deduce that the function

(m3)′ 1
2M(t)− 1

θ
M(t)t is non-negative and non-decreasing for t ≥ 0 and θ ≥ 4.

Example 5.2.1. An example of a function satisfying (m1), (m2) and (m3) is M(t) = M0+btβ

where M0, > 0, β < 1 and b ≥ 0. Also M(t) = M0+log(1+t) with M0 ≥ 1 verifies (m1)-(m3).

The function f : Ω × R → R which governs the Choquard term is given by f(x, t) =
h(x, t) exp(t2), where h ∈ C(Ω× R) satisfies the following growth conditions:

(h1) h(x, t) = 0 for all t ≤ 0 and h(x, t) > 0 for t > 0.

(h2) For any ε > 0, lim
t→∞

supx∈Ω̄ h(x, t) exp(−εt2) = 0 and lim
t→∞

infx∈Ω̄ h(x, t) exp(εt2) =∞.

(h3) There exists ` > max{1, k+ 1} such that f(x,t)
t`

is increasing for each t > 0 uniformly in
x ∈ Ω, where k is specified in (m2).

(h4) There exist T, T0 > 0 and γ0 > 0 such that 0 < tγ0F (x, t) ≤ T0f(x, t) for all |t| ≥ T and
uniformly in x ∈ Ω.

The condition (h3) implies that f(x,t)
t is increasing in t > 0 and lim

t→0+

f(x, t)
t

= 0 uniformly
in x ∈ Ω.

Example 5.2.2. A typical example of f satisfying (h1)−(h4) is f(x, t) = tβ+1 exp(tp) exp(t2)
for t ≥ 0 and f(x, t) = 0 for t < 0 where 0 ≤ p < 2 and β > l − 1.

Furthermore, using (h1)− (h3) we obtain that for any ε > 0, r > β0 + 1 where 0 ≤ β0 < ` ,
there exist constants C1, C2 > 0 (depending upon ε, n,m) such that for each x ∈ Ω

0 ≤ F (x, t) ≤ C1|t|β0+1 + C2|t|r exp((1 + ε)t2), for all t ∈ R. (5.2.1)

We also study the existence of weak solutions of a Kirchhoff type Choquard equation with
convex-concave sign changing non-linearity:

(Pλ,M)


−M

(ˆ
Ω
|∇mu|2 dx

)
∆mu = λh(x)|u|q−1u+

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)
|x|α

in Ω,

u = ∇u = · · · = ∇m−1u = 0 on ∂Ω,
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where f(u) = u|u|p exp(|u|γ), 0 < q < 1, 2 < p, γ ∈ (1, 2) and F (t) =
´ t

0 f(s) ds. In this case,
we assume M(t) = at+ b where a, b > 0 and h ∈ Lr(Ω) where r = p+2

q+1 is such that h+ 6≡ 0.
For any u ∈Wm,2

0 (Ω), by virtue of Sobolev embedding we get that u ∈ Lq(Ω) for all q ∈ [1,∞).
This also implies that F (x, u) ∈ Lq(Ω) for any q ≥ 1.

Throughout this section, we denote

‖u‖ =
(ˆ

Ω
|∇mu|2 dx

) 1
2
.

The problem (PKC) has a variational structure and the energy functional J : Wm,2
0 (Ω)→ R

associated to (PKC) is given by

J (u) = 1
2M(‖u‖2)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

dx. (5.2.2)

The notion of weak solution for (PKC) is given as follows.

Definition 5.2.3. A weak solution of (PKC) is a function u ∈ Wm,2
0 (Ω) such that for all

ϕ ∈Wm,2
0 (Ω), it satisfies

M(‖u‖2)
ˆ

Ω
∇mu.∇mϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
f(x, u)
|x|α

ϕ dx. (5.2.3)

For the problem (Pλ,M), the energy functional Jλ,M : Wm,2
0 (Ω) → R associated to the

problem (Pλ,M) is defined as

Jλ,M(u) = 1
2M(‖u‖2)− λ

q + 1

ˆ
Ω
h(x)|u|q+1 dx− 1

2

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
F (u)
|x|α

dx

where F andM are primitive of f andM respectively vanishing at 0 and f(s) = s|s|p exp(|s|γ).

Definition 5.2.4. A function u ∈Wm,2
0 (Ω) is said to be a weak solution of (Pλ,M) if for all

φ ∈Wm,2
0 (Ω), it satisfies

M(‖u‖2)
ˆ

Ω
∇mu.∇mφ dx = λ

ˆ
Ω
h(x)|u|q−1uφ dx+

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)
|x|α

φ dx.

5.2.1 Main results

We prove the following main result concerning the problem (PKC).

Theorem 5.2.5. Let (m1)-(m3) and (h1)-(h4) holds. Assume in addition

lim
s→+∞

sf(x, s)F (x, s)
exp (2s2) =∞, uniformly in x ∈ Ω. (5.2.4)

Then the problem (PKC) admits a non-trivial weak solution.

For the problem (Pλ,M), we have the following result:

Theorem 5.2.6. There exists a λ0 > 0 such that for γ ∈ (1, 2) and λ ∈ (0, λ0), (Pλ,M)
admits atleast two solutions.
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5.2.2 Existence result for weak solution

In this subsection, we establish the existence of a nontrivial weak solution for the problem
(PKC). To prove this we study the mountain pass geometry of the energy functional J and
using the properties of the non-local term M and the exponential growth of f , we prove that
every Palais Smale sequence is bounded. To study the compactness of Palais Smale sequences
for J , we obtain a bound for the mountain pass critical level with the help of Adams functions
and establish the convergence of weighted Choquard term for Palais-Smale sequences.

5.2.2.1 Mountain pass geometry

In the following result, we show that the energy functional J possesses the mountain pass
geometry around 0 in the light of Adams-Moser and doubly weighted Hardy-Littlewood-
Sobolev inequalities.

Lemma 5.2.7. Under the assumptions (m1), (m2) and (h1)-(h3) the following assertions
hold:

(i) there exists R0 > 0, η > 0 such that J (u) ≥ η for all u ∈Wm,2
0 (Ω) such that ‖u‖ = R0.

(ii) there exists a v ∈Wm,2
0 (Ω) with ‖v‖ > R0 such that J (v) < 0.

Proof. Using Proposition 2.2.7 with t = r and β = α and (5.2.1), we obtain that for any ε > 0
and u ∈Wm,2

0 (Ω), there exist constants Ci > 0 depending upon ε such that
ˆ

Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

dx ≤ C(m,µ, α)‖F (x, u)‖2
L

2n
2n−(2α+µ)

≤
(
C1

ˆ
Ω
|u|

2n(β0+1)
2n−(2α+µ) + C2

ˆ
Ω
|u|

2rn
2n−(2α+µ) exp

( 2n(1 + ε)
2n− (2α+ µ) |u|

2
)) 2n−(2α+µ)

n

≤

C1

ˆ
Ω
|u|

2n(β0+1)
2n−(2α+µ) + C2‖u‖

2rn
2n−(2α+µ)

(ˆ
Ω

exp
(

4n(1 + ε)‖u‖2

2n− (2α+ µ)

( |u|
‖u‖

)2)) 1
2


2n−(2α+µ)
n

For small ε > 0 and u such that 4n(1 + ε)‖u‖2

2n− (2α+ µ) ≤ ζm,2m, using Theorem 2.2.2, Chapter 1, we
obtain

ˆ
Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

dx ≤ C3

(
‖u‖

2n(β0+1)
2n−(2α+µ) + ‖u‖

2rn
2n−(2α+µ)

) 2n−(2α+µ)
n

≤ C4(‖u‖2(β0+1) + ‖u‖2r).
(5.2.5)

Then for ‖u‖ < ρ =
(
ζm,2m(2n−(2α+µ))

4n(1+ε)

) 1
2 , (m1) and (5.2.5) gives

J (u) ≥M0
‖u‖2

2 − C4‖u‖2(β0+1) − C4‖u‖2r.
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So we choose ‖u‖ = R0 small enough so that J (u) ≥ η for some η > 0 (depending on R0)
and hence (i) follows. Furthermore (m2) implies that

M(t) ≤

b0 + b1t+ b2t
k+1

k + 1 , k 6= −1

b0 + b1t+ b2 ln t, k = −1

for t ≥ t̂ where

b0 =

M(t̂)− b1t̂− b2
t̂k+1

k + 1 , k 6= −1,

M(t̂)− b1t̂− b2 ln t̂, k = −1.

Under the assumption (h3), there exists K1 ≥ max{1, k + 1}, c1, c2 > 0 such that F (x, s) ≥
c1s

K1 − c2 for all (x, s) ∈ Ω× [0,∞). Therefore for v ∈Wm,2
0 (Ω) such that v ≥ 0 and ‖v‖ = 1

we get
ˆ

Ω

(ˆ
Ω

F (y, tv)
|y|α|x− y|µ

dy

)
F (x, tv)
|x|α

dx ≥
ˆ

Ω

ˆ
Ω

(c1(tv)K1(y)− c2)(c1(tv)K1(x)− c2)
|y|α|x|α|x− y|µ

dxdy

= c2
1t

2K1

ˆ
Ω

ˆ
Ω

vK1(y)vK1(x)
|y|α|x|α|x− y|µ

dxdy − 2c1c2t
K1

ˆ
Ω

ˆ
Ω

vK1(y)
|y|α|x|α|x− y|µ

dxdy

+ c2
2

ˆ
Ω

ˆ
Ω

1
|y|α|x|α|x− y|µ

dxdy.

Then using above estimates in (5.2.2) for k 6= −1, we obtain

J (tv)≤ c3 + c4t
2 + c5t

2(k+1) − c4t
2K1 + c6t

K1

and for k = −1
J (tv) ≤ c3 + c4t

2 + c5 ln(t2)− c4t
2K1 + c6t

K1

where c′is are positive constants for i = 3, . . . , 6. Now by choosing t large enough, we obtain
that there exists a v ∈Wm,2

0 (Ω) with ‖v‖ > R0 such that J (v) < 0.

Lemma 5.2.8. Every Palais Smale sequence of J is bounded in Wm,2
0 (Ω).

Proof. Let {uk} ⊂ Wm,2
0 (Ω) be a Palais Smale sequence for J at level c (denoted by (PS)c

for some c ∈ R) i.e.
J (uk)→ c and J ′(uk)→ 0 as k →∞.

Then from (5.2.2) and (5.2.3), we obtain

1
2M(‖uk‖2)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx→ c as k →∞,∣∣∣∣M(‖uk‖2)
ˆ

Ω
∇muk.∇mφ−

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx

∣∣∣∣ ≤ εk‖φ‖ (5.2.6)
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for any φ ∈Wm,2
0 (Ω), where εk → 0 as k →∞. By substituting φ = uk we get∣∣∣∣M(‖uk‖2)

ˆ
Ω
|∇muk|2 −

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)uk
|x|α

dx

∣∣∣∣ ≤ εk‖uk‖. (5.2.7)

Using assumption (h3), we get that there exists a θ > 2 such that θF (x, t) ≤ tf(x, t) for any
t > 0 and x ∈ Ω which implies

θ

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx ≤
ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)uk
|x|α

dx. (5.2.8)

Now using (5.2.6), (5.2.7), (5.2.8) and (m3)′, we get

J (uk)−
1
2θ 〈J

′(uk), uk〉 = 1
2M(‖uk‖2)− 1

2θM(‖uk‖2)‖uk‖2

− 1
2

(ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx+ 1
2θ

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)uk
|x|α

dx

)
≥ 1

2M(‖uk‖2)− 1
2θM(‖uk‖2)‖uk‖2 ≥

(1
2 −

1
2θ

)
M0‖uk‖2.

(5.2.9)

Also (5.2.6) and (5.2.7) yields

J (uk)−
1
2θ 〈J

′(uk), uk〉 ≤ C
(

1 + εk
‖uk‖
2θ

)
(5.2.10)

for some C > 0. Therefore (5.2.9) and (5.2.10) gives us the desired result.

5.2.2.2 Mountain pass critical level

To obtain bound for the mountain pass critical level in this subsection, we use Adams functions
to construct a sequence of test functions. Let B denotes the unit ball and Bl is the ball with
center 0 and radius l in Rn. Without loss of generality, we can assume that Bl ⊂ Ω, then
from [182, Lemma 5, p. 895], we have the following result- For l ∈ (0, 1), there exists

Ul ∈ {u ∈Wm,2
0 (Ω) : u|Bl = 1} (5.2.11)

such that
‖Ul‖2 = Cm,2(Bl;B) ≤ ζm,2m

n log
(

1
l

)
where Cm,2(K,E) is the conductor capacity of K in E whenever E is an open set and K is
relatively compact subset of E and Cm,2(K;E) def= inf{‖u‖2 : u ∈ C∞0 (E), u|K = 1}.
Let x̃ ∈ Ω and R ≤ R0 = dist(x̃, ∂Ω). Then the Adams function Ãr is defined as

Ãr(x) =


n log

(
R
r

)
ζm,2m


1
2

U r
R

(
x− x̃
R

)
if |x− x̃| < R,

0 if |x− x̃| ≥ R
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where 0 < r < R, Ul= r
R

is as in (5.2.11) and ‖Ãr‖ ≤ 1.
Let σ > 0 (to be chosen later), x̃ = 0, R = σ and r = σ

k for k ∈ N, then we define

Ak(x) def= Ãσ
k
(x) =


(
n log(k)
ζm,2m

) 1
2

U 1
k

(
x

σ

)
if |x| < σ,

0 if |x| ≥ σ.

Then Ak(0) =
(
n log(k)
ζm,2m

) 1
2 and ‖Ak‖ ≤ 1.

We define the mountain pass critical level as

l∗ = inf
ϑ∈Γ

max
t∈[0,1]

J (ϑ(t)). (5.2.12)

where Γ = {ϑ ∈ C([0, 1],Wm,2
0 (Ω)) : ϑ(0) = 0, J (ϑ(1)) < 0}. Now we analyze the first

critical level and study the convergence of Palais-Smale sequence below this level.

Theorem 5.2.9. Under the assumption (5.2.4),

0 < l∗ <
1
2M

(2n− (2α+ µ)
2n ζm,2m

)
.

Proof. We have observed in Lemma 5.2.7 for u ∈ Wm,2
0 (Ω) \ {0}, J (tu) → −∞ as t → ∞

and l∗ ≤ maxt∈[0,1] J (tu) for u ∈Wm,2
0 (Ω)\{0} satisfying J (u) < 0. So it is enough to prove

that there exists a k ∈ N such that

max
t∈[0,∞)

J (tAk) <
1
2M

(2n− (2α+ µ)
2n ζm,2m

)
.

We establish the above claim by contradiction. Suppose this is not true, then for all k ∈ N
there exists a tk > 0 such that

max
t∈[0,∞)

J (tAk) = J (tkAk) ≥
1
2M

(2n− (2α+ µ)
2n ζm,2m

)
and d

dt
(J (tAk))|t=tk = 0.

(5.2.13)

From Lemma 5.2.7 and (5.2.13), we obtain {tk} must be a bounded sequence in R and
1
2M

(2n− (2α+ µ)
2n ζm,2m

)
<

1
2M(t2k)

Then monotonicity of M implies that

t2k >

(2n− (2α+ µ)
2n ζm,2m

)
. (5.2.14)

Consequently, by using (5.2.13) and choosing σ, k such that Bσ/k ⊂ Ω, we obtain

M((‖tkAk‖)2)‖tkAk‖2 =
ˆ

Ω

(ˆ
Ω

F (y, tkAk)
|y|α|x− y|µ

dy

)
f(x, tkAk)tkAk

|x|α
dx

≥
ˆ
Bσ
k

ˆ
Bσ
k

F (y, tkAk)
|y|α|x− y|µ

dy

 f(x, tkAk)tkAk
|x|α

dx.

(5.2.15)
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For a positive constant Cµ,n depending on µ and n, we obtain (see equation (2.11), page.
1943, [15]) ˆ

Bσ
k

ˆ
Bσ
k

dxdy

|y|α|x|α|x− y|µ
≥ Cµ,n

(
σ

k

)2n−(2α+µ)
.

From (5.2.4), we know that for each ρ > 0 there exists a sρ > 0 such that

sf(x, s)F (x, s) ≥ ρ exp
(
2s2
)
, whenever s ≥ sρ.

Using this in (5.2.15), we obtain, for some C > 0

M(‖tkAk‖2)t2k ≥ ρ exp
(
2|tkAk(0)|2

)
Cµ,n

(
σ

k

)2n−(2α+µ)
≥ C k

2nt2
k

ξm,2m
−(2n−(2α+µ))

.

Now from (5.2.14), it follows that taking k large enough, we arrive at a contradiction. This
completes the proof of the result.

Lemma 5.2.10. Let {uk} ⊂Wm,2
0 (Ω) be a Palais Smale sequence for J at c ∈ R then there

exists a u0 ∈Wm,2
0 (Ω) such that as k →∞ (up to a subsequence)

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx→
ˆ

Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)
|x|α

φ dx

for all φ ∈ C∞c (Ω).

Proof. If {uk} is a Palais Smale sequence at l∗ for J satisfying (5.2.6) and (5.2.7). From
Lemma 5.2.8, we obtain that {uk} is bounded in Wm,2

0 (Ω) so there exists a u0 ∈ Wm,2
0 (Ω)

such that up to a subsequence uk ⇀ u0 weakly in Wm,2
0 (Ω), strongly in Lq(Ω) for all q ∈ [1,∞)

and pointwise a.e. in Ω as k → ∞. Let Ω′ ⊂⊂ Ω and ϕ ∈ C∞c (Ω) such that 0 ≤ ϕ ≤ 1 and
ϕ ≡ 1 in Ω′ then by taking ϕ as a test function in (5.2.6), we get the following estimate

ˆ
Ω′

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

dx ≤
ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)ϕ
|x|α

dx

≤ εk ‖ϕ‖+M(‖uk‖2)
ˆ

Ω
∇muk.∇mϕ dx ≤ εk‖ϕ‖+ C‖uk‖‖ϕ‖.

By using ‖uk‖ ≤ C0 for all k, we obtain the sequence {wk} :=
{(´

Ω
F (y,uk)
|y|α|x−y|µdy

)
f(x,uk)
|x|α

}
is

bounded in L1
loc(Ω) which implies that up to a subsequence, wk → w in the weak∗-topology

as k →∞, where w denotes a Radon measure. So for any φ ∈ C∞c (Ω) we get

lim
k→∞

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx =
ˆ

Ω
φ dw, ∀ φ ∈ C∞c (Ω).

Since uk satisfies (5.2.6), for any measurable set E ⊂ Ω and φ ∈ C∞c (Ω) such that supp φ ⊂ E
we get that

w(E) =
ˆ
E
φ dw = lim

k→∞

ˆ
E

ˆ
Ω

(
F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx
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= lim
k→∞

ˆ
Ω

ˆ
Ω

(
F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx = lim
k→∞

M(‖uk‖2)
ˆ

Ω
∇muk.∇mφ dx

≤ C1

ˆ
E
∇mu.∇mφ dx

where we used (m2) in the last inequality and weak convergence of uk to u in Wm,2
0 (Ω).

This implies that w is absolutely continuous with respect to the Lebesgue measure. Thus,
Radon-Nikodym theorem establishes that there exists a function g ∈ L1

loc(Ω) such that for
any φ ∈ C∞c (Ω),

´
Ω φ dw =

´
Ω φg dx. Therefore for any φ ∈ C∞c (Ω) we get

lim
k→∞

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

φ dx =
ˆ

Ω
φg dx =

ˆ
Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)
|x|α

φ dx

which completes the proof.

Lemma 5.2.11. Let {uk} ⊂ Wm,2
0 (Ω) be a Palais Smale sequence of J at c ∈ R and (h4)

holds. Then there exists a u ∈ Wm,2
0 (Ω) such that, up to a subsequence, uk ⇀ u weakly in

Wm,2
0 (Ω) and(ˆ

Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

→
(ˆ

Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

in L1(Ω) (5.2.16)

as k →∞.

Proof. Let {uk} ⊂ Wm,2
0 (Ω) be a Palais Smale sequence of J at level c then from Lemma

5.2.8 we know that {uk} must be bounded in Wm,2
0 (Ω). Thus there exists a u ∈ Wm,2

0 (Ω)
such that uk ⇀ u weakly in Wm,2

0 (Ω), uk → u pointwise a.e. in Ω and uk → u strongly in
Lq(Ω), for each q ∈ [1,∞) as k →∞. Also from (5.2.6), (5.2.7) and (5.2.8) we get that there
exists a constant C > 0 such thatˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx ≤ C and
ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dx

)
f(x, uk)uk
|x|α

≤ C.

(5.2.17)
Consider∣∣∣∣ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx−
ˆ

Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|x|α

dx

∣∣∣∣
≤
∣∣∣∣ˆ

Ω

(ˆ
Ω

F (y, uk)− F (y, u)
|y|α|x− y|µ

dy

)
F (x, uk)
|y|α

dx

∣∣∣∣
+
∣∣∣∣ˆ

Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, uk)− F (x, u)

|x|α
dx

∣∣∣∣ def= I1 + I2.

Using the semigroup property of the Riesz potential we can write

I1 ≤
(ˆ

Ω

(ˆ
Ω

F (y, uk)− F (y, u)
|y|α|x− y|µ

dy

)
F (x, uk)− F (x, u)

|x|α
dx

) 1
2

×
(ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx

) 1
2
. (5.2.18)
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I2 ≤
(ˆ

Ω

(ˆ
Ω

F (y, uk)− F (y, u)
|y|α|x− y|µ

dy

)
F (x, uk)− F (x, u)

|x|α
dx

) 1
2

×
(ˆ

Ω

(ˆ
Ω

F (y, u)
|y|α|x− y|µ

dy

)
F (x, u)
|y|α

dx

) 1
2

(5.2.19)

Therefore, by using (5.2.18) and (5.2.19) we obtain,

I1 + I2 ≤ 2C
(ˆ

Ω

(ˆ
Ω

F (y, uk)− F (y, u)
|y|α|x− y|µ

dy

)
F (x, uk)− F (x, u)

|x|α
dx

) 1
2

where we used (5.2.17) to get the last inequality. Now the proof of (5.2.16) follows similarly
as the proof of (5.1.22) of Lemma 5.1.12).

Now we define the associated Nehari manifold as

N = {u ∈Wm,2
0 (Ω) \ {0} : 〈J ′(u), u〉 = 0}, l∗∗ = inf

u∈N
J (u)

and we show the mountain pass critical level lies below every local minimum value of the
energy functional at the point of local minimum.

Lemma 5.2.12. If (m3) and (h3) holds then l∗ ≤ l∗∗.

Proof. For u ∈ N , we define a map h : (0,+∞)→ R such that h(t) = J (tu). Then

h′(t) = M(‖tu‖2)‖u‖2t−
ˆ

Ω

(ˆ
Ω

F (y, tu)
|y|α|x− y|µ

dy

)
f(x, tu)u
|x|α

dx.

and since u ∈ N , therefore

h′(t) = ‖u‖4t3
(
M(‖tu‖2)
t2‖u‖2

− M(‖u‖2)
‖u‖2

)

+ t3

ˆ
Ω

ˆ
Ω

 F (y,u)f(x,u)
u(x)

|y|α|x− y|µ
dy −

ˆ
Ω

F (y,tu)f(x,tu)
t3u(x)

|y|α|x− y|µ
dy

 u2(x)
|x|α

dx

 .
From (h3), we get

t1f(x, t1)− 2F (x, t1) ≤ t1f(x, t1)− 2F (x, t2) + 2f(x, t2)
t2

(t22 − t21) ≤ t2f(x, t2)− 2F (x, t2).

for 0 < t1 < t2. Using this we get that tf(x, t) − 2F (x, t) ≥ 0 for t ≥ 0 and for any x ∈ Ω,
t 7→ tf(x, t) − 2F (x, t) is increasing on R+, which further implies that t 7→ F (x,tu)

t2 is non-
decreasing for t > 0. Therefore for 0 < t < 1 and x ∈ Ω, we get F (x,tu)

t2 ≤ F (x, u) and (h3)
gives that f(x,u)

u ≥ f(x,tu)
tu then

h′(t) ≥ ‖u‖4t3
(
M(‖tu‖2)
‖tu‖2

− M(‖u‖2)
‖u‖2

)

271



Chapter 5. Kirchhoff equations and systems involving exponential non-linearity of Choquard type and
singular weights

+ t3
[ˆ

Ω

(ˆ
Ω

(
F (y, u)− F (y, tu)

t2

)
dy

|y|α|x− y|µ
)
f(x, tu)u2(x)
|x|αtu(x) dx

]
.

This gives that h′(t) ≥ 0 for 0 < t ≤ 1 and similarly we can show that h′(t) < 0 for t > 1.
Hence J (u) = maxt≥0 J (tu). Now we define g : [0, 1] → Wm,2

0 (Ω) as g(t) = (t0u)t where
t0 > 1 is such that J (t0u) < 0. So g ∈ Γ, where Γ is as defined in the definition of l∗.
Therefore,

l∗ ≤ max
t∈[0,1]

J (g(t)) ≤ max
t≥0
J (tu) = J (u).

and since u ∈ N is arbitrary, so we get l∗ ≤ l∗∗.

Now, we give the proof of our main result:

Proof of Theorem 5.2.5: Let {uk} be a (PS)l∗ sequence at the critical level l∗ and hence
considered as a minimizing sequence associated to the variational problem (5.2.12). Then by
Lemma 5.2.11, there exists a u0 ∈ Wm,2

0 (Ω) such that up to a subsequence uk ⇀ u0 weakly
in Wm,2

0 (Ω) as k →∞.

Step 1: u0 is non-trivial and u0 ≥ 0.
If u0 ≡ 0 then using Lemma 5.2.11, we infer that

ˆ
Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx→ 0 as k →∞.

Therefore limk→∞ J (uk) = 1
2 limk→∞M(‖uk‖2) = l∗ and then for large enough k Theorem

5.2.9 gives
M(‖uk‖2) <M

(2n− (2α+ µ)
2n ζm,2m

)
.

Then by monotonicity of M, we obtain

2n
2n− (2α+ µ)‖uk‖

2 < ζm,2m.

Now, this implies that we can choose a q > 2n
2n−(2α+µ) such that supk

´
Ω |f(x, uk)|q dx < +∞.

Using Proposition 2.2.7, Theorem 2.2.2, Chapter 1 and the Vitali’s convergence theorem we
conclude that ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)uk
|x|α

dx→ 0 as k →∞.

Hence limk→∞〈J ′(uk), uk〉 = 0 which gives limk→∞M(‖uk‖2)‖uk‖2 = 0. From (m1) we then
obtain limk→∞ ‖uk‖2 = 0. Thus using Lemma 5.2.11, it must be that limk→∞ J (uk) = 0 = l∗

which contradicts l∗ > 0. Thus u0 6≡ 0. Now we show that u0 ≥ 0 in Ω. From Lemma 5.2.8
we know that {uk} must be bounded. Therefore there exists a constant ρ > 0 such that up
to a subsequence ‖uk‖ → ρ as k →∞. Let ϕ ∈Wm,2

0 (Ω) then by Lemma 5.2.10 we have
ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)
|x|α

ϕ dx→
ˆ

Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)
|x|α

ϕ dx as k →∞.
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Since J ′(uk)→ 0 and uk ⇀ u0 weakly in Wm,2
0 (Ω), we get

M(ρ2)
ˆ

Ω
∇mu0.∇mϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)
|x|α

ϕ dx,

as k →∞. In particular, taking ϕ = u−0 in the above equation we get M(ρ2)‖u−0 ‖2 = 0 which
implies together with assumption (m1) that u−0 = 0 a.e. in Ω. Therefore u0 ≥ 0 a.e. in Ω.

Step 2: Jλ,M = l∗.
To prove this, first we claim M(‖u0‖2)‖u0‖2 ≥

´
Ω

(´
Ω

F (y,u0)
|y|α|x−y|µ dy

)
f(x,u0)u0
|x|α dx.

Arguing by contradiction, suppose that

M(‖u0‖2)‖u0‖2 <
ˆ

Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)u0
|x|α

dx

which implies that 〈J ′(u0), u0〉 < 0. For t > 0, using the map t 7→ tf(x, t) − 2F (x, t) is
increasing on R+, we have

〈J ′(tu0), u0〉 ≥M(‖tu0‖2)t‖u0‖2 −
1
2

ˆ
Ω

(ˆ
Ω

f(y, tu0)tu0(y)
|y|α|x− y|µ

dy

)
f(x, tu0)u0
|x|α

dx

≥M0t‖u0‖2 −
1
2

ˆ
Ω

(ˆ
Ω

f(y, tu0)tu0(y)
|y|α|x− y|µ

dy

)
f(x, tu0)u0
|x|α

dx.

Since (h3) gives that

lim
t→0+

f(x, t)
tγ

= 0 uniformly in x ∈ Ω, for all γ ∈ [0, 1],

we can choose t > 0 sufficiently small so that 〈J ′(tu0), u0〉 > 0. Thus there exists a t∗ ∈ (0, 1)
such that 〈J ′(t∗u0), u0〉 = 0 i.e. t∗u0 ∈ N . So using Lemma 5.2.12 and (m3)′ we get

l∗ ≤ l∗∗ ≤ J (t∗u0) = J (t∗u0)− 1
4〈J

′(t∗u0), t∗u0〉

= M(‖t∗u0‖2)
2 − 1

2

ˆ
Ω

(ˆ
Ω

F (y, t∗u0)
|y|α|x− y|µ

dy

)
F (x, t∗u0)
|x|α

dx

− 1
4M(‖t∗u0‖2)‖t∗u0‖2 + 1

4

ˆ
Ω

(ˆ
Ω

F (y, t∗u0)
|y|α|x− y|µ

dy

)
f(x, t∗u0)t∗u0

|x|α
dx

<
M(‖u0‖2)

2 − 1
4M(‖u0‖2)‖u0‖2

+ 1
4

ˆ
Ω

(ˆ
Ω

F (y, u0)
|yα||x− y|µ

dy

)
f(x, u0)u0 − 2F (x, u0)

|x|α
dx

= lim inf
k→∞

(
J (uk)−

1
4〈J

′(uk), uk〉
)

= l∗.

This gives a contradiction and hence Claim holds. From Lemma 5.2.11 we know that
ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
F (x, uk)
|x|α

dx→
ˆ

Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
F (x, u0)
|x|α

dx

and by using the weakly lower semicontinuity of norms in limk→∞ J (uk) = l∗, we obtain
J (u0) ≤ l∗. If J (u0) < l∗ then it must be limk→∞M(‖uk‖2) >M(‖u0‖2) which implies that
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limk→∞ ‖uk‖2 > ‖u0‖2, since M is continuous and increasing. From this we get ρ2 > ‖u0‖2.
Moreover we have

M(ρ2) =
(

2l∗ +
ˆ

Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
F (x, u0)
|x|α

dx

)
. (5.2.20)

Now we define the sequence vk = uk
‖uk‖ and v0 = u0

ρ such that vk ⇀ v0 weakly in Wm,2
0 (Ω)

and ‖v0‖ < 1. Then from Lemma 2.2.5 we obtain

sup
k∈N

ˆ
Ω

exp
(
p|vk|2

)
< +∞, for p < ζm,2m

(1− ‖v0‖2) . (5.2.21)

Also from (m3)′, Claim (1) and proof of Lemma 5.2.12 we obtain

J (u0) = 1
2M(‖u0‖2)− 1

4M(‖u0‖2)‖u0‖2

+ 1
4

ˆ
Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

) (f(x, u0)u0 − 2F (x, u0))
|x|α

dx ≥ 0.

Using this with (5.2.20) and Theorem 5.2.9 we get that

M(ρ2) = 2l∗ − 2J (u0) +M(‖u0‖2) <M
(2n− (2α+ µ)

2n ζm,2m

)
+M(‖u0‖2)

which implies together with (m1) that

ρ2 <
ζm,2m

(
2n−(2α+µ)

2n

)
1− ‖v0‖2

.

Thus it is possible to find a ρ∗ > 0 such that for k ∈ N large enough

‖uk‖2 < ρ∗ <
ζm,2m (2n− (2α+ µ))

2n(1− ‖v0‖2) .

Then we choose a q > 1 but close to 1 such that
2n

2n− (2α+ µ)q‖uk‖
2 ≤ 2n

2n− (2α+ µ)ρ∗ <
ζm,2m

(1− ‖v0‖2) .

Therefore from (5.2.21) we conclude thatˆ
Ω

exp
( 2n

2n− (2α+ µ)q|uk|
2
)
≤ C (5.2.22)

for some constant C > 0. Using (5.2.22) and ideas similar as in Lemma 5.2.11 we obtain
ˆ

Ω

(ˆ
Ω

F (y, uk)
|y|α|x− y|µ

dy

)
f(x, uk)uk
|x|α

dx→
ˆ

Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)u0
|x|α

dx.

We conclude that ‖uk‖ → ‖u0‖ and we get a contradiction to the fact that J (u0) < l∗ .
Hence J (u0) = l∗ = limk→∞ J (uk) and ‖uk‖ → ρ implies ρ = ‖u0‖. Then finally we have,

M(‖u0‖2)
ˆ

Ω
∇mu0.∇mϕ dx =

ˆ
Ω

(ˆ
Ω

F (y, u0)
|y|α|x− y|µ

dy

)
f(x, u0)
|x|α

ϕ dx.

for all ϕ ∈Wm,2
0 (Ω) and which completes the proof of Theorem 5.2.5.
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5.2.3 Nehari manifold method for Kirchhoff-Choquard equation with singular weights

In this subsection, we consider the problem (Pλ,M ) with Kirchhoff non-linearity of the form
M(t) = at+ b where a, b > 0. We observe that Jλ,M is unbounded on Wm,2

0 (Ω) but bounded
below on suitable subsets of Wm,2

0 (Ω). To show the existence of weak solutions to (Pλ,M),
we establish the existence of minimizers of Jλ,M under the natural constraint of the Nehari
Manifold which contains every solution of (Pλ,M). So we define the Nehari manifold as

Nλ,M := {u ∈Wm,2
0 (Ω) \ {0}| 〈J ′λ,M (u), u〉 = 0}

where 〈. , .〉 denotes the duality between Wm,2
0 (Ω) and W−m,2(Ω) i.e. u ∈ Nλ,M if and only if

‖u‖2 M(‖u‖2)− λ
ˆ

Ω
h(x)|u|q+1 dx−

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx = 0. (5.2.23)

For u ∈Wm,2
0 (Ω), we define the fiber map Φu,M introduced by Drabek and Pohozaev in [113]

as Φu,M : R+ → R such that Φu,M (t) = Jλ,M(tu). Thus we get

Φ′u,M (t) = t‖u‖2M(‖tu‖2)− λtq
ˆ

Ω
h(x)|u|q+1 dx−

ˆ
Ω

(ˆ
Ω

F (tu)
|x− y|µ|y|α

dy

)
f(tu)u
|x|α

dx

and

Φ′′u,M (t) = 2t2‖u‖4M ′(‖tu‖2) + ‖u‖2M(‖tu‖2)− λqtq−1
ˆ

Ω
h(x)|u|q+1 dx

−
ˆ

Ω

(ˆ
Ω

f(tu)u
|x− y|µ|y|α

dy

)
f(tu)u
|x|α

dx−
ˆ

Ω

(ˆ
Ω

F (tu)
|x− y|µ|y|α

dy

)
f ′(tu)u2

|x|α
dx.

Since the fiber map introduced above are closely related to Nehari manifold by the relation
tu ∈ Nλ,M iff Φ′u,M (t) = 0, so we analyze the geometry of the energy functional on the
following components of the Nehari Manifold:

N±λ,M := {u ∈ Nλ,M : Φ′′u,M (1) ≶ 0} = {tu ∈Wm,2
0 (Ω) \ {0} : Φ′u,M (t) = 0,Φ′′u,M (t) ≶ 0},

N0
λ,M := {u ∈ Nλ,M : Φ′′u,M (1) = 0} = {tu ∈Wm,2

0 (Ω) \ {0} : Φ′u,M (t) = 0,Φ′′u,M (t) = 0}.

Due to presence of sign changing non-linearity in (Pλ,M ), we also decompose Wm,2
0 (Ω) into the

following sets to study the behavior of fibering maps Φu,M . We defineH(u) =
´

Ω h(x)|u|q+1 dx

and
H+ := {u ∈Wm,2

0 (Ω) : H(u) > 0}, H−0 := {u ∈Wm,2
0 (Ω) : H(u) ≤ 0}.

5.2.4 Fiber Map Analysis

In this section, we study the geometry of Jλ,M on the Nehari manifold. We split the study
according to the decomposition of Nλ,M and the sign of H(u). Define ψ : R+ → R such that

ψu(t) = t1−qM(‖tu‖2)‖u‖2 − t−q
ˆ

Ω

(ˆ
Ω

F (tu)
|x− y|µ|y|α

dy

)
f(tu)u
|x|α

dx.
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and observing the fact that tu ∈ Nλ,M if and only if t > 0 is a solution of ψu(t) =
λ
´

Ω h(x)|u|q+1 dx.

First, we need a priori estimates, which indicate the local minimum value of the function ψu

at the local minimum point t∗ is strictly greater than λH(u).

Lemma 5.2.13. Let

Γ :=
{
u ∈Wm,2

0 (Ω) : ‖u‖3 ≤ B(u)
2
√

(3− q) ab (1− q)

}
.

Then there exists a λ0 > 0 such that for every λ ∈ (0, λ0), Γ0 > 0 holds where

Γ0 := inf
u∈Γ\{0}∩H+

[
B(u)− 3

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx+ 2b‖u‖2 − λ (3− q)H(u)
]
.

Proof. We establish the proof through various steps.
Step 1: Claim: infu∈Γ\{0}∩H+ ‖u‖ > 0.
We argue with contradiction, suppose there exists a sequence {uk} ⊂ Γ\{0} ∩H+ such that
‖uk‖ → 0. Then using Proposition 2.2.7 and putting the value of f(u) = u|u|p exp(|u|γ) as
well as f ′(u) = ((p+ 1) + γ|u|γ)|u|p exp(|u|γ) we obtain

|B(uk)| =
∣∣∣∣∣
ˆ

Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

dy

)
f ′(uk)u2

k

|x|α
dx+

ˆ
Ω

(ˆ
Ω

f(uk)uk
|x− y|µ|y|α

dy

)
f(uk)uk
|x|α

dx

∣∣∣∣∣
≤ C1

( ˆ
Ω

(|uk|p+2 exp(|uk|γ))
2n

2n−(2α+µ) dx

) 2n−(2α+µ)
n

+ C2

(ˆ
Ω

(F (uk))
2n

2n−(2α+µ) dx

) 2n−(2α+µ)
2n

×
(ˆ

Ω
(((p+ 1) + γ|uk|γ)|uk|p+2 exp(|uk|γ))

2n
2n−(2α+µ) dx

) 2n−(2α+µ)
2n

,

where C1, C2 are positive constants independent of uk. Now (p+ 2)F (t) ≤ tf(t) and Hölder’s
inequality implies that

|B(uk)| ≤ C1

( ˆ
Ω
|uk|

2nδ′(p+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
nδ′

×
( ˆ

Ω
exp

(
|uk|γ

2nδ
2n− (2α+ µ)

)
dx

) 2n−(2α+µ)
nδ

+ C2

( ˆ
Ω
|uk|

2nδ′(p+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
2nδ′

×
(ˆ

Ω
exp

(
|uk|γ

2nδ
2n− (2α+ µ)

)
dx

) 2n−(2α+µ)
2nδ

×( ˆ
Ω
|uk|

2nδ′(p+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
2nδ′

×
( ˆ

Ω
exp

(
|uk|γ

2nδ
2n− (2α+ µ)

)
dx

) 2n−(2α+µ)
2nδ

+
( ˆ

Ω
|uk|

2nδ′(p+γ+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
2nδ′

×
( ˆ

Ω
exp

(
|uk|γ

2nδ
2n− (2α+ µ)

)
dx

) 2n−(2α+µ)
2nδ

 ,
where δ > 1 (which depends on k) and δ′ denotes its Hölder conjugate. Using Moser-Trudinger
inequality for uk with large enough k such that 2nδ

(2n−(2α+µ))‖uk‖
γ ≤ ζm,2m (such k can be
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chosen because ‖uk‖ → 0 as k →∞) and vk = uk
||uk|| , we obtain

|B(uk)| ≤ C1

(ˆ
Ω
|uk|

2nδ′(p+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
nδ′

×
(

sup
‖vk‖≤1

ˆ
Ω

exp(|vk|γζm,2m) dx
) 2n−(2α+µ)

nδ

+ C2

(ˆ
Ω
|uk|

2nδ′(p+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
2nδ′

×
(

sup
‖vk‖≤1

ˆ
Ω

exp(|vk|γζm,2m) dx
) 2n−(2α+µ)

nδ

×( ˆ
Ω
|uk|

2nδ′(p+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
2nδ′

+
( ˆ

Ω
|uk|

2nδ′(p+γ+2)
2n−(2α+µ) dx

) 2n−(2α+µ)
2nδ′

 .
Finally the Sobolev embedding gives the following upper bound.

|B(uk)| ≤ C3(‖uk‖2(p+2) + ‖uk‖(p+2)(‖uk‖(p+2) + ‖uk‖(p+γ+2))) ≤ C‖uk‖(2p+4) + ‖uk‖(2p+
γ
2 +4).

Using uk ∈ Γ\{0} we get 1 ≤ C(‖uk‖(2p+1) + ‖uk‖(2p+
γ
2 +1), which is a contradiction as

‖uk‖ → 0 as k →∞. Therefore we have infu∈Γ\{0}∩H+ ‖u‖ > 0.

Step 2: Claim: 0 < infu∈Γ\{0}∩H+

{ˆ
Ω

ˆ
Ω

(
f(u)u

|x− y|µ|y|α
dy

)
(p− 2 + γ|u|γ) exp(|u|γ)|u|p+2

|x|α
dx

}
.

Since F (s) ≤ f(s)s
p+2 , then by the definition of Γ and from Step 1, we obtain 0 < infu∈Γ\{0}∩H+ B(u)

i.e.

0 < inf
u∈Γ\{0}∩H+

{ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f ′(u)u2

|x|α
dx+

ˆ
Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx

}

≤ inf
u∈Γ\{0}∩H+


ˆ

Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

) f(u)u+ f ′(u) u2

p+2
|x|α

dx


= inf

u∈Γ\{0}∩H+

{ˆ
Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

) |u|p+2exp(|u|γ)
|x|α

(
1 + (p+ 1) + γ|u|γ

p+ 2

)}
.

Since p > 2, we infer

0 < inf
u∈Γ\{0}∩H+

{ˆ
Ω

ˆ
Ω

(
f(u)u

|x− y|µ|y|α
)

(p− 2 + γ|u|γ) exp(|u|γ)|u|p+2

|x|α
dx

}
.

Step 3: Claim: Γ0 > 0. Firstly, we have

H(u) =
ˆ

Ω
h(x)|u|q+1 ≤

( ˆ
Ω
|h(x)|ρ

)1/ρ( ˆ
Ω
|u|(1+q)ρ′

)1/ρ′

≤ l‖u‖q+1. (5.2.24)

where l = ‖h‖Lρ(Ω) and ρ > 1 will be specified later. Choosing

λ <
2b

(3− q) lM0 := λ0 (5.2.25)

where M0 = infu∈Γ\{0}∩H+ ‖u‖1−q > 0, we get that λl (3− q) ‖u‖1+q < 2b‖u‖2 for any
u ∈ Γ\{0} ∩H+ . Then for u ∈ Γ\{0} ∩H+ and p > 2,

B(u) + 2b‖u‖2 − 3
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx− λ (3− q)H(u)
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≥
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f ′(u)u2 − 3f(u)u

|x|α
dx+

ˆ
Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx

+ 2b‖u‖2 − (3− q)λH(u) > 0.

Therefore Γ0 > 0.

Lemma 5.2.14. Let λ > 0. Then

(i) For any u ∈ H−0 \ {0}, there exists a unique t∗ such that t∗u ∈ N−λ,M . Moreover, Φu,M

is increasing on (0, t∗) and decreasing on (t∗,∞).
(ii) For any u ∈ H+, there exists λ0 and t∗, t1, t2 > 0 such that t1u ∈ N+

λ,M and t2u ∈ N−λ,M
for any λ ∈ (0, λ0) and t1 < t∗ < t2.

Proof. (i) For u ∈ H−0 \ {0}
Since

Φ′u,M (t) = tq(ψu(t)− λ
ˆ

Ω
h(x)|u|q+1 dx),

so tu ∈ Nλ,M iff t > 0 is a solution of ψu(t) = λ
´

Ω h(x)|u|q+1dx. We have

ψ
′
u(t) = (1− q) t−qM(‖tu‖2)‖u‖2 + 2t2−qM ′(‖tu‖2)‖u‖4

+ q

tq+1

ˆ
Ω

(ˆ
Ω

F (tu)
|x− y|µ|y|α

dy

)
f(tu)u
|x|α

dx− t−q
[ ˆ

Ω

(ˆ
Ω

f(tu)u
|x− y|µ|y|α

dy

)
f(tu)u
|x|α

dx

+
ˆ

Ω

(ˆ
Ω

F (tu)
|x− y|µ|y|α

dy

)
f ′(tu)u2

|x|α
dx

]
.

(5.2.26)

Due to the presence of exponential non-linearity, for large t we have ψ′u(t) < 0 and since
u ∈ H−0 , there exists a unique t∗ > 0 such that ψu(t∗) = λ

´
Ω h(x)|u|q+1dx, i.e. t∗u ∈ Nλ,M .

Suppose there exists an another point t1 (t∗ < t1) such that ψu(t1) = λ
´

Ω h(x)|u|q+1 ≤ 0, i.e.

t1−q1 (at21‖u‖2 + b)‖u‖2 ≤ t−q1

ˆ
Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)
f(t1u)u
|x|α

dx (5.2.27)

and ψ′u(t1) ≥ 0. Then from (5.2.27) and by using f ′(t1u)t1u > (p + 1)f(t1u), f(t)t ≥
(p+ 2)F (t) we obtain,

ψ′u(t1) < (3− q)
[
t−q1 (at21‖u‖2 + b)‖u‖2 − t−q−1

1

ˆ
Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)
f(t1u)u
|x|α

dx

]
≤ 0.

which is a contradiction. Also for 0 < t < t∗, Φ′u,M (t) = tq(ψu(t)− λ
´

Ω h(x)|u|q+1 dx) > 0.
Consequently, Φu,M is increasing in (0, t∗) and also decreasing on (t∗,∞). Therefore t∗ is
unique critical point of Φu,M which is also a point of global maximum. Furthermore, since

ψ′u(t) =

(
tΦ′′u,M (t)− qΦ′u,M (t)

)
tq

, therefore t∗u ∈ N−λ,M .
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(ii) For small t > 0, ψu(t) > 0 and ψu(t)→ −∞ as t→∞ for u ∈ H+. Then there exists at
least one point t∗ such that ψ′u(t∗) = 0, i.e.

(3− q) t2−q∗ a‖u‖4 + (1− q) t−q∗ b‖u‖2 + q

tq+1
∗

ˆ
Ω

(ˆ
Ω

F (t∗u)
|x− y|µ|y|α

dy

)
f(t∗u)u
|x|α

dx

= t−q∗

[ˆ
Ω

(ˆ
Ω

F (t∗u)
|x− y|µ|y|α

dy

)
f ′(t∗u)u2

|x|α
dx+

ˆ
Ω

(ˆ
Ω

f(t∗u)u
|x− y|µ|y|α

dy

)
f(t∗u)u
|x|α

dx

]
.

So by AM-GM inequality we obtain 2
√

(3− q) ab (1− q)‖t∗u‖3 ≤ B(t∗u) where

B(u) =
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f ′(u)u2

|x|α
dx+

ˆ
Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx.

Using ψ′u(t∗) = 0, we replace the value of a‖t∗u‖4 in the definition of ψu(t) to obtain

ψu(t∗) = 1
(3− q) tq+1

∗

[
B(t∗u)−3

ˆ
Ω

(ˆ
Ω

F (t∗u)
|x− y|µ|y|α

dy

)
f(t∗u)t∗u
|x|α

dx+2b‖t∗u‖2
]
. (5.2.28)

From Lemma 5.2.13 and (5.2.28), we notice that for u ∈ H+\{0}, there exists a t∗ > 0, local
maximum of ψu verifying ψu(t∗) − λH(u) > 0 since t∗u ∈ Γ \ {0} ∩ H+. From ψu(0) = 0,
ψu(t∗) > λH(u) > 0 and limt→∞ ψu(t) = −∞, there exists t1 = t1(u) < t∗ < t2(u) = t2 such
that ψu(t1) = λ

´
Ω h(x)|u|q+1 dx = ψu(t2) with ψ′u(t1) > 0, ψ′u(t2) < 0. Therefore, t1u ∈ N+

λ,M

and t2u ∈ N−λ,M . Now we show that t1u ∈ N+
λ,M and t2u ∈ N−λ,M are unique. Suppose not,

then there exists t3 > 0 such that t3u ∈ N+
λ,M and t∗∗ such that t2 < t∗∗ < t3, ψ′u(t∗∗) = 0 and

ψu(t∗∗) < λH(u). Our Lemma 5.2.13 then induces that if ψ′u(t∗∗) = 0 then ψu(t∗∗) > λH(u)
which is a contradiction.

We will denote t∗ as the smallest critical point of ψu in the sequel. As a consequence of
Lemma 5.2.13 and geometry of the energy functional Jλ,M on Nehari manifold, we also prove
that 0 is the only inflection point of the map Φu,M i.e. N0

λ,M = {0}.

Lemma 5.2.15. If λ ∈ (0, λ0) then N0
λ,M = ∅.

Proof. Let u ∈ N0
λ,M then u satisfies

a‖u‖4 + b‖u‖2 = λH(u) +
ˆ

Ω

ˆ
Ω

(
F (u)

|x− y|µ|y|α
dy

)
f(u)u
|x|α

dx and (5.2.29)

3a‖u‖4 + b‖u‖2 = λqH(u) +B(u). (5.2.30)

Let u ∈ H+ ∩N0
λ,M , then substituting the value λH(u) from (5.2.29) into (5.2.30), we obtain

2
√

(3− q) (1− q) ab‖u‖3 ≤ B(u)
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which implies u ∈ Γ\{0} ∩ H+. Again substituting the value of a‖u‖4 from (5.2.29) into
(5.2.30), we obtain

B(u)− 3
ˆ

Ω

ˆ
Ω

(
F (u)

|x− y|µ|y|α
dy

)
f(u).u
|x|α

dx+ 2b‖u‖2 − λ (3− q)H(u) = 0

which contradicts Lemma 5.2.13. If u ∈ H−0 ∩N0
λ,M then Case 1 implies that ”1” is the only

critical point of Φu,M and Φ′′u,M (1) < 0 which is a contradiction to the fact that u ∈ N0
λ,M .

5.2.5 Existence and multiplicity of weak solution

In this section, we first study the geometric structure of the energy functional Jλ,M over Nλ,M

and achieves its minimum, with the help of lower and upper bound estimates on θ, where
θ = infu∈Nλ,M Jλ,M (u).

Theorem 5.2.16. Jλ,M is bounded below and coercive on Nλ,M . Moreover θ ≥ −Cλ
2

1−q

where C depends on q, b.

Proof. Let u ∈ Nλ,M i.e. Φ′u,M (1) = 0. Then,

Jλ,M (u) = a‖u‖4
(

p− 2
4(p+ 2)

)
+ b‖u‖2

(
p

2(p+ 2)

)
− λ

(
p+ 1− q

(1 + q)(p+ 2)

)
H(u)

− 1
2

ˆ
Ω

ˆ
Ω

(
F (u)

|x− y|µ|y|α
dy

) F (u)− 2f(u)u
p+2

|x|α
dx.

Since 0 ≤ F (u) ≤ 2
p+2f(u)u and q < 1, (5.2.24) and Sobolev embedding implies that Jλ,M is

coercive on Nλ,M that is as ‖u‖ → ∞,

Jλ,M (u) ≥ a‖u‖4
(

p− 2
4(p+ 2)

)
+ b‖u‖2

(
p

2(p+ 2)

)
− λl

(
p+ 1− q

(1 + q)(p+ 2)

)
‖u‖q+1 →∞.

Similarly, we have

Jλ,M (u) = b

2‖u‖
2 − λ

q + 1H(u)− 1
2

ˆ
Ω

ˆ
Ω

(
F (u)

|x− y|µ|y|α
dy

)
F (u)
|x|α

dx

+ 1
4

(
λH(u) +

ˆ
Ω

ˆ
Ω

(
F (u)

|x− y|µ|y|α
dy

)
f(u)u
|x|α

dx− b‖u‖2
)

≥ 1
4b‖u‖

2 − λ
( 1
q + 1 −

1
4

)
H(u).

Then for u ∈ H−0 , we get Jλ,M (u) ≥ 0 and for u ∈ H+, the Sobolev embedding implies

Jλ,M (u) ≥ b

4‖u‖
2 − λ(3− q)

4(q + 1)H(u) ≥ b

4‖u‖
2 − λ(3− q)l

4(q + 1)

(ˆ
Ω
|u|(1+q)ρ′ dx

)1/ρ′

= b3‖u‖2 − b4‖u‖q+1

where b3 = b
4 and b4 = λ(3−q)

4(q+1) . So by finding the minimum of function g(x) = b3x
2 − b4xq+1,

we can conclude that Jλ,M is bounded below on Nλ,M .
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Lemma 5.2.17. There exists a constant C0 > 0 such that θ ≤ −C0.

Proof. Let u ∈ H+, then from the fibering map analysis we know that there exists a t1(u) > 0
such that t1u ∈ N+

λ,M ∩ H+ and ψu,M (t1) = λH(u). Since Φ′′u,M (t1) > 0, from (5.2.26) we
obtain

q − 3
m

a‖t1u‖4< (1− q) b‖t1u‖2 −B(t1u) + q

ˆ
Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)
f(t1u)t1u
|x|α

dx.

(5.2.31)

Using Φ′u,M (t1) = 0, we get that

Jλ,M (t1u) = 1
2

(
a

2‖t1u‖
4 + b‖t1u‖2

)
− 1

2

ˆ
Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)
F (t1u)
|x|α

dx

− 1
q + 1

(
a‖t1u‖4 + b‖t1u‖2 −

ˆ
Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)
f(t1u)t1u
|x|α

dx

)
.

In that case, by (5.2.31) we obtain,

Jλ,M (t1u) = −(1− q)
4(q + 1) b‖t1u‖

2 +
ˆ

Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)( 4 + q

4(q + 1)
f(t1u)t1u
|x|α

− 1
2
F (t1u)
|x|α

− f ′(t1u)(tu)2

4(q + 1)|x|α
)
dx− 1

4(q + 1)

ˆ
Ω

(ˆ
Ω

f(t1u)t1u
|x− y|µ|y|α

dy

)
f(t1u)t1u
|x|α

dx

≤ −(1− q)
4(q + 1) b‖t1u‖

2 +
ˆ

Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)( 4 + q

4(q + 1) −
(p+ 2)
4(q + 1)

− (p+ 1)
4(q + 1)

)
f(t1u)t1u
|x|α

dx− 1
2

ˆ
Ω

(ˆ
Ω

F (t1u)
|x− y|µ|y|α

dy

)
F (t1u)
|x|α

dx.

Since 1 + q − 2p < 0 therefore θ ≤ infu∈N+
λ,M
∩H+ Jλ,M (u) ≤ −C0 < 0.

Using Theorem 5.2.16 and Ekeland variational principle, we know that there exists a sequence
{uk}k∈N ⊂ Nλ,M such that

Jλ,M (uk) ≤ θ + 1
k

;

Jλ,M (v) ≥ Jλ,M (uk)−
1
k
‖uk − v‖, ∀v ∈ Nλ,M .

(5.2.32)

Then by (5.2.32) and Lemma 5.2.17, we have for large k,

Jλ,M (uk) ≤ −
C0
2 . (5.2.33)

Also since uk ∈ Nλ,M we have

Jλ,M (uk) = a‖uk‖4
(

p− 2
4(p+ 2)

)
+ b‖uk‖2

(
p

2(p+ 2)

)
− λ

(
p+ 1− q

(1 + q)(p+ 2)

)
H(uk)

− 1
2

ˆ
Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

dy

) F (uk)− 2f(uk)uk
p+2

|x|α
dx.
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This together with (5.2.33) gives

−λ
(

p+ 1− q
(1 + q)(p+ 2)

)
H(uk) ≤ −

C0
2 =⇒ H(uk) ≥

C0(p+ 2)(1 + q)
2λ(p+ 1− q) > 0

i.e.
H(uk) > C > 0, for large k and uk ∈ Nλ,M ∩H+. (5.2.34)

The following result shows that minimizers for Jλ,M in any subset of the decomposition of
Nλ,M are critical points of Jλ,M and the proof follows from the Lagrange multipliers rule (see
Lemma 5.1.22).

Lemma 5.2.18. Let u be a local minimizer for Jλ,M on any subsets of Nλ,M such that
u 6∈ N0

λ,M . Then u is a critical point of Jλ,M .

Now, we prove a set of lemmas which are necessary to study the (PS)θ condition and compact-
ness of the minimizing sequence {uk}k∈N and whose proof are totally based on the geometry
of the energy functional Jλ,M on the Nehari manifold.

Lemma 5.2.19. Let λ > 0 such that λ ∈ (0, λ0). Then for any u ∈ Nλ,M\{0}, there exists a
ε > 0 and a differentiable function ξ : B(0, ε) ⊂Wm,2

0 (Ω)→ R such that

ξ(0) = 1 and ξ(w)(u− w) ∈ Nλ,M

for all w ∈Wm,2
0 (Ω). Moreover

〈ξ′(0), w〉 =
2(2a‖u‖2 + b)

´
Ω∇

mu.∇mw dx− λ(q + 1)
´

Ω h(x)|u|q−1uw dx− 〈S(u), w〉
a (3− q) ‖u‖4 + b (1− q) ‖u‖2 +R(u)

where

R(u) =
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

)
qf(u)− f ′(u)u)u

|x|α
dx−

ˆ
Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx

and

〈S(u), w〉 =
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f ′(u)u+ f(u)

|x|α
w dx+

ˆ
Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u)
|x|α

w dx.

Proof. For u ∈ Nλ,M , we define a continuous differentiable function Gu : R ×Wm,2
0 (Ω) → R

such that

Gu(t, v) = at3−q‖u− v‖4 + bt1−q‖u− v‖2 − 1
tq

ˆ
Ω

(ˆ
Ω

F (t(u− v))
|x− y|µ|y|α

dy

)
f(t(u− v))(u− v)

|x|α
dx

− λ
ˆ

Ω
h(x)|u− v|q+1 dx.

Then Gu(1, 0) = Φ′u(1) = 0 and ∂

∂t
Gu(1, 0) = φ′′u(1) 6= 0. Hence by the implicit function

theorem, there exists ε > 0 and a differentiable function ξ : B(0, ε) ⊂ Wm,2
0 (Ω) → R such
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that ξ(0) = 1 and Gu(ξ(w), w) = 0 ∀w ∈ B(0, ε) which is equivalent to 〈J ′λ,M (ξ(w)(u −
w)), ξ(w)(u − w)〉 = 0 ∀ w ∈ B(0, ε). Thus, ξ(w)(u − w) ∈ Nλ,M and differentiating
Gu(ξ(w), w) = 0 with respect to w, we obtain the required claim.

Similarly, by following the proof of Lemma 5.1.25 and using Lemma 5.2.19, we have the
following result.

Lemma 5.2.20. Let λ > 0 satisfies (5.2.25) then given any u ∈ N−λ,M\{0}, then there exists
ε > 0 and a differentiable function ξ− : B(0, ε) ⊂Wm,2

0 (Ω)→ R such that

ξ−(0) = 1 and ξ−(w)(u− w) ∈ N−λ,M

and for all w ∈Wm,2
0 (Ω)

〈(ξ−)′(0), w〉 =
2(2a‖u‖2 + b)

´
Ω∇

mu.∇mw dx− λ(q + 1)
´

Ω h(x)|u|q−1uw dx− 〈S(u), w〉
a (3− q) ‖u‖4 + b (1− q) ‖u‖2 +R(u)

where R(u) and S(u) are as in Lemma 5.2.19.

Concerning the (PS)θ condition, we have the following result.

Proposition 5.2.21. Let λ > 0 such that λ ∈ (0.λ0) and uk ∈ Nλ,M satisfies (5.2.32). Then
‖J ′λ,M (uk)‖∗ → 0 as k →∞.

Proof. Step 1: lim infk→∞ ‖uk‖ > 0.
We know that {uk} satisfies (5.2.34) for large k, thus H(uk) ≥ C > 0 for large k. So by using
Hölder inequality we obtain C < H(uk) ≤ C1‖uk‖q+1.
Step 2: We claim that

lim inf
k→∞

[
(3− q) a‖uk‖4 + b (1− q) ‖uk‖2 + q

ˆ
Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

)
f(uk)uk
|x|α

dx−B(uk)
]
> 0.

Without loss of generality, we can assume that uk ∈ N+
λ,M (if not replace uk by t1(uk)uk).

Arguing by contradiction, suppose that there exists a subsequence of {uk}, still denoted by
{uk}, such that

0 ≤ (3− q) a‖uk‖4 + b (1− q) ‖uk‖2 + q

ˆ
Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

)
f(uk)uk
|x|α

dx−B(uk) = ok(1).

From Step 1 and the above equation we obtain that lim infk→∞B(uk) > 0 and

(3− q) a‖uk‖4 + b (1− q) ‖uk‖2 ≤ B(uk)

i.e. uk ∈ Γ\{0} for all large k.
Since uk ∈ N+

λ,M , we get

−2b‖uk‖2 + λ (3− q)H(uk) + 3
ˆ

Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

)
f(uk)uk
|x|α

dx−B(uk) = ok(1)

which is a contradiction since Γ0 > 0. The remaining proof follows similarly as the proof of
Proposition 5.1.26.
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5.2.5.1 Existence of local minimum of Jλ,M in Nλ,M

Theorem 5.2.22. Let 1 < γ < 2 and λ > 0 satisfies (5.2.25). Then there exists a weak
solution uλ ∈ N+

λ,M ∩H+ to (Pλ,M ) such that Jλ,M(uλ) = infu∈Nλ,M\{0} Jλ,M(u) and uλ ∈
N+
λ,M ∩H+ is a local minimum for Jλ,M in Wm,2

0 (Ω).

Proof. Let {uk} ⊂ Nλ,M be a minimizing sequence satisfying Jλ,M(uk) → θ as k → ∞
and Jλ,M(v) ≥ Jλ,M(uk) − 1

k‖uk − v‖, ∀v ∈ Nλ (as in (5.2.32)). Then by Theorem 5.2.16
we obtain {uk} is a bounded sequence in Wm,2

0 (Ω). Also there exists a subsequence of {uk}
(denoted by same sequence) and uλ such that uk ⇀ uλ weakly in Wm,2

0 (Ω), uk → uλ strongly
in Lr(Ω) for r ≥ 1 and uk → uλ a.e. in Ω as k → ∞. Then using f(t) ≤ Cε,γ exp(εt2) for
ε > 0 small enough and Theorem 2.2.2, Chapter 1 with n = 2m, we obtain that f(uk) and
F (uk) are uniformly bounded in Lq(Ω) for all q > 1. Then by Proposition 2.2.7 and Vitali’s
convergence theorem, we obtain∣∣∣∣ˆ

Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

dy

)
f(uk)(uk − uλ)

|x|α
dx

∣∣∣∣→ 0 as k →∞.

Thus by Proposition 5.2.21, we have 〈J ′λ,M (uk), (uk − uλ)〉 → 0. Then we conclude that

M(‖uk‖2)
ˆ

Ω
∇muk.∇m(uk − uλ) dx→ 0 as k →∞. (5.2.35)

On the other hand, using uk ⇀ uλ weakly and by boundedness of M(‖uk‖2) we have

M(‖uk‖2)
ˆ

Ω
∇muλ.∇m(uk − uλ) dx→ 0 as k →∞. (5.2.36)

Substracting (5.2.36) from (5.2.35), we get,

M(‖uk‖2)
ˆ

Ω
(∇muk −∇muλ).∇m(uk − uλ) dx→ 0 as k →∞.

which gives
M(‖uk‖2)

ˆ
Ω
|∇muk −∇muλ|2 dx→ 0 as k →∞.

Since M(t) ≥M0, we obtain uk → uλ strongly in Wm,2
0 (Ω). By Lemma 5.2.10

ˆ
Ω

(ˆ
Ω

F (uk)
|x− y|µ|y|α

dy

)
f(uk)
|x|α

φ dx→
ˆ

Ω

(ˆ
Ω

F (uλ)
|x− y|µ|y|α

dy

)
f(uλ)
|x|α

φ dx

and also ˆ
Ω
h(x)|uk|q−1ukφ dx→

ˆ
Ω
h(x)|u|q−1

λ uλφ dx

for all φ ∈ Wm,2
0 (Ω). Therefore, uλ satisfies (Pλ,M ) in weak sense and hence uλ ∈ Nλ,M .

Moreover, θ ≤ Jλ,M (uλ) ≤ lim infk→∞ Jλ,M(uk) = θ. Hence uλ is a minimizer for Jλ,M in
Nλ,M .
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Using (5.2.34), we have
´

Ω h(x)|uλ|q+1 > 0. Then there exists a t1(uλ) > 0 such that
t1(uλ)uλ ∈ N+

λ,M . We now claim that t1(uλ) = 1 i.e. uλ ∈ N+
λ,M . Suppose not then

t2(uλ) = 1 and uλ ∈ N−λ,M . Now Jλ,M (t1(uλ)uλ) < Jλ,M(uλ) ≤ θ which yields a contra-
diction, since t1(uλ)uλ ∈ Nλ,M . The proof for uλ being a local minimum for Jλ,M in Wm,2

0 (Ω)
follows exactly as the proof of Theorem 5.1.27.

Theorem 5.2.23. Let 1 < γ < 2 and λ > 0 satisfies (5.2.25). Then Jλ,M achieves its
minimizer on N−λ,M .

Proof. Let u ∈ N−λ,M . Then

3a‖u‖4 + b‖u‖2 − λqH(u)−
ˆ

Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u).u
|x|α

dx

−
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f ′(u)u2

|x|α
dx < 0.

This along with (5.2.23) gives us

(3− q)a‖u‖4 + (1− q) b‖u‖2 + q

ˆ
Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u.u
|x|α

dx

−
ˆ

Ω

(ˆ
Ω

f(u)u
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx−
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f ′(u)u2

|x|α
dx < 0.

This implies that N−λ,M ⊂ Γ and then following step 1 of Lemma 5.2.13 we get that ∃ c >
0, ‖u‖ ≥ c > 0 for any u ∈ N−λ,M from which it follows that N−λ,M is a closed set. Also this
gives infu∈N−

λ,M
\{0}B(u) ≥ c̃ > 0. Therefore, for λ < λ0 small enough,

inf
u∈N−

λ,M
\{0}

B(u) + 2b‖u‖2 − (3− q)λH(u)− 3
ˆ

Ω

(ˆ
Ω

F (u)
|x− y|µ|y|α

dy

)
f(u)u
|x|α

dx > 0.

Now let θ− = minu∈N−
λ,M
\{0} Jλ,M(u) > −∞ then from Ekeland variational principle, we

know that there exist {vk}k∈N a minimizing sequence such that

Jλ,M(vk) ≤ inf
u∈N−

λ,M

Jλ,M (u) + 1
k

and Jλ,M(u) ≥ Jλ,M(vk)−
1
k
‖vk − u‖ ∀ u ∈ N−λ,M .

From Jλ,M (vk) → θ− as k → ∞ and vk ∈ Nλ,M , it is easy to prove that ‖vk‖ ≤ C (as in
Lemma 5.2.8). Indeed,∣∣∣∣a‖vk‖4 + b‖vk‖2 − λH(vk)−

ˆ
Ω

(ˆ
Ω

F (vk)
|x− y|µ|y|α

dy

)
f(vk)vk
|x|α

dx

∣∣∣∣ = o(‖vk‖)

and

C + o(‖vk‖) ≥ Jλ,M (vk)−
1
4〈J

′
λ,M (vk), vk〉 ≥

b

4‖vk‖
2n − C(λ)‖vk‖q+1

implies that ‖vk‖ ≤ C. Thus we get ‖S(vk)‖∗ ≤ C1 and from (5.2.5.1) we have ‖ξ−k (0)‖∗ ≤
C2. Now the rest of the proof follows as in the proof of Theorem 5.2.22 with the help of
Lemma 5.2.20.
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Proof of Theorem 5.2.6 : The proof follows from Theorem 5.2.22 and Theorem 5.2.23.

5.3 Adams-Moser-Trudinger inequalities for Cartesian product of
Sobolev space

5.3.1 Main results

In this subsection, we first establish the non-singular version of Moser-Trudinger and Adams-
Moser-Trudinger inequalities in higher dimensional product spaces. Let

Y := W
m, n

m
0 (Ω)×Wm, n

m
0 (Ω)

be the Banach space endowed with the norm

‖(u, v)‖Y :=
(
‖u‖

n
m

W
m, nm
0 (Ω)

+ ‖v‖
n
m

W
m, nm
0 (Ω)

)m
n

where ‖u‖
n
m

W
m, nm
0 (Ω)

:=
´

Ω |∇
mu|

n
mdx.

We prove the following result:

Theorem 5.3.1. For (u, v) ∈ Y, n,m ∈ N such that n ≥ 2m and Ω ⊂ Rn is a bounded
domain, we have ˆ

Ω
exp

(
Θ
(
|u|

n
n−m + |v|

n
n−m

))
dx <∞

for any Θ > 0. Moreover,

sup
‖(u,v)‖Y=1

ˆ
Ω

exp
(
Θ
(
|u|

n
n−m + |v|

n
n−m

))
dx <∞, provided Θ ≤ ζn,m

2n,m
(5.3.1)

where 2n,m = 2
n−2m
n−m . Furthermore if Θ >

ζn,m
2n,m , then there exists a pair (u, v) ∈ Y with

‖(u, v)‖Y = 1 such that the supremum in (5.3.1) is infinite.

As an consequence of Theorem 5.3.1, we prove the following version of Lions’ Lemma [196]
in the product space Y.

Theorem 5.3.2. Let (uk, vk) ∈ Y such that ‖(uk, vk)‖Y = 1 for all k and (uk, vk) ⇀ (u, v) 6≡
(0, 0) weakly in Y. Then for all p < ζn,m

2n,m(1− ‖(u, v)‖
n
m )

m
n−m

,

sup
k∈N

ˆ
Ω

exp
(
p
(
|uk|

n
n−m + |vk|

n
n−m

))
dx <∞.

Next, we prove the singular version of Moser-Trudinger inequality in the Cartesian product
of Sobolov spaces when m = 1.
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5.3.2. Proof of the main results

Theorem 5.3.3. For (u, v) ∈ Y = W 1,n
0 (Ω) ×W 1,n

0 (Ω), n ≥ 2, λ ∈ [0, n) and Ω ⊂ Rn is a
smooth bounded domain, we have

ˆ
Ω

exp(β(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞

for any β > 0. Moreover,

sup
‖(u,v)‖Y=1

ˆ
Ω

exp(β(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞ if and only if 2nβ

αn
+ λ

n
≤ 1

where 2n := 2n,1 = 2
n−2
n−1 .

Similarly we can prove singular and non-singular Moser-Trudinger inequalities in the product
space Z := W 1,n(Ω)×W 1,n(Ω) where Ω ⊂ Rn is a bounded domain endowed with the norm

‖(u, v)‖Z :=
(
‖u‖nW 1,n(Ω) + ‖v‖nW 1,n(Ω)

) 1
n

where ‖u‖nW 1,n(Ω) :=
ˆ

Ω
(|u|n + |∇u|n) dx. Precisely we establish the following result.

Theorem 5.3.4. For (u, v) ∈ Z, n ≥ 2, λ ∈ [0, n) and Ω ⊂ Rn be a smooth bounded domain,
we have ˆ

Ω

exp(β̃(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞

for any β̃ > 0. Moreover,

sup
‖(u,v)‖Z=1

ˆ
Ω

exp(β̃(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
dx <∞ if and only if 2β̃

αn
+ λ

n
≤ 1.

5.3.2 Proof of the main results

Lemma 5.3.1. If a, b > 0 such that a+ b = 1 then aα + bα ≤ 21−α for all 0 < α < 1.

Proof. Let r : (0, 1]× (0, 1]→ R such that r(a, b) = aα + bα and a+ b = 1 then

r̃(a) := r(a, 1− a) = aα + (1− a)α

and
d

da
r̃(a) = α(aα−1 − (1− a)α−1) = 0

gives a = 1
2 , which is the point of maximum (since d

da

(
d
da r̃
)

(a)
∣∣
a= 1

2
< 0 ). Therefore the

maximum value of r̃ in (0, 1] is 21−α.
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Proof of Theorem 5.3.1:
We denote ‖ · ‖ := ‖ · ‖

W
m, nm
0 (Ω)

. Without loss of generality, let (u, v) ∈ Y \ {(0, 0)} be such
that ‖(u, v)‖Y = 1. If either u ≡ 0 or v ≡ 0, the result follows from Theorem 2.2.2, Chapter
1.
We set α = m

n−m , a = ‖u‖
n
m and b = ‖v‖

n
m then Lemma 5.3.1 gives us that

‖u‖
n

n−m

2n,m
+ ‖v‖

n
n−m

2n,m
≤ 1

where 2n,m = 2
n−2m
n−m .

Case 1: Let ‖u‖
n

n−m

2n,m + ‖v‖
n

n−m

2n,m < 1.
Then there exists 1 < c := c(u, v) <∞ such that

‖u‖
n

n−m

2n,m
+ ‖v‖

n
n−m

2n,m
+ 1
c

= 1.

Using the generalized Hölder’s inequality and Θ ≤ ζn,m
2n,m we obtain

ˆ
Ω

exp(Θ(|u|
n

n−m + |v|
n

n−m ))

≤ |Ω|
1
c

(ˆ
Ω

exp(Θ2n,m
( |u|
‖u‖

) n
n−m

)
) ‖u‖ n

n−m
2n,m

(ˆ
Ω

exp(Θ2n,m
( |v|
‖v‖

) n
n−m

)
) ‖v‖ n

n−m
2n,m

≤ C
(ˆ

Ω
exp(ζn,m

( |u|
‖u‖

) n
n−m

)
) ‖u‖ n

n−m
2n,m

(ˆ
Ω

exp(ζn,m
( |v|
‖v‖

) n
n−m

)
) ‖v‖ n

n−m
2n,m

(5.3.2)

where C is a positive constant depending on |Ω| but independent of u, v.

Case 2: ‖u‖
n

n−m

2n,m + ‖v‖
n

n−m

2n,m = 1.

Applying the Hölder’s inequality and Θ ≤ ζn,m
2n,m we obtain

ˆ
Ω

exp(Θ(|u|
n

n−m + |v|
n

n−m ))

≤
(ˆ

Ω
exp(Θ2n,m

( |u|
‖u‖

) n
n−m

)
) ‖u‖ n

n−m
2n,m

(ˆ
Ω

exp(Θ2n,m
( |v|
‖v‖

) n
n−m

)
) ‖v‖ n

n−m
2n,m

≤
(ˆ

Ω
exp(ζn,m

( |u|
‖u‖

) n
n−m

)
) ‖u‖ n

n−m
2n,m

(ˆ
Ω

exp(ζn,m
( |v|
‖v‖

) n
n−m

)
) ‖v‖ n

n−m
2n,m

.

(5.3.3)

Now by combining (5.3.2), (5.3.3) and taking supremum over ‖(u, v)‖Y = 1, we obtain the
desired inequality (5.3.1). For the remaining part of the proof, we assume that 0 ∈ Ω and
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5.3.2. Proof of the main results

seek use of the Adams function to construct a sequence of test functions. Let us denote
B(0, l) def= Bl as a ball with center 0 and radius l in Rn then without loss of generality, we can
assume that B(0, l) ⊂ Ω for ∈ (0, 1). We recall the following result (see [182]): For l ∈ (0, 1),
there exists

Ul ∈ {u ∈W
m, n

m
0 (Ω) : u|Bl = 1}

such that

‖Ul‖
n
m = Cm, n

m
(Bl;B1) ≤

 ζn,m

n log
(

1
l

)


n−m
m

where Cm, n
m

(K,E) is the conductor capacity of K in E whenever E is an open set and K is

relatively compact subset of E and Cm, n
m

(K;E) def= inf{‖u‖
n
m : u ∈ C∞0 (E), u|K = 1}. Let us

set σ > 0 and l = 1
k , for k ∈ N. Also we define

Ak(x) =


(
n log(k)
ζn,m

)n−m
n

U 1
k

(
x

σ

)
if |x| < σ;

0 if |x| ≥ σ.

Then we have Ak(x)
∣∣
Bσ
k

=
(
n log(k)
ζn,m

)n−m
n and ‖Ak‖ ≤ 1, Now we consider

Zk = c1wk and Vk = c2wk

where wk(x) = Ak
‖Ak‖ and c1, c2 ∈ R+ verifies

c
n
m
1 + c

n
m
2 = 1 and c

n
n−m
1 + c

n
n−m
2 = 2n,m

which implies that supp(wk) ⊂ Bσ(0) and ‖wk‖ = 1 for all k. The existence of c1, c2 can be
proved using Lemma 5.3.1. Thus we obtain

‖Zk, Vk‖Y =
(
‖Zk‖

n
m + ‖Vk‖

n
m

)m
n =

(
c
n
m
1 ‖wk‖

n
m + c

n
m
2 ‖wk‖

n
m

)m
n

= ‖wk‖(c
n
m
1 + c

n
m
2 )

m
n = 1.

So if Θ >
ζn,m
2n,m , then for some ε > 0, Θ = (1 + ε) ζn,m2n,m which gives that

ˆ
Ω

exp(Θ(|Uk|
n

n−m + |Vk|
n

n−m )) ≥
ˆ
Bσ
k

exp
(

(1 + ε) ζn,m2n,m
(|wk|

n
n−m (c

n
n−m
1 + c

n
n−m
2 ))

)

=
ˆ
Bσ
k

kn(1+ε) ≥ C3k
ε →∞ as k →∞.

This completes the proof.
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Proof of Theorem 5.3.2 : Using Brezis-Lieb lemma, it is easy to see that

lim
k→∞

‖(uk − u), (vk − v)‖
n
m
Y = 1− ‖(u, v)‖

n
m
Y

and
|uk|

n
n−m ≤

(
|uk − u|

n
n−m + |u|

n
n−m

)
+ C(|uk − u|

m
n−m |u|+ |u|

m
n−m |uk − u|)

where C def= C(n,m) > 0. Now for any ε > 0, from Young’s inequality we have that

ab ≤ m

n
(εa)

n
m + n−m

n

(
b

ε

) n
n−m

.

This gives us

|uk|
n

n−m ≤
(
(1 + C1ε

n
m + C1ε

n
n−m )|uk − u|

n
n−m + (1 + C1ε

−n
m + C1ε

−n
n−m )|u|

n
n−m

)
:= C1,ε|uk − u|

n
n−m + C ′1,ε|u|

n
n−m (say).

Similarly we also have

|vk|
n

n−m ≤ C1,ε|vk − v|
n

n−m + C ′1,ε|v|
n

n−m .

Therefore by using Hölder inequality and above estimates we obtain,
ˆ

Ω
exp

(
p(|uk|

n
n−m + |vk|

n
n−m )

)
dx ≤

(ˆ
Ω

exp
(
pC1,εr1

(
|uk − u|

n
n−m + |vk − v|

n
n−m

))
dx

) 1
r1

.

(ˆ
Ω

exp
(
pC ′1,εr2

(
|u|

n
n−m + |v|

n
n−m

))
dx

) 1
r2

≤ C(n,m, u, v, r2)
(ˆ

Ω
exp

(
pC1,εr1(‖(uk − u), (vk − v)‖Y)

n
n−m

(( |uk − u|
‖(uk − u), (vk − v)‖Y

) n
n−m

+
( |vk − v|
‖(uk − u), (vk − v)‖Y

) n
n−m

))
dx

) 1
r1

where r1 and r2 are Hölder conjugate to each other and C(n,m, u, v, r2) is a positive constant
independent of k. Now since C1,ε → 1 as ε → 0, by choosing ε > 0 small enough and r1 > 1
very close to 1 such that

pr1C1,ε(1− ‖(u, v)‖
n
m
Y )

m
n−m <

ζn,m
2n,m

we get the desired result, by using Theorem 5.3.1.

To prove the following Singular Moser-Trudinger inequality in cartesian product of Sobolev
space taking m = 1 and using the idea of Theorem 2.1 in [7].

Proof of Theorem 5.3.3:

We denote ‖ · ‖ := ‖ · ‖
W 1,n

0 (Ω) in this proof. Let (u, v) ∈ Y be such that ‖(u, v)‖Y = 1,
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5.3.2. Proof of the main results

λ ∈ (0, n) and β > 0. Then following two cases arise:

Case 1: Let β2n
αn

+ λ
n < 1 then we choose t > 1 such that

β2n
αn

+ λt

n
= 1.

Now by using Cauchy-Schwarz inequality and Theorem 5.3.1, we obtain
ˆ

Ω

exp(β(|u|
n
n−1 + |v|

n
n−1 ))

|x|λ
≤
(ˆ

Ω
exp

(
αn
2n

(
|u|

n
n−1 + |v|

n
n−1
)))β2n

αn

.

(ˆ
Ω

1
|x|

n
t

)λt
n

≤ C

where C is a constant independent of u, v.

Case 2: Let β2n
αn

+ λ
n = 1. Then from standard symmetrization and density arguments we

can reduce to the case Ω being a ball B(0, R) with centre origin and radius R and u, v being
positive smooth and radial functions. Thereforeˆ

B(0,R)
(|∇u|n + |∇v|n)dx = ωn−1

ˆ R

0
((u′(r))n + (v′(r))n)rn−1dr (5.3.4)

and
ˆ
B(0,R)

exp
(
sαn
2n (|u|

n
n−1 + |v|

n
n−1 )

)
|x|(1−s)n

dx =
ˆ R

0
exp

(
sαn
2n

(|u|
n
n−1 + |v|

n
n−1 )

)
rsn−1dr

where s = β2n
αn

so that λ = (1− s)n. Now we set

ũ(r) = s
n−1
n u(r

1
s ) and ṽ(r) = s

n−1
n v(r

1
s ) for r ∈ [0, Rs].

Therefore ˆ R

0
((u′(r))n + (v′(r))n)rn−1dr =

ˆ Rs

0
((ũ′(r))n + (ṽ′(r))n)rn−1dr,

ˆ R

0
exp

(
sαn
2n

(|u|
n
n−1 + |v|

n
n−1 )

)
rsn−1dr = 1

s

ˆ Rs

0
exp

(
αn
2n

(|ũ|
n
n−1 + |ṽ|

n
n−1 )

)
rn−1dr.

(5.3.5)
Now by combining (5.3.4)-(5.3.5) and taking supremum, we obtain

sup
‖(u,v)‖Y=1

ˆ
B(0,R)

exp
(
sαn
2n (|u|

n
n−1 + |v|

n
n−1 )

)
|x|(1−s)n

dx

≤ sup
‖(ũ,ṽ)‖Y=1

Rs(n−1)

s

ˆ Rs

0
exp

(
αn
2n

(|ũ|
n
n−1 + |ṽ|

n
n−1 )

)
dr <∞

which is the desired inequality. For the remaining part of the proof, we assume 0 ∈ Ω and
define

wk(x) = 1

ω
1
n
n−1



(log k)
n−1
n , 0 ≤ |x| ≤ ρ

k
,

log
(
ρ
|x|

)
(log k)

1
n

,
ρ

k
≤ |x| ≤ ρ,

0, |x| ≥ ρ
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such that supp(wk) ⊂ Bρ(0) and ‖wk‖ = 1 for all k. Let c1, c2 ∈ R+ such that cn1 + cn2 = 1
and c

n
n−1
1 + c

n
n−1
2 = 2

n−2
n−1 (The existence of c1, c2 can be proved by taking the maximum of

function mentioned in Lemma 5.3.1).
Also we define

Uk = c1wk and Vk = c2wk

such that

‖Uk, Vk‖Y = (‖Uk‖n + ‖Vk‖n)
1
n = (cn1‖wk‖n + cn2‖wk‖n)

1
n = ‖wk‖(cn1 + cn2 )

1
n = 1.

Now let β >
(
1− λ

n

)
αn
2n , then for some ε > 0, β = (1 + ε)

(
1− λ

n

)
αn
2n and

ˆ
Ω

exp
(
β(|Uk|

n
n−1 + |Vk|

n
n−1 )

)
|x|λ

≥
ˆ
B ρ
k

exp
(

(1 + ε)
(
1− λ

n

)
αn
2n |wk|

n
n−1 (c

n
n−1
1 + c

n
n−1
2 )

)
|x|λ

≥
ˆ
B ρ
k

kn(1+ε)(1−λ
n)+λ ≥ C3k

ε(n−λ) →∞ as k →∞.

Proof of Theorem 5.3.4: The proof can be done by following the same steps as in Theorems
5.3.1 and 5.3.3.

5.4 Kirchhoff systems with Choquard non-linearity

In this section, we study the following system of n-Kirchhoff Choquard equations with expo-
nential non-linearity

(KCS)



−m(‖(u, v)‖n)∆nu =
(ˆ

Ω

F (y, u, v)
|x− y|µ

dy

)
f1(x, u, v), u > 0 in Ω,

−m(‖(u, v)‖n)∆nv =
(ˆ

Ω

F (y, u, v)
|x− y|µ

dy

)
f2(x, u, v), v > 0 in Ω,

u, v = 0 on ∂Ω,

where Ω is a smooth bounded domain in Rn, 0 < µ < n. Let m : R+ → R+ be a continuous
function satisfying the following conditions:

(m1) M(t+ s) ≥M(t) +M(s) for all t, s ≥ 0 where M(t) is the primitive of the function m.
(m2) There exist constants c0, c1, c2 > 0 and t̃ > 0 such that for some r, z ∈ R+

m(t) ≥ c0 or m(t) ≥ tz, for all t ≥ 0

and
m(t) ≤ c1 + c2t

r, for all t ≥ t̃.

(m3) The map t 7→ m(t)
t is non-increasing for t > 0.
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5.4. Kirchhoff systems with Choquard non-linearity

We remark that the assumption (m2) covers both degenerate as well as non-degenerate case
of the Kirchhoff term.

Example 1: An example of a function m satisfying (m1) − (m3) is m(t) = d0 + d1t
β for

β < 1 and d0, d1 ≥ 0.

Let the function F : Ω × R2 → R be continuously differentiable with respect to second and
third variable and of the form F (x, t, s) = h(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ) such that

f1(x, t, s) := ∂F

∂t
(x, t, s) = h1(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ),

f2(x, t, s) := ∂F

∂s
(x, t, s) = h2(x, t, s) exp(|t|

n
n−1 + |s|

n
n−1 ).

We assume hi’s for i = 1, 2 are continuous functions satisfying the following conditions-

(f1) hi(x, t, s) = 0 when either t ≤ 0 or s ≤ 0 and hi(x, t, s) > 0 when t, s > 0, for all x ∈ Ω
and i = 1, 2.

(f2) For any ε > 0 and i = 1, 2

lim
t,s→∞

sup
x∈Ω

hi(x, t, s) exp(−ε(|t|
n
n−1 + |s|

n
n−1 )) = 0,

lim
t,s→∞

inf
x∈Ω

hi(x, t, s) exp(ε(|t|
n
n−1 + |s|

n
n−1 )) =∞.

(f3) There exists

l >


max

{
n− 1, n(r + 1)

2

}
when m is non-degenerate,

max
{
n− 1, n(z + 1)

2 ,
n(r + 1)

2

}
when m is degenerate.

such that the maps t 7→ f1(x,t,s)
|t|l , s 7→ f2(x,t,s)

|s|l are increasing functions of t (uniformly in
s and x) and s (uniformly in t and x) respectively.

(f4) There exist q, s0, t0,M0 > 0 such that sqF (x, t, s) ≤ M0f2(x, t, s) for all s ≥ s0 and
tqF (x, t, s) ≤M0f1(x, t, s) for all t ≥ t0 uniformly in x ∈ Ω.

(f5) There exists a γ satisfying n−2
2 < γ such that lim

(t,s)→(0,0)
fi(x,t,s)
sγ+tγ = 0 holds for i = 1, 2.

Let P := W 1,n
0 (Ω)×W 1,n

0 (Ω) endowed with the graph norm

‖(u, v)‖ :=
(
‖u‖n

W 1,n
0 (Ω) + ‖v‖n

W 1,n
0 (Ω)

) 1
n

where ‖u‖n
W 1,n

0 (Ω) :=
´

Ω |∇u|
ndx. The study of the elliptic system (KCS) is motivated by

Theorems 5.3.1 and 5.3.2. Following is the notion of weak solution for (KCS).
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Definition 5.4.1. A function (u, v) ∈ P is said to be weak solution of (KCS) if for all
(φ, ψ) ∈ P, it satisfies

m(‖u, v‖n)
(ˆ

Ω
|∇u|n−2∇u∇φdx+

ˆ
Ω
|∇v|n−2∇v∇ψdx

)
=
ˆ

Ω

(ˆ
Ω

F (x, u, v)
|x− y|µ

dy

)
(f1(x, u, v)φ+ f2(x, u, v)ψ)dx.

We define the energy functional J on P as

J(u, v) = 1
n
M(‖u, v‖n)− 1

2

ˆ
Ω

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
F (x, u, v)dx. (5.4.1)

Using assumption (f1)− (f3), we get that for any ε > 0, p ≥ 1 and 1 ≤ k < l + 1 there exist
constant C1, C2 such that for any (x, t, s) ∈ Ω× R2

|F (x, t, s)| ≤ C1(|s|k + |t|k) + C2(|s|p + |t|p) exp((1 + ε)(|s|
n
n−1 + |t|

n
n−1 )). (5.4.2)

Then by using Sobolev embedding and Hardy-Littlewood Sobolev inequality, we obtain F (u, v) ∈
Lq(Ω× Ω) for any q ≥ 1 and the energy functional J is well defined in P.

5.4.1 Main result

Theorem 5.4.1. Let m satisfies (m1)− (m3) and f satisfies (f1)− (f5) and

lim
t,s→∞

(f1(x, t, s)t+ f2(x, t, s)s)F (x, t, s)
exp(q(|t|

n
n−1 + |s|

n
n−1 ))

=∞ uniformly in x ∈ Ω.

for some q > 2. Then there exists a positive weak solution of the problem (KCS).

5.4.2 Mountain Pass geometry and Analysis of Palais-Smale sequence

In this section we show that the energy functional J satisfies the mountain pass geometry
and derive the integral estimates of Choquard term by exploiting the weak convergence of
Palais-Smale squence in appropriate spaces.

Lemma 5.4.1. Assume m and f satisfies (m2) and (f1)− (f3) respectively then

(i) There exists ρ > 0 such that J(u, v) ≥ σ when ‖(u, v)‖ = ρ, for some σ > 0.
(ii) There exists a (ũ, ṽ) ∈ P such that J(ũ, ṽ) < 0 and ‖(ũ, ṽ)‖ > ρ.

Proof. Let (u, v) ∈ P such that ‖(u, v)‖ = ρ (to be determined later). Then from (5.4.2),
Proposition 2.2.6, Sobolev embedding, Hölder inequality, we have for any ε > 0, p ≥ 1 and
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1 ≤ k < l + 1 we haveˆ
Ω

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
F (x, u, v)dx ≤ C(n, µ)‖F (x, u, v)‖2

L
2n

2n−µ (Ω)

≤
[
C1

(ˆ
Ω
|u|k + |v|k

) 2n
2n−µ

+ C2

(ˆ
Ω

(|u|p + |v|p)
2n

2n−µ exp
((1 + ε)2n

2n− µ (|u|
n
n−1 + |v|

n
n−1 )

))] 2n−µ
n

≤
[
C1 (‖(u, v)‖)

2nk
2n−µ

+ C2 (‖(u, v)‖)
2np

2n−µ

(ˆ
Ω

exp
(

(1 + ε)4n‖(u, v)‖
n
n−1

2n− µ

(
|u|

n
n−1 + |v|

n
n−1

‖(u, v)‖
n
n−1

))) 1
2 ] 2n−µ

n

.

If we choose ε > 0 and ρ such that 4n(1+ε)ρ
n
n−1

2n−µ ≤ αn
2n , then by using Theorem 5.3.1 in above

we obtain, ˆ
Ω

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
F (x, u, v)dx ≤ C3‖(u, v)‖2k + C4‖(u, v)‖2p. (5.4.3)

Niw by using (5.4.3) and (m2) (for non-degenerate Kirchhoff term), we get

J(u, v) ≥ c0
‖(u, v)‖n

n
− C3‖(u, v)‖2k − C4‖(u, v)‖2p.

So choosing k > n/2, p > n/2 and ρ small enough such that J(u, v) ≥ σ when ‖(u, v)‖ = ρ

for some σ > 0 depending on ρ. Similarly for degenerate Kirchhoff term we get,

J(u, v) ≥ ‖(u, v)‖n(z+1)

n
− C3‖(u, v)‖2k − C4‖(u, v)‖2p

and we can choose 2k > n(z + 1), 2p > n(z + 1) and ρ̃ small enough such that ‖(u, v)‖ = ρ̃

and J(u, v) ≥ σ̃ for some σ̃ depending upon ρ̃.

Furthermore, again by using (m2), there exist constant ci, i = 1, 2, 3 such that

M(‖(u, v)‖n) ≤


c1

(r + 1)‖(u, v)‖n(r+1) + c2‖(u, v)‖n + c3, r 6= 1,

c1 ln(‖(u, v)‖n) + c2‖(u, v)‖n + c3 r = 1,
(5.4.4)

for ‖(u, v)‖ ≥ t̃ where

c3 =


M(t̃)− c2t̃−

c1
(r + 1) t̃

r+1, r 6= 1,

M(t̃)− c2t̃− c1 ln(t̃) r = 1.

Let (u0, v0) ∈ P such that u0 ≥ 0, v0 ≥ 0 and ‖(u0, v0)‖ = 1. Then by using (f3), there exists
pi ≥ 0, i = 1, 2, 3 and K > n(r+1)

2 such that F (x, t, s) ≥ p1|t|K + p2|s|K − p3 and
ˆ

Ω

(ˆ
Ω

F (y, ξu0, ξv0)
|x− y|µ

dy

)
F (x, ξu0, ξv0)dx ≥ C5ξ

2K − C6ξ
K + C7. (5.4.5)
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Finally by combining (5.4.4) and (5.4.5), we obtain J(ξu0, ξv0) → −∞ as ξ → ∞. Hence
there exists (ũ, ṽ) ∈ P such that J(ũ, ṽ) < 0 and ‖(ũ, ṽ)‖ > ρ.

Define the Mountain Pass critical level as

l∗ = inf
γ∈Γ

max
t∈[0,1]

J(γ(t)) where Γ = {γ ∈ C([0, 1],P) : γ(0) = 0, J(γ(1)) < 0}

and then by using Ekeland principle and deformation lemma (Theorem 2.4.1), we have the
existence of minimizing Palais-Smale sequence (un, vn) ∈ P such that

J(un, vn)→ l∗, J ′(un, vn)→ 0.

To analyze accurately the compactness of Palais Smale sequences for J , we show a series of
Lemmas, starting with every Palais-Smale sequence is bounded in energy space.

Lemma 5.4.2. Every Palais-Smale sequence is bounded in P.

Proof. Let (uk, vk) be a Palais-Smale sequence such that J(uk, vk)→ c and J ′(uk, vk)→ 0 as
k →∞ for some c ∈ R. Therefore we have:

∣∣∣∣M(‖(uk, vk)‖n)
n

− 1
2

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
F (x, uk, vk)dx

∣∣∣∣→ c (5.4.6)

and

∣∣∣∣m(‖(uk, vk)‖n)
(ˆ

Ω
|∇uk|n−2∇uk∇φdx+

ˆ
Ω
|∇vk|n−2∇vk∇ψdx

)
−
ˆ

Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)φ+ f2(x, uk, vk)ψ)dx

∣∣∣∣ ≤ εk‖(φ, ψ)‖.
(5.4.7)

Now by using (f3) and (m3), there exists η > n
2 , θ ≥ 2n such that

ηF (x, t, s) ≤ tf1(x, t, s) and ηF (x, t, s) ≤ sf2(x, t, s) for all (x, t, s) ∈ Ω× R2

and
1
n
M(t)− 1

θ
m(t)t in nonnegative and nondecreasing for t ≥ 0.
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Then by taking φ = uk and ψ = vk in (5.4.7) along with (m2) (for both degenerate and
non-degenerate Kirchhoff terms) and above inequalities, we obtain

J(uk, vk)−
〈J ′(uk, vk), (uk, vk)〉

4η = M(‖(uk, vk)‖n)
n

− m(‖(uk, vk)‖n)
4η ‖(uk, vk)‖n

+ 1
4η

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)uk + f2(x, uk, vk)vk − 2ηF (x, uk, vk))dx

≥ M(‖(uk, vk)‖n)
n

− m(‖(uk, vk)‖n)
4η ‖(uk, vk)‖n

≥
( 1

2n −
1
4η

)
m(‖(uk, vk)‖n)‖(uk, vk)‖n

≥



c0

( 1
2n −

1
4η

)
‖(uk, vk)‖n

or( 1
2n −

1
4η

)
‖(uk, vk)‖n+z.

(5.4.8)

Also, from (5.4.6) and (5.4.7), we get for some constant C > 0

J(uk, vk)−
〈J ′(uk, vk), (uk, vk)〉

4η ≤ C
(

1 + εk
‖(uk, vk)‖

4η

)
. (5.4.9)

Therefore, by combining (5.4.8) and (5.4.9), we obtain {(uk, vk)} is bounded in P.

Lemma 5.4.3. Let {(uk, vk)} be a Palais-Smale sequence then up to a subsequence

|∇uk|n−2∇uk ⇀ |∇u|n−2∇u

|∇vk|n−2∇vk ⇀ |∇v|n−2∇v

weakly in W 1,n
0 (Ω).

Proof. From Lemma 5.4.2, we know that every Palais-Smale sequence is bounded in P. So
there exist u, v ∈W 1,n

0 (Ω) such that up to a subsequenceuk ⇀ u, vk ⇀ v weakly in W 1,n
0 (Ω).

uk → u, vk → v strongly in Lq(Ω) ∀q ≥ 1 and a.e. in Ω.

Since |uk|n+|∇uk|n and |vk|n+|∇vk|n is bounded in L1(Ω), so there exist two radon measures
µ1, µ2 and two functions u1, v1 ∈ (L

n
n−1 (Ω))n such that upto a subsequence

|uk|n + |∇uk|n → µ1 and |vk|n + |∇vk|n → µ2 in the sense of measure and

|∇uk|n−2∇uk ⇀ u1, |∇vk|n−2∇vk ⇀ v1 weakly in (L
n
n−1 (Ω))n as k →∞.

We set σ1, σ2 > 0 such that 2n
2n−µ(σ1 + σ2)

1
n−1 < αn

2 and Xσi = {x ∈ Ω : µi(Br(x) ∩ Ω)) ≥
σi), for all r > 0} for i = 1, 2. Then Xσi must be finite sets. Now, by using the same
arguments as in Lemma 5.1.12, it is sufficient to prove the following:
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Claim: For any open and relatively compact subset K of Ω \ (Xσ1 ∪Xσ2)

lim
k→∞

ˆ
K

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
f1(x, uk, vk)uk → lim

k→∞

ˆ
K

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
f1(x, u, v)u

(5.4.10)
and

lim
k→∞

ˆ
K

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
f2(x, uk, vk)vk → lim

k→∞

ˆ
K

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
f2(x, u, v)v.

(5.4.11)
Let x0 ∈ K and ri > 0 be such that µi(Bri(x0)∩Ω) < σi and consider ψi ∈ C∞(Ω) satisfying
0 ≤ ψi ≤ 1 for x ∈ Ω, ψi = 1 in B ri

2
(x0) ∩ Ω and ψi = 0 in Ω \Bri(x0) for i = 1, 2. Then

lim
k→∞

ˆ
B r1

2
(x0)∩Ω

|uk|n+|∇uk|ndx ≤ lim
k→∞

ˆ
Br1 (x0)∩Ω

(|uk|n+|∇uk|n)ψ1dx = µ1(Br1(x0)∩Ω) < σ1

and

lim
k→∞

ˆ
B r2

2
(x0)∩Ω

|vk|n+|∇vk|ndx ≤ lim
k→∞

ˆ
Br2 (x0)∩Ω

(|vk|n+|∇vk|n)ψ2dx = µ2(Br2(x0)∩Ω) < σ2.

Then by choosing k ∈ N large enough and r0 := min{r1, r2} we get

‖(uk, vk)‖nZ(B r0
2

(x0)∩Ω) :=
ˆ
B r0

2
(x0)∩Ω

(|uk|n + |∇uk|n + |vk|n + |∇vk|n) < (σ1 + σ2). (5.4.12)

Now by using (5.4.12), Theorem 5.3.4 with λ = 0 and choosing ε > 0 small enough and q > 1
such that 2nq

2n−µ(1 + ε)(σ1 + σ2)
1

n−1 ≤ αn
2 we get the following estimates for i = 1, 2

ˆ
B r0

2
(x0)∩Ω

|fi(x, uk, vk)|
2nq

2n−µdx

=
ˆ
B r0

2
(x0)∩Ω

|hi(x, uk, vk)|
2nq

2n−µ exp
( 2nq

2n− µ(|uk|
n
n−1 + |vk|

n
n−1 )

)
dx

≤ Cε
ˆ
B r0

2
(x0)∩Ω

exp
(2nq(1 + ε)

2n− µ (|uk|
n
n−1 + |vk|

n
n−1 )

)
dx

≤ Cε
ˆ
B r0

2
(x0)∩Ω

exp

 2nq
2n− µ(1 + ε)(σ1 + σ2)

1
n−1

 |uk|
n
n−1 + |vk|

n
n−1

‖(uk, vk)‖
n
n−1
Z(B r0

2
(x0)∩Ω)


 dx ≤ C̃ε

(5.4.13)
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for some constant C̃ε > 0. First we prove (5.4.10), a similar proof provides (5.4.11). Consider

ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
f1(x, uk, vk)uk −

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
f1(x, u, v)u

∣∣∣∣ dx
≤
ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
(f1(x, uk, vk)uk − f1(x, u, v)u)

∣∣∣∣ dx
+
ˆ
B r0

2
(x0)∩Ω

∣∣∣∣(ˆ
Ω

F (y, uk, vk)− F (y, u, v)
|x− y|µ

dy

)
f1(x, uk, vk)uk

∣∣∣∣ dx
:= I1 + I2 (say).

From (5.4.2), (5.4.13), Hölder’s inequality and asymptotic growth of fi we obtain that families
{f1(x, uk, vk)uk} and {f2(x, uk, vk)vk} are equi-integrable over B r0

2
(x0)∩Ω and µ ∈ (0, n) gives

ˆ
Ω

F (y, u, v)
|x− y|µ

dy ∈ L∞(Ω). (5.4.14)

Then (5.4.14) and Vitali’s convergence theorem combined with pointwise convergence of
f1(x, uk, vk)uk → f1(x, u, v)u implies I1 → 0. Now we show that I2 → 0 as k →∞. Then by
using semigroup property of the Riesz potential (see [205]) and (5.4.13) we get that for some
constant C > 0 independent of k

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)− F (y, u, v)
|x− y|µ

dy

)
χB r0

2
∩Ω(x)f1(x, uk, vk)ukdx

≤
(ˆ

Ω

(ˆ
Ω

|F (y, uk, vk)− F (y, u, v)|dy
|x− y|µ

)
|F (x, uk, vk)− F (x, u, v)|dx

) 1
2

×
(ˆ

Ω

(ˆ
Ω
χB r0

2
∩Ω(y)f1(y, uk, vk)uk

|x− y|µ
dy

)
χB r0

2
∩Ω(x)f1(x, uk, vk)ukdx

) 1
2

≤ C
(ˆ

Ω

(ˆ
Ω

|F (y, uk, vk)− F (y, u, v)|dy
|x− y|µ

)
|F (x, uk, vk)− F (x, u, v)|dx

) 1
2
.

Now we claim that

lim
k→∞

ˆ
Ω

(ˆ
Ω

|F (y, uk, vk)− F (y, u, v)|
|x− y|µ

dy

)
|F (x, uk, vk)− F (x, u, v)|dx = 0. (5.4.15)

From (5.4.6) and , (5.4.7) we get that there exists a constant C1, C2 > 0 (independent of k)
such that

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
F (x, uk, vk)dx ≤ C1,

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)uk + f2(x, uk, vk)vk)dx ≤ C2.

(5.4.16)
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We argue as along equation (3.19) in Lemma 5.1.12. Considerˆ
Ω

(ˆ
Ω

|F (y, uk, vk)− F (y, u, v)|
|x− y|µ

dy

)
|F (x, uk, vk)− F (x, u, v)|dx ≤

ˆ
Ω

(ˆ
Ω

|F (y, uk, vk)χA(y)− F (y, u, v)χB(y)
|x− y|µ

dy

)
|F (x, uk, vk)χA(x)− F (x, u, v)χB(x)|dx

+ 2
ˆ

Ω

(ˆ
Ω

(F (y, uk, vk)χA(y) + F (y, u, v)χB(y) + F (y, u, v)χD(y))
|x− y|µ

dy

)
F (x, uk, vk)χC(x)dx

+ 2
ˆ

Ω

(ˆ
Ω

(F (y, uk, vk)χA(y) + F (y, u, v)χB(y))
|x− y|µ

dy

)
F (x, u, v)χD(x)dx

+
ˆ

Ω

(ˆ
Ω

F (y, uk, vk)χC(y)
|x− y|µ

dy

)
F (x, uk, vk)χC(x)dx

+
ˆ

Ω

(ˆ
Ω

F (y, u, v)χD(y)
|x− y|µ

dy

)
F (x, u, v)χD(x)dx := I3 + I4 + I5 + I6 + I7.

where for a fixed M > 0

A = {x ∈ Ω : |uk| ≤M and |vk| ≤M}, B = {x ∈ Ω : |u| ≤M and |v| ≤M},

C = {x ∈ Ω : |uk| ≥M or |vk| ≥M} and D = {x ∈ Ω : |u| ≥M or |v| ≥M}.

Now using (5.4.16), (f4), semigroup property of the Riesz Potential we obtain Ij = o(M) for
j = 4, . . . , 7, when M is large enough and from Lebesgue dominated convergence theorem
we obtain I3 → 0 as k → ∞. Hence (5.4.15) holds and I2 → 0 as k → ∞. Now to conclude
(5.4.10) and (5.4.11), we repeat this procedure over a finite covering of balls using the fact
that K is compact. Now the remaining proof can be done by using the same arguments as in
Lemma 5.1.12.

Lemma 5.4.4. Let {(uk, vk)} be a Palais-Smale sequence for the energy functional J . Then
there exists (u, v) ∈ P such that upto a subsequenceˆ

Ω

(ˆ
Ω

F (x, uk, vk)
|x− y|µ

dy

)
fi(x, uk, vk)φdx→

ˆ
Ω

(ˆ
Ω

F (x, u, v)
|x− y|µ

dy

)
fi(x, u, v)φdx

for all φ ∈ C∞c (Ω) and i = 1, 2 and(ˆ
Ω

F (x, uk, vk)
|x− y|µ

dy

)
F (x, uk, vk)→

(ˆ
Ω

F (x, u, v)
|x− y|µ

dy

)
F (x, u, v)dx in L1(Ω).

The proof of the above Lemma follows from similar arguments as in Lemma 5.1.13 and Lemma
5.1.14.

Now we define the associated Nehari Manifold as

N = {(u, v) ∈ (W 1,n
0 (Ω) \ {0})2 : 〈J ′(u, v), (u, v)〉 = 0}

and we show that the mountain pass critical lies below every local minimum value of the
energy functional at the point of local minimum and to prove the existence of non-trivial
solution, we prove the essential upper bound on the critical level depending upon αn, n, µ.
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Lemma 5.4.5. Let l∗∗ = infu∈N J(u). Assume (m3), (f3) and for some q > 2

lim
t,s→∞

(f1(x, t, s)t+ f2(x, t, s)s)F (x, t, s)
exp(q(|t|

n
n−1 + |s|

n
n−1 ))

=∞ uniformly in x ∈ Ω (5.4.17)

holds then
l∗ ≤ l∗∗ and 0 < l∗ <

1
n
M

(((2n− µ
2n

)
αn
2n

)n−1
)
.

Proof. Let (u, v) ∈ N and h : (0,∞)→ R such that h(t) = J((tu, tv)). Then

h′(t) = m(‖(tu, tv)‖n)tn−1‖(u, v)‖n−
ˆ

Ω

(ˆ
Ω

F (y, tu, tv)
|x− y|µ

dy

)
(f1(x, tu, tv)u+f2(x, tu, tv)v)dx.

Since (u, v) ∈ N , we get

h′(t) = h′(t)− t2n−1〈J ′(u, v), (u, v)〉 = t2n−1
(
m(‖(tu, tv)‖n)
tn‖(u, v)‖n − m(‖(u, v)‖n)

‖(u, v)‖n
)
‖(u, v)‖2n

+ t2n−1
[ˆ

Ω

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)
(f1(x, u, v)u+ f2(x, u, v)v)dx

−
ˆ

Ω

(ˆ
Ω

F (y, tu, tv)
t2n|x− y|µ

dy

)
(f1(x, tu, tv)tu+ f2(x, tu, tv)tv) dx

]
.

Now (f3) implies, for any (x, s) ∈ Ω×R+, the map r 7→ rf1(x, r, s)− nF (x, r, s) and for any
(x, r) ∈ Ω×R+, the map s 7→ sf2(x, r, s)− nF (x, r, s) is increasing on R+. Using this we get
rf1(x, r, s) − nF (x, r, s) ≥ 0 and sf2(x, r, s) − nF (x, r, s) ≥ 0 for all (x, r, s) ∈ Ω × R2 which
implies

t 7→ F (x, tu, tv)
tn

is non-decreasing for t > 0.

Then for 0 < t ≤ 1, x ∈ Ω and by using (m3) and (f3), we obtain

h′(t) ≥ t2n−1
(
m(‖(tu, tv)‖n)
tn‖(u, v)‖n − m(‖(u, v)‖n)

‖(u, v)‖n
)
‖(u, v)‖2n

+ t2n−1
[ˆ

Ω

(ˆ
Ω

F (y, u, v)
|x− y|µ

dy

)((
f1(x, u, v)u

un
− f1(x, tu, tv)tu

(tu)n
)
un(x)

+
(
f2(x, u, v)v

vn
− f2(x, tu, tv)tv

(tv)n
)
vn(x)

)]
≥ 0.

This gives that h′(t) ≥ 0 for 0 < t ≤ 1 and h′(t) < 0 for t > 1. Hence J(u, v) =
maxt≥0 J(tu, tv). Now we define g : [0, 1] → P as g(t) = (t0u, t0v)t where t0 > 1 is such
that J((t0u, t0v)) < 0. So, g ∈ Γ which gives

l∗ ≤ max
t∈[0,1]

J(g(t)) ≤ max
t≥0

J(tu, tv) = J(u, v).

Since u ∈ N is arbitrary, we get l∗ ≤ l∗∗. For u, v 6≡ 0, J(tu, tv) → −∞ as t → ∞ (from
Lemma 5.4.1) and by definition l∗ ≤ maxt∈[0,1] J(tu, tv) for (u, v) ∈ (W 1,n

0 (Ω)\{0})2 satisfying
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J(u, v) < 0. So, it is enough to prove that there exists a (w1, w2) ∈ P such that ‖(w1, w2)‖ = 1
and

max
t∈[0,∞)

J(tw1, tw2) < 1
n
M

(((2n− µ
2n

)
αn
2n

)n−1
)
. (5.4.18)

To prove this, we consider the sequence of functions {(Uk, Vk)} as defined in the proof of
Theorem 5.3.3 such that supp(Uk), supp(Vk) ⊂ Bρ(0) and ‖(Uk, Vk)‖ = 1 for all k. So we
claim that there exists a k ∈ N such that (5.4.18) is satisfied for w1 = Uk and w2 = Vk.

We proceed by contradiction, suppose this is not true then for all k ∈ N there exists a tk > 0
such that (5.4.18) does not holds i.e.

max
t∈[0,∞)

J(tUk, tVk) = J(tkUk, tkVk) ≥
1
n
M

(((2n− µ
2n

)
αn
2n

)n−1
)
.

Since J((tUk, tVk)→ −∞ as t→∞ uniformly in k therefore {tk} must be a bounded sequence
in R. Then from (5.4.1), ‖Uk, Vk‖ = 1 and monotonicity of M , we obtain(2n− µ

2n

)
αn
2n
≤ t

n
n−1
k . (5.4.19)

Since d
dt(J((tUk, tVk))|t=tk = 0 and

´
Bρ/k

´
Bρ/k

dxdy
|x−y|µ ≥ Cµ,n

( ρ
k

)2n−µ then by using (5.4.17),
for k ∈ N large enough we obtain

m(tnk)tnk =
ˆ

Ω

(ˆ
Ω

F (y, tkUk, tkVk)
|x− y|µ

dy

)
(f1(x, tkUk, tkVk)tkUk + f2(x, tkUk, tkVk)tkVk)dx

≥
ˆ
Bρ/k

(ˆ
Bρ/k

F (y, tkUk, tkVk)
|x− y|µ

dy

)
(f1(x, tkUk, tkVk)tkUk + f2(x, tkUk, tkVk)tkVk)dx.

≥ exp

q(c n
n−1
1 + c

n
n−1
2 )

 t
n
n−1
k (log k)

ω
1

n−1
n−1


ˆ

Bρ/k

ˆ
Bρ/k

dxdy

|x− y|µ

≥ C̃µ,nk

 q

(
c

n
n−1
1 +c

n
n−1
2

)
t

n
n−1
k

ω

1
n−1
n−1

−(2n−µ)


.

Hence by using the fact that (c
n
n−1
1 + c

n
n−1
2 ) = 2n, tnk is bounded, q > 2 and (5.4.19), we arrive

at a contradiction by taking k large enough.

Proof of Theorem 5.4.1: Let {(uk, vk)} denotes a Palais Smale sequence at the mountain
pass critical level l∗. Then by Lemma 5.4.2 there exists a u0, v0 ∈W 1,n

0 (Ω) such that up to a
subsequence uk ⇀ u0, vk ⇀ v0 weakly in W 1,n

0 (Ω) as k → ∞. We prove our main result in
several steps.

Step 1: Positivity of u0, v0.
If u0 = v0 ≡ 0 (or either one of them) then using Lemma 5.4.4, we infer that

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
F (x, uk, vk)dx→ 0 as k →∞
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and which further gives that limk→∞ J(uk, vk) = 1
n limk→∞M(‖(uk, vk)‖n) = l∗. Now in the

light of Lemma 5.4.5 and monotonicity of M , we obtain

2n
2n− µ‖(uk, vk)‖

n
n−1 <

αn
2n

for large enough k. Now, this implies that supk
´

Ω fi(x, uk, vk)
qdx < +∞ for some q > 2n

2n−µ ,
i = 1, 2. Along with (5.4.2), Theorem 5.3.1, the Hardy-Littlewood-Sobolev inequality and the
Vitali’s convergence theorem, we also obtain

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)uk + f2(x, uk, vk)vk)dx→ 0 as k →∞.

Hence limk→∞〈J ′((uk, vk)), (uk, vk)〉 = 0 gives limk→∞m(‖(uk, vk)‖n)‖(uk, vk)‖n = 0. Now
from (m2), we obtain limk→∞ ‖(uk, vk)‖n = 0. Thus using Lemma 5.4.4, it must be that
limk→∞ J(uk, vk) = 0 = l∗ which contradicts l∗ > 0. Thus u0, v0 6≡ 0 and there exists a
constant Υ > 0 such that up to a subsequence ‖uk‖n + ‖vk‖n → Υn as k → ∞. Then from
Lemma 5.4.3 and Lemma 5.4.4, we get as k →∞,

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)ϕ+ f2(x, uk, vk)ψ)dx→
ˆ

Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)ϕ+ f2(x, u0, v0)ψ)dx

and

m(Υn)
ˆ

Ω
(|∇u0|n−2∇u0∇ϕ+ |∇v0|n−2∇v0∇ψdx

=
ˆ

Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)ϕ+ f2(x, u0, v0)ψ)dx, for all ϕ,ψ ∈W 1,n

0 (Ω).

(5.4.20)

In particular, taking ϕ = u−0 and ψ = 0 (similarly ϕ = 0 and ψ = v−0 ) in (5.4.20) we get
m(Υn)‖u−0 ‖ = 0 (similarly m(Υn)‖v−0 ‖ = 0) and together with assumption (m2) implies
u−0 = 0 ( v−0 = 0) a.e. in Ω. Therefore u0, v0 ≥ 0 a.e. in Ω.
From Theorem 5.3.1 and Hölder inequality we get,(ˆ

Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0) + f2(x, u0, v0))dx ∈ Lq(Ω)

for 1 ≤ q < ∞. By elliptic regularity results and strong maximum principle, we finally get
that u0, v0 > 0 in Ω.

Step 2:m(‖u0, v0‖n)‖(u0, v0)‖n ≥
ˆ

Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)u0+f2(x, u0, v0)v0) dx.

Suppose by contradiction

m(‖u0, v0‖n)‖(u0, v0)‖n <
ˆ

Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)u0 + f2(x, u0, v0)v0)dx
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which implies that 〈J ′(u0, v0), (u0, v0)〉 < 0. For t > 0 small enough, using (f3) and (f5) we
have that

〈J ′(tu0, tv0), (u0, v0)〉 ≥ m0t
n−1‖u0, v0‖n

− 1
2n

ˆ
Ω

(ˆ
Ω

f1(y, tu0, tv0)tu0 + f2(x, tu0, v0)tv0
|x− y|µ

dy

)
(f1(x, tu0, tv0)u0 + f2(x, u0, v0)v0) dx

≥ m0t
n−1‖u0, v0‖n −

t2γ+1

2n

ˆ
Ω

(ˆ
Ω

((uγ0 + vγ0 )u0 + (uγ0 + vγ0 )v0)
|x− y|µ

dy

)
((uγ0 + vγ0 )u0 + (uγ0 + vγ0 )v0) dx

≥ 0.

Thus there exists a t∗ ∈ (0, 1) such that 〈J ′(t∗u0, t∗v0), (u0, v0)〉 = 0 i.e. (t∗u0, t∗v0) ∈ N . So
using Lemma 5.4.5, (m3) and (f3) we get

l∗ ≤ l∗∗ ≤ J((t∗u0, t∗v0)) = J(t∗u0, t∗v0)− 1
2n〈J

′(t∗u0, t∗v0), (u0, v0)〉

= M(‖t∗u0, t∗v0‖n)
n

− 1
2

ˆ
Ω

(ˆ
Ω

F (y, t∗u0, t∗v0)
|x− y|µ

dy

)
F (x, t∗u0, t∗v0)dx

− 1
2nm(‖t∗u0, t∗v0‖n)‖(t∗u0, t∗v0)‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, t∗u0, t∗v0)
|x− y|µ

dy

)
(f1(x, t∗u0, t∗v0)t∗u0 + f2(x, t∗u0, t∗v0)dx

<
M(‖u0, v0‖n)

n
− 1

2nm(‖(u0, v0)‖n)‖(u0, v0)‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, t∗u0, t∗v0)
|x− y|µ

dy

)
(f1(x, t∗u0, t0v0)t∗u0 + f2(x, t∗u0, t∗v0)− nF (x, t∗u0, t∗v0))dx

≤ M(‖u0, v0‖n)
n

− 1
2nm(‖u0, v0‖n)‖u0, v0‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)u0 + f2(x, u0, v0)− nF (x, u0, v0))dx

≤ lim inf
k→∞

(
M(‖uk, vk‖n)

n
− 1

2nm(‖(uk, vk)‖n)‖(uk, vk)‖n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)uk + f2(x, uk, vk)− nF (x, uk, vk))dx

)
= lim inf

k→∞

(
J(uk, vk)−

1
2n〈J

′(uk, vk), (uk, vk)〉
)

= l∗.

This gives a contradiction and completes the proof of Step 2. Similar arguments follows for
the degenerate case also using (m3).

Step 3: J(u0, v0) = l∗.
Using the weakly lower semicontinuity of norms in limk→∞ J(uk, vk) = l∗ and Lemma 5.4.4 we
obtain J(u0, v0) ≤ l∗. If J(u0, v0) < l∗ then it must be limk→∞M(‖uk, vk‖n) > M(‖u0, v0‖n).
Then continuity and monotonicity of M implies Υn > ‖u0, v0‖n and

M(Υn) = n

(
l∗ + 1

2

ˆ
Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
F (x, u0, v0)dx

)
. (5.4.21)
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Define the sequence of functions

(ũk, ṽk) =
(

uk
‖uk, vk‖

,
vk

‖uk, vk‖

)
such that ‖ũk, ṽk‖ = 1 and ũk, ṽk ⇀ (ũ0, ṽ0) =

(u0
Υ ,

v0
Υ
)

weakly in P and ‖u0, v0‖ < Υ. From
Theorem 5.3.2, we have that

sup
k∈N

ˆ
Ω

exp
(
p(|ũk|

n
n−1 + |ṽk|

n
n−1 )

)
dx < +∞, for 1 < p <

αn

2n(1− ‖ũ0, ṽ0‖n)
1

n−1
. (5.4.22)

Then from (m3), Claim (1) and Lemma 5.4.5 we obtain

J(u0, v0) = M(‖u0, v0‖n)
n

− m(‖u0, v0‖n)‖u0, v0‖n

2n

+ 1
2n

ˆ
Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)u0 + f2(x, u0, v0)v0 − nF (x, u0, v0))dx ≥ 0.

and from (5.4.21) we get

M(Υn) = nl∗ − nJ(u0, v0) +M(‖u0, v0‖n) < M

(((2n− µ
2n

)
αn
2n

)n−1
)

+M(‖u0, v0‖n)

which further implies together with (m1) that

Υn <
1

1− ‖ũ0, ṽ0‖n
((2n− µ

2n

)
αn
2n

)n−1
.

Thus for k ∈ N large enough it is possible b > 1 but close to 1 such that
2n

2n− µ b ‖uk, vk‖
n
n−1 ≤ αn

2n(1− ‖ũ0, ṽ0‖n)
1

n−1
.

Therefore from (5.4.22) we conclude thatˆ
Ω

exp
( 2n

2n− µb(|uk|
n
n−1 + |vk|

n
n−1

)
≤ C

and ˆ
Ω

(ˆ
Ω

F (y, uk, vk)
|x− y|µ

dy

)
(f1(x, uk, vk)uk + f2(x, uk, vk)vkdx→
ˆ

Ω

(ˆ
Ω

F (y, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)u0 + f2(x, u0, v0)v0dx.

This implies (uk, vk)→ (u0, v0) strongly in P and hence J(u0, v0) = l∗ which is a contradiction.
Hence, J(u0, v0) = l∗ = limk→∞ J(uk, vk) and ‖(uk, vk)‖ → Υ implies Υ = ‖(u0, v0)‖. Then
finally we have

m(‖u0, v0‖n)
(ˆ

Ω
|∇u0|n−2∇u0∇φdx+

ˆ
Ω
|∇v0|n−2∇v0∇ψdx

)
=
ˆ

Ω

(ˆ
Ω

F (x, u0, v0)
|x− y|µ

dy

)
(f1(x, u0, v0)φ+ f2(x, u0, v0)ψ)dx

for all φ, ψ ∈W 1,n
0 (Ω). This completes the proof.
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5.5 Extensions and related problems

The results of this chapter can be extended in various directions. Let us mention here some
obvious generalizations:

1: The class of system (KCS) can be extended to the following fractional Kirchhoff-Choquard
system involving singular weights:

(F )



−m
(
‖(u, v)‖

n
s
L

)
∆s
n/su =

(ˆ
Ω

F (y, u, v)
|y|α|x− y|µ

dy

)
f1(x, u, v)
|x|α

in Ω,

−m
(
‖(u, v)‖

n
s
L

)
∆s
n/sv =

(ˆ
Ω

F (y, u, v)
|y|α|x− y|µ

dy

)
f2(x, u, v)
|x|α

in Ω,

u, v = 0 in Rn \ Ω,

where (−∆)sn/s is the n/s fractional Laplace operator, s ∈ (0, 1), n ≥ 1, µ ∈ (0, n), 0 < α <

min{n2 , n− µ}, Ω ⊂ Rn is a smooth bounded domain, m : R+ → R+ and F : Ω× R2 → R is
a continous functions where F behaves like exp(|u|

n
n−s + |v|

n
n−s ) as |u|, |v| → ∞.

We conjecture that the following Moser-Trudinger inequality holds in case fractional Sobolev
space (counterpart of Theorem 5.3.1): Define L := X0 ×X0 endowed with the norm

‖(u, v)‖L :=
(
‖u‖n/sX0

+ ‖u‖n/sX0

) s
n

where
X0 := {u ∈W s,n/s(Rn) : u = 0 in Rn \ Ω}

endowed with the norm

‖u‖X0 =
(ˆ

R2n\(Ωc×Ωc)

|u(x)− u(y)|
n
s

|x− y|2n
dxdy

)s/n

Theorem 5.5.1. For (u, v) ∈ L, n/s > 2 and Ω ⊂ Rn is a smooth bounded domain, we have
ˆ

Ω
exp

(
Π
(
|u|

n
n−s + |v|

n
n−s
))
dx <∞

for any Π > 0. Moreover,

sup
‖(u,v)‖L=1

ˆ
Ω

exp
(
Π
(
|u|

n
n−s + |v|

n
n−s
))
dx <∞, provided Π ≤ αn,s

2n,s
(5.5.1)

where αn,s = n
ωn−1

(
Γ(n−s2 )

Γ( s2)2sπn/2

) −n
n−s

, 2n,s = 2
n−2s
n−s . Furthermore if Π >

α∗n,s
2n,s , then there exists

a pair (u, v) ∈ L with ‖(u, v)‖L = 1 such that the supremum in (5.5.1) is infinite.

Using Theorem 5.5.1, doubly weighted Hardy-Littlewood-Sobolev inequality, we can prove
the existence and multiplicity of solutions for the problem (F ).
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2: We infer that similiar methods can be used to the following Kirchhoff-Choquard system
for the Polyharmonic operator:

(P )



−M
(ˆ

Ω
|(∇mu|2 + |∇mv|2)dx

)
∆mu =

(ˆ
Ω

F (y, u, v)
|y|α|x− y|µ

dy

)
f1(x, u, v)
|x|α

, u > 0 in Ω,

−M
(ˆ

Ω
(∇mu|2 + |∇mv|2)dx

)
∆mv =

(ˆ
Ω

F (y, u, v)
|y|α|x− y|µ

dy

)
f2(x, u, v)
|x|α

, v > 0 in Ω,

u = ∇u = · · · = ∇m−1u = 0 on ∂Ω,

v = ∇v = · · · = ∇m−1v = 0 on ∂Ω,

where n = 2m, µ ∈ (0, n), 0 < α < min{n2 , n − µ}, Ω ⊂ Rn is a smooth bounded domain,
M : R+ → R+ and F : Ω×R2 → R is a continous functions where F behaves like exp(|u|

n
n−m +

|v|
n

n−m ) as |u|, |v| → ∞. Using Theorems 5.3.1, 5.3.2 and extension of Theorems 5.3.3 and
5.3.4 (which is an open question), we can study the system of Kirchhoff-Choquard equation
for the Polyharmonic operator.

3: Another important open question is the Adams-Moser-Trundinger inequalities in Cartesian
product of Sobolev space with unbounded domain (or in Rn).
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Non-local singular problem

This is a joint work with Jacques Giacomoni, Divya Goel, Konijeti Sreenadh and Guillaume
Warnault.

Abstract : In this chapter, we study the non-local singular problems in the presence of
exponential non-linearities and singular weights. The investigation of singular problems are
divided into two parts depending upon the nature of the operator.

In the first part, we study the singular problems involving fractional Laplacian operator,
precisely 1

2 -Laplacian operator and exponential non-linearity. We establish the existence,
multiplicity, regularity and asymptotic behavior of the positive solution in one dimension.
We prove two results regarding the existence and multiplicity of solutions to the problem
(Pλ) (see below). In the first result, existence and multiplicity (local) have been proved for
classical solutions via bifurcation theory while in the latter global multiplicity result has been
proved for critical exponential non-linearity by variational methods. An independent question
of symmetry and monotonicity properties of classical solution has been answered using mov-
ing plane method and narrow maximum principle for 1

2 -Laplacian operator and then extend
it in the more general framework of (−∆)s operator and for all 0 < s < 1. To characterize
the behavior of large solutions, we further study isolated singularities for the singular semi
linear elliptic equation in Ω ⊂ RN involving exponential growth non-linearity.

In the second part, we investigate the existence, uniqueness, nonexistence, and optimal
Sobolev and Hölder regularity of weak solution to the nonlinear fractional elliptic problem
involving singular nonlinearity and singular weights in smooth bounded domain Ω ⊂ RN (see
(P ) below). We prove the existence of weak solution in W s,p

loc (Ω) via approximation method
and as an application of new comparison principle, we prove the uniqueness of weak solution
for 0 ≤ δ < 1 + s− 1

p and also nonexistence of weak solution for δ ≥ sp. Moreover, by virtue
of barrier arguments we study the behavior of minimal weak solution in terms of dist(x, ∂Ω)
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Chapter 6. Non-local singular problem

function. Consequently, we prove Hölder regularity up to the boundary for minimal weak
solution.

6.1 Non-local singular problems with exponential non-linearities

In this section, we answer the questions of existence, local multiplicity and regularity of
classical solution to the following problem:

(Pλ)

 (−∆)
1
2u = λ

(
1
uδ

+ f(u)
)
, u > 0 in (−1, 1),

u = 0 in R \ (−1, 1)

where f(u) = h(u)euα , 1 ≤ α ≤ 2, δ > 0, λ ≥ 0 and h(t) is assumed to be a smooth
perturbation of etα as t → ∞. We remark that in contrast to higher dimensions, there is no
restriction on δ is required in dimension one.

6.1.1 Function spaces and main results

The fractional Laplacian (−∆)s is defined as

(−∆)su(x) = 2 P.V. Cs
ˆ
RN

u(x)− u(y)
|x− y|N+2s dy,

where P.V. denotes the Cauchy principal value, s ∈ (0, 1), N ≥ 2s and Cs = π−
N
2 22s−1s

Γ(N+2s
2 )

Γ(1−s) , Γ
being the Gamma function. When N = 1, s = 1

2 , Cs = 1
2π .

Before stating the results and outline of the main proofs, let us recall some definitions of
function spaces from the work of [54] and define the notion of (very) weak solutions. Define

X :=
{
u : R→ R | measurable, u|(−1,1) ∈ L2((−1, 1)) and (u(x)− u(y))

|x− y|
∈ L2(Q)

}

where Q = R2 \ (−1, 1)c × (−1, 1)c and (−1, 1)c = R \ (−1, 1) endowed with the norm

‖u‖X = ‖u‖L2((−1,1)) + Cs

(ˆ
Q

|u(x)− u(y)|2

|x− y|2
dxdy

) 1
2

.

Define the Hilbert space X0 as

X0 := {u ∈ X : u = 0 in R \ (−1, 1)}

equipped with the inner product

〈u, v〉 = Cs
ˆ
Q

(u(x)− u(y))(v(x)− v(y))
|x− y|2

dxdy

As in [46] we have the following definition of weak solutions to problem (Pλ).
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Definition 6.1.1. A function u ∈ L1(R) with u ≡ 0 on R \ (−1, 1) is said to be a weak
solution of (Pλ) if infK u > 0 for any compact set K ⊂ (−1, 1) and for any φ ∈ σ,

ˆ 1

−1
u (−∆)

1
2φ = Cs

ˆ
Q

(u(x)− u(y))(φ(x)− φ(y))
|x− y|2

dxdy = λ

ˆ 1

−1

( 1
uδ

+ h(u)euα
)
φ dx.

(6.1.1)

where

σ = {ψ | ψ : R→ R, measurable, (−∆)
1
2ψ ∈ L∞((−1, 1)) and φ has compact support in (−1, 1)}.

Using the regularity theory of fractional Laplacian we define the set of classical solutions of
(Pλ) :

Definition 6.1.2. The set of classical solutions to (Pλ) is defined as

S =
{

(λ, u) ∈ R+ × C0([−1, 1]) : u is a weak solution to (Pλ) in X0
}
.

Remark 6.1.3. Regularity of a classical solution u (proved later in Theorem 6.1.9) for the
problem (Pλ) implies u ∈ C+

φδ
((−1, 1)) (defined below). Then by using Hardy’s inequality (see

[162, Corollary 1.4.4.10, p.23]) in (6.1.1) together with the fact that C∞c ((−1, 1)) is dense in
X0, we obtain that 1

uδ
belongs to dual space of X0 for all δ > 0 and hence (6.1.1) holds for

all φ ∈ X0.

Definition 6.1.4. For φ ∈ C0([−1, 1]) with φ > 0 in (−1, 1), the set Cφ((−1, 1)) is defined
as

Cφ((−1, 1)) = {u ∈ C0([−1, 1]) : there exists c ≥ 0 such that |u(x)| ≤ cφ(x), for all x ∈ (−1, 1)},

endowed with the natural norm
∥∥∥∥uφ
∥∥∥∥
L∞((−1,1))

.

Definition 6.1.5. The positive cone of Cφ((−1, 1)) is the open convex subset of Cφ((−1, 1))
defined as

C+
φ ((−1, 1)) =

{
u ∈ Cφ((−1, 1)) : inf

x∈(−1,1)

u(x)
φ(x) > 0

}
.

To analyze the existence and regularity of solutions of (Pλ), the key ingredient is to study
the boundary behavior of the weak solution of the following problem:

(P )


(−∆)

1
2u = 1

d(x)α logβ
(

A
d(x)

) in (−1, 1),

u = 0 in R \ (−1, 1).
(6.1.2)

For the operator (−∆)s with N > 2s, Abatangelo [1] studied the boundary behavior of the
corresponding problem like (6.1.2) with β = 0 and 0 < α < 1 + s. The case N = 1 and s = 1

2
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Chapter 6. Non-local singular problem

has been left open as the Green function for the Half-Laplacian in one dimension is different
(see [84]) from that of (−∆)s with N > 2s. In this regard, we explore this case and prove the
following theorem.

Theorem 6.1.6. Let A be a positive constant such that A ≥ 2. Then the weak solution of
(6.1.2)satisfies

c1d(x)
1
2 ≤ u(x) ≤ c2d(x)

1
2 for 0 < α < 1

2 and β = 0,
c3d(x)1−α ≤ u(x) ≤ c4d(x)1−α for 1

2 < α < 3
2 and β = 0,

c5d(x)
1
2 log1−β

(
A
d(x)

)
≤ u(x) ≤ c6d(x)

1
2 log1−β

(
A
d(x)

)
for α = 1

2 and 0 ≤ β < 1.
(6.1.3)

where ci, i = 1, 2, · · · , 5 are constants.

To get appropriate sub and supersolutions of the problem (Pλ), we now turn our attention
to the following pure singular problem (Pδ).

(Pδ)
{

(−∆)
1
2u = 1

uδ
, u > 0, in (−1, 1),

u = 0 in R \ (−1, 1).

The barrier function φδ is defined as follows:

φδ =


φ1 if 0 < δ < 1,

φ1
(
log

(
2
φ1

)) 1
2 if δ = 1,

φ
2
δ+1
1 if δ > 1,

(6.1.4)

where φ1 is the normalized (‖φ1‖L∞(Ω) = 1) eigen function corresponding to the smallest eigen
value of (−∆)

1
2 on X0. We recall that φ1 ∈ C

1
2 (R) and φ1 ∈ C+

d
1
2
((−1, 1)) (See Proposition 1.1

and Theorem 1.2 of [226]). For the problem (Pδ), we are concerned about the existence, the
asymptotic behavior and the regularity of the solution. In this regard we have the following
result:

Theorem 6.1.7. (i) For all δ > 0, there exists a unique u ∈ C0([−1, 1]) classical solution of
(Pδ). Moreover, u ∈ X0 ∩ C+

φδ
((−1, 1)) where φδ is defined in (6.1.4).

(ii) The classical solution u to (Pδ) belongs to Cγ(R) with

γ =


1
2 if δ < 1,
1
2 − ε if δ = 1, for all ε > 0 small enough,

1
δ+1 if δ > 1.

(6.1.5)

Now we will state some assumptions on the function h:

(H1) h : [0,∞)→ R is a positive function of class C2 in (0,∞) with h(0) = 0 and such that
the map t→ t−δ + h(t)etα is convex for all t > 0.

312



6.1.1. Function spaces and main results

(H2) For any ε > 0, lim
t→∞

h(t)e−εtα = 0 and lim
t→∞

h(t)eεtα =∞.

First, we recall the definition of an asymptotic bifurcation point and then state the result
regarding existence of a global branch of classical solutions to (Pλ) for 1 < α ≤ 2.

Definition 6.1.8. A point Λa ∈ [0,∞) is said to be an asymptotic bifurcation point, if there
exists a sequence (λn, un) ∈ S such that λn → Λa and ‖un‖L∞((−1,1)) →∞ as n→∞.

To study the existence, multiplicity of solutions to (Pλ), we seek assistance of global
bifurcation theory due to P. H. Rabinowitz [221] and proved the following result.

Theorem 6.1.9. Let h satisfy the hypothesis (H1) and (H2) and δ > 0. Then the following
holds:

(i) There exists Λ ∈ (0,+∞) and γ > 0 such that S ⊂ [0,Λ]×
(
X0 ∩ C+

φδ
((−1, 1)) ∩ Cγ(R)

)
,

where γ is defined in Theorem 6.1.7 and φδ is defined in (6.1.4).

(ii) There exists a connected unbounded branch C of solutions to (Pλ) in R+ × C0([−1, 1]),
emanating from (0, 0) such that for any λ ∈ (0,Λ), there exists (λ, uλ) ∈ C with uλ being
minimal solution to (Pλ). Furthermore, as λ → Λ−, uλ → uΛ in X0, where uΛ is a
classical solution to (PΛ).

(iii) The curve (0,Λ) 3 λ→ uλ ∈ C0([−1, 1]) is of class C2.

(iv) (Bending and local multiplicity near λ) λ = Λ is a bifurcation point, that is, there exists
a unique C2-curve (λ(s), u(s)) ∈ C, where the parameter s varies in an open interval
about the origin in R, such that

λ(0) = Λ, u(0) = uΛ, λ
′(0) = 0, λ′′(0) < 0.

(v) (Asymptotic bifurcation point) C admits an asymptotic bifurcation point Λa satisfying
0 ≤ Λa ≤ Λ.

Now we study the qualitative properties of solutions for the problem (Pλ). In light of the
maximum principle (see [175]) and the moving plane method, we derive the radial symmetry
and monotonicity properties of the weak solutions with respect to |x|. More precisely, we
prove the following result:

Theorem 6.1.10. For 1 ≤ α ≤ 2, δ > 0, let h satisfies (H1)− (H2), f is Lipschitz function.
Then every positive solution (λ, u) ∈ S of (Pλ) is symmetric and strictly decreasing in |x| i.e.
u(x) > u(y) for all |x| < |y| and x, y ∈ (−1, 1).
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Chapter 6. Non-local singular problem

To prove Theorem 6.1.10, we have used tools of maximum principle proved in [175]. In
particular we have used Lemma 3.2, Proposition 3.5 and a combination of both gives rise to
a small volume maximum principle Proposition 3.6 of [175].

Assertion (v) in Theorem 6.1.9 conclude that the connected branch admits at least one
asymptotic bifurcation point. To characterize the blow up behavior at λ = Λa we study
the behavior of isolated singularities as in Brezis-Lions problem (see [70]) for the fractional
Laplacian operator.
We consider the following problem:

(Ps)


(−∆)su = g(u), u ≥ 0 in Ω′,

u = 0 in RN \ Ω,

u ∈ L1(Ω), g(u) ∈ Ltloc(Ω′),

where 0 < s < 1, t > N
2s ≥ 1, Ω ⊂ RN be a bounded domain with 0 ∈ Ω and Ω′ = Ω \ {0}.

The notion of distributional solution for (Ps) is defined as follows:

Definition 6.1.11. A function u is said to be a distributional solution of (Ps) if u ∈ L1(Ω)
such that g(u) ∈ L1

loc(Ω′) and
ˆ

Ω
u(x)(−∆)sφ dx =

ˆ
Ω
g(u)φ dx

for all φ ∈ C∞c (Ω) with supp(φ) ⊂ Ω′ .

In [89], authors have studied the problem (Ps) by assuming the existence of classical
solution u of (Ps) with polynomial type nonlinearity. In the next theorem, we extend the result
of Chen and Quaas ([89]) for the problem (Ps) satisfying weaker assumption of distributional
solution and for a larger class of nonlinearities (in particular exponential growth nonlinearity).

Theorem 6.1.12. For 0 < s < 1, let u be non-negative distributional solution of (Ps) such
that u ∈ L1(Ω), g(u) ∈ Ltloc(Ω′) for t > N

2s ≥ 1. Then there exists k ≥ 0 such that u is
distributional solution of

(−∆)su = g(u) + kδ0, u ≥ 0, in Ω,

u = 0 in RN \ Ω,

g(u) ∈ L1(Ω),

i.e. ˆ
Ω
u(−∆)sφ− g(u)φ dx = kφ(0) for all φ ∈ C∞c (Ω).

As an application of Theorem 6.1.12, we characterize the asymptotic behavior of large
solutions and prove the following result:
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Theorem 6.1.13. For 1 < α ≤ 2, δ > 0, assume Λa > 0 be an asymptotic bifurcation point
as in the Definition 6.1.8. Then, for any sequence (λk, uk) ∈ S ∩ ((0,Λ) × C0([−1, 1])) such
that λk → Λa and ‖uk‖L∞((−1,1)) →∞, the following assertions holds:

(i) 0 ∈ Ω is the only blow up point for a sequence uk.
(ii) uk → u in Csloc((−1, 1) \ {0}) where u is a weak (singular) solution to (Pλ). Moreover,

u(0) =∞, u ∈ Lp((−1, 1)) for any 1 ≤ p <∞, u 6∈ X0 and 1
uδ

+ f(u) ∈ L1((−1, 1)).

We have the following remark about the above theorem.

Remark 6.1.14. (a) Under the conditions of Theorem 6.1.13 in assertion (i), we expect
concentration phenomena to hold for large solutions as λ→ 0.

(b) Let G be the primitive of g defined as g(t) = 1
tδ

+ f(t) and assume that G(t) = O(g(t))
as t→∞. If the sequence of large solutions, say uk, have bounded energy i.e.

J(uk) = 1
2‖uk‖

2
X0 −

ˆ 1

−1
G(uk) dx < C

where C is independent of k, then assertion (ii) cannot hold.

Due to the absence of the knowledge of the positioning of the bifurcation point, we may
not have multiplicity of solution near λ = 0. So to prove the global multiplicity results, we
approach to variational methods. Precisely, we proved the global multiplicity result to the
problem (Pλ) for all δ > 0, under the following assumptions on the function f .

(K1) h ∈ C1(R+), h(0) = 0, h(t) > 0 for t > 0 and f(t) = h(t)et2 is nondecreasing in t.
(K2) For any ε > 0, lim

t→∞
(h(t) + h′(t))e−εt2 = 0 and lim

t→∞
h(t)teεtq =∞ for some 0 ≤ q < 1.

(K3) There exists M1,M2,K > 0 such that F (t) =
´ t

0 h(s)es2 ds < M1(f(t) + 1) and
f ′(t) ≥ Kf(t)−M2 for all t > 0.

Example 1: An example of the function h satisfying the above conditions is h(x) =
xk ex

γ
, k > 0, 0 ≤ γ < 2.

We prove the following multiplicity theorem.

Theorem 6.1.15. (a) If f satisfies the assumption (K1)-(K5). There exists a Λ > 0 such
that

(i) For every λ ∈ (0,Λ) the problem (Pλ) admits two solutions in X0 ∩ C+
φδ

((−1, 1)).
(ii) For λ = Λ there exists a solution in X0 ∩ C+

φδ
((−1, 1)).

(iii) For λ > Λ, there exists no solution.

(b) Let u ∈ X0 be any positive solution to (Pλ) where λ ∈ (0,Λ], δ > 0. Then u ∈ Cγ(R)
where γ is defined (6.1.5).

To prove the Theorem 6.1.15, we followed the approach of [150]. To obtain the first
solution, we use the standard Perron’s method on the functional Jλ (See (6.1.30)). To get a
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second solution, we use the assumption (K2) to guarantee that the energy level of the Palais
Smale sequence is below the first critical level. For that we seek help of Moser functions (See
[244]) and then by using mountain-pass Lemma we prove the existence of a second solution.
Notice that the Theorem 6.1.15 shows the existence of solution in the energy space X0. We
remark that the Hölder regularity proved in theorem 6.1.15 is the optimal due to the behavior
of the solution near the points −1 and 1.

6.1.2 Global bifurcation result

In this section we first study the boundary behavior of the weak solution of (6.1.2). We
further studied the pure singular problem (Pδ) and prove the Theorem 6.1.7 which deals with
the existence and regularity of solutions of (Pδ). In a same flow, we establish a global branch
of classical solutions to (Pλ).

Proposition 6.1.16. [84] The Green function G(x, y) associated to (−∆)
1
2 is the following:

G(x, y) � log
(

1 + d(x)
1
2d(y)

1
2

|x− y|

)
for all (x, y) ∈ (−1, 1)× (−1, 1).

Proof of Theorem 6.1.6: Using the fact that 1
d(y)α logβ(A/d(y)) ∈ L

1(dx, d
1
2 ), we have the

following integral representation formula for the solution u to (6.1.2)

u(x) =
ˆ 1

−1

GB(x, y)
d(y)α logβ(A/d(y))

dy.

Therefore, from Proposition 6.1.16, up to multiplicative constants,

u(x)
d(x)

1
2
≤
ˆ 1

−1
log

(
1 +

√
d(x)d(y)
|x− y|

)
dy

d(x)
1
2d(y)α logβ(A/d(y))

. (6.1.6)

Without loss of generality, we can assume x ∈ [0, 1]. Set ε = d(x), r = d(y) and x = (1− ε).
Observe that the integral in (6.1.6) is symmetric around 0. Thus it is enough to consider the
case y ∈ [0, 1], from above transformations, we have y = 1− r. To prove (6.1.3) we divide the
proof in several steps.
Step 1: When α < 1

2 and β = 0. We rewrite

u(x)
d(x)

1
2
≤
ˆ 1

0
log

(
1 +

√
εr

|r − ε|

)
dr

ε
1
2 rα

=
ˆ 1

ε

0

ε
1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt

=
(ˆ 1

2

0
+
ˆ 3

2

1
2

+
ˆ 1

ε

3
2

)
ε

1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt.

(6.1.7)
For the first integral we have

ˆ 1
2

0

ε
1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt ≤ C

ˆ 1
2

0

1
tα

log
(

1 +
√
t

|t− 1|

)
dt ≤ C,
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for some positive constant c2. For the second integral we have
ˆ 3

2

1
2

ε
1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt ≤ C

ˆ 3
2

1
2

log
(

1 +
√
t

|t− 1|

)
dt < 2C.

For the third integral we have
ˆ 1

ε

3
2

ε
1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt ≤ C

ˆ 1
ε

3
2

ε
1
2−α

tα+ 1
2
dt ≤ C.

It implies that there exists a positive constant c2 (large enough) such that u(x) ≤ c2d(x)
1
2 .

This affirms an upper bound of the solutions. For lower bound of the solutions, notice that
the integrals in (6.1.7) works as a lower bound of u(x)

d(x)
1
2

(up to constants). Now we divide the
proof in two cases:
Case 1: If ε ≥ 1

3 then

u(x)
d(x)

1
2
≥
ˆ 1

3

0

ε
1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt ≥

(1
3

) 1
2−α

C

ˆ 1
3

0
t

1
2−α dt = C

3
2 − α

(1
3

)2−2α
>

2C
27 .

Case 2: If ε < 1
3 then

u(x)
d(x)

1
2
≥
ˆ 1

ε

3
2

ε
1
2−α

tα
log

(
1 +

√
t

|t− 1|

)
dt ≥ C

ˆ 1
ε

1
2ε

ε
1
2
√
t
dt = 2(1− 1/

√
2).

It implies that there exists a positive constants c1(small enough) such that c1d(x)
1
2 ≤ u(x).

Step 2: When α > 1
2 and β = 0. We rewrite

u(x)
d(x)1−α ≤

ˆ 1
ε

0

1
tα

log
(

1 +
√
t

|t− 1|

)
dt =

(ˆ 1
2

0
+
ˆ 3

2

1
2

+
ˆ 1

ε

3
2

)
1
tα

log
(

1 +
√
t

|t− 1|

)
dt.

(6.1.8)
For the first integral,

ˆ 1
2

0

1
tα

log
(

1 +
√
t

|t− 1|

)
dt ≤

ˆ 1
2

0
t

1
2−α dt < C.

By using the same estimation as in step 1,
ˆ 3

2

1
2

1
tα

log
(

1 +
√
t

|t− 1|

)
dt ≤ C. For the third

integral
ˆ 1

ε

3
2

1
tα

log
(

1 +
√
t

|t− 1|

)
dt ≤

ˆ ∞
3
2

1
tα

log
(

1 +
√
t

|t− 1|

)
dt ≤ C

ˆ ∞
3
2

1
t

1
2 +α

dt < C.

Observe that from the estimation of first and third integral is valid only when 1
2 < α < 3

2 .
For the lower bound, notice that integrals in (6.1.8) serve as lower bound as well. Hence

u(x)
d(x)1−α ≥

ˆ 1
2

0

1
tα

log
(

1 +
√
t

|t− 1|

)
dt ≥

ˆ 1
2

0
t

1
2−α dt > C.
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Thus we can choose appropriate positive constant c3 and c4 such that

c3d(x)1−α ≤ u(x) ≤ c4d(x)1−α.

Step 3: When α = 1
2 and 0 ≤ β < 1. Clearly we can take A = 2. Then

u(x)
d(x)

1
2 log1−β

(
2

d(x)

) ≤ (ˆ 1
2

0
+
ˆ 3

2

1
2

+
ˆ 1

ε

3
2

) log
(
1 +

√
t

|t−1|

)
t

1
2 log1−β

(
2
ε

)
logβ

(
2
εt

) dt.
The first integral

ˆ 1
2

0

log
(
1 +

√
t

|t−1|

)
t

1
2 log1−β

(
2
ε

)
logβ

(
2
εt

) dt ≤ C

log 2

ˆ 1
2

0

dt(
log

(
1
ε

)
+ log

(
2
t

))β
≤ C

ˆ 1
2

0

dt

log
(

2
t

)β ≤ C
ˆ 1

2

0

dt

log 4β ≤
C

log 4 .

For the second integral

ˆ 3
2

1
2

log
(
1 +

√
t

|t−1|

)
t

1
2 log1−β

(
2
ε

)
logβ

(
2
εt

) dtC ˆ 3
2

1
2

log
(
1 +

√
t

|t−1|

)
logβ

(
2
t

) dt ≤ C
ˆ 3

2

1
2

log
(

1 +
√
t

|t− 1|

)
dt < 2C.

For the third integral,

ˆ 1
ε

3
2

log
(
1 +

√
t

|t−1|

)
t

1
2 log1−β

(
2
ε

)
logβ

(
2
εt

) dt ≤ C

log1−β
(

2
ε

) ˆ 1
ε

3
2

dt

t
(
− log

(
εt
2
))β

≤ C

log1−β
(

2
ε

) (log 4
3ε

)1−β
< C.

For the lower bound, we again divide it in two cases:
Case 1: If ε > 1

3 then

u(x)
d(x)

1
2 log1−β

(
2

d(x)

) ≥ ˆ 3
2

1
2

log
(
1 +

√
t

|t−1|

)
t

1
2 log1−β

(
2
ε

)
logβ

(
2
εt

) dt ≥ C ˆ 3
2

1
2

log
(

1 +
√
t

|t− 1|

)
dt > C.

Case 2: If ε < 1
3 then

u(x)
d(x)

1
2 log1−β

(
2

d(x)

) ≥ ˆ 1
ε

3
2

log
(
1 +

√
t

|t−1|

)
t

1
2 log1−β

(
2
ε

)
logβ

(
2
εt

) dt ≥ C

log1−β
(

2
ε

) ˆ log 1
2

log 3ε
4

dz

(−z)β > C > 0.

It implies there exists suitable positive constant c5 and c6 such that

c5d(x)
1
2 log1−β

(
A

d(x)

)
≤ u(x) ≤ c6d(x)

1
2 log1−β

(
A

d(x)

)
.
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We now study the pure singular problem.

Proof of Theorem 6.1.7 (i) The proof goes along the lines of [6, Theorem 1.2] for s = 1
2 .

For the sake of completeness, we will give a short brief of the proof. Let us first consider the
case δ < 1. We introduce the following approximated problem:

(P εδ )

 (−∆)
1
2u = 1

(u+ε)δ , u > 0, in (−1, 1),
u = 0 in R \ (−1, 1).

Following the same arguments and assertions as in proof of [6, Theorem 1.2], there exists
a unique weak solution uε ∈ X0 ∩ C

1
2 (R) to (P εδ ), uε is a monotone increasing sequence as

ε→ 0+ and there exists a constant c > 0 such that uε ≥ cφ1. Moreover,

sup
ε>0

ˆ
R

((−∆)1/4uε)2 dx <∞.

To get an upper bound on uε, we will use the integral representation and the the Green’s
function G(x, y). Clearly,

uε(x) =
ˆ 1

−1

G(x, y)
(uε(y) + ε)δ dy.

Then for a suitable positive constant C independent of ε, we have

uε(x)
d(x)

1
2
≤ C

ˆ 1

−1

log
(

1 + d(x)
1
2 d(y)

1
2

|x−y|

)
d(x)

1
2 (uε(y) + ε)δ

dy ≤ C
ˆ 1

−1

log
(

1 + d(x)
1
2 d(y)

1
2

|x−y|

)
d(x)

1
2d(y)

δ
2

dy.

Utilizing the fact that δ < 1 and the proof of Theorem 6.1.6 Step 1, we obtain that

uε(x)/d(x)
1
2 <∞, for all x ∈ (−1, 1).

Thus, we infer that u = lim
ε→0+

uε ≤ cφ1 and u is the unique weak solution to (Pδ). Also,

cφ1 ≤ u ≤ Cφ1

for some suitable constants c, C. This completes the proof of the theorem in case of δ < 1.
In a similar manner, for the case δ ≥ 1, we will follow the proof of Theorem 1.2 of [6] coupled
with Theorem 6.1.6. Precisely, we will get unique solution of (Pδ) such that

1
C1
φ1 log

1
2

( 2
φ1

)
≤ u ≤ C1φ1 log

1
2

( 2
φ1

)
, if δ = 1,

1
C2
φ

2
δ+1
1 ≤ u ≤ C2φ

2
δ+1
1 , if δ > 1,

for some appropriate positive constant C1 and C2. For the Part (ii), the proof follows from
Theorem 1.4 of [6]. We remark that all classical solutions belong to space X0 as well.

Define Λ := sup{λ > 0 : (Pλ) has a weak solution}.
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Chapter 6. Non-local singular problem

Lemma 6.1.17. It holds 0 < Λ <∞.

Proof. Let u be the solution of (Pδ) given by Theorem 6.1.7 then uλ = λ
1
δ+1u is a solution of{

(−∆)
1
2u = λ

uδ
, u > 0 in (−1, 1),

u = 0 in R \ (−1, 1).

Moreover, uλ is a strict subsolution of (Pλ). Also, let uλ = uλ +MU for some M > 1, where
U is a solution of {

(−∆)
1
2u = 1, u > 0, in (−1, 1),
u = 0 in R \ (−1, 1).

There exists λ0 > 0 such that uλ is a supersolution of (Pλ) for all λ ≤ λ0. Now we define the
following iterative scheme for all λ ≤ λ0, starting with u0 = uλ and (n ≥ 1) (−∆)

1
2un + λCun − λ

uδn
= λCun−1 + λf(un−1), u > 0 in (−1, 1),

u = 0 in R \ (−1, 1),

where C = C(λ0) > 0 is large enough such that t→ Ct+f(t) is non decreasing in (0, ‖uλ0‖L∞).
Taking into account monotonicity of the operator (−∆)

1
2u − λu−δ, using the Comparison

Principle ([150, Lemma 2.2]) and the proof of Theorem 6.1.7, we have that {un} is increasing
and {un} ⊂ C

1
2 (R) ∩ C+

φδ
((−1, 1)). Furthermore, for all λ ≤ λ0, uλ ≤ un ≤ uλ. Using

Theorem 6.1.7, we have sup
n∈N
‖un‖Cγ(R) ≤ C0 for some C0 = C0(δ, λ0) large enough and γ is

defined in Theorem 6.1.7. Hence un → u in C(R) and u satisfies

(−∆)
1
2u = λ

uδ
+ f(u)

in the sense of distributions. Hence from the above arguments we get Λ > 0. From the
superlinear behavior of f(t) at infinity, we obtain that Λ <∞.

Proof of Theorem 6.1.9 The proof follows from Theorem 1.6 of [6] (See also [102]).

Remark 6.1.18. Consider the problem

(PKλ )

 (−∆)
1
2u = λ

(
K(x)
uδ

+ f(u)
)
, u > 0 in (−1, 1),

u = 0 in R \ (−1, 1)

where K ∈ Cνloc((−1, 1)), ν ∈ (0, 1) such that inf
x∈(−1,1)

K(x) > 0 and satisfies for some 0 ≤

β < 1 and c1, c2 > 0 such that c1d(x)−β ≤ K(x) ≤ c2d(x)−β, for all x ∈ (−1, 1). By
modifying our barrier function φδ (see (6.1.4)) with respect to the growth of K(x), we can prove
Theorem 6.1.7. Subsequently, we can also prove Theorem 6.1.9 for the problem (PKλ )(same
as [6, Theorem 1.6]).
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6.1.3. Study of isolated singularities and qualitative properties

6.1.3 Study of isolated singularities and qualitative properties

In this section, we study the qualitative properties as symmetry, monotonicity of solutions to
the problem (Pλ) and asymptotic behavior of the connected branch C. In order to describe the
asymptotic behavior of large solutions, we first study Brezis-Lions problem in the setting of
fractional Laplacian operator. In the spirit of Brezis and Lions work (see [70]), we classify the
singularities of non-negative distributional solutions of fractional semilinear elliptic equation
(Ps) for N ≥ 2s. We assume that g : R+ → R+ is continuous function with g(0) = 0 and Ω
be a smooth bounded domain in Rn.

Theorem 6.1.19. Let u be nonnegative distributional solution of (Ps) in the sense of Defi-
nition 6.1.11 and g(u) ∈ Ltloc(Ω′) for t > N

2s ≥ 1. Then g(u) ∈ L1(Ω).

Proof. Suppose by contradiction that g(u) 6∈ L1(Ω). Since g(u) ∈ Ltloc(Ω′) then for any small
r > 0 there exists a sequence {Rm}m∈N ∈ (0, r) such that Rm → 0 andˆ

Br(0)\BRm (0)
g(u) dx = m. (6.1.9)

Consider the problem(−∆)sum = χΩ\BRm (0)g(u), u ≥ 0 in Ω,

um = 0 in RN \ Ω.
(6.1.10)

Since χΩ\BRm (0)g(u) ∈ Lt(Ω) for t > N
2s , then there exists a sequence of classical solutions

{um} solving (6.1.10) such that um ∈ L∞(Ω)∩Cβ(Ω) for some β ∈ (0, 1) (see Proposition 1.4
in [227]).
Let Φ be the fundamental solution of (−∆)s. i.e. (−∆)sΦ = δ0 in D′(RN ), where

Φ(x) =


Γ
(
N
2 − s

)
22sπN/2Γ(s)

1
|x|N−2s if N 6= 2s

−1
π log(|x|) if N = 2s.

Since u ≥ 0 and um is bounded in L∞(Ω) therefore lim
x→0

(u+Φ)(x) = +∞ and for each m ∈ N,
there exists rm > 0 such that u + Φ ≥ um in Brm(0) \ {0}. Then by the weak comparison
principle we obtain u+ Φ ≥ um in RN \ {0}.
Since lim

y→x
G(x, y) = +∞, there exists r1 > 0 such that G(x, y) ≥ 1 in x, y ∈ Br1(0). Now by

using (6.1.9) we obtain that,

um(x) =
ˆ

Ω
G(x, y)χΩ\BRm (0)g(u) dy =

ˆ
Ω\BRm (0)

G(x, y)g(u) dy

≥
ˆ
Br1 (0)\BRm (0)

g(u) = m→∞

which implies u + Φ = +∞ in K b Br1(0) \ {0}, which is not possible. Therefore g(u) ∈
L1(Ω).

321



Chapter 6. Non-local singular problem

Let ξ : RN → [0, 1] be radially symmetric increasing function such that ξ ∈ C∞(RN ) and

ξ(x) =

1 if x ∈ RN \B2(0),

0 if x ∈ B1(0).

Define uε = uξε where ξε(x) = ξ
(
x
ε

)
for all x ∈ RN . Then for any x ∈ Ω \ {0},

(−∆)suε(x) = CN,s

ˆ
RN

uε(x)− uε(y)
|x− y|N+2s dy

= CN,s P.V.

ˆ
RN

u(x)ξε(x)− u(y)ξε(y)
|x− y|N+2s dy

= ξε(x)(−∆)su(x) + u(x)(−∆)sξε(x)

− CN,s P.V.
ˆ
RN

(u(x)− u(y))(ξε(x)− ξε(y))
|x− y|N+2s dy.

(6.1.11)

Now we prove the following result:

Theorem 6.1.20. Let P : C∞c (Ω)→ R be the operator such that

P (φ) =
ˆ

Ω
u(−∆)sφ− g(u)φ dx for all φ ∈ C∞c (Ω)

where u ∈ L1(Ω) is a non-negative distributional solution of (Ps) and g(u) ∈ L1(Ω). Then

(i) P (φ) = 0 for any φ ∈ C∞c (Ω) with supp(φ) ⊂ Ω \ {0}.
(ii) There exists constants ca such that

P (φ) =
∞∑
|a|=0

caD
aφ(0)

where a = (a1, a2, . . . , aN ) with ai ∈ N, |a| =
N∑
i=1

ai, D
a = (∂a1φ, ∂a2φ, . . . , ∂aNφ).

Proof. Let us prove assertion 1 and consider ε > 0 small enough then we have∣∣∣∣ˆ
Ω

(u(−∆)sφ− g(u)φ)
∣∣∣∣ dx ≤ ˆ

Ω
|(uε(−∆)sφ− g(u)φ) dx|

+
∣∣∣∣ˆ

Ω
u(1− ξε(x))(−∆)sφ dx

∣∣∣∣ .
Since φ ∈ C∞c (Ω) with supp(φ) ⊂ Ω \ {0}, then there exists r > 0 such that φ = 0 in Br(0).
Then by using integration by parts formula with (−∆)suε ∈ L∞(Ω) (Lemma 2.2 in [88]) and
(6.1.11) we obtain,∣∣∣∣ ˆ

Ω
(u(−∆)sφ− g(u)φ) dx

∣∣∣∣ ≤ ∣∣∣∣ˆ
Ω
φ(−∆)suε − g(u)φ) dx

∣∣∣∣+
∣∣∣∣∣
ˆ
B2ε(0)

u(−∆)sφ dx
∣∣∣∣∣

≤
∣∣∣∣∣
ˆ
B2ε(0)

u(−∆)sφ dx
∣∣∣∣∣+

∣∣∣∣∣
ˆ

Ω\Br(0)
(ξε(x)(−∆)su(x) + u(x)(−∆)sξε(x)− g(u))φ dx

∣∣∣∣∣
+ Cn,s

∣∣∣∣∣
ˆ

Ω\Br(0)
φ(x)

ˆ
RN

(u(x)− u(y))(ξε(x)− ξε(y))
|x− y|N+2s dy dx

∣∣∣∣∣ .
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6.1.3. Study of isolated singularities and qualitative properties

For x ∈ Ω \Br(0), y ∈ Bε(0) and ε < r
4 , we have

|(−∆)sξε(x)| = CN,s

ˆ
B2ε(0)

1− ξε(y)
|x− y|N+2s dy ≤ C

|B2ε(0)|
(r − ε)N+2s .

Therefore,
lim
ε→0

ˆ
Ω\Br(0)

u(x)|φ| |(−∆)sξε(x)| = 0. (6.1.12)

Also,∣∣∣∣ ˆ
Ω\Br(0)

φ(x)
ˆ
RN

(u(x)− u(y))(ξε(x)− ξε(y)
|x− y|N+2s dy dx

∣∣∣∣
≤ ‖φ‖L∞(Ω)

∣∣∣∣ ˆ
Ω\Br(0)

u(x)
ˆ
B2ε(0)

|1− ξε(y)|
|x− y|N+2s dy dx

−
ˆ

Ω\Br(0)

(ˆ
B2ε(0)

u(y)|1− ξε(y)|
|x− y|N+2s dy

)
dx

∣∣∣∣
≤
‖φ‖L∞(Ω)

(r − ε)N+2s

(
CεN

ˆ
Ω\Br(0)

u(x) dx+ |Ω \Br(0)|
ˆ
B2ε(0)

u(y) dy
)
→ 0 as ε→ 0.

(6.1.13)

Since ξε(x) = 1 in Ω \Br(0) and u is distributional solution of (Ps) we obtain,
ˆ

Ω\Br(0)
(ξε(x)(−∆)su(x)− g(u))φ dx = 0. (6.1.14)

Therefore, by combining (6.1.12), (6.1.13) and (6.1.14) we obtain P (φ) = 0 for all φ ∈ C∞c (Ω)
with supp(φ) ⊂ Ω \ {0}. Since u ∈ L1(Ω) and g(u) ∈ L1(Ω), then P is a bounded linear
functional on C∞c (Ω). Therefore by using Theorem XXXV in [232], we obtain

P =
∑
|a|≤m

caD
aδ0

where ca ∈ R and δ0 denotes the Dirac mass at origin. i.e. for all φ ∈ C∞c (Ω)

P (φ) =
∑
|a|≤m

caD
aφ(0). (6.1.15)

Theorem 6.1.21. Let P be a bounded linear functional satisfying (6.1.15). Then

ca = 0 for any |a| ≥ 1.

Proof. Let η ∈ C∞(RN ) with supp(η) ⊂ B1(0) and |a| ≥ 1 such that Daη(0) = ca for every
|a| ≤ m (see [70]). Define ηε(x) = η

(
x
ε

)
for x ∈ RN , then from (6.1.15) we obtain,

P (ηε) =
∑
|a|≤m

caD
aηε(0) = C

c2
a

ε|a|
=
ˆ

Ω
(u(−∆)sηε − g(u)ηε) dx. (6.1.16)
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Chapter 6. Non-local singular problem

Let r > 0 and divide the integral in (6.1.16) into two parts:∣∣∣∣ ˆ
Ω
u(x)(−∆)sηε(x)

∣∣∣∣ ≤ ˆ
Ω\Br(0)

u(x) |(−∆)sηε(x)| dx+
ˆ
Br(0)

u(x) |(−∆)sηε(x)| dx.

For x ∈ Ω \Br(0) with ε small enough, we obtain

|(−∆)sηε(x)| =
∣∣∣∣∣P.V.

ˆ
Bε(0)

η(xε )− η(yε )
|x− y|N+2s dy

∣∣∣∣∣ ≤ 2‖η‖L∞(B1(0))|Bε(0)|
(r − ε)N+2s → 0 as ε→ 0. (6.1.17)

and for x ∈ Br(0) we obtain,∣∣∣∣∣
ˆ
Br(0)

u(x)(−∆)sη
(
x

ε

)
dx

∣∣∣∣∣ ≤ ‖(−∆)sη‖L∞(Br(0))

ˆ
Br(0)

u(x) dx→ 0 as r → 0. (6.1.18)

independently of ε. Therefore by combining (6.1.17) and (6.1.18) with ε < r, we obtain∣∣∣∣ ˆ
Ω
u(x)(−∆)sηε(x) dx

∣∣∣∣ ≤ o(1) as ε→ 0. (6.1.19)

Also, the second integral in (6.1.16) satisfies
ˆ

Ω
g(u)ηε dx ≤ ‖η‖L∞(Ω)

ˆ
Bε(0)

g(u) dx→ 0 as ε→ 0. (6.1.20)

From (6.1.16), (6.1.19) and (6.1.20), c2
a ≤ C1ε

|a|o(1) as ε → 0. Therefore we have ca = 0, for
all |a| ≥ 1 since ε is arbitrary.

Proof of Theorem 6.1.12 : Follows from combining Theorem 6.1.20 and Theorem 6.1.21.

Now we prove Theorems 6.1.10 and 6.1.13 concerning the qualitative properties of classi-
cal solution and asymptotic behavior of large solution for half Laplacian operator and n = 1:

Proof of Theorem 6.1.10: With the assistance of maximum principle in narrow domains
(see [175]) and moving plane method, we prove the monotonicity and radial symmetry of
classical solutions in Ω. Without loss of generality, we assume Ω = (−1, 1) and (λ, u) be
classical solution of (Pλ) for λ ≤ λ0 (obtained from Theorem 6.1.9).
Define Rh(x) := (2h− x) be the reflection of the point x about h and

vh(x) := uh(x)− u(x) where uh(x) = u(Rh(x)).

Step 1: Positivity of vh near −1 and 1:
Clearly for |h| sufficiently large, vh(x) ≥ 0. Now we prove that vh(x) ≥ 0 in (−1, h) ∩H−h if
h ≤ 0 and in (h, 1)∩H+

h if h > 0 where H±h = {x ∈ R : x ≷ h} and h lies in the neighborhood
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6.1.3. Study of isolated singularities and qualitative properties

of x0 ∈ ∂Ω = {−1, 1}. Suppose that vh < 0 in K ⊂ (−1, h) ∩H−h for some h ≤ 0. Since f is
Lipschitz and noting that supp((−vh)+) ⊂ (−1, 2h+ 1), we have

〈(−∆)1/2(−vh), (−vh)+〉 = λ

ˆ 2h+1

−1

( 1
uδ
− 1

(uh)δ + f(u)− f(uh)
)

(−vh)+ dx

≤ C
ˆ
K

((u− uh)+)2 dx.

Then by Poincaré inequality, we obtain
ˆ
R

(
(−∆)

1
4 (u− uh)+

)2
≤ C

ˆ 2h+1

−1
((−vh)+)2 dx ≤ C(diam(K))

ˆ
R

(
(−∆)

1
4 (u− uh)+

)2
.

Then by choosing h close enough to −1 we get, C(diam(K)) < 1 and then (−vh)+ = (u −
uh)+ = 0. Similarly in the case of (h, 1) ∩ H+

h for h > 0. Now by moving the point in the
neighborhood of −1 and 1 we obtain there exists T > 0 independent of u such that u(x− t) is non-increasing ∀(t, x) ∈ [0, T ]× (−1, h) if h ≤ 0,

u(x− t) is non-decreasing ∀(t, x) ∈ [0, T ]× (h, 1) if h ≥ 0.
(6.1.21)

Step 2: Positivity of vh in interior of (−1, 1):
In Step 1, we have proved that vh ≥ 0 in the neighborhood of −1 and 1. So, without loss of
generality we can assume that h ≥ 0 be the smallest value such that vh ≥ 0 in (h, 1). Then
the mean value Theorem implies vh satisfies the following for some θ ∈ (0, 1)

(−∆)
1
2 vh + δvh

(θu+ (1− θ)uh)δ+1 = f(uh)− f(u) in (h, 1). (6.1.22)

Claim 1: For every compact subset K ⊂ (h, 1), ess infK vh > 0.
To establish our claim, we follow the proof of Proposition 3.6 in [175]. Since vh 6≡ 0 in (h, 1)
then for x∗ ∈ (h, 1), it is enough to prove that ess infBr(x∗) vh > 0 for r sufficiently small.
From Step 1, vh ≥ 0 and vh(x) = −vh(Rh(x)) in H+

h , there exists a bounded set B ⊂ H+
h

with x∗ 6∈ B and
µ̃ := inf

B
vh > 0. (6.1.23)

Using Lemma 2.1 in [175], we fix r such that U = B2r(x∗) and

0 < r <
1
4 dist(x∗, B ∪ (R \H+

h )) and λ1(U) ≥ CL(f) (6.1.24)

where CL(f) is the Lipschitz constant of f and λ1(U) is the first eigenvalue of (−∆)s in U.

Now, in order to apply Proposition 3.5 in [175], we construct a subsolution of (−∆)
1
2 ṽ = c(x)ṽ

in U where

c(x) =


f(uh)−f(u)

vh
− δ

(θu+(1−θ)uh)δ+1 if vh 6= 0,
0 if vh = 0.
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Define
k : R→ R, k(x) = m(x)−m(Rh(x)) + a[1B(x)− 1B(Rh(x))]

where a will be determined later and m ∈ C2
c (R) such that 0 ≤ m ≤ 1 on R and

m(x) =
{

1 if |x− x∗| ≤ r,
0 if |x− x∗| ≥ 2r,

and satisfies k(Rh(x)) = −k(x) on H+
h , k = 0 in H+

h \ (U ∪ B) and k = a on B. Then by
Proposition 2.3 in [175] we obtain,

ˆ
R

ˆ
R

(m(x)−m(y))(φ(x)− φ(y))
|x− y|2

dx dy ≤ C
ˆ
U
φ(x) dx

for φ ∈ τ , φ ≥ 0 and C = C(m) independent of φ. Since φ = 0 in R\U , (U∩B)∪(U∩Rh(B)) =
∅ and

m(Rh(x))φ(x) = 1B(x)φ(x) = 1Rh(B)(x)φ(x) = 0 in R.

Then we have
ˆ
R

ˆ
R

(k(x)− k(y))(φ(x)− φ(y))
|x− y|2

dx dy ≤ Ca
ˆ
U
φ(x) dx

where

Ca := C + sup
x∈U

ˆ
Rh(U)

1
|x− y|2

dy − a inf
x∈U

ˆ
B

( 1
|x− y|2

− 1
|x−Rh(y)|2

)
dy.

Since |x − y| ≤ |x − Rh(y)| for all x, y ∈ H+
h , U ⊂ H+

h and continuity of the function
x 7→

´
B

(
1

|x−y|2 −
1

|x−Rh(y)|2
)
dy implies

inf
U

ˆ
B

( 1
|x− y|2

− 1
|x−Rh(y)|2

)
dy > 0.

Now by taking a sufficiently large enough such that Ca ≤ −CL(f) and using vh ≥ 0 in U , we
obtain
ˆ
R

ˆ
R

(k(x)− k(y))(φ(x)− φ(y))
|x− y|2

dx dy ≤ −CL(f)
ˆ
U
φ(x) dx

≤
ˆ
U
λ

(
f(uh)− f(u)

vh
− δ

(θu+ (1− θ)uh)δ+1

)
k(x)φ(x) dx.

Then by using (6.1.23), (6.1.24) and Proposition 3.5 in [175], we obtain ṽh(x) := vh(x) −
µ̃
ak(x) ≥ 0 a.e. in U so that vh(x) ≥ µ̃

ak(x) = µ̃
a > 0 a.e. in Br(x∗) and which completes the

Claim 1.
Claim 2: h = 0.
We argue by contradiction and suppose h > 0. Since h is the smallest value such that vh ≥ 0
in (h, 1), so we claim that for a small ε > 0 we have vh−ε ≥ 0 in (h − ε, 1) and thus get a
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contradiction that h is the smallest value. For this claim we follow the proof of Proposition
3.5 in [175]. Fix γ (to be determined later) and let K b (h, 1) such that |(h, 1) \ K| ≤ γ

2 .

Then by using Claim 1, vh ≥ r > 0 in K and then by continuity vh−ε > 0 in K for ε small
enough. Since vh−ε satisfies (6.1.22) in (h− ε, 1)\K and by taking w := 1H+

h−ε
v−h−ε such that

supp(w) ⊂ (h− ε, 1) \K as a test function, we obtain

〈(−∆)
1
2 vh−ε, w〉 =

ˆ
(h−ε,1)\K

( −δvh−ε
(θu+ (1− θ)uh−ε)δ+1 + f(uh−ε)− f(u)

)
w dx. (6.1.25)

We observe that

[w + vh−ε]w = [1H+
h−ε

v+
h−ε + 1R\H+

h−ε
vh−ε]1H+

h−ε
v−h−ε = 0 in R

and therefore

[w(x)− w(y)]2 + [vh−ε(x)− vh−ε(y)][w(x)− w(y)]

= − (w(x)[w(x) + vh−ε(y)] + w(y)[w(x) + vh−ε(x)]) .
(6.1.26)

Now using |x − y| ≤ |x − Rh−ε(y)| for all x, y ∈ H+
h−ε, Rh−ε(R \ H

+
h−ε) = H+

h−ε and from
(6.1.26), we obtain

〈(−∆)
1
2w,w〉+ 〈(−∆)

1
2 vh−ε, w〉 = −2

ˆ
H+
h−ε

ˆ
R

w(x)[w(y) + vh−ε(y)]
|x− y|2

dy dx

= −2
ˆ
H+
h−ε

ˆ
R

w(x)[1H+
h−ε

v+
h−ε(y) + 1R\H+

h−ε
vh−ε(y)]

|x− y|2
dy dx

= −2
ˆ
H+
h−ε

ˆ
H+
h−ε

w(x)
(
v+
h−ε(y)
|x− y|2

− vh−ε(y)
|x−Rh−ε|2

)
dy dx ≤ 0.

(6.1.27)

Let λ1 be the first eigenvalue of (−∆)s in (h− ε, 1) \K and then by combining (6.1.25) and
(6.1.27) we obtain,

λ1((h− ε, 1) \K)
ˆ

(h−ε,1)\K
|v−h−ε|

2 dx ≤ 〈(−∆)
1
2w,w〉 ≤ − 〈(−∆)

1
2 vh−ε, w〉

=
ˆ

(h−ε,1)\K

δvh−ε1(h−ε,1)\K v−h−ε
(θu+ (1− θ)uh)δ+1 dx+

ˆ
(h−ε,1)\K

(−f(uh−ε) + f(u))1(h−ε,1)\K v−h−ε dx

≤ CL
ˆ

(h−ε,1)\K
|v−h−ε|

2 dx.

Since λ1(Ω) → ∞ when |Ω| → 0 (see Lemma 2.1 in [175]) then by choosing γ small enough
we get vh−ε ≥ 0 in (h− ε, 1), which is a contradiction. Therefore h = 0 i.e. u(−x) ≥ u(x) and
then by repeating the same proof for largest value of h over (−1, h) we obtain u(x) = u(−x)
for all x ∈ (−1, 1). Since h = 0, therefore (6.1.21) and Claim 1 imply u is strictly decreasing
in |x|.
Now we prove result describing the asymptotic behavior of connected branch C :
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Proof of Theorem 6.1.13: Let (λ, u) ∈ S ∩ ((0,Λ) × C0([−1, 1])) be the solution of the
problem (Pλ). Then from Theorem 6.1.10 we obtain, u is decreasing with respect to |x| then
for every ε > 0 there exists β1 > 0 such that for any x ∈ (−1,−ε)∪(ε, 1), we have a measurable
set Mε satisfying

(i) |Mε| ≥ β1 and Mε ⊂ (−1 + ε, 1− ε) .
(ii) u(y) ≥ u(x), ∀y ∈Mε.

Then by multipying φ1 to the equation satisfied by u, we obtain

λ1

ˆ 1

−1
uφ1 = λ

(ˆ 1

−1

φ1
uδ

dx+
ˆ 1

−1
f(u)φ1 dx

)

and for any m ≥ 2λ1
Λa , there exists a C > 0,

mt− C ≤ 1
tδ

+ f(t), t ∈ R+.

Then by using u(y) ≥ u(x), ∀y ∈Mε we obtain for C1 > 0 large enough,(
m− 2λ1

Λa

)
u(x)

ˆ
Mε

φ1 dx ≤
(
m− 2λ1

Λa

) ˆ 1

−1
uφ1 dx ≤ C1.

Together with |Mε| ≥ β1 it implies that u(x) ≤ C2 for all x ∈ (−1,−ε) ∪ (ε, 1). So,

sup
u∈S∩({λ≥λ0}×C0([−1,1]))

‖u‖L∞((−1,1)\[ε,ε]) ≤ cε <∞. (6.1.28)

Suppose there exists a sequence (λk, uk) of solutions in S ∩ ((0,Λ) × C0([−1, 1])) such that
λk → Λa and ‖uk‖L∞ →∞ as k →∞, then (6.1.28) implies ”0” is the blow up point. Hence
by regularity of uk and compact embedding we obtain uk → u uniformly on compact subsets
of (−1, 1) \ {0}. Since uk satisfies (6.1.1), then from the proof of Remark 6.1.14, we obtain
‖g(uk)‖L1 ≤ C2 , where C2 is independent of k. Then Fatou’s lemma and Vitali’s convergence
theorem give u ∈ Lp((−1, 1)) and ‖uk−u‖Lp((−1,1)) → 0 for any 1 ≤ p <∞. Now, by passing
to the limit as k →∞ we obtain u satisfies (in the sense of Definition 6.1.11):

(−∆)
1
2u = Λag(u) in (−1, 1) \ {0},

u ≥ 0 in (−1, 1),

u = 0 in R \ (−1, 1),

with g(u) ∈ L1(Ω). Then by Theorems 6.1.19 and 6.1.12 there exists µ ≥ 0 such that u
satisfies (in the sense of Definition 6.1.1)

(−∆)
1
2u = Λag(u) + µδ0 in (−1, 1),

u ≥ 0 in (−1, 1),

u = 0 in R \ (−1, 1).

(6.1.29)
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Suppose µ 6= 0. Hence we have u(x) = Λag(u) ∗ Φ(x) + µΦ(x) + l(x) where l is a s-harmonic
function in (−1, 1) and Φ(x) = −1

π log(|x|). Therefore u(x) ≥ log(|x|−µ/π)−C and since α > 1,

f(u) ≥ h
(
log(|x|−µ/π

)
− C) exp(log(|x|−µ/π)−C)α ≥ h

(
log(|x|−µ/π)− C

)
|x|−µp/π

for all p > 1, 0 < |x| ≤ |xρ| and |xρ| small. Then by integrating f(u) over a small ball B
around 0, we obtain

´
B f(u) = ∞ which contradicts f(u) ∈ L1((−1, 1)). Therefore µ = 0.

This completes the proof of Theorem 6.1.13.

6.1.4 Global multiplicity result via variational method

In this section, we will show the existence and multiplicity of solutions of (Pλ) by using
variational methods. The energy functional corresponds to problem (Pλ) is defined as

Jλ(u) = 1
2‖u‖

2 − λ
ˆ 1

−1
(G(u) + F (u)) dx, (6.1.30)

where

G(u) =


0 if u ≤ 0 and δ > 0,
u1−δ

1−δ if u > 0 and δ 6= 1,
lnu if u > 0 and δ = 1.

Using the above theorem one can see that the functional Jλ is well defined.

Lemma 6.1.22. For each λ ∈ (0,Λ], (Pλ) admits a weak solution provided (K1) and (K2)
holds.

Proof. We use the classical Perron’s method to proof the existence of a solution. Let u = uλ

where uλ is defined in Lemma 6.1.17. Then u is a strict subsolution of (Pλ). Let λ′ ∈ (0,Λ)
then it is easy to see that uλ′ is a solution of (Pλ′) and forms a supersolution of (Pλ). Note
that such a λ′ exists because of definition of Λ. Let u = uλ′ and M := {u ∈ X0 | u ≤ u ≤ u}.
Then M is closed, convex and Jλ is coercive and weakly semi lower continuous on M . It
implies that un is a sequence in M such that Jλ(un) → inf

u∈M
Jλ(u) > −∞ when n → ∞ and

un ≤ u. It implies {un} is bounded in X0. Then there exists uλ ∈ M such that (up to a
subsequence) un ⇀ uλ weakly in X0.
Claim: uλ is weak solution of (Pλ).
For φ ∈ X0 and ε > 0 small enough, define vε = uλ + εφ− φε + φε ∈M , where

φε = (uλ + εφ− u)+ and φε = (uλ + εφ− u)−

By construction φε, φε ∈ X0 ∩ L∞((−1, 1)) and uλ + t(vε − uλ) ∈ M for each t ∈ (0, 1), we
have

0 ≤ lim
t→0+

Jλ(uλ + t(vε − uλ))− Jλ(uλ)
t
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=
ˆ
Q

(vε − uλ)(−∆)
1
2uλ dx−

ˆ 1

−1
u−δλ (vε − uλ) dx−

ˆ 1

−1
f(uλ)(vε − uλ) dx.

Now using the same arguments as in proof of [150, Proposition 3.2] coupled with Lemma
6.1.23 and for the case λ = Λ using the same assertions as in [150, Theorem 3.4], we have
desired result.

Lemma 6.1.23. Let λ ∈ (0,Λ) and uλ denotes the weak solution of (Pλ) obtained in Lemma
6.1.22. Then uλ is a local minimum of the functional Jλ.

Proof. The proof follows by using the same arguments as in [150, Lemma 3.3](see [104]), one
can proof that uλ is local minimum of the functional Jλ in X0 topology.

Lemma 6.1.24. There exists a positive weak solution of (PΛ) and any weak solution of (Pλ)
for λ ∈ (0,Λ], belongs to L∞((−1, 1)) ∩ C+

φδ
((−1, 1)) where φδ is defined in (6.1.4).

Proof. See [150, Theorem 3.4, Proposition 4.1].

The concern of this section is to prove the existence of a second solution for (Pλ). Let
uλ is the first weak solution of (Pλ) in X0 topology obtained in 6.1.22. Now, consider the
following problem, which is (Pλ) translated by uλ:

(P̃λ)

 (−∆)
1
2u = λ

(
(u+ uλ)−δ − (uλ)−δ + f(u+ uλ)− f(uλ)

)
, u > 0 in (−1, 1),

u = 0 in R \ (−1, 1).

For x ∈ (−1, 1), define

g̃(x, s) =
(
(s+ uλ(x))−δ − (uλ(x))−δ

)
χR+(s), G̃(x, t) =

ˆ t

0
g̃(x, s) ds,

f̃(x, s) = (f(s+ uλ(x))− f(uλ(x)))χR+(s), F̃ (x, t) =
ˆ t

0
f̃(x, s) ds.

Let J̃λ : X0 → R be the energy functional associated with (P̃λ) defined as

J̃λ(u) = ‖u‖
2

2 − λ
ˆ 1

−1
G̃(x, u(x)) dx− λ

ˆ 1

−1
F̃ (x, u(x)) dx.

Remark 6.1.25. (i) By Theorem 3.1.3, it can be easily shown that the map X0 3 u →
1
2‖u‖

2−λ
ˆ 1

−1
F̃ (x, u(x)) dx ∈ R is a C1 map. The map X0 3 u→ λ

ˆ 1

−1
G̃(x, u(x)) dx ∈

R is locally Lipschitz. Therefore, J̃λ is a sum of a C1 and a Lipschitz functional. Hence,
the generalized derivative of J̃λ exist for all u ∈ X0 and given by

J̃0
λ(u, φ) = lim

h→0
sup
t→0

J̃λ(u+ h+ tφ)− J̃λ(u+ h)
t

, φ ∈ X0.

We say u is a generalized critical point if J̃0
λ(u, φ) ≥ 0 for all φ ∈ X0.
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6.1.4. Global multiplicity result via variational method

(ii) For any u ∈ X0,

Jλ(u+ + uλ) = Jλ(uλ) + J̃λ(u)− ‖u
−‖2

2 − 4
ˆ
R

ˆ
R

u+(x)u−(y)
|x− y|2

dxdy.

Since uλ is a local minimum of Jλ, it follows that 0 is a local minimum of J̃λ in X0-
topology.

(iii) One can easily prove that if u ≥ 0 then

J̃0
λ(u, φ) ≤ 〈uλ + u, φ〉 − λ

ˆ 1

−1
(uλ + u)−δφ dx− λ

ˆ 1

−1
f(uλ + u)φ dx.

Now we will use the machinery of mountain pass Lemma and Ekeland variational principle
to prove the existence of second solution. We will show the existence of solution in the
following cone:

T = {u ∈ X0 : u ≥ 0 a.e in (−1, 1)}.

Since 0 is local minimum of J̃λ in X0 topology, there exists a ρ0 > 0 such that J̃λ(0) ≤ J̃λ(u)
provided ‖u‖ < ρ0. We distinguish two cases:

(ZA) (Zero Altitude): inf{J̃λ(u) : u ∈ T, ‖u‖ = ρ} = J̃λ(0) = 0 for all ρ ∈ (0, ρ0).
(MP) (Mountain Pass) : There exists ρ1 ∈ (0, ρ0) such that inf{J̃λ(u) : u ∈ T ‖u‖ = ρ1} >

J̃λ(0).

Lemma 6.1.26. Let (ZA) holds for some λ ∈ (0,Λ). Then there exists a non-trivial gener-
alized critical point vλ ∈ T for J̃λ.

Proof. Fix ρ ∈ (0, ρ0). By using the definition of infimum of there exist {un} ⊆ T with
‖un‖ = ρ and J̃λ(un) ≤ 1/n. Let 0 < σ < 1

2 min{ρ0 − ρ, ρ} and define the set

A = {u ∈ T : ρ− σ ≤ ‖u‖ ≤ ρ+ σ}

which is closed in X0 and J̃λ is continuous on A. Now using the Ekeland Variational principle,
we obtain the existence of a sequence {vn} ∈ A such that{

J̃λ(vn) ≤ J̃λ(un) ≤ 1
n , ‖un − vn‖ ≤

1
n ,

J̃λ(vn) ≤ J̃λ(z) + 1
n‖z − vn‖ for all z ∈ A.

(6.1.31)

For a given z ∈ T , we can choose ε > 0 such that vn + ε(v − vn) ∈ A. From (6.1.31), we
obtain that

J̃λ(vn + ε(z − vn))− J̃λ(vn)
ε

≥ − 1
n
‖z − vn‖.

Taking ε→ 0+ we get

J̃0
λ(vn, z − vn) ≥ − 1

n
‖z − vn‖ for all z ∈ A.
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From the remark 6.1.25, we deduce that for any z ∈ A,

〈uλ + vn, z − vn〉 − λ
ˆ 1

−1
(uλ + vn)−δ(z − vn) dx− λ

ˆ 1

−1
f(uλ + vn)(z − vn) dx ≥ − 1

n
‖z − vn‖.

(6.1.32)

Since vn is a bounded sequence in X0 therefore, there exists vλ ∈ X0 such that vn ⇀ vλ

weakly in X0 as well as almost everywhere in (−1, 1). We claim that vλ is a weak solution of
(P̃λ). For any ψ ∈ C∞c ((−1, 1)), set

ψn,ε = (vn + εψ)− and z = vn + εψ + ψn,ε = (vn + εψ)+ ∈ T.

Hence as a result of (6.1.32) and the choice of z, we have

〈uλ + vn, z − vn〉 − λ
ˆ 1

−1
(uλ + vn)−δ(εψ + ψn,ε) dx− λ

ˆ 1

−1
f(uλ + vn)(εψ + ψn,ε) dx

≥ − 1
n
‖εψ + ψn,ε‖.

Observe that ψn,ε → ψε = (vλ + εψ)− a.e in (−1, 1), |ψn,ε| ≤ ε|ψ| in (−1, 1) and by using
dominated convergence theorem one can easily show that ψn,ε → ψε in Lm((−1, 1)) for all
m > 1. Moreover, ψn,ε ⇀ ψε weakly in X0. Using the same arguments as in [150, Lemma
4.2], we have

〈uλ + vn, εψ + ψn,ε〉 ≤ 〈uλ + vλ, εψ + ψε〉+ on(1). (6.1.33)

By Hardy’s Inequality (See [162, Corollary 1.4.4.10, p.23]) and dominated convergence theo-
rem,

ˆ 1

−1
(uλ + vn)−δ(εψ + ψn,ε) dx→

ˆ 1

−1
(uλ + vλ)−δ(εψ + ψε) dx. (6.1.34)

Taking into account the hypothesis (K2), Theorem 3.1.3 and Vitali’s convergence theorem,
we get

ˆ 1

−1
f(uλ + vn)ψ dx→

ˆ 1

−1
f(uλ + vλ)ψ dx.

Using the mean value Theorem, definition of ψn,ε and the fact that f ′ > 0, we deduce that

f(uλ + vn)ψn,ε ≤ (f(uλ − εψ) + f ′(ξn)(vn + εψ))ψn,ε
f(uλ − εψ)ψn,ε ≤ f(uλ − εψ)ε|ψ| ∈ L1((−1, 1)).

This on using dominated convergence theorem gives
ˆ 1

−1
f(uλ + vn)(εψ + ψn,ε) dx→

ˆ 1

−1
f(uλ + vλ)(εψ + ψε) dx. (6.1.35)
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Using (6.1.33), (6.1.34) and (6.1.35), we obtain that

〈uλ + vλ, εψ + ψε〉 −
ˆ 1

−1
(uλ + vλ)−δ(εψ + ψε) dx−

ˆ 1

−1
f(uλ + vλ)(εψ + ψε) dx ≥ 0.

Employing the fact that uλ is a weak solution of (Pλ), we get

〈uλ + vλ, ψ〉 −
ˆ 1

−1
(uλ + vλ)−δψ dx−

ˆ 1

−1
f(uλ + vλ)ψ dx

≥ −1
ε
〈vλ, ψε〉+ 1

ε

ˆ 1

−1
((uλ + vλ)−δ − (uλ)−δ)ψε dx+ 1

ε

ˆ 1

−1
(f(uλ + vλ)− f(uλ))ψε dx

≥ −1
ε
〈vλ, ψε〉+ 1

ε

ˆ
Ωε

((uλ + vλ)−δ − (uλ)−δ)ψε dx

(6.1.36)
where the last inequality follows using the fact that f is an increasing function and vλ ≥ 0
and supp(ψε) =: Ωε ⊂ (−1, 1). Keeping in mind that u−δλ φ ∈ L1((−1, 1)),

1
ε

ˆ
Ωε

((uλ + vλ)−δ − (uλ)−δ)ψε dx ≤
2
ε

ˆ 1

−1
u−δλ ψ = o(1).

Furthermore, trivial calculations gives

−1
ε
〈vλ, ψε〉 ≥

ˆ
Ωε

ˆ
Ωε

(vλ(x)− vλ(y))(ψ(x)− ψ(y))
|x− y|2

dxdy

+ 2
ˆ

Ωcε

ˆ
Ωε

(ψ(x)− ψ(y))(vλ + ψ)(y)
|x− y|2

dxdy + 2
ˆ

Ωε

ˆ
Ωcε

vλ(x)ψ(x)
|x− y|2

dxdy.

Letting ε→ 0 in (6.1.36), we deduce that, for all ψ ∈ C∞c ((−1, 1)),

〈uλ + vλ, ψ〉 −
ˆ 1

−1
(uλ + vλ)−δψ dx−

ˆ 1

−1
f(uλ + vλ)ψ dx ≥ 0.

It implies that vλ is a generalized critical point. Now we will show that vλ 6≡ 0. Note that
‖vn‖ ≥ max{2ρ − ρ0, 0} ≥ 0, so it enough to show that vn → vλ strongly in X0. Let z = vλ

in (6.1.32),

‖vλ − vn‖2 ≤ 〈uλ + vλ, vλ − vn〉+ 1
n
‖vλ − vn‖ − λ

ˆ 1

−1
(uλ + vn)−δ(vλ − vn) dx

− λ
ˆ 1

−1
f(uλ + vn)(vλ − vn) dx.

Observe that (uλ+vn)−δ(vλ−vn)→ 0 as n→∞ a.e on (−1, 1), uλ ∼ φδ in the neighborhood
of −1 and 1. In consequence of Hardy’s inequality and Hölder inequality, for any measurable
set E ⊂ (−1, 1) and δ > 1, we have

ˆ
E

(uλ + vn)−δ(vλ − vn) dx ≤
ˆ
E
u−δλ |vλ − vn| dx ≤ C

ˆ
E
φ
−2δ
δ+1
δ |vλ − vn| dx
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≤ C
ˆ
E
d

1−δ
2(δ+1)

|vλ − vn|
d

1
2

dx ≤ C‖vλ − vn‖X0‖d
1−δ

2(δ+1) ‖L2(E).

Thus in a consequence of Vitali’s convergence theorem
´ 1
−1(uλ + vn)−δ(vλ − vn) dx → 0.

Rewrite

f(uλ + vn)(vλ − vn) = f(uλ + vn)(uλ + vλ)− f(uλ + vn)(uλ + vn).

Using the same arguments used for (6.1.35), one can easily show that
ˆ 1

−1
f(uλ + vn)(uλ + vλ) dx→

ˆ 1

−1
f(uλ + vλ)(uλ + vλ) dx.

Let zn = uλ + vn and zλ = uλ + vλ then f(zn)zn → f(zλ)zλ a.e in (−1, 1). Let k be any
integer such that k > ‖uλ‖∞. Using (K2),

ˆ
{zn≥k}

f(zn)zn dx ≤ C
ˆ
{zn≥k}

e
3z2n

2 zn dx ≤ C
ˆ
{zn≥k}

e2z2
nzn dx ≤ Ce−k

2
ˆ 1

−1
e3z2

n dx.

By means of the Hölder inequality and the relation z2
n ≤ 2(u2

λ + (zn − uλ)2), we deduce that
ˆ
{zn≥k}

f(zn)zn dx ≤ Ce−k
2
ˆ 1

−1
e6u2

λe6v2
n dx ≤ Ce−k2‖e6u2

λ‖Lp((−1,1))‖e6v2
n‖Lp′ ((−1,1)).

(6.1.37)

Now for ρ0 small enough, we can choose p′ > 1 such that 6p′‖vn‖ ≤ 12p′ρ0 < π. With the
help of Trudinger-Moser inequality and (6.1.37), we have

´
{zn≥k} f(zn)zn dx ≤ Ce−k

2 where
C is independent of n. Hence for k large enough,

ˆ 1

−1
f(zn)zn dx ≤

ˆ
{zn≤k}

f(zn)zn dx+ Ce−k
2
.

Letting n → ∞ and k → ∞, lim sup
n→∞

ˆ 1

−1
f(zn)zn dx ≤

ˆ 1

−1
f(zλ)zλ dx. Using the fact that

vn ⇀ vλ weakly in X0, we get 〈uλ + vλ, vλ − vn〉 → 0 as n → ∞. Therefore, from all the
calculations, we obtain that ‖vλ − vn‖ → 0 as n→∞.

Now we will prove the existence of second solution if (MP) holds. Before this we will prove
some preliminary results. We recall the definition of Moser function ωn for half-Laplacian,
which is recently given by Takahashi [244].

ωn(x) = 1√
π


(logn)

1
2 if |x| ≤ 1

n ,

− log(n)−
1
2 log |x| if 1

n ≤ |x| ≤ 1,
0 if |x| ≥ 1.

Fix x0 ∈ R and r > 0 such that ωrn(x) = ωn(x−x0
r ) has support in (−1, 1). Note that ‖ωrn‖ = 1.
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Lemma 6.1.27. Assume (K1)-(K3). Then the following holds.

(i) J̃λ(tωrn)→ −∞ as t→∞.
(ii) For a suitable x0 ∈ (−1, 1) and r > 0 small enough, sup

t>0
J̃λ(tωrn) < π

2 .

Proof. (i) Using (K2), there exist positive constants C1 and C2 such that

F̃ (x, t) ≥ C1e
1
2 (uλ+t)2 − C2 − f(uλ)t for t ≥ 0.

Hence for some C > 0,

J̃λ(tωrn) ≤ t2

2 − Cλ
ˆ
B r
n

(x0)
e
t2
2 |ω

r
n|2 dx = t2

2 −
Cλr

n
e
t2 logn
π → −∞ as t→∞.

(ii) On the contrary, suppose that there exists a subsequence of N such that supt>0 J̃λ(tωrn) ≥
π
2 . That is, t2n

2 − λ
´ 1
−1 G̃(x, tnωn) dx− λ

´ 1
−1 F̃ (x, tnωn) dx ≥ π

2 . Using (K1), we have

t2n
2 − λ

ˆ 1

−1
G̃(x, tnωn) dx ≥ π

2 .

Clearly, g̃(x, s) ≤ 0 for x ∈ (−1, 1) and s > 0. For and x ∈ Br(x0), applying Taylor’s
expansion, g̃(x, s) = δs

uδ+1
λ

+ o(s2). It implies that
ˆ 1

−1
G̃(x, tnωn) dx =

ˆ
Br(x0)

G̃(x, tnωn) dx ≤
ˆ
Br(x0)

ˆ tnωn

0
Cs dsdx ≤ Ct2nO((logn)−1).

As a result, we get

t2n ≥ π −O((logn)−1). (6.1.38)

Since d
dt J̃(tωrn)|t=tn = 0, we get t2n−λ

´ 1
−1 g̃(x, tnωrn)tnωrn dx = λ

´ 1
−1 f̃(x, tnωrn)tnωrn dx. Again

using the fact that |g̃(x, s)| ≤ Cs, we haveˆ 1

−1
f̃(x, tnωrn)tnωrn dx ≤ t2n[1 +O((logn)−1)]. (6.1.39)

By definition of f̃ and the fact that ‖ωrn‖L1((−1,1)) = O((logn)−
1
2 ), we have

ˆ 1

−1
f̃(x, tnωrn)tnωrn dx =

ˆ 1

−1
f(uλ + tnω

r
n)tnωrn dx− tnO((logn)−

1
2 ).

Now we will estimate
´ 1
−1 f(uλ + tnω

r
n)tnωrn dx from below. Let µ = min

Br(x0)
uλ. Taking into

account (K1), (K2), definition of ωrn and (6.1.38), we haveˆ 1

−1
f(uλ + tnω

r
n)tnωrn dx ≥

ˆ
Br(x0)

h(uλ + tnω
r
n)e(uλ+tnωrn)2

tnω
r
n dx

≥ Ch
(
µ+ tn√

π
(logn)

1
2

)
e

(µ+ tn√
π

(logn)
1
2 )2
tn(logn)

1
2

ˆ
B r
n

(x0)
dx

≥ Cr

n
e
−
(
µ+ tn√

π
(logn)

1
2
)q
e

2(µ+ tn√
π

(logn)
1
2 )
et

2
n

logn
π tn(logn)

1
2

(
µ+ tn√

π
(logn)

1
2

)−1

≥ Ce2(µ+ tn√
π

(logn)
1
2 )−(µ+ tn√

π
(logn)

1
2 )q
.
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Thus we obtain
ˆ 1

−1
f̃(x, tnωrn)tnωrn dx = Ce

2(µ+ tn√
π

(logn)
1
2 )−(µ+ tn√

π
(logn)

1
2 )q − tnO((logn)−

1
2 ). (6.1.40)

Since (logn)→∞ and tn is bounded away from 0 as n→∞, we obtain a contradiction from
(6.1.39) and (6.1.40).

Lemma 6.1.28. Let {uk : ‖uk‖ = 1} be a sequence of X0 functions converging weakly to a
nonzero function u. Then for all p < (1− ‖u‖)−1,

sup
k∈N

ˆ 1

−1
eπp|uk|

2
dx <∞.

Proof. See [149, Lemma 4.4].

Lemma 6.1.29. Assume (K1)-(K3) and fix λ ∈ (0,Λ).Let (MP) holds then there exists a
nontrivial generalized critical point vλ of J̃λ.

Proof. Define the complete metric space

Y = {η ∈ (C[0, 1], T ) : η(0) = 0, ‖η(1)‖ > ρ1, J̃λ(η(1)) < J̃λ(0) = 0},

with metric space defined as d(η, η′) = max
t∈[0,1]

{‖η(t)− η′(t)} for all η, η′ ∈ Y . Fix x0 ∈ (−1, 1)

and r > 0 such that Lemma 6.1.27 (ii) holds. Now choose t0 > 1 such that J̃λ(t0ωrn) < 0.
Note that existence of t0 holds by Lemma 6.1.27 (i). Let η(t) = tt0ω

r
n, t > 0. Then η ∈ Y .

Define the mountain-pass critical level

γ0 = inf
η∈Y

max
t∈[0,1]

J̃λ(η(t)).

From Lemma 6.1.27, we have 0 < γ0 <
π
2 . Define Ψ : X → R as Ψ(η) = max

t∈[0,1]
J̃λ(η(t)), η ∈ Y .

Applying the Ekeland’s variational principle, we get a sequence {ηk} ⊂ Y such that

Ψ(ηk) < γ0 + 1
k

and Ψ(ηk) < Ψ(η) + 1
k
‖η − ηk‖, for all η ∈ Y.

Denote Zk = {t ∈ (0, 1) : J̃λ(ηk(t)) = maxs∈[0,1] J̃λ(ηk(s))}. Now using the arguments and
assertions as in [150, Lemma 4.4], there exist tk ∈ Zk such that if vk = ηk(tk), then

(i) J̃0
λ

(
vk; w−vk

max{1,‖w−vk‖}

)
≥ − 1

k for all w ∈ T ,
(ii) J̃λ(vk)→ γ0 as k →∞.

Taking w = uλ + 2vk in (i), we obtain,

−1
k

max{1, ‖uλ + vk‖} ≤ ‖uλ + vk‖2 − λ
ˆ 1

−1

(
(uλ + vk)1−δ + f(uλ + vk)(uλ + vk)

)
dx.

(6.1.41)
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Fix ε > 0, using (K4), then there exists Cε > 0 such that

F̃ (x, vk) ≤
ˆ uλ+vk

0
f(s) ds− f(uλ)vk ≤M(f(uλ + vk) + 1)− f(uλ)vk

≤ εf(uλ + vk)(uλ + vk) + Cε − f(uλ)vk.

Now using the fact that G̃(x, vk) ≤ 0, we have

1
2‖vk‖

2 − λεf(uλ + vk)(uλ + vk)− Cε + f(uλ)vk ≤ γ0 + ok(1). (6.1.42)

From (6.1.41) and (6.1.42), we have(1
2 − ε

)
‖vk‖2 < C + λ

ˆ 1

−1
u−δλ vk dx+ ‖uλ‖2 + ε

k
max{1, ‖u+ λ+ vk‖}.

With the help of Hardy’s inequality, we obtain that {vk} is a bounded sequence in T . There-
fore, there exists a vλ ∈ T such that vk ⇀ vλ in X0. From (i), we have

J̃0
λ (vk;w − vk) ≥ −

1
k

(1 + ‖w‖), (6.1.43)

for all w ∈ T . Using the same assertions and arguments as in proof of Lemma 6.1.26, one can

easily prove that vλ is a generalized critical point of (P̃λ). From (6.1.41), lim sup
k→∞

ˆ 1

−1
f(uλ +

vk)(uλ + vk) < ∞. Hence by Vitali’s convergence theorem,
ˆ 1

−1
f(uλ + vk) dx →

ˆ 1

−1
f(uλ +

vλ) dx. Now using (K4) and genralized dominated convergence theorem
ˆ 1

−1
F̃ (x, vk) dx →ˆ 1

−1
F̃ (x, vλ) dx. Using the fact that uλ ∼ φδ, Hardy’s inequality and similar arguments used

above we can easily prove that
ˆ 1

−1
G̃(x, vk) dx →

ˆ 1

−1
G̃(x, vλ) dx. Since vk ⇀ vλ weakly in

X0,

J̃(vλ) ≤ lim inf
k→∞

J̃λ(vk) = γ0.

Since lim
k→∞

J̃λ(vk) = γ0 and if vk → vλ strongly in X0 then 0 < γ0 = J̃λ(vλ) implies vλ 6= 0.
Therefore, to show vλ 6= 0, it is enough to show that vk → vλ strongly in X0. Let if possible
then vk 9 vλ in X0 then J̃λ(vλ) < γ0, we can assume J̃λ(vλ) = 0 otherwise vλ 6= 0. From
Remark 6.1.25, we have Jλ(uλ + vλ) = Jλ(uλ). We can choose ε > 0 small enough so that

(γ0 + Jλ(uλ + vλ)− Jλ(uλ)) = γ0(1 + ε) < π

2 . (6.1.44)

Define Θ = λ
´ 1
−1 F (uλ + vλ) + G(uλ + vλ) dx. Using the Remark 6.1.25, we have J̃λ(vk) =

Jλ(ula+ vk)−J −λ(uλ). Therefore, 2(γ0 + Θ +Jλ(uλ)) = lim
k→∞

‖uλ+ vk‖2. Since J̃λ(vλ) < γ0

then ‖uλ + vλ‖2 < lim
k→∞

‖uλ + vk‖2. It gives that

0 < ‖uλ + vλ‖2 < 2(γ0 + Θ + Jλ(uλ)). (6.1.45)
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Taking into account (6.1.44), (6.1.45) and the fact that Jλ(uλ + vλ) = 1
2‖uλ + vλ‖2 − Θ, we

deduce that

(1 + ε)‖uλ + vk‖2 <
π(γ0 + Θ + Jλ(uλ))

γ0 + Θ + Jλ(uλ) + 1
2‖uλ + vλ‖2

= π

(
1− ‖uλ + vλ‖2

2(γ0 + Θ + Jλ(uλ))

)−1

.

Now taking into mind (6.1.45), we can choose p > 1 such that

(1 + ε)‖uλ + vk‖2

p
≤ p <

(
1− ‖uλ + vλ‖2

2(γ0 + Θ + Jλ(uλ))

)−1

.

Therefore, from Lemma 6.1.28, lim sup
k→∞

ˆ 1

−1
e(1+ε)(uλ+vk)2

dx ≤ lim sup
k→∞

ˆ 1

−1
e
πp(uλ+vk)2

‖uλ+vk‖2 dx <∞.

We write
ˆ 1

−1
f(uλ + vk)vk dx =

ˆ 1

−1
f(uλ + vk)(uλ + vk) dx−

ˆ 1

−1
f(uλ + vk)uλ dx.

From (K2), given ε1 < ε and N ∈ N, for some C > 0, we have
ˆ 1

−1
f(uλ + vk)(uλ + vk) dx =

(ˆ
vk≤N

+
ˆ
vk>N

)
f(uλ + vk)(uλ + vk) dx

≤
ˆ
vk≤N

f(uλ + vk)(uλ + vk) dx+ C

ˆ
vk>N

e(1+ε1)(uλ+vk)2
dx

≤
ˆ
vk≤N

f(uλ + vk)(uλ + vk) dx+ Ce(ε1−ε)N .

Now letting k →∞ and then N →∞, we obtain,

lim sup
k→∞

ˆ 1

−1
f(uλ + vk)(uλ + vk) dx ≤

ˆ 1

−1
f(uλ + vλ)(uλ + vλ) dx.

Hence

lim sup
k→∞

ˆ 1

−1
f(uλ + vk)(vk − vλ) dx ≤ 0. (6.1.46)

On the other hand, since we assume vk 9 vλ then by using Remark 6.1.25, (6.1.43) with
w = vλ and the fact that vk ⇀ vλ, we have

0 < ν ≤ ‖vλ − vk‖2 ≤ o(1)− λ
ˆ 1

−1
f(uλ + vk)(vλ − vk) dx. (6.1.47)

From (6.1.46) and (6.1.47), we obtain contradiction. Therefore, vλ 6= 0.

Proof of Theorem 6.1.15: The proof follows from 6.1.22, Lemma 6.1.24, Lemma 6.1.26
along with Lemma 6.1.29. The proof of Hölder regularity follows straightaway from Lemma
6.1.24 and [6, Theorem 1.2] with β = 0.
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Proof of Remark 6.1.14: Suppose there exists a sequence (λk, uk) of solutions in S ∩
((0,Λ) × C0([−1, 1])) such that λk → Λa and ‖uk‖L∞((−1,1)) → ∞ as k → ∞. Now we claim
that

´ 1
−1 g(uk) ≤ C where C is independent of k. Suppose by contradiction that C depends

upon k such that C(k)→∞ as k →∞. Since g(uk) ∈ L∞loc((−1, 1)\{0}) uniformly in k, then
for each k ∈ N there exists a sequence {εk} such that εk → 0,

ˆ
Br(0)\Bεk (0)

g(uk) dx = n→∞ as k →∞. (6.1.48)

and a sequence of classical solutions {vk} such that vk ∈ L∞((−1, 1))∩Cs(R) (see Proposition
1.1 in [226]) satisfying(−∆)

1
2 vk = χ(−1,1)\Bεk (0)g(uk), vk ≥ 0 in (−1, 1),

vk = 0 in R \ (−1, 1).

Since limx→0(uk + Φ)(x) = +∞ then for each k there exists a sequence {rk} such that
rk → 0 as k → ∞ and uk + Φ ≥ vk in Brk(0) \ {0}. Then by weak comparison principle we
obtain uk + Φ ≥ vk in Rn \ {0}.
Since limy→xG(x, y) = +∞ then there exists r0 > 0 such that G(x, y) ≥ 1 in x, y ∈ Br0(0).
Now by using (6.1.48) we obtain that,

vk(x) =
ˆ 1

−1
G(x, y)χ(−1,1)\Bεk (0)g(u) dy =

ˆ
(−1,1)\Bεk (0)

G(x, y)g(u) dy

≥
ˆ
Br0 (0)\Bεk (0)

g(u) = n→∞

and then it implies uk + Φ = +∞ in Br0(0) which is not possible. Therefore
´ 1
−1 g(uk) ≤ C

where C is independent of k. Then combining with the fact that uk have bounded energy
and G(t) ≤ g(t) for large t, we obtain ‖uk‖X0 ≤ C2 where C2 is independent of k. Then there
exists ũ1 such that uk ⇀ ũ1 in X0 and by compact embedding X0 ↪→ Lq((−1, 1)), we obtain
ũ1 = u ∈ X0 where u is the singular solution of (6.1.29) with µ = 0. Then by theorem 3.1.3
and Remark 1.5 in [227], we obtain g(u) ∈ Lp((−1, 1)) and u ∈ L∞((−1, 1)), which is absurd.
This completes the proof of Remark 6.1.14.

6.2 Generalization of symmetry results to fractional Laplacian operator

In this section, we are interested in the study of symmetry of positive solutions to a class of
singular semilinear elliptic problem whose prototype is

(P )
{

(−∆)su = 1
uδ

+ f(u), u > 0 in Ω;
u = 0 in RN \ Ω,

where 0 < s < 1, N ≥ 2s, Ω = Br(0) ⊂ RN , δ > 0, f(u) is a locally Lipschitz function.
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6.2.1 Main results

Theorem 6.2.1. Let δ > 0 and f be a locally Lipschitz function. Then a classical solution u

to (P ) is radially symmetric and strictly decreasing in |x|.

The proof of Theorem 6.2.1 involves the moving plane method adapted in the non local
setting. In this regard, as in the local case, we need a maximum principle in narrow domains
and a strong maximum principle to hold for equations of the type (P ). The extension of
these key tools is not straighforward due to the non local nature of (−∆)s and the presence
of a singular nonlinearity in the right hand side. Besides this, we will take advantage of
monotonicity properties of the nonlinear operator (−∆)su − 1

uδ
and borrow some ”local”

maximum principle shown in [175]. In this regard, we introduce the following definitions:
Let Aλ := {x = (x1, x2, . . . , xN ) ∈ RN : x1 = λ} and

Σλ :=
{
{x ∈ RN : x1 < λ} if λ ≤ 0,
{x ∈ RN : x1 > λ} if λ > 0

for some λ ∈ R and Dλ(x) := (2λ− x1, x2, . . . , xN ) be the reflection of the point x about Aλ
and vλ(x) := uλ(x)− u(x) where uλ(x) = u(Dλ(x)).

Proof. Let u be a classical solution of (P ). To prove radial symmetry and strict monotonicity
of the solution u, it is enough to prove vλ(x) ≥ 0 for all x ∈ Br(0) ∩ Σλ and λ ∈ (−r, r), by
moving hyperplane Aλ in a fixed direction. Since, if vλ(x) ≥ 0 for all λ ∈ (−r, r) and x ∈ Br(0)
holds then we can rotate and move the hyperplane Aλ in the direction close to fixed direction
to get the desired result. Since λ is independent from the direction of movement of hyperplane
Aλ, so we fix ν(x0) = (1, 0, . . . , 0) (without loss of generality) as the direction of movement of
hyperplane Aλ where ν denotes the unit outward normal vector at x0 = (r, 0, . . . , 0) ∈ ∂Br(0).
We divide the proof of above assertion into the following claims:

Claim 1: vλ(x) ≥ 0 for all x ∈ Br(0) ∩ Σλ and |λ| ∈ [r1, r) for some r1 > 0:
Suppose that vλ < 0 in a region P ⊂ Σλ ∩ Br for some r − ε1 < |λ| < r and ε1 > 0. Then
by using Poincaré inequality and since f is a Lipschitz function with Lipschitz constant CL
in the neighborhood of x0 , we obtain
ˆ
Rn

(
(−∆)

s
2 (u− uλ)+

)2
≤ 〈(−∆)s(−vλ), (−vλ)+〉 =

ˆ
Br

( 1
uδ
− 1

(uλ)δ + f(u)− f(uλ)
)

(−vλ)+ dx

< CL

ˆ
P

((u− uλ)+)2 dx ≤ C(diam(P ))
ˆ
Rn

(
(−∆)

s
2 (u− uλ)+

)2
dx.

Then by choosing ε1 > 0 small enough such that C(diam(P )) ≤ 1, one has (−vλ)+ =
(u − uλ)+ = 0. Now by rotating and moving the hyperplane Aλ in a direction close to the
outward normal ν in any neighborhood of x0 ∈ ∂Ω and repeating the above steps by taking
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into account that x0 ∈ ∂Br(0), ν(x0) is arbitrary and by using continuity of solution u we
obtain, vλ(x) ≥ 0 for all x ∈ Br(0) \Br1(0) and |λ| ∈ [r1, r) for some r1 > 0.

Claim 2: vλ ≥ 0 for all x ∈ Br(0) ∩ Σλ and |λ| ∈ [0, r1):
From Claim 1, we can assume that λ = r1 be the smallest value such that 0 ≤ r1 < r ,
vr1 ≥ 0 in Br \Br1 and satisfies

(−∆)svr1(x)− 1
uδr1(x) + 1

uδ(x) = f(ur1)− f(u) in Br \Br1 . (6.2.1)

Step 1: ess infR vr1 > 0 for every compact subset R ⊂ Br \Br1 .
To prove this, we adapt in our situation the maximum principles in non-local setting i.e.
Proposition 3.5 (maximum principle in narrow domains) and Proposition 3.6 (strong maxi-
mum principle) in [175]. Since vr1 is non-trivial in Br \ Br1 , then it is enough to prove that
ess infBr0 (x∗) vr1 > 0 for all x∗ ∈ Br \ Br1 and r0 sufficiently small. From Claim 1, vr1 ≥ 0
and vr1(x) = −vr1(Dr1(x)) in Σr1 then there exists a bounded set Q ⊂ Σr1 with x∗ 6∈ Q and
µ̃ := infQ vr1 > 0. In the spirit of Lemma 2.1 in [175], we fix r0 such that U = B2r0(x∗)
and 0 < r0 <

1
4 dist(x∗, Q ∪ (RN \ Σr1)) and λ1(U) ≥ CL(f) where CL(f) is the Lipschitz

constant of f and λ1(U) is the first eigenvalue of (−∆)s in U. Now, we construct a subsolution
of (−∆)sũ = c(x)ũ in U where

c(x) =


f(ur1 )−f(u)

vr1
− δ

(θu+(1−θ)ur1 )δ+1 if vr1 6= 0,
0 if vr1 = 0

for some θ ∈ (0, 1). Define k : RN → R, k(x) = m(x) −m(Dr1(x)) + a[1Q(x) − 1Q(Dr1(x))]
with m ∈ C2

c (RN ), 0 ≤ m ≤ 1 on Rn, m(x) = 1 in Br0(x∗), m(x) = 0 in RN \ B2r0(x∗)
and satisfies k(Dr1(x)) = −k(x) on Σr1 , k = 0 in Σr1 \ (U ∪ Q) and k = a on Q where the
choice of a will be fixed later. Then by Proposition 2.3 in [175] we obtain, 〈(−∆)sm,ψ〉 ≤
C1‖ψ‖L1(U) for ψ ∈ τ , ψ ≥ 0 and C1 = C1(m) independent of ψ. Since ψ = 0 in RnN \ U ,
(U ∩Q) ∪ (U ∩ Dr1(Q)) = ∅ and m(Dr1(x))ψ(x) = 1Q(x)ψ(x) = 1Dr1 (U)(x)ψ(x) = 0 in RN .
Then we have 〈(−∆)sk, ψ〉 ≤ Ca‖ψ‖L1(U) where

Ca := C + sup
x∈U

ˆ
Dr1 (U)

1
|x− y|2

dy − a inf
x∈U

ˆ
Q

( 1
|x− y|2

− 1
|x−Dr1(y)|2

)
dy.

Since |x − y| ≤ |x − Dr1(y)| for all x, y ∈ Σr1 , U ⊂ Σr1 and then continuity of the function
x 7→

´
Q

(
1

|x−y|2 −
1

|x−Dr1 (y)|2
)
dy implies Ca ≤ −CL(f), by taking a sufficiently large. Since

vr1 ≥ 0 in U , we obtain k is the required subsolution in U. Then Proposition 3.5 in [175],
implies ṽr1(x) := vr1(x) − µ̃

ak(x) ≥ 0 a.e. in U which further gives vr1(x) ≥ µ̃
ak(x) = µ̃

a > 0
a.e. in Br0(x∗) and completes the proof of Step 1.
Step 2: r1 = 0.
To prove this, we proceed by contradiction by assuming r1 > 0. Since r1 is the smallest
value such that vr1 ≥ 0 in Σr1 , so we will prove that for a small ε > 0 we have vr1−ε ≥ 0 in
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Σr1−ε. This will provide the required contradiction that r1 is the smallest value. Fix γ (to
be determined later) and let S b Σr1 such that |Σr1 \ S| ≤

γ
2 . Then by using Claim 1 and

continuity of solution we get vr1−ε > 0 in S for ε small enough. Since vr1−ε satisfies (6.2.1) in
Σr1−ε \S then by using |x− y| ≤ |x−Dr1−ε(y)| for all x, y ∈ Σr1−ε, Dr1−ε(R \Σr1−ε) = Σr1−ε

and taking w := 1Σr1−ε v
−
r1−ε such that supp(w) ⊂ Σr1−ε \ S as a test function, then after

some straightforward computations we obtain

〈(−∆)sw,w〉+ 〈(−∆)svr1−ε, w〉 = −2
ˆ

Σr1−ε

ˆ
Rn

w(x)[w(y) + vr1−ε(y)]
|x− y|N+2s dy dx

= −2
ˆ

Σr1−ε

ˆ
Σr1−ε

w(x)
(

v+
r1−ε(y)

|x− y|N+2s −
vr1−ε(y)

|x−Dr1−ε(y)|N+2s

)
dy dx ≤ 0.

(6.2.2)

Let λr11,ε be the first eigenvalue of (−∆)s in Σr1−ε \ S and by mean value theorem together
with (6.2.2) we get, for some θ ∈ (0, 1)

λr11,ε(Σr1−ε \ S)
ˆ

Σr1−ε\S
|v−r1−ε|

2 dx ≤ 〈(−∆)sw,w〉 ≤ − 〈(−∆)svr1−ε, w〉

=
ˆ

Σr1−ε\S

δvr1−ε1Σr1−ε\S v
−
r1−ε

(θu+ (1− θ)ur1−ε)δ+1 dx+
ˆ

Σr1−ε\S
(−f(ur1−ε) + f(u))1Σr1−ε\S v

−
r1−ε dx

≤ CL
ˆ

Σr1−ε\S
|v−r1−ε|

2 dx.

Then by Lemma 2.1 in [175]) and choosing γ small enough, we obtain vr1−ε ≥ 0 in Σr1−ε.
Then r1 = 0 and repeating the proof by moving hyperplane Aλ as in Claim 1 we obtain u is
radially symmetric. Now Claim 1 gives further the strict monotonicity property. The proof
is now complete.

Next, we apply this main result in a different situation: Consider the problem

(Q)

 (−∆)su = µ
(

1
uδ

+ f(u)
)
, u > 0 in Ω,

u = 0 in RN \ Ω

where Ω is a bounded domain with C2 boundary regularity. This concerns the existence of
uniform a priori bound for classical solutions to (Q) when f has a subcritical growth. In the
spirit of the work [121], we combine the monotonicity property of solutions near the boundary
of Ω and a blow up technique with the help of a Liouville theorem. Precisely we prove:

Theorem 6.2.2. Let N > 2s and µ0 > 0. Let u be the classical solution of (Q) with f(u) = up

for 1 < p < N+2s
N−2s and µ ≥ µ0 Then ‖u‖∞ ≤ C1 with C1 depending only on δ, p,Ω, µ0.

Proof. First we suppose that Ω is strictly convex then Claim 1 in Theorem 6.2.1 combined
with moving plane method gives boundary estimates and when Ω is not strictly convex, we
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perform Kelvin transform near any boundary point (see [87], [6]). While, for interior estimates,
we proceed by blow-up analysis. Precisely, assume there exists a sequence of bounded solution
(uk)k∈N and a sequence of points (xk)k∈N such that Mk = supy∈Ω uk(y) = uk(xk)→∞ as k →
∞. Let λk is the sequence of positive numbers (to be determined later) and y = x−xk

λk
∈ Ωk.

From boundary estimates, notice that dist(xk, ∂Ω) ≥ c > 0 uniformly in k. Define the blow

up function vk(y) = λ
2s
p−1
k uk(x) where λ

2s
p−1
k Mk = 1. We noticed that λk → 0 as k →∞ (since

Mk →∞) and for large k, vk(y) is well defined in B m
λk

(0) and supy∈B m
λk

(0) vk(y) = vk(0) = 1

where 0 < 2m ≤ inf
k

dist(xk, ∂Ω). Accordingly, vk satisfies

(−∆)svk = µk

λ
2s(p+δ)
p−1

k

vδk
+ vpk in B m

λk

 .
Now passing to the limits we obtain, vk → v in Csloc(RN ) and satisfies (−∆)sv = vp in RN , v(0) =
1 and by using Liouville Theorem (see [87, Theorem 4]), we get a contradiction.

The second application concerns the asymptotic behaviour of large solutions with respect to
the parameter µ. Let s = 1

2 , n = 1, Ω = Br(0) and f(u) = h(u) exp(uα) for some 1 < α ≤ 2
where h satisfies limt→∞ h(t)e−εtα = 0 and limt→∞ h(t)eεtα =∞ for any ε > 0. Then we have
the following result:

Theorem 6.2.3. Let µ0 > 0 and u be the classical solution of (Q) for some µ ≥ µ0. Then
for any ε > 0, the following holds

‖u‖L∞(Br\Bε) ≤ C2(δ, n, ε, µ0).

In addition, we have the following blow up profile: Let {uk} be a sequence of solutions for the
problem (Q) such that ‖uk‖L∞(Br) →∞, µk → µ̃ with µ̃ > 0,

(i) There exists a singular solution ũ in Csloc(Br\{0}) such that uk−ũ→ 0 in L∞loc(Br\{0}).
(ii) If (uk)k∈N has uniform bounded energy and F (t) = O(f(t)) as t→∞ where F (t) is the

antiderivative of f , then µ̃ = 0.

From Theorem 6.2.1 we know that the solutions are radial and radially decreasing, from
this we only need to study the behavior near an isolated singularity. For that we exploit the
Theorem 6.1.12.

Proof. Using Theorem 6.2.1, we obtain every classical solution of u of (Q) is radially symmetric
and decreasing with respect to |x|. Then for every ε > 0 there exists α1 > 0 such that for
any x ∈ Br \ Bε, we have a measurable set Zε satisfying |Zε| ≥ α1, Zε ⊂ Br \ Bε and
u(y) ≥ u(x), ∀ y ∈ Bε. Then by multipying ψ1 (eigenfunction with respect to first eigenvalue

343



Chapter 6. Non-local singular problem

µ1 of (−∆)s in Br) to the equation satisfied by u, we obtain

µ

ˆ
Br

ψ1
uδ

dx+
ˆ
Br

exp(uα)ψ1 dx = µ1

ˆ
Br

uψ1

and for any m ≥ µ1
µ , there exists a C > 0, mt − C ≤ 1

tδ
+ exp(tα), t ∈ R+. Then by

using u(y) ≥ u(x), ∀ y ∈ Bε and |Zε| ≥ α1 it implies that u(x) ≤ C2 for all x ∈ Br \ Bε
where C2 is independent of u. Now we prove the blow up profile. From Theorem 6.2.1 and
above estimates, we know that (uk)k blows up only at 0. We deduce by regularity theory (see
[6]) that the sequence (uk)k converge to a singular solution u uniformly in Br \ {0}. From
Theorem 6.1.12 and the asymptotic growth of f , we prove that u is a singular solution of (Q).
Finally assume that (uk)k has uniform bounded energy. Then we easily get that u belongs
to the energy space and from Moser-Trudinger inequality (see [247] or [148, Lemma 2.1]) and
Remark 1.5 in [227] we obtain u is bounded which provides a contradiction and completes
the proof.

6.3 Non-local fractional Laplacian singular problem with singular weights

In this part, we study the following nonlinear fractional elliptic and singular problem

(P )

(−∆)spu = Kδ(x)
uγ

, u > 0 in Ω;

u = 0 in RN \ Ω

where Ω ⊂ RN is a smooth bounded domain with C1,1 boundary, s ∈ (0, 1), p ∈ (1,+∞),
γ > 0 and Kδ satisfies the growth condition: for any x ∈ Ω

C1
dδ(x) ≤ Kδ(x) ≤ C2

dδ(x) (6.3.1)

for some δ ∈ [0, sp), where, for any x ∈ Ω, d(x) = dist(x, ∂Ω) = infy∈∂Ω |x− y|. The operator
(−∆)sp is known as fractional p-Laplacian operator and defined as

(−∆)spu = 2 lim
ε→0

ˆ
Bcε (x)

[u(x)− u(y)]p−1

|x− y|N+sp dy

with the notation [a− b]p−1 = |a− b|p−2(a− b).

In the case p 6= 2, the problem (P ) is a non-linear and non-local one. The operator (−∆)sp is
degenerate if p > 2 and singular if p < 2. The operator (−∆)sp is the nonlocal analogue of p-
Laplacian operator in the sense that (1−s)(−∆)sp → (−∆)p as s→ 1− and for p = 2, it reduces
to fractional Laplacian operator which has a long history in mathematics. In particular, it
is known as an infintesimal generator of Lévy stable diffusion process in probability and has
several appearance in real life models in phase transitions, crystal dislocations, anamalous
diffusion, material science, water ets, etc (see [74,171] and their reference within).
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6.3.1 Function spaces and main results

Let Ω be bounded domain and for a measurable function u : RN → R, denote

[u]s,p :=
(¨

R2N

|u(x)− u(y)|p

|x− y|N+sp dx dy

) 1
p

.

Define
W s,p(RN ) := {u ∈ Lp(RN ) : [u]s,p <∞}

endowed with the norm
‖u‖s,p,RN = ‖u‖Lp(RN ) + [u]s,p

where ‖.‖p denote the Lp norm. We also define

W s,p
0 (Ω) := {u ∈W s,p(RN ) : u = 0 a.e. in RN \ Ω}

endowed with the norm
‖u‖s,p = [u]s,p.

We can equivalently define W s,p
0 as the closure of C∞c (Ω) in the norm [.]s,p, with continuous

boundary of the domain of Ω (see Theorem 6, [126]) where

C∞c (Ω) := {f : RN → R : f ∈ C∞(RN ) and supp(f) ⊂ ω b Ω}.

We also define

W s,p
loc (Ω) = {u : Ω→ R | u ∈ Lp(ω)}, [u]s,p,ω <∞, for all ω b Ω}

where the localized Gagliardo seminorm is defined as

[u]s,p,ω :=
(¨

ω2

|u(x)− u(y)|p

|x− y|N+sp dx dy

)1/p
.

Definition 6.3.1. A function u ∈W s,p
loc (Ω) is said to be a weak subsolution (resp. supersolu-

tion) of (P ), if

uκ ∈W s,p
0 (Ω) for some κ ≥ 1 and inf

K
u > 0 for all K b Ω

and ¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤ (resp. ≥)

ˆ
Ω

Kδ(x)
uγ

φ dx

for all φ ∈ T =
⋃

Ω̃bΩ

W s,p
0 (Ω̃).

A function which is both sub and supersolution of (P ) is called a weak solution to (P ).
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By virtue of the nonlinearity of the operator and the absence of integration by parts formula,
such a notion of solution is considered. Before, stating our main results, we state some
preliminary results proved in [66,78]:

Proposition 6.3.1. (Lemma 3.5, [78]) For ε > 0 and q > 1. Set

Sxε := {(x, y) : x ≥ ε, y ≥ 0}, Syε := {(x, y) : x ≥ 0, y ≥ ε}.

Then
|xq − yq| ≥ εq−1|x− y| for all (x, y) ∈ Sxε ∪ Syε .

Proposition 6.3.2. (Lemma 3.3, [66]) Let g ∈ Lq(Ω) with q > N
sp and u ∈W s,p

0 (Ω)∩L∞(Ω)
satisfying ¨

R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω
gφ dx

for all φ ∈W s,p
0 (Ω). Then, for every C1 convex function Φ : R→ R, the composition w = Φ◦u

satisfies
¨

R2N

[w(x)− w(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤

ˆ
Ω
g|Φ′(u)|p−2Φ′(u)φ dx.

for all nonnegative functions φ ∈W s,p
0 (Ω).

Having in mind Proposition 6.3.1 and the condition uκ ∈ W s,p
0 (Ω), κ ≥ 1 in definition 6.3.1,

u satisfies the following definition of the boundary datum (see Proposition 1.5 in [78]):

Definition 6.3.2. We say that a function u = 0 in RN \ Ω satisfies u ≤ 0 on ∂Ω in sense
that for ε > 0, (u− ε)+ ∈W s,p

0 (Ω).

For a fixed parameter ε > 0, we define a sequence of function Kε,δ : RN → R+ as

Kε,δ(x) =

 (K−
1
δ

δ (x) + ε
γ+p−1
sp−δ )−δ if x ∈ Ω,

0 else,

and Kε,δ is an increasing function as ε ↓ 0, Kε,δ → Kδ a.e. in Ω and there exist two positive
constants C3, C4 such that, for any x ∈ Ω,

C3(
d(x) + ε

γ+p−1
sp−δ

)δ ≤ Kε,δ(x) ≤ C4(
d(x) + ε

γ+p−1
sp−δ

)δ . (6.3.2)

Define the approximated problem as

(P γε )


(−∆)spu = Kε,δ(x)

(u+ ε)γ in Ω,

u = 0 in RN \ Ω.
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Proposition 6.3.3. For any ε > 0 and γ ≥ 0, there exists a unique weak solution uε ∈
W s,p

0 (Ω) ∩ C0,`(Ω) of the problem (P γε ) i.e.
¨

R2N

[uε(x)− uε(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω

Kε,δ(x)
(u+ ε)γ φ dx (6.3.3)

for all φ ∈W s,p
0 (Ω) and for some γ1 ∈ (0, 1). Moreover, the sequence {uε}ε>0 satisfies uε > 0

in Ω,
uε1(x) ≤ uε2(x) a.e. x ∈ Ω and ε2 < ε1

and for any Ω′ b Ω, there exists σ = σ(Ω′) > 0 such that for any ε ∈ (0, 1):

σ ≤ u1(x) ≤ uε(x) a.e. x ∈ Ω′.

Proof. The proof follows from Proposition 2.3, Lemma 2.4 in [78] and Theorem 1.1 in [172].

Now we describe our main results. To prove the uniqueness and nonexistence result, we
establish the following comparison principle:

Theorem 6.3.1. For 0 ≤ δ < 1 + s − 1
p , γ ≥ 0, let u be a subsolution of (P ) and ṽ be a

supersolution of (P ) in the sense of definition 6.3.1. Then u ≤ ṽ a.e. in Ω.

Next, we state the existence result:

Theorem 6.3.2. Let Ω be a bounded domain with Lipschitz boundary ∂Ω and δ ∈ (0, sp).
Then,

(i) for δ − s(1 − γ) ≤ 0, then there exists a minimal weak solution u ∈ W s,p
0 (Ω) of the

problem (P );
(ii) for δ − s(1− γ) > 0, there exist a minimal weak solution u and a constant θ0 such that

uθ ∈W s,p
0 (Ω) if θ ≥ θ0 and θ0 > max

{
1, p+ γ − 1

p
,Λ
}

where Λ := (sp−1)(p−1+γ)
p(sp−δ) .

As a consequence of comparison principle, we have the following uniqueness and nonexistence
result:

Corollary 6.3.1. For 0 < δ < 1 + s − 1
p , the minimal weak solution u is a unique weak

solution of the problem (P ).

Theorem 6.3.3. Let δ ≥ sp. Then there doesn’t exist any weak solution of the problem (P )
in the sense of definition 6.3.1.
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Now, we state the Hölder and optimal Sobolev regularity results:

Theorem 6.3.4. Let Ω be a bounded domain with C1,1 boundary and u be the minimal weak
solution of (P ). Then there exist constant C1, C2 > 0 and 0 < ω1 < s, 0 < ω2 ≤ sp−δ

γ+p−1 such
that

(i) if 0 < δ
s + γ ≤ 1, then C1d

s ≤ u ≤ C2d
s−ε in Ω and for every ε > 0

u ∈
{
Cs−ε(RN ) if 2 ≤ p <∞,
Cω1(RN ) if 1 < p < 2.

(ii) if δ
s + γ > 1 then C1d

(sp−δ)
γ+p−1 ≤ u ≤ C2d

(sp−δ)
γ+p−1 in Ω and

u ∈

 C
(sp−δ)

(γ+p−1) (RN ) if 2 ≤ p <∞,
Cω2(RN ) if 1 < p < 2.

Corollary 6.3.2. For δ
s + γ > 1 and Ω be a bounded domain with C1,1 boundary. Then the

minimal weak solution u of the problem (P ) has the optimal Sobolev regularity:

u ∈W s,p
0 (Ω) if and only if Λ < 1

and
uθ ∈W s,p

0 (Ω) if and only if θ > Λ > 1.

Remark 6.3.1. In case of δ = 0 and γ > 0, we extend the Sobolev regularity of minimal weak
solution as compared to the Sobolev regularity in Theorem 3.6 in [78]. Precisely, u ∈W s,p

0 (Ω)
when γ ≤ 1 or γ > 1 and Λ < 1, and uρ ∈W s,p

0 (Ω) for ρ > Λ when γ > 1 and Λ ≥ 1

6.3.2 Comparison principle and existence result

In this section, we prove the weak comparison principle and existence result concerning the
problem (P ).
Proof of Theorem 6.3.1: The proof is almost identical as the proofs of Lemma 4.1 and
Theorem 4.2 in [78]. For the reader’s convenience, we precise some details to explain the
restriction on δ. More precisely, we need a minimizer belonging to L := {φ ∈ W s,p

0 (Ω) : 0 ≤
φ ≤ ṽ a.e. in Ω} of the following energy functional defined on W s,p

0 (Ω) as, for ε > 0

Jε(w) := 1
p

¨
R2N

|w(x)− w(y)|p

|x− y|N+sp dx dy −
ˆ

Ω
Kδ(x)Gε(w) dx

where Gε is the primitive such that Gε(1) = 0 of the function gε defined by

gε(t) =

 min
{

1
tγ ,

1
ε

}
if t > 0,

1
ε if t ≤ 0.
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Let {wn} ⊂ W s,p
0 (Ω) be such that wn ⇀ w in W s,p

0 (Ω). Let ν ∈ (0, 1) small enough such
that 1−ν

p + ν
q + 1

r = 1 where q < p∗s := Np
N−sp if N > sp and (s(1 − ν) − δ)r > −1 (since

δ < 1 + s− 1
p).

Hence x 7→ ds(1−ν)−δ(x) ∈ Lr(Ω) and by using Hölder and Hardy inequalities (see Theorem
1.4.4.4 and Corollary 1.4.4.10 in [162]), we obtainˆ

Ω

|wn − w|
dδ(x) dx =

ˆ
Ω

( |wn − w|
ds(x)

)1−ν
|wn − w|νds(1−ν)−δ(x) dx

≤ C‖wn − w‖1−νs,p ‖wn − w‖νLq(Ω)

for some constant C > 0 independent of wn and w.
Since W s,p

0 (Ω) is compactly embedded in Lq(Ω) for q < p∗s, ‖wn−w‖s,p is uniformly bounded
in n and ‖wn − w‖Lq(Ω) → 0 as n→∞.
Finally, gathering the lower semicontinuity of [.]s,p and Gε globally Lipschitz, we deduce that
Jε is weakly lower semicontinuous in W s,p

0 (Ω) and admits a minimizer w0 on L.
The rest of the proof follows exactly the proofs of Lemma 4.1 and Theorem 4.2 in [78] and
we obtain

u ≤ w0 ≤ ṽ in Ω.

By following the same idea of proof, we can prove it for γ = 0.

Now we prove our existence and uniqueness result:

Proof of Theorem 6.3.2: Let uε ∈ W s,p
0 (Ω) be the weak solution of (P γε ). Adapting the

proofs of Theorem 3.2 and 3.6 in [78], it is sufficient to verify the sequences {uε}ε in the case
δ − s(1 − γ) ≤ 0 and {uθε} for a suitable parameter θ > 1 in the case δ − s(1 − γ) > 0 are
bounded in W s,p

0 (Ω) and the convergence of the right-hand side in (6.3.3).
Case 1: δ − s(1− γ) ≤ 0.
The condition implies γ < 1 hence taking φ = uε in (6.3.3) and applying Hölder and Hardy
inequalities (see Theorem 1.4.4.4 and Corollary 1.4.4.10 in [162]) , we obtain

[uε]ps,p ≤ C2

ˆ
Ω
ds(1−γ)−δ(x)

(
uε

ds(x)

)1−γ
dx ≤ C‖uε

ds
‖1−γLp(Ω) ≤ C [uε]1−γs,p (6.3.4)

which implies ‖uε‖s,p ≤ C <∞.
Case 2: δ − s(1− γ) > 0
Let Φ : R+ → R+ be the function defined as Φ(t) = tθ for some

θ > max
{

1, p+ γ − 1
p

,Λ
}

For any ε > 0, choosing g = Kε,δ
(uε+ε)γ ∈ L

∞(Ω) and w = Φ ◦ uε in Proposition 6.3.2, we obtain
¨

R2N

[Φ(uε)(x)− Φ(uε)(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤

ˆ
Ω

Kε,δ(x)
(uε + ε)γ |Φ

′(uε)|p−2Φ′(uε)φ dx

(6.3.5)
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for all nonnegative functions φ ∈ W s,p
0 (Ω). Since uε ∈ W s,p

0 (Ω) ∩ L∞(Ω) and Φ is locally
Lipschitz, therefore Φ(uε) ∈ W s,p

0 (Ω). Then by choosing φ = Φ(uε) as a test function in
(6.3.5), we get

¨
R2N

|Φ(uε)(x)− Φ(uε)(y)|p

|x− y|N+sp dx dy ≤
ˆ

Ω

Kε,δ(x)
(uε + ε)γ |Φ

′(uε)|p−2Φ′(uε)Φ(uε) dx

≤ C2

ˆ
Ω

1
dδ(x)

|Φ′(uε)|p−2Φ′(uε)Φ(uε)
uγε

dx.

(6.3.6)

Now, for any ε > 0, there exists a constant C independent of ε such that

|Φ′(uε)|p−2Φ′(uε)Φ(uε)
uγε

≤ C(Φ(uε))
θp−(p+γ−1)

θ . (6.3.7)

where θp−(p+γ−1)
θ > 0 since θ > p+γ−1

p . By combining (6.3.6)-(6.3.7), we obtain applying
Hölder and Hardy inequalities:

[Φ(uε)]ps,p ≤ C
ˆ

Ω
d
s(θp−(p+γ−1))

θ
−δ(x)

(Φ(uε)
ds

(x)
) θp−(p+γ−1)

θ

dx

≤ C
(ˆ

Ω
d
sp(θ−Λ)−θ

Λ (x) dx
) p+γ−1

θp
(ˆ

Ω

(Φ(uε)
ds(x)

)p
dx

) θp−(p+γ−1)
θp

≤ C [Φ(uε)]
θp−(p+γ−1)

θ
s,p

and we conclude {Φ(uε)}ε>0 is bounded in W s,p
0 (Ω).

Finally, let Ω̃ b Ω, and φ ∈ W s,p
0 (Ω̃). By Proposition 6.3.3, there exists a constant ηΩ̃ such

that for any ε > 0,
uε(x) ≥ ηΩ̃, for a.e. in Ω̃.

By the previous inequality, we have∣∣∣∣Kε,δ(x)φ
(uε + ε)γ

∣∣∣∣ ≤ ηγΩ̃M |φ|
where M = 1

distδ(Ω̃,Ω) , hence we get by Dominated convergence theorem:

ˆ
Ω

Kε,δ(x)
(uε + ε)γ φ dx→

ˆ
Ω

Kδ(x)
uγ

φ dx

where u := limε→0 uε. The rest of the proof follows exactly the end of the proofs of Theorem
3.2 and 3.6 in [78].
Finally, for any ε > 0, uε ≤ v a.e. in Ω where v is another weak solution of (P ). Indeed, v is
a weak supersolution in sense of Definition 6.3.1 of the problem (P γε ) hence Theorem 4.2 in
[78] implies the inequality. Passing to the limit ε→ 0 give u is a minimal solution.

Remark 6.3.2. The proof of Case 1 holds assuming Λ ≤ 1 and γ < 1. Indeed, ds(1−γ)−δ ∈
L

p
p−1+γ (Ω) and we obtain (6.3.4).
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Remark 6.3.3. In case of δ = 0, the Sobolev regularity of the minimal weak solution in
Theorem 6.3.2 coincides with the Sobolev regularity in Theorem 3.2 for γ ≤ 1 and Theorem
3.6 in [78] for γ > 1 by taking θ = p+γ−1

p .

Proof of Corollary 6.3.1
Let u1, u2 are two solution of the problem (P ). Then by considering u1 and u2 as a subsolution
and supersolution respectively in Theorem 6.3.1, we get u1 ≤ u2 in Ω for 0 < δ < 1 + s− 1

p .

Now, by reversing the role of u1 and u2, we obtain u1 = u2.

6.3.3 Estimates of distance functions

In this section, we construct explicit sub and supersolutions for the following problem

(Sδ0)

(−∆)spu(x) = Kδ(x) in Ω,

u = 0 in RN \ Ω.

Before that, we introduce the new notion of weak solution and corresponding vector space:
Let Ω ⊂ RN be bounded. We define

W
s,p(Ω) :=

{
u ∈ Lploc(R

N ) : ∃ K s.t. Ω b K, ‖u‖W s,p(K) +
ˆ
RN

|u(x)|p−1

(1 + |x|)N+sp dx <∞
}

where ‖u‖W s,p(Ω) = ‖u‖Lp(Ω) + [u]s,p,Ω. If Ω is unbounded, we define

W
s,p
loc(Ω) := {u ∈ Lploc(R

N ) : u ∈W s,p(Ω̃), for any bounded Ω̃ ⊂ Ω}.

Definition 6.3.3. (Weak energy Solution) Let f ∈ Lp′(Ω) where p′ is the conjugate expo-
nent of p and Ω be a bounded domain. We say that u ∈W s,p(Ω) is a weak energy solution of
(−∆)sp u = f in Ω, if

¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω
f(x)φ(x) dx

for all φ ∈ W s,p
0 (Ω) and a function u is a weak energy subsolution (resp. weak energy super-

solution) of (−∆)sp u = f in Ω, if

(−∆)sp u ≤ (resp. ≥) f E-weakly in Ω

that is ¨
R2N

[u(x)− u(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy ≤ (resp. ≥)

ˆ
Ω
f(x)φ(x) dx

for all φ ∈W s,p
0 (Ω), φ ≥ 0.

If Ω is unbounded we say that u ∈ W
s,p
loc(Ω) is a weak energy solution (weak energy subso-

lution/weak energy supersolution) of (−∆)sp(u) = (≤ / ≥) f in Ω, if it does so in any open
bounded set Ω′ ⊂ Ω.
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For any α ∈ (0, s), we define
β := sp− α(p− 1).

We start by computing the upper and lower estimates in the half line R+ := {x ∈ R : x > 0}
of (−∆)sp of the function Uλ(x) :=

(
(x+ λ

1
α )+

)α
, λ ≥ 0 defined in R.

We recall the notation, for any t ∈ R, [t]p−1 = |t|p−2t.

Theorem 6.3.5. Let λ ≥ 0, α ∈ (0, s) and p > 1. Then, there exist two positive constants
C1, C2 > 0 depending upon α, p and s such that

C1(x+ λ
1
α )−β ≤ (−∆)spUλ(x) ≤ C2(x+ λ

1
α )−β pointwisely in R+. (6.3.8)

Moreover, for λ > 0, Uλ ∈W
s,p
loc(R+) and for λ = 0, Uλ ∈W

s,p
loc(R+) if s− 1

p < α < s.

Proof. Let x ∈ R+ and let ε ∈ R such that |ε| < x. We have

ˆ
R\(x−|ε|,x+|ε|)

[Uλ(x)− Uλ(z)]p−1

|x− z|1+sp dz =

ˆ −λ 1
α

−∞
· · ·+

ˆ x−|ε|

−λ
1
α

· · ·+
ˆ ∞
x+|ε|

. . .


= (x+ λ1/α)−βPε(x)

where, by the change of variable y = z+λ1/α

x+λ1/α :

Pε(x) :=(x+ λ1/α)sp
ˆ −λ1/α

−∞

1
|x− z|1+sp dz +

ˆ 1− |ε|
x+λ1/α

0

[1− yα]p−1

|1− y|1+sp dy

+
ˆ ∞

1+ |ε|
x+λ1/α−|ε|

[1− yα]p−1

|1− y|1+sp dy +
ˆ 1+ |ε|

x+λ1/α−|ε|

1+ |ε|
x+λ1/α

[1− yα]p−1

|1− y|1+sp dy

:= P1(x) + P2(x, ε) + P3(x, ε) + P4(x, ε).

To conclude (6.3.8), it suffices to obtain a uniform estimate of Pε in R+. First we note

P1(x) = (x+ λ1/α)sp
ˆ −λ1/α

−∞

1
|x− z|1+sp dz = 1

sp
. (6.3.9)

Moreover, the change of variable y → 1
y in P3 yields:

P3(x, ε) = −
ˆ 1− |ε|

x+λ1/α

0

(1− yα)p−1yβ−1

|1− y|1+sp dy.

Hence

P2,3(x, ε) := P2(x, ε) + P3(x, ε) =
ˆ 1− |ε|

x+λ1/α

0

(1− yα)p−1(1− yβ−1)
|1− y|1+sp dy. (6.3.10)

We consider two cases to estimate P2,3:
Case 1: β < 1.
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First, note in this case, P2,3(x, ε) ≤ 0, it suffices to estimate P2,3 from below.
There exists s̃ ∈ (s, 1) such that β > s̃ hence for any y ∈ (0, 1):

yβ−1 − 1 ≤ ys̃−1 − 1, (1− yα) ≤ (1− ys̃) and 1
(1− y)1+sp ≤

1
(1− y)1+s̃p .

Then by using the above estimates in (6.3.10), we obtain,

P2,3(x, ε) ≥
ˆ 1− |ε|

x+λ1/α

0

(1− ys̃)p−1(1− ys̃−1)
(1− y)1+s̃p dy

=
[

1
s̃p

(1− ys̃)p

(1− y)s̃p

]1− |ε|
x+λ1/α

0
= 1
s̃p

((
(x+ λ1/α)s̃ − (x+ λ1/α − |ε|)s̃

|ε|s̃

)p
− 1

)

≥ − 1
s̃p
.

(6.3.11)

Case 2: β ≥ 1
In the same way, we note that P2,3(x, ε) ≥ 0. Now, for the upper bound, using 1 − yκ ≤
max{1, κ}(1− y) for any y ∈ (0, 1) and κ > 0 we get:

P2,3(x, ε) ≤ max{1, β − 1}
ˆ 1− |ε|

x+λ1/α

0
(1− y)p(1−s)−1 dy ≤ max{1, β − 1}

p(1− s) . (6.3.12)

Finally we estimate the last term P4:

|P4(x, ε)| ≤
ˆ 1+ |ε|

x+λ1/α−|ε|

1+ |ε|
x+λ1/α

|yα − 1|p−1

|1− y|1+sp dy ≤
ˆ 1+ |ε|

x+λ1/α−|ε|

1+ |ε|
x+λ1/α

|ys − 1|p−1

|y − 1|1+sp dy

≤
ˆ 1+ |ε|

x+λ1/α−|ε|

1+ |ε|
x+λ1/α

|y − 1|s(p−1)

|y − 1|1+sp dy = 1
s

(x+ λ1/α)s − (x+ λ1/α − |ε|)s

|ε|s
:= ξε(x)

s
.

(6.3.13)

Noting ξε(x)→ 0 a.e. in x ∈ R+, we deduce, combining (6.3.9)-(6.3.13), that there exist two
constants C1 and C2 independent of x such that, for any x ∈ R+:

C1 ≤ lim
ε→0
Pε(x) ≤ C2.

Hence we deduce (6.3.8). More precisely, the constant C1 and C2 are given by

C1 =


1
p

(
s̃−s
s̃s

)
if β < 1,

1
sp if β ≥ 1,

and C2 =


1
sp if β < 1,
1
sp + max{1,β−1}

p(1−s) if β ≥ 1.
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Finally the assertion, Uλ ∈W
s,p
loc(R+) follows by showing Uλ ∈W

s,p(a, b) for all −λ1/α < a <

b <∞. Indeed, using the symmetry of the integrand and changes of variable, we obtain

¨
[a,b]2

|Uλ(x)− Uλ(y)|p

|x− y|1+sp dx dy =
ˆ b+λ1/α

a+λ1/α

ˆ b+λ1/α

a+λ1/α

|xα − yα|p

|x− y|1+sp dx dy

= 2
ˆ b+λ1/α

a+λ1/α

ˆ x

a+λ1/α

|xα − yα|p

|x− y|1+sp dy dx

= 2
ˆ b+λ1/α

a+λ1/α
xαp−sp

ˆ 1

a+λ1/α
x

(1− tα)p

(1− t)1+sp dt dx

< 2
ˆ b+λ1/α

a+λ1/α
xαp−sp

ˆ 1

0

(1− t)p

(1− t)1+sp dt dx <∞

(6.3.14)

for any α ∈ (0, s) if λ > 0 and α ∈ (s− 1
p , s) if λ = 0.

Next, we study the behavior of (−∆)spVλ(x) on RN+ := {x ∈ RN : xN > 0} where Vλ(x) :=
Uλ(x · eN ) = Uλ(xN ).
Let GLN be the set of N ×N invertible matrices, we have

Corollary 6.3.3. Let λ ≥ 0, α ∈ (0, s), A ∈ GLN and p > 1. Let Jε,A be the function defined
on RN+ by

Jε,A(x) =
ˆ
Bε(0)c

[Vλ(x)− Vλ(x+ z)]p−1

|Az|N+sp dz

for some ε > 0.
Then, there exist two positive constants C3 and C4 depending on α, s, p,N, ‖A‖2, ‖A−1‖2 such
that

C3(xN + λ1/α)−β ≤ lim
ε→0
Jε,A(x) ≤ C4(xN + λ1/α)−β (6.3.15)

pointwisely in RN+ ×GLN . In particular, for A = I, there exist two positive constants C̃3 and
C̃4 independent of λ such that:

C̃3(xN + λ1/α)−β ≤ (−∆)spVλ(x) ≤ C̃4(xN + λ1/α)−β pointwisely in RN+ .

Moreover, for λ > 0, Vλ ∈W
s,p
loc(RN+ ) and for λ = 0, Vλ ∈W

s,p
loc(RN+ ) if s− 1

p < α < s.

Proof. As in the proof of Lemma 3.2 in [172], we define the elliptic coordinates for any
y ∈ RN \ {0} as y = ρw where ρ > 0 and w ∈ E := ASN−1. Hence we have dy = ρN−1dρdw

where dw is the surface of E . We also define eA =t(A−1)eN and EA = {x ∈ RN : x · eA > 0}
then we have

eA · w = (A−1w)N , ∀ w ∈ E .
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Let x ∈ RN+ , by the change of variable z = ρA−1w:

Jε,A(x) = |detA|−1
ˆ
E

1
|w|N+sp

ˆ ∞
ε

[Uλ(xN )− Uλ(xN + ρ(eA · w))]p−1

|ρ|1+sp dρ dw

= |detA|−1
(ˆ
E∩EA

ˆ ∞
ε

+
ˆ
E∩(EA)c

ˆ ∞
ε

)
.

Replacing ρ and w by −ρ and −w in the second integral in the right-hand side and noting
−w ∈ E ∩ EA, we get

Jε,A(x) = | detA|−1
ˆ
E∩EA

1
|w|N+sp

ˆ
(−ε,ε)c

[Uλ(xN )− Uλ(xN + ρ(eA · w))]p−1

|ρ|1+sp dρ dw.

Now, the new change of variable t = xN + ρ(eA · w) yields in Jε,A:

Jε,A(x) = (xN + λ1/α)−β| detA|−1
ˆ
E∩EA

|eA · w|sp

|w|N+sp P(eA·w)ε(xN ) dw.

Noting that
|detA|−1

ˆ
E∩EA

|eA · w|sp

|w|N+sp dw = 1
2

ˆ
SN−1

|eN · v|sp

|Av|N+spdv <∞ (6.3.16)

we obtain (6.3.15) passing to the limit ε→ 0 and using Theorem 6.3.5.
Finally, the assertion Vλ ∈ W

s,p
loc(RN+ ) follows showing Vλ ∈ W

s,p(K) for any bounded set
K b RN+ and using the computations in (6.3.14).

The next result gives the corresponding estimates of (−∆)sp(xN + λ1/α)α+ under the smooth
change of coordinates.

Theorem 6.3.6. Let α ∈ (0, s) and p > 1. Let ψ : RN → RN be a C1,1-diffeomorphism in
RN such that ψ = Id in BR(0)c, for some R > 0.
Then, considering Wλ(x) = Uλ(ψ−1(x) · eN ), there exist ρ∗ = ρ∗(ψ) > 0 and λ∗ = λ∗(ψ) > 0
such that for any ρ ∈ (0, ρ∗), there exists a constant C̃ > 0 independent of λ such that, for
any λ ∈ [0, λ∗],

1
C̃
Wλ(x)−

β
α ≤ (−∆)spWλ(x) ≤ C̃Wλ(x)−

β
α E-weakly in ψ({X : 0 < XN < ρ}). (6.3.17)

Proof. Define, for any x ∈ ψ(RN+ ), H(x) = 2 limε→0Hε(x) where for ε > 0,

Hε(x) =
ˆ

(Dε(x))c

[Wλ(x)−Wλ(y)]p−1

|x− y|N+sp dy (6.3.18)

and Dε(x) = {y ∈ RN : |ψ−1(x)− ψ−1(y)| ≤ ε}.
By change of variable, with the notations x = ψ(X) and AX = Dψ(X), we have:

Hε(x) = | detAX |Jε,AX (X) +
ˆ

(Bε(X))c

[Uλ(XN )− Uλ(YN )]p−1

|AX(X − Y )|N+ps h(X,Y ) dY

= Hε,1(X) +Hε,2(X)
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where, by Lemma 3.4 in [172], there exists a constant Cψ such that

|h(X,Y )| =
∣∣∣∣∣ |AX(X − Y )|N+ps

|ψ(X)− ψ(Y )|N+sp | detAY | − | detAX |
∣∣∣∣∣

≤ Cψ min{|X − Y |, 1}.

In order to apply Lemma 2.5 in [172], first we prove uniform estimates of Hε on compact set
of ψ(RN+ ). Since ψ is a C1,1− diffeomorphism such that ψ = Id in BR(0)c for some R > 0
therefore the mappings X 7→ |detDψ(X))| and X 7→ ‖Dψ(X))‖∞ are bounded on RN . More
precisely, there exists a constant cψ > 0 such that for any X ∈ RN

1
cψ
≤ |detDψ(X)| ≤ cψ and 1

cψ
≤ ‖Dψ(X))‖∞ ≤ cψ. (6.3.19)

Hence plugging (6.3.16) and (6.3.19), we obtain Hε,1 is bounded in RN . Now, we give an
estimate of Hε,2 in {X ∈ RN+ : 0 < XN < 1}:

|Hε,2(X)| ≤ Cψ

( ˆ
B1(X)\Bε(X)

|Uλ(XN )− Uλ(YN )|p−1|X − Y |
|AX(X − Y )|N+sp dY

+
ˆ

(B1(X))c

|Uλ(XN )− Uλ(YN )|p−1

|AX(X − Y )|N+sp dY

)
= Cψ

(
H?
ε,2(X) +H�ε,2(X)

)
.

(6.3.20)

First, by Hölder regularity of the mapping x 7→ xα, we have for any X ∈ RN+ :

H�ε,2(X) ≤ Cψ
ˆ ∞

1

1
t1+β dt ≤ Cψ. (6.3.21)

For the first term, using polar coordinates Y = X + σw for w ∈ SN−1, σ > 0, X ∈ RN+ and
by choosing ε < XN , we obtain from (6.3.19)

H?
ε,2(X) ≤ cψ

ˆ
SN−1

1
|w|N+sp−1

ˆ 1

ε

|Uλ(XN )− Uλ(XN + σwN )|p−1

|σ|sp
dσ dw

= cψ

ˆ
SN−1∩{wN>0}

|w|−N
ˆ

(−εwN ,εwN )c∩(−wN ,wN )

|Uλ(XN )− Uλ(XN + t)|p−1

|t|sp
dt dw

≤ cψ
ˆ
SN−1∩{wN>0}

ˆ
(−εwN ,εwN )c∩(−1,1)

|Uλ(XN )− Uλ(XN + t)|p−1

|t|sp
dt dw

= cψ

ˆ
SN−1∩{wN>0}

HεwN (XN ) dw

(6.3.22)

where for any r ∈ R+ and for ϑ ∈ (0,min{1, r})

Hϑ(r) =
ˆ

(−ϑ,ϑ)c∩(−1,1)

|Uλ(r)− Uλ(r + t)|p−1

|t|sp
dt.
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As previously, to estimate Hϑ, we split the integral as follows

Hϑ(r) =
ˆ r−ϑ

r−1

|Uλ(r)− Uλ(t)|p−1

|r − t|sp
dt+

ˆ r+1

r+ϑ

|Uλ(r)− Uλ(t)|p−1

|r − t|sp
dt

= Hϑ,1(r) +Hϑ,2(r).
(6.3.23)

For Hϑ,1, we consider two cases: for r ≤ 1− λ1/α, we have

Hϑ,1(r) =
ˆ −λ1/α

r−1

|Uλ(r)|p−1

|r − t|sp
dt+

ˆ r−ϑ

−λ1/α

|Uλ(r)− Uλ(t)|p−1

|r − t|sp
dt.

Hence the first term in the right-hand side is bounded by{ 1
sp−1(r + λ1/α)1−β if sp > 1,
C(α, s, p) if sp ≤ 1.

(6.3.24)

Using a change of variable in the second term of the right-hand side and for any t ∈ (0, 1),
1− tα ≤ 1− ts ≤ (1− t)s, we get

(r + λ1/α)1−β
ˆ 1− ϑ

r+λ1/α

0

(1− tα)p−1

(1− t)sp dt ≤ (r + λ1/α)1−β
ˆ 1− ϑ

r+λ1/α

0
(1− t)−s dt

≤ 1
1− s(r + λ1/α)1−β.

(6.3.25)

For r > 1− λ1/α, we have

Hϑ,1(r) ≤
ˆ r−ϑ

−λ1/α

|Uλ(r)− Uλ(t)|p−1

|r − t|sp
dt ≤ 1

1− s(r + λ1/α)1−β.

In the same way for Hϑ,2, since for any t ≥ 1, tα − 1 ≤ ts − 1 ≤ (t− 1)s, we get:

Hϑ,2(r) ≤ (r + λ1/α)1−β
ˆ 1+ 1

r+λ1/α

1+ ϑ

r+λ1/α

(tα − 1)p−1

(t− 1)sp dt

≤ (r + λ1/α)1−β
ˆ 1+ 1

r+λ1/α

1+ ϑ

r+λ1/α

(t− 1)−s dt ≤ 1
1− s(r + λ1/α)s−β.

(6.3.26)

Then, by collecting the estimates (6.3.24)-(6.3.26), we obtain for any r > 0 and ϑ ∈ (0,min{1, r})

Hϑ(r) ≤M(r + λ1/α)−β((r + λ1/α)s + (r + λ1/α) + (r + λ1/α)β) (6.3.27)

where M is positive constant depending upon α, s and p.
From (6.3.27), we deduce that H?

ε,2 and thus Hε,2 are bounded on compact sets of RN+ . Hence,
Hε converges to 1

2H in L1
loc(ψ(RN+ )) and we apply Lemma 2.5 of [172] which implies that Wλ

satisfies (−∆)spWλ = H E-weakly in ψ(RN+ ).
Since (6.3.27) is independent of ϑ, then gathering (6.3.21), (6.3.22), (6.3.27) in (6.3.20), there
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exist λ∗ and ρ∗ small enough, for any λ ≤ λ∗ and ρ ≤ ρ∗, there exists a constant C̃ independent
of λ and ε such that for any X ∈ {X : 0 < XN < ρ}:

|Hε,2(X)| ≤ C̃(1 + (XN + λ1/α)s−β) ≤ C3
2cψ

(XN + λ1/α)−β (6.3.28)

where C3 is defined in (6.3.15).
Finally, by combining (6.3.15), (6.3.19) and (6.3.28), there exists a constant C̃ independent
of λ such that

1
C̃

(XN + λ1/α)−β ≤ lim
ε→0

Hε(x) ≤ C̃(XN + λ1/α)−β, ∀ x ∈ ψ({X : 0 < XN < ρ}) (6.3.29)

and we deduce (6.3.17).

We extend the definition of the function d in Ωc as follows

de(x) =


dist(x, ∂Ω) if x ∈ Ω;
−dist(x, ∂Ω) if x ∈ (Ωc)

λ
1
α

;
−λ1/α otherwise.

where (Ωc)η = {x ∈ Ωc : dist(x, ∂Ω) < η}. Hence we define, for some ρ > 0 and λ > 0:

wρ(x) =
{

(de(x) + λ1/α)α+ − λ if x ∈ Ω ∪ (Ωc)ρ
−λ otherwise,

(6.3.30)

wρ(x) =
{

(de(x) + λ1/α)α+ if x ∈ Ω ∪ (Ωc)ρ,
0 otherwise.

(6.3.31)

Theorem 6.3.7. Let Ω ⊂ RN be a smooth bounded domain with a C1,1 boundary and α ∈
(0, s). Then, for some ρ > 0, there exist (λ∗, η∗) ∈ R+

∗ × R+
∗ such that for any η < η∗, there

exist positive constants C5, C6 such that for any λ ∈ [0, λ∗]:

(−∆)spwρ ≥ C5(d(x)+λ1/α)−β and (−∆)spwρ ≤ C6(d(x)+λ1/α)−β E-weakly in Ωη (6.3.32)

where Ωη = {x ∈ Ω : d(x) < η}. Moreover, for λ > 0, wρ, wρ belong to W s,p(Ωη).

Proof. Since ∂Ω ∈ C1,1, then for every x ∈ ∂Ω, there exist a neighbourhood Nx of x and a
bijective map Ψx : Q 7→ Nx such that

Ψx ∈ C1,1(Q), Ψ−1
x ∈ C1,1(Nx), Ψx(Q+) = Nx ∩ Ω and Ψx(Q0) = Nx ∩ ∂Ω

where Q := {X = (X ′, XN ) : |X ′| < 1, |XN | < 1}, Q+ := Q ∩ RN+ , Q0 := Q ∩ {XN = 0}.
For any x ∈ ∂Ω, 0 < ρ̃ < ρ < ρ∗ where ρ∗ is defined in Theorem 6.3.6 and using the fact that
∂Ω is compact, there exist a finite covering {BRi(xi)}i∈I of ∂Ω and η∗ = η∗(Ri), i ∈ I such
that for any η ∈ (0, η∗)

Ωη ⊂
⋃
i∈I

BRi(xi) and ∀i ∈ I, Ψ−1
xi (BRi(xi)) ⊂ Bρ̃(0) ⊂ Bρ(0). (6.3.33)
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Now by using the geometry of ∂Ω and arguing as in Lemma 3.5 and Theorem 3.6 in [172],
there exist diffeomorphisms Φi ∈ C1,1(RN ,RN ) for any i ∈ I satisfying Φi = Ψxi in Bρ(0)
and Φi = Id in (B4ρ(0))c,

Ωη ∩BRi(xi) b Φi(Bρ̃ ∩ RN+ ), de(Φi(X)) = (XN + λ1/α)+ − λ1/α, ∀ X ∈ Bρ

and for λ small enough λ1/α < ρ,

Φi(Bρ(0) ∩ {XN ≥ −λ1/α}) ⊂ Ω ∪ (Ωc)ρ.

Using the finite covering, it is sufficient to prove the statement in any of set Ωη ∩ BRi(xi)
with xi ∈ ∂Ω and for the sake of simplicity we can suppose xi = 0, Φi = Φ and Φ(0) = 0.
Let gε,1 and gε,2 be two functions defined by

gε,1(x) =
ˆ
Dε(x)

[wρ(x)− wρ(y)]p−1

|x− y|N+sp dy

and
gε,2(x) =

ˆ
Dε(x)

[wρ(x)− wρ(y)]p−1

|x− y|N+sp dy

where Dε(x) = {y : |Φ−1(x)− Φ−1(y)| > ε}.
As in the proof of Theorem 6.3.6, it suffices to obtain suitable uniform bounds on compact
sets of gε,1 and gε,2. Hence Lemma 2.5 in [172] gives estimates (6.3.32).
Let x ∈ BRi(0) ∩ Ωη, there exists X ∈ Bρ̃(0) ∩ RN+ such that Φ(X) = x and hence by change
of variables and arguing as in Theorem 3.6 in [172], we obtain

gε,1(x) =
ˆ

(Bε(X))c

[wρ(Φ(X))− wρ(Φ(Y ))]p−1

|Φ(X)− Φ(Y )|N+sp |detDΦ(Y )| dY

=
ˆ
Bρ(0)\Bε(X)

+
ˆ

(Bρ(0))c

=
ˆ

(Bε(X))c

[(XN + λ1/α)α+ − (YN + λ1/α)α+]p−1

|Φ(X)− Φ(Y )|N+sp | detDΦ(Y )|dY

+
ˆ

(Bρ(0))c)

[wρ(Φ(X)− wρ(Φ(Y )))]p−1 − [Uλ(XN )− Uλ(YN )]p−1

|Φ(X)− Φ(Y )|N+sp |detDΦ(Y )|dY

=Mε(X) +Mwρ
(X)

and similarly,

gε,2(x) =
ˆ

(Bε(X))c

[wρ(Φ(X))− wρ(Φ(Y ))]p−1

|Φ(X)− Φ(Y )|N+sp | detDΦ(Y )| dY

=
ˆ
Bcε (X)

[(XN + λ1/α)α+ − (YN + λ1/α)α+]p−1

|Φ(X)− Φ(Y )|N+sp | detDΦ(Y )|dY

+
ˆ

(Bρ(0))c

[wρ(Φ(X))− wρ(Φ(Y ))]p−1 − [Uλ(XN )− Uλ(YN )]p−1

|Φ(X)− Φ(Y )|N+sp |detDΦ(Y )|dY

= Mε(X) +Mwρ(X).
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From the Lipschitz continuity of Φ−1, the α-Hölder continuity of Uλ, wρ and wρ, we obtain
by using (6.3.19) for w = wρ or w = wρ:

|Mw(X)| ≤ cΦ

ˆ
(Bρ(0))c

2
|X − Y |N+β dY ≤ C(Φ, ρ, ρ̃)

ˆ
RN

1
(1 + |Y |)N+β dY ≤ C (6.3.34)

where C is a constant independent of X, λ and ε.
Now we deal with Mε performing change of variables. We note Mε coincides with Hε in
(6.3.18). Hence, using the estimate in (6.3.29), we get

c3(d(x)+λ1/α)−β ≤ lim
ε→0

Mε(Φ−1(x)) ≤ c4(d(x)+λ1/α)−β E-weakly in Ωη ∩BRi(0). (6.3.35)

where c3 and c4 are positive constant depending upon α, N, s, p and Φ. By combining (6.3.34)
and (6.3.35) for any i ∈ I, we obtain for all x ∈ Ωη

(−∆)spwρ(x) ≤ c3(d(x) + λ1/α)−β + C E-weakly in Ωη

and
c4(d(x) + λ1/α)−β − C ≤ (−∆)spwρ(x) E-weakly in Ωη.

Finally, we deduce the estimates (6.3.32) taking η and λ small enough.
To prove wρ, wρ ∈W

s,p(Ωη) for λ > 0, it is sufficient to claim

wρ, wρ ∈W s,p(K), K := Ωη1 ∪ (Ωc)η2

for some 0 < η < η1 and η2 > 0.
For xi ∈ ∂Ω, for η0 ∈ (0, η∗), let {BRi(xi)}i∈I be the finite covering of Ωη0 and Ξi ∈
C1,1(RN ,RN ) such that

BRi(xi) b Ξi(Bξ0), de(Ξi(X)) = (XN + λ1/α)+ − λ1/α, ∀ X ∈ Bξ0 (6.3.36)

for some ξ0 ∈ (0, λ1/α

2 ). The existence of finite covering {BRi(xi)}i∈I and diffeomorphisms Ξi
are obtained as above by using (6.3.33) .
For any i ∈ I, there exists a subset J i of I such that

BRi(xi) ∩BRj (xj) 6= ∅ ∀ j ∈ J i. (6.3.37)

The collection of sets {BRj (xj)}j∈Ji satisfying (6.3.37) are called adjacent sets to BRi(xi).
Now for any i ∈ I and j ∈ J i, define for some τi < Ri

Ki := Bτi(xi) ⊂ BRi(xi) (6.3.38)

such that

for any i ∈ I, Ki ∩Kj 6= ∅ ∀ j ∈ Ji and min
i∈I

(
min
j∈Ji

dist(Kj \BRi(xi),Ki)
)
> 0. (6.3.39)
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By using (6.3.38) and (6.3.39), we choose η1 and η2 small enough such that

K = Ωη1 ∪ (Ωc)η2 ⊂
⋃
i∈I

Ki.

Now by using (6.3.36), we obtain, for any i ∈ I

Ωη1 ∩Ki ⊂ Ωη1 ∩BRi(xi) b Ξi(Bξ0 ∩ RN+ ),
(Ωc)η2 ∩Ki ⊂ (Ωc)η2 ∩BRi(xi) b Ξi(Bξ1 ∩ RN− )
and de(Ξi(X)) = (XN + λ1/α)+ − λ1/α, ∀ X ∈ Ξ−1

i (Ki) ⊂ Bξ0

(6.3.40)

for some η1 < η∗ and η2 > 0 such that 0 < ξ1 <
λ1/α

2 . Set K̂i = Ki ∩ K. Then, splitting
K ×K = Q∩ (K ×K \ Q) where

Q =
⋃
i∈I

K̂i ×
⋃
j /∈Ji

K̂j

 ∪⋃
i∈I

K̂i ×
⋃
j∈Ji

K̂j ∩ (BRi(xi))c
 ,

we obtain from (6.3.37)- (6.3.39)

ˆ
Q

|wρ(x)− wρ(y)|p

|x− y|N+sp dx dy =
ˆ
Q

|(d(x) + λ
1
α )α − (d(y) + λ

1
α )α|p

|x− y|N+sp dx dy ≤ CΩ,η (6.3.41)

and for the second part, we perform change of variables using (6.3.40) and diffeomorphisms
Ξi
ˆ
K×K\Q

|wρ(x)− wρ(y)|p

|x− y|N+sp dx dy

=
ˆ

Ξ−1
i (K̂i)×Ξ−1

i (K̂i)

|(d(Φ(X)) + λ
1
α )α − (d(Φ(Y )) + λ

1
α )α|p

|Φi(X)− Φi(Y )|1+sp JΞi(X)JΞi(Y ) dX dY

+
∑
i∈I

∑
j∈Ji

ˆ
Ξ−1
i (K̂i)

ˆ
Ξ−1
i (K̂j∩BRi (xi))

|(d(Φ(X)) + λ
1
α )α − (d(Φ(Y )) + λ

1
α )α|p

|Φi(X)− Φi(Y )|1+sp JΞi(X)JΞi(Y ) dX dY

≤CΦi

( ˆ
Ξ−1
i (K̂i)×Ξ−1

i (K̂i)

|(XN + λ
1
α )α+ − (YN + λ

1
α )α+|p

|XN − YN |N+sp dX dY

+
∑
i∈I

∑
j∈Ji

ˆ
Ξ−1
i (K̂i)

ˆ
Ξ−1
i (K̂j∩BRi (xi))

|(XN + λ
1
α )α+ − (YN + λ

1
α )α+|p

|XN − YN |N+sp dX dY

)
.

(6.3.42)

Hence by observing that XN , YN > −min{ξ0, ξ1} > −λ1/α

2 for all X,Y ∈ Ξ−1
i (K̂i) and by

using the same argument as in Theorem 6.3.5 and by combining (6.3.41) and (6.3.42), we
obtain wρ ∈W

s,p(Ωη). Similarly, we can prove wρ ∈W
s,p(Ωη).
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6.3.4 Sobolev and Hölder regularity

We consider the sequence of function {K̃λ,δ}λ≥0 where δ ∈ (0, sp), K̃λ,δ : RN → R+ such that

K̃λ,δ(x) =

 (K−
1
δ

δ (x) + λ
p−1
sp−δ )−δ if x ∈ Ω,

0 if x /∈ Ω,

satisfying K̃λ,δ ↗ Kδ a.e. in Ω as λ → 0+, and there exist two positive constants D3,D4

such that
D3(

d(x) + λ
p−1
sp−δ

)δ ≤ K̃λ,δ(x) ≤ D4(
d(x) + λ

p−1
sp−δ

)δ . (6.3.43)

Gathering Proposition 6.3.3, Theorem 6.3.2 and Remark 6.3.2, we have the following result
for the following approximated problem (noting γ = 0 in Proposition 6.3.3):

(Sδλ)

(−∆)spu = K̃λ,δ in Ω;

u = 0 in RN \ Ω.

Theorem 6.3.8. Let Ω be a bounded domain with Lipschitz boundary.Then there exists a
increasing sequence of weak solution {uλ}λ>0 ⊂W s,p

0 (Ω) ∩ L∞(Ω) of (Sδλ) such that
¨

R2N

[uλ(x)− uλ(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω
K̃λ,δ(x)φ dx.

for all φ ∈ W s,p
0 (Ω) and a minimal weak solution u of (Sδ0) such that uθ1λ → uθ1 in W s,p

0 (Ω)
and ¨

R2N

[u(x)− u(y)]p−1(ϕ(x)− ϕ(y))
|x− y|N+sp dx dy =

ˆ
Ω
Kδ(x)ϕ dx

for all ϕ ∈ T where θ1 =
{

1 if 0 < δ < 1 + s− 1
p ,

θ2 otherwise,
and θ2 > max{(p− 1)(sp− 1)

p(sp− δ) , 1}.

Let λs,p be the first eigenvalue and ϕs,p be a positive eigenfunction for the operator (−∆)sp.
There exists a constant c > 0 such that 1

cd
s(x) ≤ ϕs,p(x) ≤ cds(x) for any x ∈ Ω. Hence,

from (6.3.43), for any δ > 0, choosing a constant a > 0 small enough, the following inequality
holds for any x ∈ Ω and λ ≥ 0:

(−∆)sp(aϕs,p) ≤ K̃λ,δ(x) ≤ (−∆)spuλ.

Then, by using Proposition 2.10 in [172], we get, for any δ ∈ (0, sp), there exists a constant
κ1 such that for any λ ≥ 0

κ1d
s(x) ≤ uλ(x) for any x ∈ Ω. (6.3.44)

362



6.3.4. Sobolev and Hölder regularity

Moreover, we have the upper bound of uλ in Ω \ Ωη. For η > 0 small enough, we consider
{B η

4
(xi)}i∈{1,2,...m} a finite covering of Ω \ Ωη such that

Ω \ Ωη ⊂
m⋃
i=1

B η
4
(xi) ⊂ Ω \ Ω η

2
. (6.3.45)

Then, from Theorem 3.2 and Remark 3.3 in [65], we deduce for any i ∈ {1, 2, . . . ,m}

‖uλ‖L∞(B η
4

(xi)) ≤C
[ 

B η
2

(xi)
|uλ(x)|p dx

 1
p

+

ηsp ˆ
RN\B η

4
(xi)

|uλ(x)|p−1

|x− xi|N+sp dx

 1
p−1

+
(
ηsp‖K̃λ,δ‖L∞(B η

2
(xi))

) 1
p−1

]
(6.3.46)

where C depends upon N, p and s. From the proof of Theorem 6.3.2, {uθ1λ }λ is uniformly
bounded in W s,p

0 (Ω) and Sobolev embedding implies 
B η

2
(xi)
|uλ|p

 1
p

≤ c(1 + ‖uθ1λ ‖Lp(Ω)) ≤ c(1 + ‖uθ1λ ‖s,p) ≤ c. (6.3.47)

In the same way, the second term of the right hand-side is controlled, up to a constant
independent of λ, byηsp ˆ

Ω\B η
4

(xi)

|uλ(x)|p−1

ηN+sp dx

 1
p−1

≤ η−
N
p−1 ‖uλ‖Lp−1(Ω) ≤ c. (6.3.48)

For the last term, for any x ∈ Ω \ Ω η
2
, we have

|K̃λ,δ(x)| ≤ D4(
d(x) + λ

p−1
sp−δ

)δ ≤ cη−δ ≤ c.
Each constant in the previous estimates are independent of λ but depends on η. Finally,
plugging the three previous estimates into (6.3.46) we deduce that for any η > 0, there exists
κη > 0 independent of λ such that

‖uλ‖L∞(Ω\Ωη) ≤ κη. (6.3.49)

Now, we prove the sharp estimates for both upper and lower boundary behavior of the minimal
weak solution for problem (Sδ0) for different range of δ. In this regard, we prove the following
results with the help of comparison principle:

Theorem 6.3.9. Let Ω be a bounded domain with C1,1 boundary and u be minimal weak
solution of the problem (Sδ0). Then, we have
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(i) For δ ∈ (s, sp), there exists a positive constant Υ1 such that for any x ∈ Ω,

1
Υ1

d
sp−δ
p−1 (x) ≤ u(x) ≤ Υ1d

sp−δ
p−1 (x).

(ii) For δ ∈ (0, s), for any ε > 0, there exist positive constants Υ2 and Υ3 = Υ3(ε) such that
for any x ∈ Ω:

Υ2d
s(x) ≤ u(x) ≤ Υ3d

s−ε(x).

Proof. Let uλ be the solution of (Sδλ) for λ < λ∗, η < η∗ and ρ > 0 given by Theorem 6.3.7.
We begin to prove (i). Take α = sp−δ

p−1 < s implying sp−α(p− 1) = δ and we define, for some
η > 0,

u(λ) = min{κ2(η2)s−α,
(D3
C6

) 1
p−1
} wρ = cηwρ

and

u(λ) = max{(2
η

)ακ η
2
,

(D4
C5

) 1
(p−1)
} wρ = cηwρ

where wρ and wρ satisfies (6.3.32), 0 < κ2 < κ1, C5, C6 are defined in (6.3.32), κ1 and κ η
2

are
defined in (6.3.44) and (6.3.49) respectively and D3,D4 are defined in (6.3.43). Note cη and
cη are independent of λ.
Hence for any λ > 0, uλ satisfies

u(λ)(x) ≤ uλ(x) ≤ u(λ)(x) for x ∈ Ω \ Ω η
2
, and u(λ)(x) ≤ 0 = uλ(x) = u(λ)(x) for x ∈ Ωc.

(6.3.50)
Precisely, from (6.3.44), (6.3.49) and the definitions of wρ, wρ given by (6.3.30) and (6.3.31),
we get for x ∈ Ω \ Ω η

2

u(λ) = cηwρ ≤ κ2(η2)s−αwρ ≤ κ1(η2)s−αdα(x) ≤ κ1d
s(x) ≤ uλ(x),

uλ(x) ≤ κ η
2
≤ κ η

2
(2
η

)αdα(x) ≤ cηwρ = u(λ).

Moreover, from (6.3.32) and (6.3.43) and the choice of constants, we get (−∆)spu(λ) ≤
(−∆)spuλ ≤ (−∆)spu(λ) weakly in Ω η

2
i.e. for any φ ∈W s,p

0 (Ωη), φ ≥ 0:

¨
R2N

[u(λ)(x)− u(λ)(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy

≤
¨

R2N

[uλ(x)− uλ(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy

≤
¨

R2N

[u(λ)(x)− u(λ)(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy.

Since wρ, wρ ∈ W
s,p(Ωη) and uλ ∈ W s,p

0 (Ω) ∩ L∞(Ω) ⊂ W
s,p(Ωη), Proposition 2.10 in [172]

in Ωη implies u(λ) ≤ uλ ≤ u(λ) in Ωη. Hence, from (6.3.50) and passing λ→ 0, we deduce (i).
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Now we prove (ii) i.e. the case δ ≤ s. Since (6.3.44) holds, it remains to obtain the upper
bound estimate.
Let ũλ ∈W s,p

0 (Ω) be the weak solution of (S δ̃λ) with δ̃ = s+ ε(p− 1) > s and for ε > 0. Then,
choosing a suitable constant cε > 0 independent of λ, ũ(λ) = cεũλ is a weak supersolution of
(Sδλ). Hence by Proposition 2.10 in [172], we have uλ ≤ ũ(λ) in Ω. We pass to the limit as
λ → 0 and using (i) with ũ(x) = limλ→0 ũ

(λ)(x), we get, for ε > 0, u(x) ≤ cη,εd
s−ε(x) for

x ∈ Ω.

Concerning the Hölder regularity of the weak solution of the problem (P ), we prove Theorem
6.3.4:
Proof of Theorem 6.3.4 Let u be the minimal solution of the problem (P ). First, we prove
the boundary behavior of the minimal weak solution by dividing the proof into two cases:

Case 1: δ
s + γ ≤ 1

Let ũ and u̇ are weak solution of the problem (Sζ0) for ζ = δ+γs ≤ s and ζ = δ+γ(s− ε) < s

respectively for ε ∈ (0, s). Then, from Theorem 6.3.9 (ii) there exist constants ci > 0 such
that

c1d
s(x) ≤ ũ(x) ≤ c2d

s−ε(x), c3d
s(x) ≤ u̇(x) ≤ c4d

s−ε(x) in Ω

and u̇, ũ satisfies

(−∆)sp (C∗u̇) = C1
C2c

γ
4
Kδ+γ(s−ε)(x) ≤ C1

dδ(x)(c2ds−ε(x))γ ≤
C1

dδ(x)u̇γ ≤
Kδ(x)
u̇γ

and
Kδ(x)
ũγ

≤ C2
dδ(x)ũγ ≤

C2
dδ(x)(c1ds(x))γ ≤

C2
C1c

γ
1
Kδ+γs(x) = (−∆)sp (C∗ũ)

where C∗ =
(
C1
C2cγ4

) 1
p−1 and C∗ =

(
C2
C1cγ1

) 1
p−1 and C1, C2 are defined in (6.3.1). Then by applying

Theorem 6.3.1, we get

C1d
s(x) ≤ u(x) ≤ C2d

s−ε(x) in Ω (6.3.51)

for every ε > 0, C1 = c1C∗ and C2 = c4C
∗.

Case 2: δ
s + γ > 1

Let λ > 0 and uλ ∈W s,p
0 (Ω) be the solution of the problem (P γλ ) for λ < λ∗ given in Theorem

6.3.7.
By considering the same cover of Ω \ Ωη as in (6.3.45) and applying Theorem 3.2 and Remark
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3.3 in [65], we obtain,

‖uλ‖L∞(B η
4

(xi)) ≤ C

[ 
B η

2
(xi)
|uλ(x)|p dx

 1
p

+

ηsp ˆ
RN\B η

4
(xi)

|uλ(x)|p−1

|x− xi|N+sp dx

 1
p−1

+

ηsp ∥∥∥∥ Kλ,δ

(uλ + λ)γ

∥∥∥∥
L∞(B η

2
(xi))

 1
p−1 ]

(6.3.52)

for any i ∈ {1, 2, . . . ,m} where C depends upon N, p and s. By repeating the same arguments
as in (6.3.44), (6.3.47) and (6.3.48) we get that the first two terms in the right hand-side of
(6.3.52) are bounded with bounds independent of λ and

κds(x) ≤ uλ(x) in Ω (6.3.53)

for some κ > 0 independent of λ. Now, by using above inequality, we estimate the last term
in the right hand-side of (6.3.52): for any x ∈ Ω \ Ω η

2
, we have∣∣∣∣ Kλ,δ(x)

(uλ + λ)γ

∣∣∣∣ ≤ D4(
d(x) + λ

p−1
sp−δ

)δ
(κds(x))γ

≤ cη−(δ+γs) ≤ c.

Finally, we deduce that for any η > 0, there exists κη > 0 independent of λ such that

‖uλ‖L∞(Ω\Ωη) ≤ κη. (6.3.54)

For α = sp−δ
p+γ−1 and 0 < η < η∗, define

ubλc = cηwρ and ubλc = ċηwρ such that 0 < cη ≤
(
η

2

)s−α
κ and ċη ≥

(2
η

)α
κ η

2

where wρ, wρ, κ, κ η
2

and η∗ are defined in (6.3.30), (6.3.31), (6.3.53), (6.3.54) and Theorem
6.3.7 respectively. We note that cη, ċη are independent of λ and for any λ > 0, ubλc and ubλc

satisfy

ubλc(x) ≤ uλ(x) ≤ ubλc(x) for x ∈ Ω\Ω η
2

and ubλc(x) ≤ uλ(x) ≤ ubλc(x) for x ∈ Ωc. (6.3.55)

Using the definition of wρ and wρ in (6.3.30) and (6.3.31) respectively and estimates in
(6.3.32), we obtain

(ubλc + λ) = cη(d(x) + λ1/α)α + λ (1− cη) and (ubλc + λ) = ċη(d(x) + λ
1
α )α + λ in Ω

and

(−∆)spubλc ≤
cp−1
η C6

(d(x) + λ
1
α )δ+αγ

≤ cp−1
η

C6Kλ,δ(x)
C3(d(x) + λ

1
α )αγ

weakly in Ωη, (6.3.56)
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(−∆)spubλc ≥
C5ċ

p−1
η

(d(x) + λ
1
α )δ+αγ

≥ ċp−1
η

C5Kλ,δ(x)
C4(d(x) + λ

1
α )αγ

weakly in Ωη (6.3.57)

where C5, C6 and C3, C4 are defined in (6.3.32) and (6.3.2) respectively. Since ċη → ∞ as
η → 0 and (ubλc + λ) ≥ ċη(d(x) + λ

1
α )α, we can choose η small enough (independent of λ)

such that C5ċ
γ+p−1
η ≥ C4 and (6.3.57) reduced to

(−∆)spubλc ≥
Kλ,δ(x)

(ubλc + λ)γ
weakly in Ωη.

Now to prove similar estimate for ubλc, we divide the proof into two cases; for x ∈ Ωη:
Case (i): cη(d(x) + λ1/α)α ≥ λ (1− cη)
In this case, we have (ubλc+λ)−γ ≥ (2cη)−γ(d(x) +λ1/α)−αγ and by choosing η small enough
such that 2γcγ+p−1

η ≤ C3
C6

, (6.3.56) reduced to

(−∆)spubλc ≤
2γcγ+p−1

η C6

C3

Kλ,δ(x)
(ubλc + λ)γ

≤ Kλ,δ(x)
(ubλc + λ)γ

.

Case (ii): cη(d(x) + λ1/α)α ≤ λ (1− cη)
In this case, we have (ubλc + λ)−γ ≥ (2λ)−γ (1− cη)−γ and by choosing η small enough such
that cη ≤ 1 and C6c

p−1
η ≤ C3(2λ∗)−γ(1− cη)−γ , (6.3.56) reduced to,

(−∆)spubλc ≤
cp−1
η C6

C3

Kλ,δ(x)
(ubλc + λ)γ

(2λ)γ (1− cη)γ ≤
Kλ,δ(x)

(ubλc + λ)γ
.

Therefore, in each case, we can choose η small enough (independent of λ) such that

(−∆)spubλc ≤
Kλ,δ(x)

(ubλc + λ)γ
weakly in Ωη.

Since ubλc, ubλc ∈W s,p(Ωη) and uλ ∈ L∞(Ω)∩W s,p
0 (Ω) ⊂W s,p(Ωη), Proposition 2.10 in [172]

in Ωη implies ubλc ≤ uλ ≤ ubλc in Ωη. Hence, from (6.3.55) and passing λ→ 0,

C1d
sp−δ
p+γ−1 ≤ u ≤ C2d

sp−δ
γ+p−1 in Ω. (6.3.58)

where C1 = cη and C2 = ċη.

Interior and boundary regularity: First we claim the following:
Claim: For all x0 ∈ Ω and R0 = d(x0)

2 there exists universally CΩ > 0, 0 < ω1 < s and
0 < ω2 ≤ sp−δ

p+γ−1 such that

if 1 < p < 2 : ‖u‖Cω1 (BR0 (x0)) ≤ CΩ for δ
s

+ γ ≤ 1, ‖u‖Cω2 (BR0 (x0)) ≤ CΩ for δ
s

+ γ ≥ 1
(6.3.59)

and

if 2 ≤ p <∞ : ‖u‖Cs−ε(BR0 (x0)) ≤ CΩ for δ
s

+ γ ≤ 1, ‖u‖
C

sp−δ
p+γ−1 (BR0 (x0))

≤ CΩ for δ
s

+ γ ≥ 1.

(6.3.60)
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Let x0 ∈ Ω, R0 = d(x0)
2 such that BR0(x0) ⊂ B2R0(x0) ⊂ Ω and u ∈ W s,p(B2R0(x0)) ∩

L∞(B2R0(x0)) be the minimal weak solution of (P ), then it satisfies

(−∆)spu = Kδ(x)
uγ

≤ C2
Cγ1

1
dγs+δ

≤ C2
Cγ1

1
Rγs+δ0

in BR0(x0) for 0 < δ

s
+ γ ≤ 1

and

(−∆)spu = Kδ(x)
uγ

≤ C2
Cγ1

1

d
γ
(
sp−δ
γ+p−1

)
+δ
≤ C2
Cγ1

1

R
γ
(
sp−δ
γ+p−1

)
+δ

0

in BR0(x0) for δ
s

+ γ > 1

where C2 is defined in (6.3.1). Then, by using Corollary 6.3.4 for p ∈ (1, 2), (6.3.51) and
(6.3.58) we obtain: there exist ω1 ∈ (0, s) and ω2 ∈ (0, sp−δ

p+γ−1 ] such that
if 0 < δ

s + γ ≤ 1 :

[u]Cω1 (BR0 (x0)) ≤CR−ω1
0

(
R

(sp−δ−γs)
p−1

0 + ‖u‖L∞(B2R0 (x0))

+
(

(2R0)sp
ˆ

(B2R0 (x0))c

|u(y)|p−1

|x0 − y|N+sp dy

) 1
p−1 )

≤C1

and if δ
s + γ > 1:

[u]Cω2 (BR0 (x0)) ≤ CR−ω2
0

(
R

(sp−δ)
γ+p−1
0 + ‖u‖L∞(B2R0 (x0))

+
(

(2R0)sp
ˆ

(B2R0 (x0))c

|u(y)|p−1

|x0 − y|N+sp dy

) 1
p−1 )

≤ C2.

Furthermore, using Proposition 6.3.4 for p ∈ [2,+∞), we get for any ε > 0

[u]Cs−ε(BR0/32(x0)) ≤ C3 if 0 < δ

s
+ γ ≤ 1 and [u]

C
sp−δ
p+γ−1 (BR0/32(x0))

≤ C4 if δ
s

+ γ > 1.

The constants Ci are independent of the choice of point x0 (and R0) and since u ∈ L∞(Ω)
we deduce (6.3.59) and (6.3.60) and by a covering argument for any Ω′ b Ω, we conclude

if 1 < p < 2 : ‖u‖Cω1 (Ω′) ≤ CΩ′ for δ
s

+ γ ≤ 1, ‖u‖Cω2 (Ω′) ≤ CΩ′ for δ
s

+ γ ≥ 1 (6.3.61)

and

if 2 ≤ p <∞ : ‖u‖Cs−ε(Ω′) ≤ CΩ′ for δ
s

+γ ≤ 1, ‖u‖
C

sp−δ
p+γ−1 (Ω′)

≤ CΩ′ for δ
s

+γ ≥ 1. (6.3.62)

Now, to prove the regularity estimate in Ω (and then the whole RN ) since u = 0 in RN \ Ω,
it is sufficient from interior regularity that follows from (6.3.61), (6.3.62), to prove (6.3.61)
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and (6.3.62) on Ωη where η > 0 small enough.

In this regard, let x, y ∈ Ωη and suppose without loss of generality d(x) ≥ d(y). Now two
cases occur:
(I) either |x − y| ≤ d(x)

2 , in which case set 2R0 = d(x) and y ∈ BR0(x). Hence we apply
(6.3.59) or (6.3.60) in BR0(x) and we obtain the regularity.
(II) or |x− y| ≥ d(x)

2 ≥
d(y)

2 in which case (6.3.51) and (6.3.58) ensures for a constant C > 0
large enough, we get

|u(x)− u(y)|
|x− y|s−ε

≤ |u(x)|
|x− y|s−ε

+ |u(y)|
|x− y|s−ε

≤ 2s
(

u(x)
ds−ε(x) + u(y)

ds−ε(y)

)
≤ C, (6.3.63)

|u(x)− u(y)|

|x− y|
(sp−δ)

(γ+p−1)

≤ |u(x)|

|x− y|
(sp−δ)

(γ+p−1)

+ |u(y)|

|x− y|
(sp−δ)

(γ+p−1)

≤ 2
(sp−δ)

(γ+p−1)

 u(x)

d
(sp−δ)

(γ+p−1) (x)
+ u(y)

d
(sp−δ)

(γ+p−1) (y)

 ≤ C. (6.3.64)

Then, finally by combining (6.3.61)-(6.3.64), we get our claim and the proof is complete.

Proof of Corollary 6.3.2:
For δ > s(1− γ), let uε be the weak solution of the problem (P γε ). Then, using the boundary
behavior of the approximating sequence uε and taking φ = uε in (6.3.3), we obtain

‖uε‖s,p =
ˆ

Ω
Kε,δ(x)u1−γ

ε dx ≤
ˆ

Ω
d

(1−γ) (sp−δ)
p+γ−1−δ(x) dx ≤ C

if (1− γ)(sp− δ) > (δ − 1)(p+ γ − 1)⇔ sp(γ − 1) + δp < (p+ γ − 1)⇔ Λ < 1.
Similarly, by taking φ = uθε in (6.3.3) and using Proposition 6.3.2, we obtain for θ > Λ > 1

‖uθε‖s,p ≤
ˆ

Ω
Kε,δ(x)u(θ−1)(p−1)+θ−γ

ε dx ≤
ˆ

Ω
d

(θp−(p−1+γ)) (sp−δ)
p+γ−1−δ(x) dx ≤ C

Now, by passing limits ε → 0 in (6.3.3), we get the minimal solution u ∈ W s,p
0 (Ω) if Λ < 1

and uθ ∈W s,p
0 (Ω) if θ > Λ > 1.

The only if statement follows from the Hardy inequality and the boundary behavior of the
weak solution. Precisely, if Λ ≥ 1, then u /∈W s,p

0 (Ω). Indeed, we have

‖u‖s,p ≥ C
ˆ

Ω

∣∣∣∣ u(x)
ds(x)

∣∣∣∣p dx ≥ C ˆ
Ω
d
p(sp−δ)
p+γ−1 −sp(x) dx = +∞.

In the same way, if θ ∈ [1,Λ], then

‖uθ‖s,p ≥ C
ˆ

Ω

∣∣∣∣∣uθ(x)
ds(x)

∣∣∣∣∣
p

dx ≥ C
ˆ

Ω
d
θp(sp−δ)
p+γ−1 −sp(x) dx =∞

and we deduce uθ /∈W s,p
0 (Ω) .

Remark 6.3.4. In case of local operator, i.e. p-Laplacian operator, the optimal condition of
Sobolev regularity in Theorem 1.4, [138] coincide with the our condition for s = 1.
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6.3.5 Non-existence result

Proof of Theorem 6.3.3: Let δ ≥ sp. We proceed by contradiction assuming there exist a
weak solution u0 ∈W s,p

loc (Ω) of the problem (P ) and κ0 ≥ 1 such that uκ0
0 ∈W

s,p
0 (Ω).

We choose Γ ∈ (0, 1) and δ0 < sp such that ΓKδ0(x) ≤ Kδ(x) and the constant Γ is indepen-
dent of δ0 for δ0 ≥ δ∗0 with δ∗0 > 0.
For ε > 0, let uε ∈W s,p

0 (Ω) ∩ C0,`(Ω) be the unique weak solution of
¨

R2N

[uε(x)− uε(y)]p−1(φ(x)− φ(y))
|x− y|N+sp dx dy =

ˆ
Ω

ΓKε,δ0(x)
(uε + ε)γ φ dx (6.3.65)

for any φ ∈W s,p
0 (Ω).

By the continuity of uε, for given θ > 0, there exists a η= η(ε, θ) > 0 such that uε ≤ θ
2 in Ωη.

Since u0 ≥ 0, then w := uε − u0 − θ ≤ − θ
2 < 0 in Ωη and

supp(w+) ⊂ supp((uε − θ)+) ⊂ Ω \ Ωη.

We have w+ ∈ W s,p
0 (Ω̃) ⊂ W s,p

0 (Ω) for some Ω̃ such that Ω \ Ωη ⊂ Ω̃ b Ω. Hence, choosing
w+ as a test function in (6.3.65), we get
¨

R2N

[uε(x)− uε(y)]p−1(w+(x)− w+(y))
|x− y|N+sp dx dy =

ˆ
Ω

ΓKε,δ0(x)
(uε + ε)γ w

+ dx ≤
ˆ

Ω

ΓKε,δ0(x)
uγε

w+ dx.

(6.3.66)
Moreover, u0 is a weak solution of (P ) and taking w+ ∈W s,p

0 (Ω̃) as test function in Definition
6.3.1 with u0, we have
¨

R2N

[u0(x)− u0(y)]p−1(w+(x)− w+(y))
|x− y|N+sp dx dy =

ˆ
Ω

Kδ(x)
uγ0

w+ dx ≥
ˆ

Ω

ΓKε,δ0(x)
uγ0

w+ dx.

(6.3.67)

By subtracting (6.3.67) and (6.3.66), we get
¨

R2N

([uε(x)− uε(y)]p−1 − [u0(x)− u0(y)]p−1)(w+(x)− w+(y))
|x− y|N+sp dx dy

≤
ˆ

Ω

(ΓKε,δ0(x)
uγε

− ΓKε,δ0(x)
uγ0

)
w+ dx ≤ 0.

(6.3.68)

Applying the following identity

[b]p−1 − [a]p−1 = (p− 1)(b− a)
ˆ 1

0
|a+ t(b− a)|p−2 dt

with a = u0(x)− u0(y) and b = uε(x)− uε(y), we get

[uε(x)− uε(y)]p−1 − [u0(x)− u0(y)]p−1 = (p− 1)Q(x, y)(w(x)− w(y)) (6.3.69)

where
Q(x, y) =

ˆ 1

0
|u0(x)− u0(y) + t(w(x)− w(y))|p−2 dt ≥ 0.
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Now by multiplying (6.3.69) with (w+(x)− w+(y)), we obtain

([uε(x)− uε(y)]p−1 − [u0(x)− u0(y)]p−1)(w+(x)− w+(y))

= (p− 1)Q(x, y)(w(x)− w(y))(w+(x)− w+(y)) ≥ 0

since the mapping x→ x+ is nondecreasing.
From (6.3.68), we get w+ = (uε − u0 − θ)+ = 0 a.e. in Ω. Since θ is arbitrary, we deduce
uε ≤ u0 in Ω. Using the estimates in Case 2 of the proof of Theorem 6.3.4, we have

ηcη(d(x) + ε
γ+p−1
sp−δ0 )

sp−δ0
γ+p−1 − ε ≤ uε ≤ u0 in Ω.

Now, by using Hardy inequality and uκ0
0 ∈W

s,p
0 (Ω), we obtain

(ηcη)κ0p

ˆ
Ω

∣∣∣∣∣∣∣∣
(

(d(x) + ε
γ+p−1
sp−δ0 )

sp−δ0
γ+p−1 − ε

)κ0

ds(x)

∣∣∣∣∣∣∣∣
p

dx ≤
ˆ

Ω

∣∣∣∣ uκ0
0

ds(x)

∣∣∣∣p dx <∞.
Now, by choosing δ0 close enough to sp and by taking ε → 0, we obtain that the left hand
side is not finite, which is a contradiction and hence claim.

6.3.6 Appendix: Hölder regularity

In this section, we recall the local regularity results for the p-fractional Laplacian operator.
We set for R > 0 and y ∈ RN

Q(u; y,R) = ‖u‖L∞(BR(y)) +
(
Rsp

ˆ
(BR(y))c

|u(x)|p−1

|x− y|N+sp dx

) 1
p−1

.

Corollary 6.3.4. (Corollary 5.5, [172]) If u ∈W s,p(B2R0(y))∩L∞(B2R0(y)) satisfies |(−∆)spu| ≤
K weakly in B2R0(y) for some R0 > 0, then there exists universal constants ω ∈ (0, 1) and
C > 0 with the following property:

[u]Cω(BR0 (x0)) := sup
x,y∈BR0 (x0)

|u(x)− u(y)|
|x− y|ω

≤ C[(KRsp0 )
1
p−1 +Q(u;x0, 2R0)]R−ω0 .

Proposition 6.3.4. (Theorem 1.4, [65]) Let p ∈ [2,∞) and u ∈W s,p
loc (Ω)∩L∞loc(Ω)∩Lp−1(RN )

be a local weak solution of (−∆)spu = f in Ω with f ∈ L∞loc(Ω). Then u ∈ Cωloc(Ω) for every 0 <
ω < min{ sp

p−1 , 1}. More precisely, for every 0 < ω < min{ sp
p−1 , 1} and every ball B4R(x0) b Ω,

there exists a constant C = C(N, s, p, ω) such that

[u]Cω(BR
8

(x0)) ≤ C[(‖f‖L∞(BR(x0))R
sp)

1
p−1 +Q(u;x0, R)]R−ω.
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Sibirsk. Mat. Ž., Akademija Nauk SSSR. Sibirskoe Otdelenie. Sibirskĭı Matematičeskĭı
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