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Abstract 

In aging societies, improving the mobility of disabled persons is a key challenge for this 

century. With an elderly population estimated at over 2 billion in 2050 (OMS 2012), the 

heterogeneity of disabilities is becoming more important to address. In addition, assistive 

devices remain quite expensive and some disabled persons are not able to purchase such 

devices. In this context, we propose an innovative idea using model-based automatic control 

approaches and model-free reinforcement learning for a Power-Assisted wheelchair (PAW) 

design. The proposed idea aims to provide a personalized assistance to different user without 

using expensive sensors, such as torque sensors. In order to evaluate the feasibility of such 

ideas in practice, we carry out two preliminary designs. 

The first one is a model-based design, where we need to exploit as much as possible the prior 

knowledge on the human-wheelchair system to not use torque sensors. Via an observer and a 

mechanical model of the wheelchair, human pushing frequencies and direction are 

reconstructed from the available velocity measurements provided by incremental encoders. 

Based on the reconstructed pushing frequencies and direction, we estimate the human 

intention and a robust observer-based assistive control is designed. Both simulation and 

experimental results are presented to show the performance of the proposed model-based 

assistive algorithm. The objective of this first design is to illustrate that the need of expensive 

torque sensors can be removed for a PAW design. 

A second design developed in this work is to see the capabilities of learning techniques to 

adapt to the high heterogeneity of human behaviours. This design results in a proof-of-

concept study that aims to adapt heterogeneous human behaviours using a model-free 

algorithm. The case study is based on trying to provide the assistance according to the user’s 

state-of-fatigue. To confirm this proof-of-concept, simulation results and experimental result 

are performed. 

Finally, we propose perspectives to these two designs and especially propose a framework to 

combine automatic control and reinforcement learning for the PAW application.  

Keywords: Observer, reinforcement learning, disabled persons, mobility, Power-

assistive wheelchair, assistive control. 
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RESUME 

Dans les sociétés vieillissantes, l’amélioration de la mobilité des personnes handicapées est 

un défi majeur pour ce siècle. Avec une population âgée estimée à plus de 2 milliard 

d’habitants en 2050 (OMS 2012), l’hétérogénéité des handicaps devient de plus en plus 

importante. En outre, les appareils fonctionnels restent assez coûteux et certaines personnes 

handicapées ne sont pas en mesure de les acheter. Dans ce contexte, nous proposons une 

innovante utilisant des approches de contrôle automatique basées sur un modèle et des 

approches d’apprentissage par renforcement sans modèle pour notre conception de fauteuil 

roulant assisté. L’idée proposée vise à fournir une assistance personnalisée à un utilisateur 

particulier sans utiliser de capteurs coûteux, tels que des capteurs de couple. Afin de pré-

évaluer la faisabilité de telles idées dans la pratique, nous effectuons deux études 

préliminaires. 

Le premier concerne une conception basée sur modèle, où nous devons exploiter au 

maximum les connaissances préalables du système de fauteuil roulant humain. Via un 

observateur et un modèle mécanique du fauteuil roulant, les fréquences et la direction de 

poussée humane sont reconstruites à partir des mesures de vitesse disponibles fournies par les 

encodeurs incrémentaux. Sur la base fréquences et de la direction de poussée reconstituées, 

nous estimons l’intention de l’homme et un contrôle assisté robuste basé sur un observateur a 

été conçu la simulation et les résultats expérimentaux sont présentés pour montrer les 

performances de l’algorithme d’assistance proposé basé sur un modèle. L’objectif de la 

première conception est d’illustrer que le besoin de capteurs de couple coûteux peut être 

supprimé pour une conception PAW. 

Une deuxième idée développée dans ce travail est de voir les capacités des techniques 

d’apprentissage à s’adapter à la grande hétérogénéité des comportements humains. Il en 

résulte une étude de validation de concept visant à adapter les comportements humain 

hétérogènes à l’aide d’un algorithme sans modèle. Le cas d’étude est basé sur l’essai de 

fournir une assistance en fonction de l’état de fatigue de l’utilisateur. Les preuves de 

convergence de tels algorithmes d’assistances sont également des questions importantes 

abordées dans cette thèse. Pour confirmer cette validation de concept, des résultats de 

simulation et des résultats expérimentaux sont effectués. 

Enfin, nous proposons des perspectives pour ces travaux et, en particulier, un cadre 

combinant contrôle automatique et apprentissage pour l’application PAW.  
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Chapter 1. Introduction  

1.1 Context & motivation of the thesis 

The 2011 world report of the World Health Organization (WHO) states that “About 15% of 

the world's population lives with some form of disability, of whom 2-4% experience 

significant difficulties in functioning”. This global disability prevalence is higher than 

previous WHO estimates, which date from the 1970s and suggested a figure of around 10%. 

Global disability is on the rise due to population ageing and the rapid spread of chronic 

diseases. With an elderly population estimated at over 2 billion in 2050 (OMS 2012), the 

heterogeneity of disabilities is becoming more important to address and the issue of mobility 

is fundamental.  

For developed countries, the mobility of disabled persons is therefore a key challenge for this 

century. Today’s existing solutions (Faure 2009), for example manual, electric wheelchair 

and/or assistance tools; are neither suited to ageing not address the highly heterogeneous 

human factors i.e. human fatigue dynamics, human pushing strategies  (Poletti 2008).  

To solve the issue of mobility, advanced work in assistive technologies, such as exoskeleton 

robotic suits, power-assisted wheelchair, etc., is deeply committed in recent years. In 

addition, mobility aid is increasingly democratized with more affordable technologies. 

However, assistive devices remain quite expensive and some disabled persons are not able to 

purchase such devices. Therefore, reducing the cost of assistive devices provides a better 

access to mobility for disabled people. 

Heterogeneous human behaviours are common, e.g. important differences (extra individual) 

of propelling according to the physical power of the PRM, possible dissymmetry, decrease of 

abilities due to ageing; intra individual behaviour modifications are also to be considered, 

they appear over a long trip or after an intensive physical exercise or are due to particular 

physical conditions (fatigue, stress). Thus, it is necessary to build assistances that can manage 

these various kind of states, resulting in very different human propulsion ability. These 

assistances should be based on limited real-time measurements and propose solutions to an 

optimal mobility seamlessly to the users. 
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From this perspective, we seek new innovative solutions that:  

 Replace expensive sensors by “software” sensors to reduce the cost of assistive 

devices. 

 Adapt to the disability level of each person based on software strategies (extra 

individual component); 

 For a given user (intra-individual component), adapt the strategies according to 

his/her behaviour, both in the long term (for example degeneration) and in the short 

term (e.g. fatigue); 

 Are robust and efficient: via minimal information (weight of the disabled person, size 

of the wheelchair…) the assistance adapts itself transparently to the users without 

changing any hardware; 

1.2 Thesis scope 

This work aims to design an “intelligent” (understood as software adaptive solution with no 

extra sensors) assistive control for a power-assisted wheelchair (PAW) application. From a 

scientific point of view, we are faced to a problem with highly heterogeneous human and 

wheelchair dynamics, including signals with various frequencies and powers (human 

propelling torques) that are not directly measured etc. Therefore, the use of classical model-

based approaches of automatic control to deal with such heterogeneous systems appears 

difficult. Effectively, if these approaches need such a precision that they require the 

modelling of the human fatigue + wheelchair, there is lillte chance that the solutions would 

be interesting (generalizable, robust, performant) in view of the heterogeneity discussed. 

One way to avoid a precise modelling is to use model-free reinforcement learning techniques 

(Modares et al. 2014) and see their potential. Therefore, one originality of this work is to use 

multidisciplinary knowledge, such as model-based automatic control and model-free 

reinforcement learning, to test their capabilities and limits.  

In order to pre-evaluate the feasibility of such ideas in practice, we carry out two preliminary 

designs in collaboration with SME Autonomad Mobility, which has significant expertise in 

the mobility of disabled people. 
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The first one is concerned with a conventional automatic control design, where we need to 

exploit as much as possible the prior knowledge of the human-wheelchair system. It must be 

kept in mind that a precise model is definitively unrealistic to propose, as explained 

previously. The challenge is to know if a rather simplified model of the wheelchair and 

human would be enough to propose some solutions. Based on this simplified model, an 

unknown input observer (Koenig 2005, Estrada-Manzo et al. 2015) has been designed. Via 

this observer, human torque signals are estimated from the available velocity measurements 

provided by encoders. Of course, due to the simplicity of the model, the reconstructed signals 

are not fully reliable, especially in amplitude. Nevertheless, from these signals the propelling 

frequency as well as the direction are satisfactorily reconstructed. Based on these variables, 

reference signals are computed (center and yaw velocities of the wheelchair) via a generation 

module, that are expected to estimate the user’s intention. The tracking of reference velocities 

is intended to work in presence of uncertainties such as mass (user and wheelchair) and road 

conditions (viscous friction, slope); therefore, a robust observer-based tracking controller has 

been designed. Finally, both simulation and experimental results are presented to show the 

performance of the proposed model-based assistive algorithm. The first study show the 

possibility to remove the need of expensive torque sensors. 

A second idea developed in this work is to see the capabilities of learning techniques to adapt 

to the high heterogeneity mentioned previously. It results in a proof-of-concept study that 

aims to adapt heterogeneous human behaviours using a model-free algorithm. The study case 

is based on trying to provide the assistance according to the user’s state-of-fatigue. This state-

of-fatigue may vary for the user through time (intra individual variation) or be different 

according to the user under consideration (extra individual variation).  The proposed model-

free assistive algorithm aims to obtain a (near-)optimal assistance for a particular user. Proofs 

of convergence of such algorithms are also important issues that are provided in this work. To 

confirm this proof-of-concept, simulation results and experimental result are performed. 

Interestingly, the two approaches give results that can be seen as complementary. Instead of 

using a kind of black-box learning, a grey-box learning could be an interesting solution to 

explore. It could combine the advantages of both techniques. For example, in the former 

solution developed, a robust and performant control has been derived that allows following 

predefined trajectories. “Learning” the way to compute these trajectories from the user would 

be an interesting challenge. This would deliver, a more “personalized” assistance, it could be 

the right place for learning. This idea is developed as a perspective of the work.  
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1.3 Structure of the thesis 

The manuscript is decomposed in seven chapters: 

Chapter 2 provides a literature review on the mechanical model of a wheelchair and both the 

model-based control and the model-free control techniques, that will be applied to the PAW 

design. The prototype used for experimental validations is also introduced. 

Chapter 3 introduces a model-based assistive control, which consists of an unknown input 

observer, a reference generation module and finally a robust observer-based tracking 

controller. Simulation results are carried out to validate the design of each part. In addition, 

the proposal of an observer design using time-varying sampling rate is also given. 

Chapter 4 provides experimental results, which aims to validate the whole model-based 

assistive control under a constant sampling rate of Chapter 3. 

Chapter 5 proposes a completely different point of view and intends to give a proof-of-

concept study to show that the adaptability to heterogeneous human behaviours, such as 

human fatigue evolution, is possible using a model-free reinforcement learning method. Real-

time experiments are carried out to support this proof-of-concept. 

Chapter 6 concludes the work and proposes perspectives to this work and especially proposes 

to combine control and learning for the PAW application.  

1.4 Publications 

The research carried out within this thesis has already led to several published contributions 

in both theory and application: 

International Journals 

 G. Feng, L. Buşoniu, T.M. Guerra, S. Mohammad (2019) – Data-Efficient 

Reinforcement Learning for Energy Optimization Under Human Fatigue Constraints 

of Power-Assisted Wheelchairs – IEEE Transactions on Industrial Electronics, 

Special Section on: Artificial Intelligence in Industrial System, 66 (12), 9734-9744 

(IF 7.05) 
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International Conferences 

 Feng, G., Guerra, T. M., Nguyen A. T., Busoniu, L., & Mohammad, S. “Robust 

Observer-Based Tracking Control Design for Power-Assisted Wheelchairs”. 5th 

IFAC Conference on Intelligent Control and Automation Sciences 21-23 August 

2019, Belfast, Northern Ireland 

 Feng, G., Buşoniu, L., Guerra, T. M., & Mohammad, S. (2018, June). Reinforcement 

Learning for Energy Optimization Under Human Fatigue Constraints of Power-

Assisted Wheelchairs. Annual American Control Conference (ACC) 27-29 June 2018 

(pp. 4117-4122). IEEE. 

 Feng, G., Guerra, T. M., Mohammad, S., & Busoniu, L. “Observer-Based Assistive 

Control Design Under Time-Varying Sampling for Power-Assisted 

Wheelchairs”. The 3rd IFAC Conference on Embedded Systems, Computational 

Intelligence and Telematics in Control June.6-8, 2018, Faro, Portugal IFAC-

PapersOnLine, 51(10), 151-156. 

 Feng, G., Guerra, T. M., Busoniu, L., & Mohammad, S. “Unknown input observer in 

descriptor form via LMIs for power-assisted wheelchairs”. In 2017 36th Chinese 

Control Conference (CCC) (pp. 6299-6304). IEEE. 

 

Workshop 

 Guerra, T. M., Feng, G., Buşoniu, L., & Mohammad, S. “An example on trying to 

mix control and learning: power assisted wheelchair”. 2nd Workshop Machine 

Learning Control (wMLC-2), Valenciennes, France, janvier 20. 
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Chapter 2. Background and state of the art 

2.1 Introduction  

This chapter provides a brief state of the art on Power-Assisted Wheelchair designs, model-

based control designs and model-free control designs. In addition, the wheelchair prototype 

and its corresponding dynamic model are also introduced. 

2.2 Power-assisted wheelchairs 

Since disabled people and elderly persons who lose the ability to walk occupy a significant 

percentage of the population in modern societies (World Health Organization 2011), mobility 

aids, such as, manual wheelchairs, electric powered wheelchair, and Power-Assisted 

Wheelchairs (PAW), are available to satisfy some of their mobility requests. The manual 

wheelchair is a common mean to improve accessibility and mobility for such disabled 

persons. However, the majority of them may have difficulty to propel a manual wheelchair, 

due to some physical constraints or difficult road conditions (Cooper et al. 2001). This poor 

efficiency of manual wheelchairs also causes on the long term, injuries such as joint 

degradation (Algood et al. 2004). A solution is the use of electric wheelchairs (De La Cruz et 

al. 2011; M. Tsai and Hsueh 2012), which have been commercialized in the 1950s (BA et al. 

2003). Nevertheless, this solution has also poor capabilities according to road conditions, and  

an unexpected drawback is linked to the pure electrical propelling, resulting in a high 

decrease of physical activity, pointed out by specialists (Giesbrecht et al. 2009).  

An intermediate solution is the so-called power-assisted wheelchairs (PAW), that can provide 

an alternative choice to the users. Having an electrically powered motor, PAW assistance 

strategy is designed to reduce the user’s physical workload, ideally taking into account 

his/her physical condition. The medical investigations by Fay and Boninger (2002) 

Giesbrecht et al. (2009) show the physical and physiological advantages derived from the 

PAW rather than fully manual or electrical solutions (e.g. moderate metabolic demands of 

propulsion and maintaining participation in community-based activities among others). In 
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contrast with manual wheelchairs and electric wheelchairs, PAW combines human and 

electrical powers and therefore can give a good compromise between rest and exercise for 

users. Several PAWs are available on the market, amongst which the motorisation kits Duo 

designed by AutoNomad Mobility, Wheeldrive from Sunrise Medical and MAX Mobility 

provided by Smartdrive. Figure 2.2.1 presents these kits, which can be installed on most 

manual wheelchairs and offer good manoeuvrability.  

The three PAWs shown in Figure 2.2.1 use different technologies. For the Duo kit, the user 

can select between two assistance modes that suit his/her wishes and driving conditions. The 

first mode, called Electric Propulsion Assistance, amplifies human torques which are 

estimated by an observer, called a software sensor (US20170151109A1 - Method and device 

assisting with the electric propulsion of a rolling system, wheelchair kit comprising such a 

device and wheelchair equipped with such a device - Mohammad et al. 2015). The second 

mode, Single Push, keeps a constant velocity and is convenient for covering long distances. 

Smartdrive estimates the human intention using a smart watch. With the help from the 

electric motor, the user combines pushing and different arm gestures (detected by the smart 

watch) to manipulate the wheelchair. Wheeldrive uses a dual rim concept to deliver the 

assistive torque. The assist rim (the big one) is used to generate a power assistance; the drive 

rime (the small one) is used for a continuous drive. For more information on various 

commercial PAWs, the reader can refer to detailed literature reviews (D. Ding and Cooper 

2005; Simpson 2005). Thanks to a wide range of choices, disabled persons should be able to 

select a suitable assistive device according to their needs.  

 

 Duo kit, Smartdrive and Wheeldrive commercialized respectively by Autonomad Mobility, Figure 2.2.1.

MAX Mobility and Sunrise Medical (From left to right) 
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PAWs research activities are also increasing in the recent years. References Seki et al. 

(2009), H. Seki and Kiso (2011), Seki and Tadakuma (2006) and Seki et al. (2005) have 

analysed the impact of different road conditions on the human-wheelchair system. A 

corresponding control scheme has been implemented to assist the user for each road 

condition. In (R. A. Cooper et al. 2002; Seki and Tadakuma 2004), the human behaviour and 

the interaction with the device are studied. Leaman and La (2017) give a complete overview 

of this field. 

Unfortunately, most of the current PAW researches do little to address the highly 

heterogeneous population of the disabled persons. Adaptability to the person is a key point 

for PAW assistance design, especially thinking to various intra and extra individual 

variations, including non-measurable features such as level of disability, fatigue, pain… 

Combined with the fact that current commercial PAWs are usually expensive; designing an 

adaptable and affordable PAW is a challenging research project. 

 

2.2.1 PAW prototype 

Several prototypes have been designed and built by the Autonomad Mobility company (Start-

up created in 2015 by S. Mohamad Doctor from LAMIH UMR CNRS and UPHF laboratory 

of Valenciennes) to evaluate the validity of PAW assistance designs. The prototype used for 

experimental validations is shown Figure 2.2.2. 

 

 Wheelchair prototype and its components Figure 2.2.2.

The mechatronics structure of the prototype is described Figure 2.2.3. The wheelchair 

prototype is equipped with two brushless DC motors powered by a DC battery (about 15Km 

Battery

Wireless receiver

Electric motor
Equipped with encoders
(Black)

Torque sensor
(Grey)

Control unit

Real-time Data 
visualization

Wireless transmitter

Hand-rim
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autonomy range). The maximum torque delivered by DC motors is around 40 Nm. The 

motors receive control signals (Voltage or current) via a Texas Instruments C2000 real time 

micro-controller. Using the software Code Composer Studio, C/C++, a code generated by 

Simulink can be compiled and executed on the microcontroller. Therefore, the algorithms are 

directly coded using Matlab/Simulink and directly embedded in the microcontroller for the 

experimental validations. The data acquisition is done using the same microcontroller 

connected to a laptop. In addition, the data received can be stored in the laptop and/or can be 

displayed in real time. 

 

 Mechatronics structure of the wheelchair prototype Figure 2.2.3.

The prototype is equipped with the following sensors:  

 Two incremental encoders to measure the angular velocity of each motor; outputs are 

pulse signals. The number of pulses is counted for a given time interval (sampling 

time) in order to determine the relative position between two consecutive 

measurements. 

 Two torque sensors with wireless transmissions are supplied by CapInstrumentation. 

Figure 2.2.2 shows their installation on the wheel axis to measure the human torques 

exerted on the push-rims using strain gauges located in rotating shafts. When the user 

exerts a torque on the push-rims or rotating shafts, strain gauges are deformed and 

cause their electrical resistances to change. To avoid any cable connection between 

the moving wheels and the seat, the transmitters of the torque sensors are placed on 

the wheels and their receivers are installed on the back of the seat. 

Laptop: Real time 
data visualisation 
and data storage

Texas Instruments 
C2000 real time 

control MCU

Brushless DC 
motors equipped 

with encoders

Torque sensors
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 In order to be clear for the reader, the torque sensors are not available for the Remark 1.

Duo kit sold, they would render the kit too expensive. Nevertheless, they are very 

important for our work as they will be used to validate the designs, showing that the 

methodologies used, especially the observation part, are suitable without these extra 

sensors.  

2.2.2 Dynamical modeling of PAWs 

To design model-based assistive controls, a model of the wheelchair is needed. In the 

literature, several dynamic models have been developed for different control purposes. The 

dynamic model of Shung et al. (1983) describes the wheelchair motion on a sloping surface 

and is used to design a velocity feedback controller. The model of De La Cruz et al. (2011) 

takes into account the casters dynamic. Based on this model, an adaptive control law has been 

proposed for trajectory tracking. The 3D dynamic model of Aula et al. (2015) has been used 

for stabilizing the wheelchair in a two wheel balancing mode. 

 

 Simplified top view of the wheelchair Figure 2.2.4.

 
Table I. SYSTEM PARAMETERS 

Symbol Description Value 

Left wheel

Right wheel

 

q
L

 

 
  

q
R
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  Wheel radius [m] 0.33 

b Distance between two wheels [m]     

d Distance between the point a and the point c [m] 0.4 

c centre of gravity of the wheelchair with the human - 

a Middle point between two wheels - 

  Mass of wheelchair including the human [kg]     

  Viscous friction coefficient [ N m s  ]   

   Inertia of the wheelchair with respect to the vertical 

axis through the point a [ 2kg m ] 

   

   Inertia of each driving wheel around the wheel axis  

[ 2kg m ] 

     

   Sampling time [s]      

 

The wheelchair studied is modelled as a two-wheeled transporter, see Figure 2.2.4. The 

physical parameters of the prototype used in this work are given Table I. The two-wheeled 

PAW is described by the dynamics (M. Tsai and Hsueh 2012; Tsuyoshi et al. 2008): 

 R L mr hr R

L R ml hl L

T T

T T

   

   

αθ βθ θ

αθ βθ θ

K

K
 (2.2.1) 

where 
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I mdmr I
b

I mdmr
b






  


 

α

β

 (2.2.2) 

The total torques consist of the human torques         and the assistive torques         

given by the electrical motors. The left angular velocity and the right angular velocity are 

respectively Lθ  and Rθ . Using Euler’s approximation with     / eR R Rt T θ θ θ  and 

    / eL L Lt T θ θ θ , a discrete-time model of the mechanical system (2.2.1) can be 

obtained and written in state-space representation as follows: 
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  (2.2.3) 

Note that R
θ  and L

θ  stands for  1R k θ  and  1L k θ  respectively. 

In particular, the velocity   of the centre of gravity and the yaw velocity   of the wheelchair 

are the two basic motions naturally and implicitly used by an individual as controlled 

variables for a desired trajectory. These variables can be computed from the angular velocity 

Lθ  and Rθ   as follow: 

 2 2 R

L

b b

 
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θ
θ

 (2.2.4) 

Using the transformation (2.2.4), the mechanical system (2.2.3) can be rewritten in the 

following discrete-time descriptor form: 

 h mEx Ax Bu Bu
y Cx

   


 (2.2.5) 

with the state vector  , Tx   , the human torques  , T
h hr hlu T T , the motor torques

 ,  T
m mr mlu T T  and the outputs  , T

R Ly  θ θ . As usual, x  stands for  1x k  . The 

corresponding matrices are:  
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For system (2.2.5), the number of states 2xn  , the number of control inputs 2un   and the 

number of outputs 2yn  . 

 In the descriptor system (2.2.5), all the inertial parameters are on the left hand-Remark 2.

side of the equation. Compared to the conventional state-space form, the descriptor form 

preserves the physical interpretation of mechanical systems. Due to the “natural” 

descriptor form of the wheelchair, this form is kept for most control designs in this thesis. 
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 The mechanical model (2.2.1) does not take into account the casters dynamic, Remark 3.

the road conditions (change in the viscous friction), or the users variability (mass, inertia). 

We have to keep in mind that these non-modelled dynamics and uncertainties change the 

behaviour of the wheelchair. However, we expect that the two-wheeled model (2.2.1) is 

enough to capture the main behaviour for motion control designs. 

2.3 Nonlinear control  

Control of nonlinear systems has been deeply investigated. Significant theoretical progress 

provides powerful control techniques to solve nonlinear problems, such as model predictive 

control (Mayne et al. 2000), linear parameter-varying control (C. W. Scherer 2001) or sliding 

mode control (Levant 1993) etc. This part gives a quick review of the control techniques used 

thereafter in this work. 

2.3.1 Unknown input observer 

Unknown variables, including inputs such as driver torque (Nguyen et al. 2018) or fouling in 

a heat exchanger (Delrot et al. 2012), are common in industrial applications and make 

automatic control designs more challenging. Unknown inputs can be non-measurable, for 

example human body torques produced would need invasive sensors (Blandeau et al. 2018) 

or are expensive to measure with commercial sensors. Removing these sensors reduce the 

costs and can give a competitive advantage. However, the real-time information of unknown 

inputs is crucial for controller design and high level strategies. To overcome this problem, 

unknown input observers (UIO) can be applied, as an alternative solution, to estimate jointly 

the state of the system and the unknown inputs. In the literature, different classes of unknown 

input observers exist and  for a detailed state-of-the-art the reader can refer to the overview 

(Chen et al. 2016).  

In the works of Chadli et al. (2013), Chibani et al. (2016), the authors decouple the influence 

of unknown inputs on the state estimation such that the dynamic of the estimation error 

asymptotically converges (Darouach et al. 1994). This decoupling technique is extensively 

used for fault detection. Note that a perfect unknown-input decoupling is not always possible. 

In this case, (Marx et al. 2007) minimise the 2L -norm from the unknown input to the 
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estimation error. However, the human torque hu , considered as an unknown input, acts on 

the system (2.2.5) in the same place as the control input mu . Therefore, the decoupling 

technique may not be applicable for the model used for the PAW application.  

The second framework is the frequency domain UIO design which was initially proposed by 

Ohishi et al. ( 1987) for a DC motor application. The simplified diagram of this approach is 

depicted in Figure 2.3.1, where the linear transfer function      represents the real system 

dynamics and       is the mathematical model available for the control design. For the 

consistency of the notation, mu  and hu  denote the control input and the unknown input 

respectively. Then, the estimated unknown input can be expressed as follows: 

          
1 1ˆ nh hu s y s u ss s   

 
G G   (2.3.1) 

In the absence of measurement noise, the estimated unknown input ˆhu  captures together the 

modelling error and the unknown input. If we have the exact model of the physical system i.e 

   
1 1 0ns s 
 G G , the unknown input can be perfectly reconstruct. In addition, a filter can 

be used to reduce measurement noise. Applying the filtered estimation to a feedback control, 

the modelling error and the unknown input can be attenuated efficiently in real-time 

applications (Tsai and Hsueh 2013; Umeno et al 1993). 

 

 Frequency domain UIO design (Chen et al. 2016) Figure 2.3.1.

The third framework is based on the Luenberger observer (Luenberger 1971) and the so-

called unknown input PI-observer (Ichalal et al. 2009). It assumes that the dynamics of the 

unknown input hu  can be captured with a cascade of integrators, its th
pn  variation can be 
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considered null, i.e. 0
p

p

n
h

n
d
dt

u
 . Therefore the unknown input hu  and its derivatives  i

hu , 

 1, , 1pi n   are part of an extended state vector that is integrated in the PI-observer. This 

technique has been successfully applied to real-time applications (Blandeau et al. 2018; Han 

et al. 2017; Thieffry et al. 2019). 

To reconstruct unknown inputs, a fourth framework is based on the sliding mode concept. For 

the detailed design procedure, the reader can refer to (Floquet et al. 2007) and (Kalsi et al. 

2010). The drawback of this approach is the chattering effect on the estimated information 

which deteriorates the precision of the controller. In the presence of measurement noise, the 

chattering effect can have a bad impact for real-time applications and filters have to be added. 

2.3.2 Takagi-Sugeno model and Polytopic representation 

Linear Parameter Varying (LPV) or quasi-LPV or the so-called Takagi-Sugeno (T-S) fuzzy 

models have attracted numerous researches. When required, the framework thereafter will 

refer to T-S models that use a polytopic representation. They were initially proposed by 

Takagi and Sugeno (Takagi et al. 1993). It is proved that the convex structure of T-S model 

can exactly represent any smooth nonlinear system (Fantuzzi et al, 1996). Thanks to its 

convex structure, a systematic methodology based Lyapunov function has been established 

for nonlinear state feedback/output feedback controllers and for observer designs. Generally, 

the goal is to write the problems as Linear-Matrix Inequality (LMI) constraints problem that 

can be solved efficiently by existing mathematical toolbox, such as LMI Matlab toolbox and 

Yalmip. 

The following nonlinear system is considered: 

 
     

 

E z x A z x B z u

y C z x

  


  (2.3.2) 

where the matrices have the corresponding dimensions. In the linear parameter varying 

(LPV) control framework, the variable z  is not state-dependent and can be partly measurable 

or not. For q-LPV z  can be state-dependent and for the robust control framework, it can 

represent uncertain time-varying parameters, generally not accessible. A T-S model of the 

nonlinear system (2.3.2) which is an exact representation in a compact set of the state space, 

is thus a polytopic representation as: 
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The matrices , , , ,i i i iA B C E represent r  linear models. The number of linear models 

increases exponentially with the number of nonlinearities. (Guerra et al. 2015) give a detailed 

insight on this computational complexity problem. The nonlinear membership functions 

 ih z  can be determined by the sector nonlinearity approach (Taniguchi et al. 2001). 

Moreover, the membership functions satisfy the convex-sum property i.e.  
1

1i
i

h z



r

. 

The nonlinear system (2.3.3) is represented by the interpolation of r  linear models via 

nonlinear membership functions  ih z . This property gives the possibility to reuse some 

linear concepts for stability analysis, LPV control designs and robust control designs.   

2.3.3 Lyapunov stability and LMI-based synthesis 

Thereafter, both the observer and the controller designs are principally based on Lyapunov 

framework (Pai 1981). In this framework, a Lyapunov function candidate is required in order 

to prove the stability of the closed-loop (global or local), the convergence of the estimation 

and also taking into account some performances ( 2H  property, H  attenuation, decay rate 

and so on). To exhibit this very classical way of doing, we recall the case of a discrete state 

feedback stabilization. Consider a discrete system with a linear control: 

 x Ax Bu
u Kx

  

 
  (2.3.4) 

together with a quadratic Lyapunov function: 

   TV x x Px   (2.3.5) 

where xT nP P R  is a positive definite matrix, The convergence of x  to the origin is 

ensured if the variation of the Lyapunov function is negative, i.e.: 

       0V x V x V x      (2.3.6) 
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which means the quadratic Lyapunov function strictly decreases towards zero. With the 

equalities (2.3.5) and (2.3.4), the inequality (2.3.6) is transformed as the following matrix 

inequality: 

     0TA BK P A BK P      (2.3.7) 

Thereafter, the stability analysis is formulated as a LMI constraint optimization problem. 

Hence, existing powerful LMI tool can be applied for both control and observer designs. The 

reader can refer to numerous publication in the field and especially the textbooks (BOYD 

1994; C. Scherer and Weiland 2015). 

Notice that a quadratic Lyapunov function can introduce an important conservativeness, 

therefore reducing the area of possible solutions. To overcome this drawback, different 

sophisticated structures for the Lyapunov function, such as delayed non-quadratic Lyapunov 

functions (Guerra et al. 2012; Lendek, Guerra, and Lauber 2015), can be considered. 

Thereafter, the following technical lemmas will be useful for obtaining LMI constraints. 

Lemma 1. (Congruence property) given two matrices P  and Q , if 0P   and Q  is a non-

singular matrix, the matrix TQPQ  is positive definite. 

Lemma 2. (Schur complement) Given two symmetric matrices m mP R , n nQ R  and a 

matrix n mX R . The following statements are equivalent: 

 0
TQ X

X P
 

 
 

  (2.3.8) 

 1 1

0 0
0 0T T

Q P
P XQ X Q X P X 

  
 

    
  (2.3.9) 

Lemma 3.  (De Oliveira et al. 2001). Let     ,          , and        such that 

         ; the following expressions are equivalent: 

a)                             
b)                     

 

This section focused on classical model-based tools used for the design of controllers. The 

work proposed thereafter also relies on learning techniques due to the inherent heterogeneity 

of the problem. Next section recalls the basis of these techniques. 

https://ieeexplore.ieee.org/abstract/document/6839035/
https://ieeexplore.ieee.org/abstract/document/6839035/
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2.4 Reinforcement learning optimal control 

Reinforcement learning (RL) searches for an optimal decision by trial and error in an 

unknown environment. The general framework of RL is depicted in Figure 2.4.1, where an 

agent learns autonomously to make decisions (take actions) by interacting with the 

environment. The learning objective is to obtain as much cumulative reward as possible. For 

an overview, the textbook (Sutton and Barto 2018) gives a complete introduction to RL. 

 

 The conventional framework of Reinforcement learning (Edwards and Fenwick 2016) Figure 2.4.1.

The field of RL has exploded in recent years. People from many different backgrounds have 

started using this framework to solve a wide range of new tasks. The success of AlphaGo 

(Silver et al. 2016) and AlphaGo Zero (Silver et al. 2017) is considered as a key milestone in 

the world of reinforcement learning. Besides achievements in artificial intelligence (AI), 

many research works have been carried out by the control system community to solve 

optimal control problems by RL techniques. From the viewpoint of control theory, the works 

of Buşoniu et al. (2018) and Lewis and Vrabie (2009) provide an overview. In addition, more 

and more research works in robotics focus on RL techniques. Impressive robotic applications 

using RL can be found in the survey of Kober et al. (2013). The experimental demonstrations 

such as Lampert and Peters (2012), Maeda et al. (2016), Nair et al. (2018), and Vecerik et al. 

(2019) show conventional robotic arms are able to perform different tasks i.e. playing table 

tennis and imitating human behaviours. These practical results show that most existing robots 

are physically capable of performing a wide range of useful tasks. In most cases, building 

“intelligent” robots is a software challenge rather than a hardware problem. The successful 

applications in optimal control and in robotics presented above show that reinforcement 

learning is one of the most promising approaches to design “intelligent” control software. 
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Since we apply RL techniques to control in this thesis, next sections provide a quick review 

of model-free RL from a control engineering viewpoint. Specially, we focus on Policy Search 

approaches using parametric approximators, since these methods are able to efficiently 

handle the continuous actions needed for the PAW application.  

2.4.1 Basics of reinforcement learning 

In the RL framework, a discrete-time optimal control problem is generally formalized as a 

Markov decision process (MDP) (Howard, 1960), where the next state      is derived from 

the current state   , according to transition function and a chosen action   . A MDP is in 

general a discrete-time stochastic control process. However, we focus here on the 

deterministic case. The deterministic state transition function can be expressed as follows: 

  1 ,k k kx x u    (2.4.1) 

The quality of each chosen action is represented by a stage reward         . For example, 

the stage reward          is a quadratic function of the state    and the action   . The way 

to generate this reward depends on the control objective. For a finite-horizon problem, the 

accumulated reward along a trajectory  0 0 1 1 1 1, , , , , ,K K Kx u x u x u x     is then denoted by: 

      
1

0

,
K

k K
k k K

k

R r x u T x  




    (2.4.2) 

where       is a terminal reward. The term       is used to cope with soft constraints on 

the terminal state. For example, the system is expected to achieve to the desired terminal 

state. A discount factor        ] may be used; in the finite-horizon case,   is often taken 

equal to 1. An infinite-horizon problem can be also considered and its corresponding reward 

is defined as follows: 

    
0

,
K

k
k k

k

R r x u 




    (2.4.3) 

with  0,1  , in order that the value of the accumulated reward is finite when the horizon 

K  tends to infinite. The optimal control problem consists of finding a sequence of actions to 

maximize the accumulated reward (2.4.2) or (2.4.3).  
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To characterize policies, two value functions, the Q-function and the V-function, are usually 

defined. Under a policy  , e.g.  k k ku x , the finite-horizon case with the reward (2.4.2) 

leads to a time-varying Q-function as follows: 

          1 1
11

1 1, , ,
for 1,  , 0 an  

...
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  


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  

  

   (2.4.4) 

When k K ,  K
K KQ T x . The Q-function characterizes how good is an action taken in a 

given state. According to the Bellman optimality principle, the optimal Q-function *Q  is 

defined as follows: 
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  (2.4.5) 

where the optimal Q-value is equal to the sum of the immediate reward and the discounted 

optimal Q-value of the next step obtained by the best action. From the optimal Q-function 

(2.4.5), the time-varying optimal policy is computed as: 

    * *, arg max ,
k

k k k ku
x k Q x u    (2.4.6) 

The V-function characterizes how good is to achieve a given state. For the finite-horizon case 

with the reward (2.4.2), the time-varying V-function is defined for a given policy   as 

follows: 

    ,k k k k kV x Q x u    (2.4.7) 

where the control action  k k ku x . The optimal V-function *V  is defined as follows: 

    ** max ,
k

k k kuk k QV xx u   (2.4.8) 

The time-varying optimal policy is computed from *V  as: 

       * *
1, arg max , ,

k
k k k k k ku

x k r x u V x u  
      (2.4.9) 
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Using this MDP formulation, online or offline RL methods solve the problem without model 

of the system. A taxonomy of model-free RL algorithms is given in Figure 2.4.2. 

 

 Taxonomy of  model-free RL algorithms (Busoniu et al. 2010)  Figure 2.4.2.

Depending different ways to compute a new policy, these model-free RL algorithms can be 

classified into three categories i.e. Value Iteration, Policy Iteration and Policy Search in 

Figure 2.4.2.  

The concepts of Value Iteration, Policy Iteration and Policy Search are given hereafter: 

 Value Iteration, such as (Bradtke and Barto 1996) and (Rummery and Niranjan 1994), 

computes an optimal value function (namely the V-function) or action-value function 

(namely the Q-function which evaluates the quality of a state-action pair), from which 

the optimal actions can be derived. These approaches provide the possibility to solve 

the Bellman optimality (Bellman 1966) using data measured from the system (2.4.1).  

 Policy Iteration, such as (Lagoudakis and Parr 2003) and (Tesauro 1995), consists of 

two steps: policy evaluation and policy improvement. To evaluate current policies, 

algorithms compute their corresponding V-functions or Q-function which are then 

used to obtain improved policies. This two-step procedure is stopped when policies 

converge. 

 Policy Search, such as (Sutton et al. 2000), differs from the two previous approaches 

as it searches directly for an optimal policy without necessarily computing any value 

function. To achieve an optimal solution, different optimization techniques are 

available to integrat in this approach, for example expectation-maximization, gradient 

descent, cross-entropy optimization etc. 

Computing an exact optimal solution is computationally feasible only in low-dimensional 

domains with discrete states and discrete actions. When the states and actions are continuous, 



38 
 

the number of state values or action values is uncountable. The number of discrete state 

values increases dramatically when the dimension of the system increases. This phenomenon 

is called the curse of dimensionality. Therefore, an exact V-function, Q-function, or policy in 

general becomes difficult or even impossible to obtain. 

Tackling this issue is crucial for real-time control applications, since the state and control 

actions are generally continuous in such applications. One of the efficient methods is 

Approximate Reinforcement Learning (ARL) (Bertsekas et al. 1995; Busoniu et al. 2010; 

Sutton and Barto 2018; Szepesvári 2010). Instead of exactly representing value functions or 

policies, ARL uses function approximators and aims to derive a (near-)optimal solution. Two 

classes of function approximators can be distinguished: parametric approximators having a 

fixed number of parameters; and non-parametric approximators having a flexible number of 

parameters depending on the collected data. 

Since human behaviours and states, such as human fatigue dynamic, stress… are considered 

unknown in this thesis, the next sections focus on model-free RL algorithms. Algorithms, 

such as PoWER (Kober and Peters 2009) and REPS (Peters et al. 2010), show that the Policy 

Search framework is able to learn a (sub-)optimal solution with a reduced set of data. This 

data-efficiency feature is extremely important for a real-time application, which requires a 

satisfactory performance early in the learning. Therefore, the Policy Search framework has 

been chosen for the PAW design. In particular, the approximate version of Policy Search with 

parametric approximators is used for a finite-horizon problem hereafter.  

2.4.2 Policy search using parametric approximators 

Rather than learning a value function, Policy Search methods aim to find directly optimal 

parameters for a given parameterized policy. In addition, parameterized policies allow 

learning algorithms to operate directly in continuous action spaces.  

Deterministic policies are typically represented by a linear basis function approximation as 

follows: 

    T
k kx x     (2.4.10) 

where   is a parameter vector and   is a basis function vector. The basis function vector can 

be configured using Gaussian radial basis functions, polynomial functions, etc. Nonlinear 

approximation techniques are also possible (Mnih et al. 2015). The structure of the policy 
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parametrization is very important for the learning performance. More basis functions 

generally provide a more precise solution at the end of learning; but, of course the more basis 

functions, the more parameters are to learn, which impacts directly the learning time. A 

compromise must be found between a refined solution and a reasonably fast learning speed. 

Designers can choose a structure for (2.4.10) depending on the particular application.  

In the literature, there exist different Policy Search algorithms which provide various 

performances in terms of learning speed, computation and complexity etc. In this work, we 

select two algorithms: Gradient Partially Observable Markovian Decision Processes 

(GPOMDP) (Baxter and Bartlett 2000) and Policy Learning by Weighting Exploration with 

the Returns (PoWER) (Kober and Peters 2009). The reasons for this choice are the simplicity 

of these two model-free methods and their implementability into a microcontroller, necessary 

condition for an application such as PAW. Beside of these two chosen algorithms, there are 

other powerful Policy Search and Policy Gradient approaches, such as Deep Reinforcement 

Learning (Duan et al. 2016; Schulman et al. 2015). However, Deep Reinforcement Learning 

uses approximating functions with multiple hidden layers. Such approximation implies a 

considerable number of parameters to learn. Therefore, this framework may need important 

memory and computation which are not desirable for our PAW application. 

2.4.2.1 GPOMDP 

Like other PG methods, GPOMDP estimates the gradient of the expected reward with respect 

to the parameters of the policy. Based on this gradient, the parameters are updated such that 

the received expected reward progressively increases. GPOMDP is different from actor-critic 

algorithms, e.g. (Grondman et al. 2012), (Peters and Schaal 2008), which estimate the 

gradient with the help of an approximate value function. Since an approximate value function 

is not needed, GPOMDP provides computational advantages. Therefore, this approach may 

be more easily embedded due to limited CPU power. Thus, we apply first GPOMDP in this 

work to verify if the Policy Search framework is suitable for a PAW control design. 

Notice that learning algorithms require exploration, which is carried out by a random noise 

added to control actions. A policy exploration allows model-free algorithms to discovery new 

control actions such that a (near-)optimal control sequence is found. Therefore, the 

deterministic policy (2.4.10) becomes stochastic. 

In GPOMDP, the parameters λ are updated as follows: 
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 λ λ  λ λ R     (2.4.11) 

where λR  is the expected reward under the stochastic parametrized policy with the parameter 

vector λ . A stochastic policy distribution with the parameter vector is denoted by the 

notation  λ | ,k ku x k . To obtain the gradient λ λR  without knowing the model of the 

system, the Likelihood Ratio Estimator is typically used. Since we are in the setting of a 

deterministic MDP, the probability distribution       over trajectories   depends only on the 

initial state distribution      , the stochastic policy distribution  λ | ,k ku x k , and the 

distribution of the transition function  . Then,       can be expressed in the following way:  

      
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λ  0 λ 
0

| ,
K
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p p x u x k 




    (2.4.12) 

The expected return under the random trajectories   generated by  ̃   is: 

    λ  λ R p R d      (2.4.13) 

The gradient λ λR  can be expressed as: 

    λ λ λ λ R p R d     (2.4.14) 

Since      λ λ  λ  λ λ logp p p     , we have:  

      λ λ λ  λ λ logR p R p d       (2.4.15) 

By replacing  λ p   by (2.4.12), we obtain: 
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Finally, by replacing the integral with the equivalent expected value notation, the Reinforce 

gradient (Williams 1992) can be computed by: 
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Since the current rewards are only correlated with past actions,  λ λ , 0log |h h ku x k r   
 

  

for h k . Thus, the gradient can be simplified as follows: 
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where    is the total number of trajectories used to compute the gradient and   is the index 

of trajectories. Based on the gradient (2.4.18), the model-free algorithm GPOMDP updates 

the parameter vector  with (2.4.11). 

The entire procedure is given in the following table, where   is the total trials.  

 

Using the Likelihood Ratio Estimator, the policy update (2.4.11) leads to a local optimum. 

An intuitive example is shown in Figure 2.4.3, where the red colour means a high expected 

return and the blue colour indicates a low expected return. There are two parameters to learn. 

The stars indicate each parameter update. As shown in the figure, two different initial 

parameter vectors λ  increase gradually their rewards and converge to the same solution. 

However, the obtained solution may be a local optimal, since a better combination of  1 2λ ,λ  

may exist. 
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 Model-free policy gradient example Figure 2.4.3.

2.4.2.2 PoWER 

Another powerful Policy Search algorithm, successfully applied in robotics, is PoWER. 

Rather than computing the gradient λ λR  as (2.4.18), PoWER maximizes a lower bound on 

the expected return. This maximization guarantees that the performance of the new policy is 

improved. As shown by Kober and Peters (2009), a lower bound of the expected rewards 

under the latest parameter   is given as follows: 
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   

'

λ λ log
p

L p R d
p R







  

 

 
   

 

    (2.4.19) 

This can be furthermore expressed as: 

         'λ λ ||DL p R p 
     (2.4.20) 

where D  is the Kullback-Leibler divergence operator. In fact,  λ λL   is the negative of the 

Kullback-Leibler divergence between the new path distribution  'p

  and the reward-

weighted distribution    p R   . Maximizing  λ λL   is equivalent to minimizing the 

distance between the two distributions  'p

  and    p R   .  

The idea behind this minimization is that the new parameter vector λwill increase the 

expected reward. An illustrative example is given in Figure 2.4.4, where the red line is the 

reward as a function of trajectories. The blue and the green lines (Figure 2.4.4 bottom) 

represent respectively the current and the new path distributions. Under the current policy 

  
  

 ̅ 
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with the parameters λ , high reward trajectories may have a low probability to occur (left side 

of Figure 2.4.4). However, these high reward trajectories are emphasized by the reward-

weighted distribution    p R   , which is used as a target distribution for updating the 

policy. Since the optimization step reduces the distance between  'p

  and    p R   , the 

new policy will put more probability mass on the trajectories with higher rewards. 

 

 Illustration of the policy improvement Figure 2.4.4.

The policy update is done by the following optimization: 

  ' λarg max λλ L


    (2.4.21) 

An analytical proof (Dayan and Hinton 1997) shows that the optimization (2.4.21) guarantees 

the improvement of the expected reward. Moreover, the derivative of (2.4.19) is: 

        ' ' 'λλ λ
λ logL p R p d 

         (2.4.22) 

Since the considered dynamic is deterministic, after replacing the trajectory distribution 'p


 

by the policy distribution  'λ
| ,k ku x k , we obtain: 
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Notice that  'λ
| ,k ku x k  is an exponential family function. Therefore, the lower bound is a 

convex function, and the policy update (2.4.21) is equivalent to setting (2.4.23) to zero, i.e.:  
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To increase the learning speed, PoWER avoids policy exploration directly in the action-

space. Since an exploration at each control action could introduce a high variance in the 

obtained data, the policy exploration is performed by adding a random noise to the control 

parameters. Thus, the stochastic control action ku  is expressed as follows: 

    ,kk z x ku      (2.4.25) 

where z  is a zero mean Gaussian noise vector and   are general basis functions. Under the 

exploration in the parameter space (2.4.25), by solving (2.4.24), the parameter vector   is 

updated as follows: 
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The whole PoWER algorithm is given as follows: 
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2.5 Summary 

This chapter has provided the background on the PAW prototype and its modelling. We have 

also introduced relevant control techniques, such as nonlinear control and reinforcement 

learning optimal control. 

After reviewing several commercial PAWs, we find out that these assistive devices are 

usually expensive and do little to address the highly heterogeneous population of the disabled 

persons. In addition, various intra and extra individual variations, including non-measurable 

features such as level of disability, fatigue, and pain, are not ignorable for a PAW application. 

In this context, the following problems will be addressed in the next chapters. 

 In order to reduce the hardware cost, an unknown input PI-observer is designed to 

estimate the human torques, avoiding the use of torque sensors (see Remark 1). Based 

on the estimated information, a robust assistive control algorithm is designed. 

 To deal with heterogeneous individuals dynamic, including human fatigue, stress, etc. 

We apply reinforcement learning optimal control techniques to design an assistive 

control. The objective is to provide an “intelligent” assistive strategy which is able to 

adapt itself to the PAW user. 

 At last, we propose ideas to combine the model-based and the model-free approaches 

to design a PAW which is affordable to disabled population and is able to provide 

adaptive behaviours. 
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Chapter 3. Model-based design subject to PAWs  

3.1 Introduction 

A push-rim sensor, such an electromyography sensor or a torque sensor, is typically used to 

detect the users’ intention in PAW applications. However, such sensors considerably increase 

the hardware complexity and the system cost. In this chapter, the objective is to design an 

observer-based assistive control using only encoder sensors. An unknown input observer 

(UIO) is first designed to estimate the human torques produced. Then, the estimated variables 

are used to determine the frequency of the signals and to propose a reference trajectory. 

The difficulty in designing an observer-based assistive control relies in the fact that users 

control the velocity and yaw rotation of the PAW depending on their own will and perception 

of the environment. To exemplify, a user may want to go fast to a destination (unknown from 

the designer) implying a desired velocity and may suddenly have to turn because of an 

obstacle (unknown environment from the designer). The assistive torques have to be 

generated according to the human torque profiles, which are estimated by UIO via the 

angular velocity θ . In this framework, shown in Figure 3.1.1, the user plays two important 

roles.  

The first role is to act as a metabolic energy storage unit. This metabolic energy storage may 

be driven by the state of fatigue which would influence the performance of the human 

propelling. The second role is to act as a human controller that perceives the environment to 

generate control signals (human torques). In such context, the user can be considered as an 

extra “sensor”. The user gets information about the surrounding environment to take a 

decision. The future trajectory of the PAW is derived from this information.  

The advantage of this setup is that the user can perceive naturally the information where 

conventional sensors would have high difficulties if not failing to compute and treat the 

information in the perspective of an autonomous framework. Therefore, in accordance with 

the user personal perception (velocity, yaw rotation, environment and also his/her state of 

fatigue, stress…), the assistive system should be as “transparent” as possible, just helping the 

user to accomplish his/her will. 
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 Power-assistance framework Figure 3.1.1.

To achieve these objectives, we are facing the challenging problems: human torque 

observation and human intention estimation. Moreover, these problems are coupled with 

system uncertainties, such as the mass (different wheelchairs and users) and the changing 

environment conditions (viscous friction coefficient, slope) or unmodelled issues (casters 

wheels). In addition, due to the limited torques of the electrical motors, actuator saturations 

also have to be taken into account. Thus, a very important issue is the stability in presence of 

system uncertainties and actuator saturations, since an unstable situation could damage the 

wheelchair and possibly injure the user. Furthermore, the quantification of encoders could 

degrade seriously the quality of measurement and thus the performance of the assistive 

control.  

Various driver assistance systems for PAWs have been studied in the literature over the last 

decade. They aim to improve the driving comfort and the efficiency of users’ pushing. R. A. 

Cooper et al.  (2002) proposes a pushrim-actived power-assisted wheelchair (PAPAW) which 

takes into account the human behaviour, via the pushing torque measured by sensors and 

human interaction with the device. The obtained results show that the proposed PAPAW can 

reduce considerably the strain on the upper arm compared with manual wheelchairs. Instead 

of measuring human torques, Oonishi et al. (2010) uses an electromyogram sensor and a 

disturbance observer (or unknown input observer) to estimate the drivers’ intention. 

According to the estimated human intention, assistive torques are generated to help users 

propelling the wheelchair. Compared with these two studies, hereafter we aim to design the 

assistive algorithm using only the incremental encoders without additional sensors such as for 
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torque or EMG. Since limited measurements are available and due to the numerous unknown 

and/or non-modelled uncertainties, the amplitude of human torques cannot be reconstructed 

perfectly, and this issue will be discussed later in the chapter. The user’s intentions, such as 

accelerating, turning and braking, are designed from the estimated signals and especially 

considering the propelling frequencies. The resulting reference accelerations, deceleration 

and turning speed are tracked by a robust PI-like controller. 

To deal with the model uncertainties, i.e. the mass and the viscous friction coefficient, a 

polytopic representation will be used to represent the uncertain model. Based on this 

representation, the robust PI-like controller is obtained by solving an LMI constraints 

problem. The influence of unmodelled dynamics, such as the dynamic of the casters, can be 

considered as a part of the unknown input (Chen et al. 2016). The control action, based on the 

estimated unknown input, can attenuate this influence and enhance the tracking performance. 

Moreover, the actuator saturations are taken into account for the control design, and the 

stability analysis of the entire mechanical system is provided. Finally, simulation results 

validate the effectiveness of the proposed observer, the reference generation, and observer-

based robust tracking controller.  

In Section 3.2, based on a nominal wheelchair model, the observer design using a constant 

sampling time is introduced. To validate the proposed observer, two control strategies, such 

as a low pass filter and a PI controller, are provided.  

Section 3.3 presents a human torque observer under time-varying sampling. The same 

estimation design introduced in Section 3.2 is used. However, the sampling time is not 

anymore constant. The sampling time depending on the angular speed aims to reduce the 

quantification of encoders. In addition, the observer-based assistive control system based on a 

reference generation algorithm is introduced. The reference tracking is accomplished by a PI 

controller. Simulations are also provided to validate the approach.  

Since the actual acquisition card of the prototype does not support a time-varying sampling, 

stability analysis, Section 3.4 and Section 3.5 is derived only for a constant sampling time. 

Section 3.4 provides a stability analysis of the observer-based control with system 

uncertainties, whereas Section 3.5 also includes the constraints on the inputs.  
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3.2 Human torque estimation 

In this section, we focus on the human torque estimation problem. The human torques exerted 

on the wheels are estimated by using a so-called unknown input PI-observer (Guan et al. 

1991). In addition, a structure of the observer using a descriptor form model (Estrada-Manzo 

et al. 2015) is applied to obtain observer gains by solving LMI constraint problems. The 

observer design obtained in this section has been published in (Feng et al. 2017). 

3.2.1 Approximation of human torques 

The behaviour of the human torques     and     exerted are approximated by a      degree 

derivative in time to zero. Therefore, we can rewrite the model considering the inputs, and 

their derivatives, as state variables. In continuous-time for the right wheel, this corresponds to 

/ 0p pn n
hrd T dt    In discrete-time, the input torques are assumed to satisfy: 

    11 0pn

hrz T k   (3.2.1) 

Further, the equality (3.2.1) can be expressed as: 

      
1

1
p

p

n
np

hr hr
i

n
T k T k i

i

 
    

 
  (3.2.2) 

where (
  
 
) corresponds to the binomial coefficient. Consider the unknown input vector 

   
      [                     (      )]

 
    . The dynamics (3.2.2) of the 

vector    
   can be written as: 

    1p p

p

n n
hr n hrT k T k    (3.2.3) 

where 

 
     

 

1 2

1 1 1

1 1 ... 1
1 2

0
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p

p p

n pp p

pn

n n

nn n
n

I   

     
          

        
 
  
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The same reasoning is applied for the left wheel, so the dynamic of the vector    
      

[                     (      )]
 
     is: 

    1p p

p

n n
hl n hlT k T k    (3.2.4) 

The observability property is given as the following constraint  rank B p  (with p  the 

number of outputs) is satisfied (Ichalal et al. 2009). The human input vector can be expressed 

as follows: 

  
 p

p
h r l

n
hr
n

hlT
u

T
B B

 
  

  

  (3.2.5) 

with 
   2 1 2 1

1 0
0 , 0 .

0 1p p
r ln n

B B
   

      
       

      

 

by defining an extended state vector as 
2,  , p p p x

Tn n n nT T
o hr hlx x T T 

 
 

R , the discrete-time 

system (2.2.5)  can be rewritten as: 

 o o o o o m

o o

E x A x B u
y C x

  


 (3.2.6) 

where the matrices are: 

2 2

2
2 2 2

2

2
2 2

0
, 0 0 ,

0
0 0

, 0 .0

p

p p p p

p p

p p p p

y p
p

r l
n

o o n n n n
n n

n n n n

o o n n
n

A BB BBE
E A

I

B
B C C



 



 




 
  
    
   

  

 
     

  

 

Note that the problem is well posed as oE  is always invertible.  

3.2.2 Unknown input observer design 

The aim is to estimate the unknown input torques        . The observer considered for the 

descriptor model (3.2.6) is (Estrada-Manzo et al. 2016): 
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  1ˆ ˆ ˆ
ˆ ˆ

o o o o o m o o

o o

E x A x B u G K y y
y C x

    


 (3.2.7) 

The estimation error is                   , and its dynamics resulting issued from 

(3.2.6) and (3.2.7), is given by: 

  1
o o o o o o oE e A G K C e    (3.2.8) 

where the matrices    and    to design have to guarantee the convergence of the state 

estimation error oe . In order to design these matrices, we consider the following Lyapunov 

function candidate: 

   T
o o o oV e e P e  (3.2.9) 

Theorem 1. The estimation error dynamics (3.2.8) are asymptotically stable if there exist 
2 xp nnT

o oP P 
 R , 2 xpn

o
nG 

R ,  2 yp xn nn
oK  
R  and a scalar decay rate   with 

0 1   such that 

 *
0o

T T
o o o o o o o o o

P
G A K C P G E E G

 
 

   
 (3.2.10) 

Thereinafter, the asterisk     represents a transpose quantity in the symmetric position. 

Proof. The variation                     of the Lyapunov function (3.2.9) including 

the decay rate  , using an extended vector o

o

e
e

 
 
 

, is: 

  
2

2

0
0

0
p

x

x

p

T
o no o

o
o on o

n

n

Pe e
V e

e eP

 

 



    
      

     

 (3.2.11) 

The estimation error dynamic (3.2.8) can be rewritten as an equality constraint: 

 1 0o
o oo

o
o

e
A K C E

e
G



  
     

 
 (3.2.12) 

From Lemma 3, the inequality (3.2.11) under constraint (3.2.12) is equivalent to the 

following inequality: 
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  1 22

2

00
* 0

0
pp

p

xx

x

o nn
o o

n o
o

o

nn
o

n

A G K
P
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PG
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


  

         
      

 (3.2.13) 

Expanding (3.2.13), we obtain directly the linear matrix inequality (3.2.10).   

 Applying the observer gain obtained by solving (3.2.10), the Lyapunov Remark 4.

function candidate (3.2.9) decreases exponentially as follows: 

 2 1
1 1 0

k
k k kV V V V   

     (3.2.14) 

In this way, the convergence of the estimation error    can be tuned via the decay rate  . 

3.2.3 Simulation results 

In order to carry out the numerical simulations, we use the parameters in Table I of the 

chapter 2. Considering that the human torques are slow dynamic signals and after some initial 

tests, 2pn   was chosen in (3.2.1). It represents a perfect compromise between complexity 

of the design and accuracy of the estimations. Therefore, solving the LMI conditions in 

Theorem 1, the following observer gains are obtained: 

 1 143.61 81.53
16

0

18.76 10

0

.56
10.5

0. 6 90.92
81.53 143.61
9 .92 160.

6 18

0

76

6

.

o oG K

 
 
 
 

  
 

 
 
 

  (3.2.15) 

 UIO without power-assistance 

The PAW is assumed to move on a flat surface and the human input torque is represented by 

the positive half cycle of a sinusoidal. The human input torque and the velocity are 

successfully reconstructed, see Figure 3.2.1. Note that there is a delay of two sampling time 

units induced by the observer between the real input torque signal and the estimated one. This 

delay effect is due to 2nd degree polynomial approximation (3.2.4). 
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 Driving simulation on a flat road without assistance (torque/velocity)  Figure 3.2.1.

 UIO with power-assistance 

A power-assisted system is added to help the user to propel the wheelchair on a flat road. We 

have to keep in mind that the following simulations do not serve to validate the assistive 

control. The objective is to apply different input torques to check the performance of the 

proposed observer under two proposed power-assisted algorithms. A Gaussian white noise is 

added to the inputs to simulate small road irregularities. For the first trial, the assistive torque 

mu  is generated by a low pass filter (H. Seki and Kiso 2011) as follows: 

    ˆ
e hm Tu z u z

z e 









  (3.2.16) 

where eT  is the sample time,   is the assistance ratio and   is a time parameter related to the 

response time of the assistive system. The parameter   determines the amplification ratio 

between mu  and ˆhu . The time parameter   determines the inertial dynamics of the assistive 

torque. These two parameters should be configured correctly to have a good compromise 

between smooth driving and rapid torque assistance. Different parameter setting strategies 

can be found in (H. Seki and Kiso 2011; H. Seki and Tadakuma 2006), e.g. adaptive driving 

control using parameter adjustment. In the present study, only constant parameters 

 0.89 and 0.2    are used to validate our torque-sensorless PAW design. 

As depicted in Figure 3.2.2, the observer provides a good estimate of the human torque, the 

centre and the yaw velocities. Small road irregularities are filtered by the inertia of the 
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wheelchair dynamic. Moreover, the assistive torques are amplified with respect to the torques 

estimated by the observer (3.2.7).  

 

 Driving simulation on a flat road with the proposed proportional power-assistance system Figure 3.2.2.

For the second trial, a PI controller is applied to track a reference velocity. Human torques are 

again represented by the positive half cycle of a sinusoidal. Figure 3.2.3 illustrates that the 

unknown input observer adequately estimates the input torques. Moreover, the velocity 

tracking objectives are satisfactorily met. 

 

 Driving simulation on a flat road with the proposed PI velocity controller Figure 3.2.3.

3.2.4 Summary 

The design of human torque estimations has been presented in this section. The main 

objective of applying the proposed observer is to estimate human torques without using 

torque sensors. This torque-sensorless design could significantly reduce not only hardware 
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complexity but also system cost. The following sections are devoted to designing assistive 

controls for PAWs based on the estimation technique presented. 

3.3 Observer-based assistive framework under time-varying sampling  

An observer-based approach (Feng et al. 2017) has been used in the previous section to 

reconstruct the human torques using a constant sampling. However, the encoder sensors only 

provide a new measurement at a fixed angular position interval (Phillips et al. 1995). In other 

words, the sampling time is time-varying depending on the angular velocity. This time-

varying sampling can be tackled using a discrete-time Linear Parameter-Varying (LPV) 

model for the wheelchair. We use the so-called Takagi-Sugeno (TS) form to represent the 

discrete-time LPV model (Precup and Hellendoorn 2011; Takagi and Sugeno 1993). 

Moreover, the observer design will be written as a Linear Matrix Inequality (LMI) constraints 

problem (BOYD 1994; Estrada-Manzo et al 2016). Compared to the observer in the previous 

section, the design considers a time-varying sampling rate together with delayed non-

quadratic Lyapunov function to guarantee the convergence of the observer. Moreover, the 

tracking of longitudinal velocities  is achieved by a conventional PI controller. The 

contribution of this section has been published in (Feng et al. 2018). 

Based on the estimated torques, the question that arises is how to detect the human intention? 

Accelerating the wheelchair, resumes for the users in propelling it more frequently, which 

can be detected via signal treatment such as Fast Fourier Transform (FFT). Once running, if 

no action is detected, the velocity is maintained or slowly decreased. For turning, the user has 

just to brake the right or left wheel to turn right or left respectively. To stop or slow down the 

wheelchair, the user has to brake both wheels. These four rules govern the assistive system. 

Once the desired references      and      are generated, the tracking is achieved by a PI 

controller. The whole assistive system is presented Figure 3.3.1. The design of each function, 

acceleration, turning, and braking, will be depicted.   
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 Assistive system overview Figure 3.3.1.

3.3.1 Time-varying sampling 

Instead of using a predetermined sampling time, this sampling approach updates the state 

information as soon as a new measurement is received by the system. This approach 

corresponds to a sampling-in-angle domain instead of a sampling-in-time domain. Compared 

to the conventional fixed sampling rate, several works, IC engine (Kerkeni et al. 2010) 

crankshaft torque estimation (Losero et al. 2016; Losero et al. 2015), show that for these kind 

of measurements, it simplifies the design while giving persuasive results. For this approach, a 

measurement is taken when detecting a rising edge. Between two consecutive measurements, 

Figure 3.3.2, the relative position is known which is equal to the distance between two 

neighbouring teeth. With a constant sampling rate '
eT , the relative position is computed by 

counting the rising edges during the constant sampling period. For example, in Figure 3.3.2, 

one rising edge is detected between '
kt  and '

1kt  . In other words, the computer obtains the same 

relative position for two cases. However, as shown in Figure 3.3.2, the relative position 

between '
kt  and '

1kt   is obviously smaller than the distance between two neighbouring teeth. 

Intuitively, the sampling technique used in this section would provide a better measurement 

than the conventional constant sampling. Thanks to this advantage of the time-varying 

sampling, the observer in the following section will be designed using a linear parameter-

varying model. 
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 Working principles of the incremental encoder, constant sampling and time-varying sampling Figure 3.3.2.

(Pogorzelski and Hillenbrand n.d.) 

Due to the way the two incremental encoders receive the signals, the sampling period of the 

angular positions is time varying with the angular velocity. After detecting a rising edge from 

one of the two angular position sensors, see Figure 3.3.3, the system updates the state of the 

discrete system with the new measurement (bottom of Figure 3.3.3). The angular velocities 

are assumed to be constant between two updates. Therefore, the sampling time    depends on 

the angular velocities of both wheels. 

 

 

 Data time-varying sampling example Figure 3.3.3.
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Under time-varying sampling, the descriptor system (2.2.5) can be rewritten as the following 

discrete-time LPV model using Euler discretization:  

     e e h mx A T x B T u u
y Cx

   


 (3.3.1) 

with the following matrices: 

 
 

 

 

 
     

     

2

/ 0
,

0 /

/ 2 / 2
.

/ /

e e

e e

A T T I

B T T
b b

 

 

  
  

  

  
 
    

α β
α β

α β α β

α β α β

K
K  

 Since the descriptor matrix oE  is constant and there is only one nonlinearity eT  Remark 5.

in the LPV system (3.3.1), there is no need for the descriptor form and we can return to 

the conventional state-space form for the observer design in this section. 

3.3.2 Observer design under time-varying sampling 

Based on the model (3.3.1), an unknown input observer for discrete-time LPV system (3.3.1) 

is designed using LMI techniques and recent results on non-quadratic Lyapunov functions (B. 

Ding 2010; Guerra and Vermeiren 2004) and delayed Lyapunov functions (Guerra et al. 

2012). 

Using again the polynomial approximation (3.2.1) for the human torques, the discrete-time 

LPV system (3.3.1) can be expressed as: 

 
   o o e o o e m

o o

x A T x B T u

y C x

  


 (3.3.2) 

where the extended state vector is 
2, , p xp p

Tn n nT T
o hr hl

nxx T T  





R  and the corresponding 

extended matrices are: 
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 
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 
 
 
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For the sake of simplicity, we adopt the notations: 

    ;   1e e e eT T k T T k    (3.3.3) 

The nonlinear term eT  in (3.3.1) is the time difference between two consecutive rising edges 

produced by the two encoders. This information can be easily obtained during data 

acquisition. As the sampling time is bounded (assuming that the angular velocities are not 

zero), the nonlinear term can be expressed using the classical Sector Nonlinearity Approach 

(Taniguchi et al. 2001): 

  
   ,,

, e ee e R LR L
R Le e

e e e e

T TT T
T s T

T T T T


 

 

θ θθ θ
θ θ  (3.3.4) 

where eT  and eT  are the bounds on the sampling time  ,e R LT θ θ , i.e.  

 , ,e e eR LT T T  θ θ . Therefore, we can rewrite the nonlinear model (3.3.2) as the following 

TS model: 

 
 

2

1
i io i e o o o m

i

o o

x h T A x B u

y C x





   



  (3.3.5) 

with the following matrices: 

        1 2 1 2
, , , .e e e eo o o o o o o oA A A A BT T TB TB B     

The membership functions are: 

   
 

     1 2 1

,
, , , 1 , .e e

e e e
e e

R L
R L R L R L

T T
h T h T h T

T T


  


θ θ
θ θ θ θ θ θ  

Based on the TS model (3.3.5), the observer considered is: 
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x h T A x B u G K y y
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 

 


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

  (3.3.6) 

For the delayed state the notation: 

        
1

2 2 2 2
1

1 1 1 1

, , .
e i e e e

T i e o j e j i e j e ijT T T
i j i j

A h T A G h T G K h T h T K 



  

   


  

 
    

Here, jG and ijK , , 1, 2i j   are free matrices to be derived from the LMI constraint problem. 

The existence of 1

eT
G 

  and the delayed parts of the observer will be discussed later. The 

estimation error is oo oe x x  . Its dynamic is derived as: 

  1
e e e e

o T o oT T T
e A G K C e 

    (3.3.7) 

We define a delayed non-quadratic Lyapunov function given by (Guerra et al. 2012): 

  ,
e

T
o e o oT

V e T e P e  (3.3.8) 

where the matrix 
eT

P 
 is symmetric positive definite and writes: 

 
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e e

T
j e jT T

j
P P h T P 
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    

In order to guarantee the convergence of the estimation error, the Lyapunov function (3.3.8) 

must decrease along the trajectories of (3.3.7). The variation of (3.3.8) is negative if the 

following inequality holds: 

  *
0e

ee e e e e e

T

T
T o TT T T T T
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G K G GC PA 


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 (3.3.9) 

We define the following LMI term: 
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Theorem 2. (Guerra et al. 2012): The estimation error (3.3.7) is globally asymptotically 

stable if there exist some matrices    2 2p x p xn n n
j

nP   
R ,    2 2p x p xn n n

j
nG   

R and 

 2y p xn
j

nn
iK  
R  for all            such that the LMI conditions ijγ  in (3.3.10) hold. 

The complete proof and more details can be found in (Guerra et al. 2012). By applying 

Theorem 2, the observer gains in (3.3.7) can be found by solving the LMIs (3.3.10). Notice 

that due to the last term of (3.3.9), if theorem 2 conditions are satisfied then: 

0
e e e

T
T T TG G P     which ensure the existence of 1

eT
G 

 . The condition (3.3.9) also shows the 

way the delay parts were chosen: the goal is to avoid increasing the number of LMI 

constraints. Therefore, as a double sum was considered in our case sufficient, i.e. 
e eT T

K  , 
eT

G   

multiplying 
eTA  is the only solution without increasing the number of sums, as well as 

eT
P   

that introduces one sample after 
eTP . 

The simulation results of the proposed observer is provided  along with the reference 

trajectory generation in the next section. 

3.3.3 Reference trajectory generation 

Based on the estimated human torques, a reference trajectory generation algorithm is 

introduced in this section. The proposed power assisted control method aims to make the 

wheelchair more manoeuvrable for the user. More precisely, the longitudinal velocity, yaw 

rotation of the wheelchair should be efficiently controlled by human torques. Since the goal is 

neither to use a torque sensor, nor to have a precise wheelchair and human model, the 

reconstruction of a precise amplitude of the human torques is difficult to achieve. Our 

reference generation algorithm is based merely on the direction and the frequencies of the 

human torques estimated from angular positions. 

We consider that the frequencies of the human torque range between 0.2-2 Hz, which is a 

representative range for the frequency of propulsion performed by normal users (Boninger et 

al. 2000). Consequently, the undesired high frequency components in the estimated signals 

are filtered. Then, the main frequencies over a predefined time interval are determined by 

using the real-time fast Fourier transform (FFT) function. The system performs a FFT over a 

predefined time interval by using a windowing technique. This technique provides a “view” 

of data through a time interval called window (Heydt et al. 1999). 
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The assistive algorithm should be simple, user-transparent and efficient enough to give users 

a natural way to control the wheelchair. Specifically, a higher frequency of users’ propulsions 

leads to a higher velocity   of the wheelchair. Here, the reference velocity   is proportional 

(with a ratio  ) to the highest frequency among the left/right hand propulsions. Notice that 

even if the user does not push symmetrically, the assistive algorithm makes the wheelchair go 

straight. To turn the wheelchair, users only need to brake one of the two wheels. The desired 

angle to turn depends on the length of the braking. When turning is detected, the reference 

centre velocity is reduced. If the user pushes less frequently or stops pushing, the reference 

velocity is kept. To brake or stop the wheelchair (excepting on emergency stop provided by a 

stop button), the user should brake both wheels. This action reduces the reference velocity 

     with a constant rate  . The whole algorithm is shown in Figure 3.3.4. 

This new mechanism enables the users to actively control velocity, braking and rotation by 

changing the frequencies and direction of their propulsions. Moreover, there are only three 

parameters  ,   and   to tune. These advantages make the algorithm easy to generalize to 

different types of wheelchairs and users. 
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 Reference generation diagram Figure 3.3.4.

3.3.4 Driving scenario and simulation results 

In this section, the proposed observer and power-assisted algorithm are validated through 

simulations. The goal is to follow a given reference trajectory (the desired trajectory of the 

user) under the proposed assistive algorithm and the considered wheelchair dynamic (2.2.5). 

The human torque control signals are generated by a user. The interaction between the user 

and the virtual simulation is realised by the keyboard and screen as shown in Figure 3.3.5, 

where an user is able to manipulate the wheelchair by using the keyboard. The wheelchair is 

represented virtually by the model (2.2.1). The trajectory of the wheelchair is displayed on 

the screen such that the user can perform a closed-loop control. The PAW is assumed to 
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move on a flat surface. The human torques are represented by the positive half cycle of a 

sinusoidal. To perform the trajectory tracking, the user receives the trajectory of the 

wheelchair from screen and changes the frequencies and the direction of propulsions through 

the keyboard. Note that the trajectory is not imposed anymore in this simulation. The desired 

trajectory is computed from the user’s propulsion. 

 

 Wheelchair driving simulation structure Figure 3.3.5.

The parameters in Table I of Chapter 2 are used to carry out the simulation. Regarding the 

observer structure, a second degree polynomial is applied for the approximating function 

(3.2.1). For the reference trajectory generation in Figure 3.3.4, we use         ,        

and    . Regarding the FFT, we choose a time interval of     for the windowing. Before 

collecting enough data to compute the frequency in the beginning, we initialize the reference 

velocity at                for the 10 first seconds. The PI controller gains are obtained 

via pole placement including, an anti-wind-up structure (Choi and Lee 2009). 

 Observer validation without power-assistance 

Four sequences of human torque are presented in Figure 3.3.6 (green, blue, black and red 

arrows). They represent respectively a sequence of accelerating, turning right, turning left and 

braking. The observer (red line) is able to perfectly reconstruct the frequency and amplitude 

of the signals when the pushing frequency is low enough (before 30s). When the frequency 

increases, the poles of the observer estimation are not fast enough to recover the correct 

amplitude. Notice that the poles have been chosen as fast as we could give by the sampling 

rate of the Autonomad Mobility wheelchair that will be used for the real time experiments. 
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 Human torque reconstruction without assistance (Time-varying sampling results) Figure 3.3.6.

 

 Reference signals generated from the previous estimated human torques (Time-varying Figure 3.3.7.

sampling results)  

3.3.4.2 Reference trajectory generation validation without power-assistance 

We feed the estimated human torques obtained in the previous part to the reference 

generation bloc. In the green sequence, the frequencies of the human torque are 0.2Hz, 0.5Hz 

and 1Hz. As mentioned previously, the ratio   is 2. We notice in Figure 3.3.7 that the 

reference velocities   are equal to 0.2m/s, 0.4m/s, 1m/s and 2m/s and correspond correctly 

to the frequencies of human torque. However, there is a delay of 5s between the reference 

velocities   and the frequencies of human torque. This delay is due to the time interval of 5s 
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for the FFT. Also, the reference rotation is         for        and             for 

      . In the red sequence, the algorithm detects the need to brake the wheelchair. 

Accordingly,   and      are reduced to 0. Thus, overall via the UIO PI-observer and the 

proposed algorithm, the reference generation block can deliver the reference signals for the 

  and      that are compatible with the user’s will. 

3.3.4.3 Predefined trajectory tracking 

For this simulation, a predefined trajectory depicted in Figure 3.3.8 (including the start point 

and endpoint) is given. The goal is to show that a user can follow “naturally” this trajectory 

with the help of the proposed assistive system. The wheelchair has an initial velocity 

              .  

 

 Predefined trajectory tracking performed by a human controller under the proposed assistive Figure 3.3.8.

algorithm (Time-varying sampling results) 
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 Assistive motor torques and unknown input estimation with assistive control (Time-varying Figure 3.3.9.

sampling results) 

 
 Reference signals, reference tracking performed by a PI controller and estimation errors Figure 3.3.10.

(Time-varying sampling results) 
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As we can see in Figure 3.3.8, the human decides to go to the red-star goal position. For 

reaching the endpoint from the start point, the shortest trajectory is trivially the red line, 

Figure 3.3.8. The user aims to follow the red line as the reference trajectory. To this end, the 

user operates the wheelchair with the help of the assistive system described in Figure 3.3.4. 

As shown in Figure 3.3.8, the human corrects gradually the direction to point to the goal. In 

Figure 3.3.10, the observer reconstructs successfully the velocity   and the rotation velocity 

 . Moreover, the estimation errors are given and they are considerably smaller than the actual 

velocities. When the centre and yaw velocities are close to zero, we notice that the estimation 

performance is degraded. In addition, the centre and the yaw velocities follow correctly the 

reference signals which are generated according to the user’s propelling. This tracking 

control is accomplished by the proposed PI controller configured with pole placement.  

 When the velocity of the wheelchair is equal to zero, the system (3.3.5) loses Remark 6.

its observability. Therefore, the observer cannot provide a correct estimation in this 

condition. To solve this problem, the procedure switches off the assistive control when the 

velocity is below a given threshold (0.2 m/s for our case).  

3.3.5 Summary 

An observer-based assistive framework has been introduced is this section. To address the 

time-varying sampling period of the position encoders, we derived a LPV model for the 

wheelchair. Next, a nonlinear observer was proposed to reconstruct simultaneously the 

human torques, the centre velocity of the wheelchair, and the yaw velocity. An advantage of 

the assistive system is that the manoeuvrability of the wheelchair does not really depend on 

how strongly the users push. It depends only on the frequency and the direction of 

propulsion. Simulation results show the validity of the observer and of the reference 

trajectory generation. Simulations showed that the assistive torque strategy is compatible with 

trajectories defined by the user (point-to-point for example). However, we have not taken into 

account the system uncertainties such as the mass of the users or the road profiles, to handle 

such uncertainties the next section will discuss a robust framework. 
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3.4 Stability analysis and Robust Observer-based tracking control 

In the previous section, an observer-based assistive control has been proposed. However, 

uncertainties on the mass of the user and on the viscous friction have not been taken into 

account. In this section, the sampling rate is constant and a robust observer-based tracking 

control is proposed for the uncertain human-wheelchair system. The mass of the users and the 

viscous friction coefficient are assumed unknown and bounded in a fixed-interval. The 

proposed algorithm covers various different situations such as different users for the same 

PAW and/or a varying ground profile etc. The goal is to guarantee the performance for the 

whole set of conditions via robust control design. Moreover, the user pushes a PAW 

depending on his/her will and the pushing techniques may not be stable for the uncertain 

human-wheelchair system (Oh et al. 2014). Unstable situations are, of course, to be 

completely avoided in order to prevent user injuries and/or wheelchair damages. Knowing 

that human propelling cannot be enforced, the proposed controller has to avoid the instable 

situations created by users’ pushing and/or the combination of assistance and user torques.  

Using a polytopic Takagi-Sugeno representation, the control design is formulated as a two-

step LMI constraint optimization problem. Compared to computing the control gains and the 

observer gains simultaneously (that requires the use of pessimistic upper bounds to get a LMI 

formulation (Bennani et al. 2017) shows that a two-steps LMI observer-based control design 

could reduce the conservatism of the solutions. In this approach, the first step is to design a 

robust PI (Proportional-Integral) tracking control by temporally considering that the human 

torques are measured. The control gains calculated at the first step are kept for the second 

step. Assuming an unknown input observer in a PI form that uses    derivatives to 

reconstruct the human torques see Section3.2, the observer gains are then obtained by solving 

a second LMI constraint problem. The overall goal is to guarantee the closed-loop stability 

and an    attenuation performance.  

Since the human torques are considered as unknown inputs for tracking purposes, the human 

acts as a high-level controller to generate reference trajectory (Feng et al. 2018). As described 

in Section 3.3, these reference signals depend on the user’s intention derived from the 

estimated torque signals. Consequently, an accurate torque estimation is not only important 

for tracking performance but also crucial for the manoeuvrability of the wheelchair. The 
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results obtained in this section have been partly published in the international conference 

IFAC ICONS 2019. 

3.4.1 Polytopic Representation 

Considering that both the mass and the viscous friction coefficient are not well known and 

possibly time varying, uncertainties are introduced in the nominal system (2.2.5) to get a 

discrete-time uncertain system, as follows: 

    , h mE m x A m x Bu Bu   K   (3.4.1) 

As usual, the uncertainties are supposed bounded,       and      . The 

uncertain system (3.4.1) can be represented by the convex sum of linear models whose 

weights will depend on the unknown premise variables m  and K . We rewrite the system as 

follows: 

      
2 2 2

1 1 1
j j j i ij h m

j j i
m E x m A x Bu Bu  

  

    K  (3.4.2) 

where i  and i  are membership functions of unknown variables sharing a convex sum 

property, i.e.  0,1 j  ,  0,1 i  ,  
2

1
1jj

m


  and    
2 2

1 1
1j ij i

m 
 

  K . The 

matrices jE   and ijA  are known and correspond to the vertices of the polytope such that:  

   

       

1 2

11 12 21 22

, ,

, , , , , , , .

E E m E E m

A A m A A m A A m A A m

 

   K K K K
 

Using this polytopic representation and LMI techniques, we aim to provide a robust design 

for the proposed observer-based control. Notice that even if the mass   is uncertain, it is 

considered as constant during driving. However, the viscous friction K  coefficient is time-

varying. Therefore, a delayed Lyapunov function can be considered. 

Note that when using a descriptor form, the uncertainties do not affect the input matrix B  and 

therefore, the form (3.4.2) is kept as it can reduce significantly the pessimism of the results 

(Chadli and Guerra 2012). Moreover, the inversion of the non-singular matrix  E m  is 

avoided.  
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3.4.2 Control Objective 

The problem we are faced with, i.e. searching for the Lyapunov function and both the control 

and the observer gains in an uncertain framework and with unknown inputs, is not convex.  

Therefore, we decompose the problem into two steps with a guarantee of performances of the 

whole closed-loop. 

Step 1 consists in designing a robust state feedback PI-like controller while temporally 

assuming that the states and the inputs are perfectly known. Step 2 consists in designing the 

observer to estimate the human torques and guarantee the closed-loop performance. The 

observer design uses a LMI constraints problem such that the uncertain system (3.4.1) with 

the proposed observer-based tracking controller satisfies the following requirements: 

 When the reference signal       , the state of the uncertain system (3.4.1) and the 

estimation error    converge asymptotically to the origin. 

 When the reference signal        and   0refx   , under null initial conditions 

(state and estimation error), the   -norm of the estimation error    is bounded as 

follows: 

 
0 0

T T
o o o ref ref

k k
e e x x

 

 

   

3.4.3 Robust PI-like control design  

In this section, states and inputs are perfectly known and we propose to design a robust PI-

like controller for the uncertain system (3.4.1) via a LMI constraint problem. Considering that 

the reference is zero, the control law is: 

 
1

int

int int

m c c h

x
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e
e e x





  
   

  


 

 (3.4.3) 

where hu  is human torque and      corresponds to the integrator state of the integral part. 

With the controller (3.4.3) and the uncertain system (3.4.1), the closed loop dynamic can be 

written as: 
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      
2 2 2

1

1 1 1
j ijj c c j i c c c c c

j j i
m E x m A B L M x   

  

 
  
 

  K  (3.4.4) 

with    [     ] ,        ,         and the matrices: 
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Moreover, using 
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 
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K K
 (3.4.5) 

The system (3.4.4) can be written as the equality constraint: 

    1, 0c
c c c c c

c

x
A m B L M E m

x




 
     

 
K   (3.4.6) 

Consider the following Lyapunov function candidate: 

      
2 2

1 1
ij

T T
c c j i c c c c c

j h
V x x m P x x P x 

 

  K  (3.4.7) 

with 2 x

ij

n
cP R ,         ,         and: 

    
2 2

1 1

0
ij

T
c c j i c

j i
P P m P 

 

   K   (3.4.8) 

From this:   T
c c c cV x x P x     and    

2 2

1 1
hj

T
c c j h c

j h
P P m P    

 

  K . Effectively, as the 

mass is constant,  j m  is the same as (3.4.7), whereas K  is the friction coefficient at the 

next sample after K . Therefore we use different indices to represent the membership 

functions  i K  and  h
K  in different moment. 

Theorem 3. The uncertain system (3.4.1) together with the controller (3.4.3) is 

asymptotically stable if there exist symmetric positive-definite matrices 2 xnX R , 
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       ,        ,        , a matrix 2u xn n
cL 
R and a regular matrix 2 xn

cM R such 

that: 

 
 
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 (3.4.9) 

Proof: The variation of the Lyapunov function (3.4.7) can be written as the following 

inequality constraint: 
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 (3.4.10) 

Form Lemma 3, the inequality (3.4.10) under the equality constraint (3.4.6) is equivalent to 

the inequality: 
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K  (3.4.11) 

Using the property of congruence with  diag , T T
c cM M , (3.4.11) is equivalent to: 
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Since (3.4.5), (3.4.6) hold and      
2 2 2

1 1 1
1j i hj j h

m K   

  
   K , the inequality (3.4.12) 

holds if: 
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 (3.4.13) 

Letting               and              , we obtain directly the linear matrix inequality 

(3.4.9). 

3.4.4 Stability of observer-based control 

In the previous section, we designed the controller (3.4.3) assuming the human input    is 

measured. To get rid of this assumption, we next use an unknown input observer to estimate 
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the human torque. The objectives of this step are twofold; designing the observer and 

guaranteeing stability and performance of the whole closed-loop. In this part, the stability 

analysis focuses on the closed-loop dynamic system which is enclosed by the red frame in 

Figure 3.4.1. 

 

 The closed-loop system with the observer-based tracking control Figure 3.4.1.

Using the polynomial approximation (3.2.1), the extended state vector 

2,  , p p p x
Tn n n nT T

o hr hlx x T T 
 

 
R . The uncertain system (3.4.1) can be rewritten as: 
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Based on the nominal system (2.2.5), the observer is defined as follows: 
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where 1
o oG K  is the observer gain and , , ,o o o oE A B C  are the nominal system matrices in 

(3.2.7). The estimation error is ˆo o oe x x  . As the observer is well-posed, we can study the 

dynamic of  ˆo o o o oE e E x x   which can be written as: 
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n n n n

m E E m A A
E e x A G K C e x

  
  

  

 

   
    

      
   
   

  K
       

(3.4.16) 

The observer-based control law is computed as follows: 

 
1

int

int int

ˆ
ˆ

ˆ

m c c h

ref

x
u L M u

e
e e x x





  
   

  
   

 (3.4.17) 

where refx  is the reference velocity, x̂  is the estimated state vector and     are the estimated 

human torques. Since ˆ 0
xh h n r l ou u B B e    

, ˆ 0 0
x x p x pn n n n n ox x I e 

  
 

 and 

int

TT T
cx x e    , the controller (3.4.17) can be expressed as follows: 

 
1

int int 0 0
x x p x p

c
m c c o h

o

n n n n n o ref

x
u L M L u

e

e e x I e x





 

  
     

 
       

 (3.4.18) 

where 1

0
x

x

n
o c c r l

n

I
L L M B B

  
   
    

. The uncertain system (3.4.1) together with the 

observer-based controller (3.4.15)-(3.4.18) give the following closed loop dynamics: 

      
2 2 2

1 1 1

0
ij j

oc

j i oc j oc oc oc
j i j

ref

x
m A m E B x

x
   

  

 
   

    
   

 

 K  (3.4.19) 

where the closed-loop vector 
TTT

oc c ox x e 
 

 and o o occe C x  with 

   2 2 2 2
0

p x x p
oc n n n n

C I
  

 
  

. 
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The matrices of (3.4.19) are: 

 

 

1
2 2

1

22 2

2

0

0, ,0

00

0

.

0

j x p x ij

xj ijx

pp x

x

x

p x x

c n n n c c c c c o

ij noc ocj n
o o o oo

nn n

n

oc n

n n n

E A B L M B L

A AE AE E
A G K CE

B I



 





 

   
   
        
     
           

 
 
 
 
 
 

 

Consider the following Lyapunov function candidate: 

      
2 2

1 1

0
ij

T T
oc oc j i oc oc oc oc oc

j h
V x x m P x x P x 

 

   K  (3.4.20) 

with  2 3p xn n
ocP 
R   positive-definite and    

2 2

1 1 ijoo j ij h ccP Pm 
 

  K . At the next 

sample, the Lyapunov function candidate 

     
2 2

1 1
hj

T T
oc oc j i oc oc oc oc oc

j i
V x x m P x x P x      

 

  K . 

Theorem 4. Given matrices cL  and cM , if there exist positive definite matrices 

 2 3p xn n
ocP 
R ,        ,        ,        , matrices  2

o
p x yn n nK  

R , 2
1

xnG R , 

 2 2
2

p x xn n nG  
R , a regular matrix  2 p xn n

oG 
R , and a positive scalar   such that: 

 1 2 2 0T
ijh ijh ijh     (3.4.21) 

where 

 

   

   

   
 

 

2 3

2 3 2 3

2 3
2 3 2 3

2

2 6

1 2

1 2

2

0 0

0 0 , ,

0 0

0
.

0

ij p x

hj ij jx

x

p x

p x p x

x
x p x

x p x p x

px x

T
oc oc oc n n oc

ij

n n

n n n n

n n n
n n n n n

n n

h oc ijh oc oc oc ocn

o nn

n
oc

o

P C C G
P G A E B

I

G
G

G G



 







 

 
 







    
 

 
           

 
      

 
  
  

ò

then the observer-based tracking controller solves the control objective stated in Section 

3.4.2. 
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Proof: The inequality (3.4.21) can be rewritten as follows: 

 

 

 

2 3

1 * 0
0

ij j

x p xn n n

oc

ijh oc oc oc oc

G
G A E B

 

 
 

        
 
  

ò
 (3.4.22) 

From (3.4.22) and      
2 2 2

1 1 1
1j i hj j h

m   

  
   K K , we obtain: 

 

 

 

2

1

3

0
0

*

x p x

oc

oc oc oc c

n n n

o

G
G A E B

 

 

 
 

        
 
  

ò
 (3.4.23) 

with the notation:  

           
2 2 2 2 2 2

1 1

1 1 1 1 1 1

, , .
ij ii j h ijh c i j c c i c

i j h i j j
m A m A E m E

 
     

    





      K K K  

Using Lemma 1 and the constraint (3.4.19), we have: 
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 

   

2 3 2 3

2 3 2 3

2 3 2 3
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0 0 0

0 0

p x p x

p x p x

p x

x

x

x xx xx p

T
oc oc oc n

oc n
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n n n n

n n n n

n n n nn nn n

P C C

P

I









 

 

 

  
 
  
 
 
  

 (3.4.24) 

Pre- and post-multiplying (3.4.24) with the vector 
TT T

oc oc f
T

rex x x    , we derive the 

following inequality: 

   0T T
oc o o o ref refV x e e x x     (3.4.25) 

 When       , we can conclude that: 

   0ocV x   

Thus, the closed loop trajectory ocx  converges asymptotically to the origin. 

 When        ,   0refx    and            , we obtain: 
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0 0

T T
o o o ref ref

k k
e e x x

 

 

   

i.e. the   -norm of the estimation error is bounded.  

 The matrix product 
hjoc ocG A  is equal to: Remark 7.

 

 

1
1 1

1
2 2

2 2

0

0

ij

hj x

ij

p x

c c c c c o

oc oc ij n

c c c c o c o o o o o
n n

G A B L M G B L

G A A A
G A B L M G G B L G A K C







 
 
   
     
    

 

The inequalities (3.4.21) are LMIs for a given scalar  . A numerical gridding search for   is 

carried out in a given interval.  

3.4.5 Simulation results 

In this section, we will validate first the robust PI control (3.4.3) and then the robust 

observer-based control presented in (3.4.15)-(3.4.17). All the LMI problems are solved with 

the Yalmip toolbox (Löfberg 2004). To carry out the simulations, the nominal parameters in 

Table I are used. A second-degree derivative is applied for the human torque approximation 

(3.2.1). The mass of users varies between 80kg and 120kg and the viscous friction coefficient 

changes between 3N m s  and 7N m s  . The user pushing profile is represented by a 

sinusoidal signal. 

Solving the LMI conditions in Theorem 3, the following control gains are obtained: 

 1 432.59 78.38
432

399.92 81.89
399.92 81..59 8.38 897c cL M 
 
 






 

In Figure 3.4.2, the red line represents the reference trajectory. To follow the reference 

trajectory, the reference velocities are given in Figure 3.4.3. Then, the proposed PI-like 

controller needs to track the given reference velocities in presence of uncertainties on the 

mass of the user and the viscous friction. For the first trial, we reduce the nominal values by 

20% (namely 80kgm  and m s4N  K ). For the second trial, we increase the nominal 

values of these two parameters by 20% (namely 120kgm   and m s6N  K ). As shown in 

Figure 3.4.3, the proposed PI-like controller is able to track well the given reference 
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velocities even the uncertainties on the mass of users and the viscous friction coefficient are 

present. Moreover, the trajectory tracking is also achieved see Figure 3.4.2. 

 

 

 Obtained trajectories with the proposed robust PI-like controller Figure 3.4.2.
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 Obtained velocities with the proposed robust PI-like controller Figure 3.4.3.

 
By solving the LMI conditions in Theorem 4, the following observer gains are obtained: 

 1

14.54 8.08
8.08 14.54

106.57 57.89
119.06 64.61

57.89 106.57
64.61 119.06

o oG K

 
 


 
 

  
 

 
 
 

  

We carry out the same scenario as the previous simulation. To simulate uncertainties, the real 

values of the mass and of the viscous friction have the same variations. The trajectory 

tracking is still accomplished by following the given reference as depicted in Figure 3.4.5. 

Thereafter, the measurement of human torques are not available. As shown in Figure 3.4.5, 

the proposed observer-based controller has nearly the tracking performance as the previous 

PI-like controller. Since the observer does not reconstruct perfectly human torques see Figure 

3.4.6, the tracking performance is degraded see the zoom-in of Figure 3.4.5. 
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 Simulation results with the proposed observer-based controller Figure 3.4.4.

 
 Obtained velocities with the proposed observer-based controller Figure 3.4.5.
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 Obtained estimation of human torques Figure 3.4.6.

 As shown in Figure 3.4.6, the unknown input estimations ˆhu  do not Remark 8.

completely match hu . Of course, the proposed observer cannot distinguish the influence 

from uncertainties and unmeasurable human torques via the angular velocities. As a 

result, the observer captures both the influence of system uncertainties and of the 

unknown inputs hu  into the estimated signals ˆhu . We remind that only the frequency of 

human torques is needed for the trajectory reference generation rather than a perfect 

match in amplitude. 

3.4.6 Summary 

In this section, a robust observer-based tracking controller for PAWs was proposed. Using a 

polytopic representation, the control design is formulated as a two-step LMI optimization 

problem. The first step is to design PI-like control assuming human torques are measured. 

Then, using the obtained control gains, the observer gains are derived by solving proposed 
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LMIs such that the stability of the closed-loop system and the estimation performance are 

guaranteed. Nevertheless, to guarantee that the control performances are not deteriorated by 

the actuator saturations, these constraints have to be taken into account in the design of the 

control. These issues will be treated in the next section. 

3.5 Robust Observer-based control with constrained inputs  

In PAW systems, the electrical motors have maximum torque limits owing to physical 

constraints. The performance, such as closed-loop stability, or can be seriously degraded due 

to actuator saturations. Using the control strategy obtained in Section 3.4, the closed-loop 

stability may not be guaranteed under saturations. Therefore, this section elaborates a robust 

observer-based tracking controller under input saturations. In our case, the limited torques 

provided by two motors. Moreover, an anti-windup is added to deal with the overshooting of 

the integral state due to actuator saturations. Taking these actuator constraints and an anti-

windup component, the control gains and the observer gains are computed by a two-steps 

algorithm with LMI conditions. 

3.5.1 Problem formulation 

The uncertain system (3.4.1) under input saturations can be rewritten as: 

      , sath mE m x A m x Bu B u   K  (3.5.1) 

where the saturation function  sat  is given by 
        maxsat sign min ,m l m l m lu u u u , 

 1,2..., ul n  and un  is number of control inputs. In our case, 2un  . The observer-based 

control design follows a simple two-step design procedure as presented Section 3.4. After 

taking into account actuator saturations, the complexity of the control increases; parameters 

to search are related to the feedforward part, feedback and anti-wind-up parts. It appears that 

searching first for the control part (that constrains highly the solutions) and second for the 

observer often ends with unfeasible and/or poor performance solutions. Therefore, the 

algorithm has been modified, first we search for the UIO PI-observer and second for the 

control part. In addition, the following Lemma and assumption will be imposed for the 

control design. 
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Lemma 4. The inequality on the dead-zone nonlinearity (3.5.16) satisfies for any positive 

diagonal matrix S : 

        1 1 12 0T T T
m m m m m mu S u u S u u S u         (3.5.2) 

The complete proof can be found in (Mulder et al. 2009). 

Assumption 1. The motor input vector mu  is bounded in amplitude such as: 

 
       max max , 1,2,..., xl m l lu u u l n     (3.5.3) 

where the maximum motor torque  max lu   provided by the electrical motor l  is known. 

 The saturation function (3.5.3) is not necessarily symmetric respect to the Remark 9.

origin. However, asymmetric actuator saturation can be translated to a symmetric 

saturation as (3.5.3). Regarding to our PAW application, electrical motors would provide 

a same maximum torque for both the positive and the negative direction. Consequently, a 

symmetric saturation function is used here. 

Based on the dynamics (3.5.1), we propose a robust observer-based tracking controller using 

the observer (3.2.7) obtained in Section 3.2.2. Let us consider the observer gains as 

1

h

x
o o

u

K
G K

K


 
  
 

. The gains xK  and 
huK are used respectively to estimate the state vector x  

and reconstruct the unknown inputs. The observer (3.2.7) can be rewritten as: 

 
   

 

ˆ ˆ ˆsat

ˆ ˆ ˆ

ˆ ˆ
p h

m h x

h n h u

Ex Ax B u Bu K y y

u u K y y

y Cx





     


   




  (3.5.4) 

The estimation error 
xoe  of the state vector x  is: 

 ˆ
xoe x x    (3.5.5) 

with the uncertain system dynamic (3.5.1) and the observer (3.5.4). We obtain the dynamic of  

xoe  as: 

          ˆ,
x xo x d o h hE m E x Ee A m A x A K C e B u u        K   (3.5.6) 
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The tracking error ce  is:  

 ˆc refe x x    (3.5.7) 

Then, the state vector x  and the integral part inte  can be expressed as follows: 

 

int int

x

x

ref c o

ref c o

c

x x e e

x x e e

e e e

   



  

  

 

  (3.5.8) 

Replacing the state vector x  by the expression (3.5.8), (3.5.6) becomes: 

 
          

       

, ,

ˆ,
x xc o c x d o

ref ref h h

E m E e E m e A m A e A m K C e

A m A x E m E x B u u

 



       

     

K K

K
  (3.5.9) 

The complete open loop dynamic from  (3.5.1) and (3.5.4) can be written as: 

   

   

   

   

 
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   

     
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0 sat 0 0
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x x

c c

o x o
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m h

h h ref ref
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I e I I e

E m E E m e A m A A m K C e

B A m x E m x
u u

B u u E m E x A m A x
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







       
      

      
                

    
  

        
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K K
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K





 (3.5.10) 

which is equivalent to: 
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   

   

   

 

   

   

int int

0 , 0 ,
0 0 0

0 , 0 ,

0 , ˆ
0 sat 0 0 0 0
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K

 (3.5.11) 

We define the new signal w  signals and the new state vector ce  as follows: 
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ˆ
,

x
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c
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c

ref
o

ref

u
e

u
w e e

x
e

x 

 
  
      
    

  

  (3.5.12) 

Then, the open loop system (3.5.11) is equivalent to: 

        , sat ,c c c c c m wE m e A m e B u D m w   K K   (3.5.13) 

where the matrices are 

 

   

   

 

   

   

 

   

   

0 , 0 ,
0 0 , , 0 ,

0 , 0 ,

0 ,
0 , , 0 0 0 0 .
0 ,

c c

x

c w

E m E m A m A m
E m I A m I I

E m E E m A m A A m K C

B B A m E m
B D m

B B A m A E m E

    
   

    
          

  
  

    
         

K K
K

K K

K
K

K

 

In order to control the system (3.5.13), we propose the following controller: 

 1
m c c c wu L M e L w    (3.5.14) 

with matrices cL  and cM  to be determined, and 0w ref ref
L I L L 

  
 

. As hu  is 

unknown and not directly measured, the first term of wL  is set to 0. Nevertheless, as the 

unknown input is supposed to be estimated via ˆhu , the second term of wL  is fixed to I , 

which acts like a disturbance-observer-based controller (Chen et al. 2016). The terms refL  

and 
ref

L   provide a feedforward control. 

The observer-based control closed loop system composed of (3.5.13) together with the 

controller (3.5.14) is: 

          , ,cc c c c c w c w c mE m e A m B L e D m B L w B u     K K   (3.5.15) 

where the nonlinear dead-zone function  mu  is defined as: 

    satm m mu u u     (3.5.16) 

Combined with an anti-windup strategy, the integral term of the tracking error is: 
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  int int
T

c a me e e L S u     (3.5.17) 

The closed loop system (3.5.15) can be rewritten using a polytopic representation: 

 
     

     

2 2 2
1

1 1 1

2 2

1 1

j ij

ij

i c c i j c c c c c
i i j

i j w c w a m
i j

m E e m A B L M e

m D B L w B u

  

  

 

  

 

 
  
 

 
   
 

 



K

K

 (3.5.18) 

where the matrices are: 

 

0 0
0 0 , 0 ,

0 0

0
, 0 0 0 0 .

0

j ij

ij

j j ij ij

c c

j j ij ij x

ij j
T

a a w

ij j

E E A A
E I A I I

E E E A A A K C

B B A E
B L S D

B B A A E E



    
   

    
          

   
  

    
         

 

The objective is to search for the control gains 1
c c wL M L    and the anti-windup 

parameters aL  such that the closed-loop PAW system (3.5.18) satisfies the criteria given 

thereafter. 

3.5.2 Control objective 

In order to ensure the stability of the closed-loop system shown by the red frame in Figure 

3.5.1, to track a given velocity reference in presence of actuator saturations and system 

uncertainties, we distinguish two different cases:  

 First case: When 0Tw w  , the vector ce  converges asymptotically to the origin. 

 Second case: When 0Tw w  , under null initial conditions ( 0ce  ), the   -norm of 

the tracking errors     and  the state estimation error 
xoe  are bounded as follows: 

  
0 0

T T T
c c c c c

k k
e C C e w w

 

 

    (3.5.19) 
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 The matrix cC  can be configured to achieve a good compromise between the Remark 10.

tracking and the estimation performances. In practice, the human torques hu  and the 

reference signals refx  are bounded. If the estimated human torques ˆhu  are bounded, the 

amplitude of the vector w  is bounded. The velocity vector of the wheelchair is

xref c ox x e e   . When 0refx   and the vector ce  converges asymptotically to the 

origin (the first case), the velocity x  converges asymptotically to the origin. For the 

second case, the velocity follows the bounded reference value refx  with the tracking errors 

   and the estimation errors 
xoe  which are bounded by the condition (3.5.19). 

Consequently, the second case states implicitly that the velocity x  remains bounded. 

 

 The closed-loop system with the observer-based tracking control under actuator saturations Figure 3.5.1.

3.5.3 Observer-based tracking control design  

The dynamics (3.5.18) can be rewritten using the following equality constraint: 

 
     

     

2 2 2
1

1 1 1

2 2

1 1

0

ij j

ij

i j c c c c c i c c
i j i

i j w c w a m
i j

m A B L M e m E e

m D B L w B u

  

  

 

  

 

 
  

 

 
    
 

 



K

K

  (3.5.20) 

Consider the following non-quadratic Lyapunov function candidate: 

Reference 
generation

Wheelchair
 

  

  Robust PI-like 
controller

Unknown input 
observer

   

  and   

     and     

Stability analysis

     Actuator 
saturation
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      
2 2

1 1

0
ij

T T
c c c c i j c c

i j
cV e e e e m P eP  

 

   K  (3.5.21) 

with 3 2x pn nT
c cP P 

 R , the Lyapunov function one step ahead writes: 

      
2 2

1 1
ihc

T T
c c c c i h c c

j h
V e e e e m PP e      

 

   K   (3.5.22) 

Theorem 5. If there exist positive definite matrices 3 2x pn n
ijP 
R , matrices 3u xn n

cL 
R , 

 22 , ,u u x un n
aw

n nL L
 R R 2 ,pn

cM R  a positive diagonal matrix unS R  and a positive 

scalar c   such that for        ,        ,        : 

 1 2 2
0

T
ijh ij ij       (3.5.23) 

where 

 

   
2

1

0

0 0 0 0 0
,0

0 0 0 0 0
0 0 0 0 0

* * * *

* * *
0 0 * * ,

00 0 2 *

0 0 0

ij i ij

ij i ij

ij

ih

T
c c c c c c a w c w

Tij
c c c c c c a w c w

T
c c c

T
c c d

T T
ijh ac c c a

c

T
w c

A M B L E M B S D B L

A M B L E M B S D B L

M P M

C M I B S
M P M B S L

L S

L I

   
 
 
 

     
 
 
 
 

 
 

  
  

   
   
  

ò ò ò ò

.



 
 



 

then, the observer-based controller (3.5.14) achieves the control objective defined in Section 

3.5.2. 

Proof: The inequality (3.5.23) can be rewritten as follows: 

 
1

0
0 * 0

0
0

T
c c c c c c a w c wA M B L E M BI

I

S D B L
  



 
 
 

        
  

 
  

ò

  (3.5.24) 
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with the notation:  

         

     

2 2 2 2 21 1

1 1 1 1 1

2 2 2

1 1 1

, ,

, .
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i ij

ijhi j h c i j c
i j h i j

c i c w i j w
j i j

m A m A

E m E D m D



 

     

  



    

  

   

 

 

 

K K K

K
 

Using the property of congruence with  1T T
c cdiag M I M S I   , the inequality 

(3.5.24) is equivalent to: 
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1 1 1
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* * *
0 0 * *

0 0 2 *
0 0 0

0
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  

 
 
 

       
  

 
 
 

ò
  (3.5.25) 

Using Schur complement, we obtain: 

 

 
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* * *

0 * *

0 2 *
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





  
 
 
 

 
 

 

 
 
        

  
 
 

ò
  (3.5.26) 

Using Lemma 3 and the slack matrix 0 0
TT T

c cM M   ò  for Finsler’s lemma, the 

inequality (3.5.25) with the equality constraint (3.5.20) is equivalent to:  
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     
    
    

    
    

        

  (3.5.27) 

From (3.5.27) and the controller (3.5.14), we deduce that: 

          1 1 12 0T T T T T T
c c c c c c m m m m m mV e e C C e w w u S u u S u u S u                

 (3.5.28) 

where the Lyapunov function  cV e  is defined in (3.5.21). The following two cases can be 

analysed: 

 First case: if the external signals 0w  , the following condition can be deduced: 

         1 1 12 0T T T T T
c c c c c m m m m m mV e e C C e u S u u S u u S u                (3.5.29) 

which means that the tracking errors converge exponentially to the origin. 

 Second case: If 0w  , the conditions (3.5.2) and (3.5.28) imply that: 

   0T T T
c c c c c cV e e C C e w w      (3.5.30) 

Under null initial conditions ( 0ce  ) and the integration of the inequality (3.5.30), we 

obtain: 

 
0

0T T T
c c c c c

k
e C C e w w





      (3.5.31) 

Then, the inequality (3.5.19) can be derived. Moreover, this implies the following 

criterion: 

 
2 2c c cC e w   (3.5.32) 

The proof of Theorem 5 is complete.   
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3.5.4 Simulation results 

Thereafter, we validate the robust observer-based tracking controller derived from Theorem 5 

using some numerical simulations. To carry out these simulations, we keep the nominal 

parameters of Table I. A second degree derivative is used to approximate the unknown 

inputs. The mass can take a value between 70m kg  and 130m kg , and the viscous 

friction coefficient can vary between 3 . .N m sK  and 7 . .N m sK . These given intervals 

would include most cases in practice. When 0w  , we choose sinusoidal signals for the 

human pushing profile. The mass of the user, which may be different from the nominal value, 

is constant during a driving task. However, the viscous friction coefficient may be time-

varying in the given interval during a driving task. The maximum motor torque maxu  is 30Nm  

for both electrical motors. We choose the matrix cC  as follows: 

 
0 0

0 0
x x x

x x x

n n n
c

n n n

I
C

I
 

  
  

  

 The yaw velocity tracking is more important than the center velocity tracking, Remark 11.

since users regulate the direction of the wheelchair by achieving a desired yaw velocity. 

In order to reduce the yaw velocity tracking error, its weight in matrix cC  can be 

increased. The weight matrix cC  acts here similarly to the weighting matrix in Linear-

Quadratic Regulator designs. It can be configured such that the observer-based control 

(3.5.14) ensures first the yaw velocity tracking when actuator saturations occur. 

Moreover, no constraint on the integral state is needed. Therefore, the terms 

corresponding to the integral state are set to zero. 

The observer gains are derived using the nominal parameters for Section 3.2. The control 

parameters obtained from Theorem 5 are: 

 

1 170.21 661.19 128.72 176.83 26.27 519.93
,

256.33 664.89 140.26 144.95 132.26 585.82

0 0 1 0 10.33 230.3 17.24 238.26
,

0 0 0 1 166.86 808.01 170.55 818.41

0.0063 0.0061
,

0.0014 0.0004

c c

w

T
a

L M

L

L S 





  
  

   

   
  

   

  
  

 
2716.c 

  (3.5.33) 
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To illustrate the robustness of the proposed observer-based controller, the mass and the 

viscous friction coefficient are taken different from the nominal values in Table I. the two 

cases stated in Section 3.5.2 are given. 

 Simulation results ( 0w  ) 

In the simulations presented hereafter, the external signal is 0w  . The mass is set to 

130m kg  and the viscous friction coefficient to 6.5 . .N m sK . The initial velocities of the 

center and the yaw are 0.16m/s and -0.55rad/s respectively. Notice that the velocities 

converge to the reference values in Figure 3.5.2 right. In addition, the saturation occurs in the 

beginning in Figure 3.5.2 left. 

 

 

 Assistive motor torques under actuator saturations (Left), Reference velocity and Velocity of Figure 3.5.2.

the wheelchair (Right) when 0w   

 Simulation results ( 0w  ) 

This part illustrates the behavior of the controller in presence of actuator saturations. The 

nominal parameters, mass and viscous friction coefficient have the same values as the 

previous case. The initial value of the error vector ce  is zero. 
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 Assistive motor torques under actuator saturations (Left), Reference velocity and Velocity of Figure 3.5.3.

the wheelchair (Right) when 0w   

As shown in Figure 3.5.3, the proposed control law tracks well the given yaw velocity in the 

presence of uncertainties in the system parameters, of unknown inputs, and of actuator 

saturations. This can be verified in Figure 3.5.3 right. However, the center velocity tracking 

performance is degraded when the electrical motors achieve their maximum capacity. Indeed, 

the most important objective is to help turning. To keep enough available motor torques for 

the yaw velocity tracking, the controller slows down automatically the center velocity when 

saturations occur. This driving characteristic has been set up according to the matrix cC . 

An opposite result is provided in Figure 3.5.4, where the matrix cC  is chosen as follows: 

 
20 0

0 0
0 1
0 0

x x

x x x

n n
c

n n n

C
I

  
  

   
 
 

  

where the weight for the center velocity tracking is higher than the one for the yaw velocity 

tracking. As shown in Figure 3.5.4, the controller preferentially tracks the center velocity 

during actuator saturations. However, the performance of the yaw velocity tracking is 

degraded. This scenario is undesirable as users must regulate the direction of the wheelchair. 

Saturation occurs
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 Center velocity tracking preference: Assistive motor torques under actuator saturations (Left), Figure 3.5.4.

Reference velocity and Velocity of the wheelchair (Right) when 0w    

Note that the estimated unknown inputs do not converge completely to the human torques in 

Figure 3.5.5. As stated in Remark 8, using the approximation technique (3.2.1), the estimated 

information lumps together the human torques and the non-modelled dynamics due to 

uncertainties. As depicted in Figure 3.5.4 and Figure 3.5.5, the amplitude of vector w  is 

bounded. This condition implies the stability of the human-wheelchair system. Nevertheless, 

the estimation without being perfect is able to capture the principal features of the torques 

and especially the frequency of pushing, which is then used for the reference generation 

described in Section 3.3.3. 

 

 

 Reel human torques and estimated human torques Figure 3.5.5.

Saturation occurs
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3.6 Conclusion 

In this chapter, an unknown input PI-observer was designed to estimate human torques. This 

human torque estimation was used to generate the reference velocities. For tracking the 

reference signals generated, a robust observer-based controller under actuator saturations was 

proposed and validated by simulations for the PAW application. The stability feature of the 

PAW under the proposed controller has been proven.  

Based on the simulation results obtained in this chapter, the next chapter provides 

experimental validations for the whole assistive control algorithm.  
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Chapter 4. Experimental validation of model-based approach  

In the previous chapter, the simulation results have illustrated the effectiveness of the 

proposed model-based assistive control algorithms. This chapter is devoted to the 

experimental tests for validating the assistive algorithm. Since the acquisition card of the 

prototype does not support a time-varying sampling, the experimental validations in this 

chapter are based on a constant sampling rate. Several tests are conducted in order to evaluate 

these three functionalities. The first tests are made to evaluate the capabilities of the PI-

observer of Section 3.2. Then, the objective of the second tests is to confirm the performance 

of the robust observer-based controller presented in Section 3.5. Final tests are devoted to 

validate the whole assistive algorithm including the reference generation. The prototype 

presented in Section 2.2.1 is used. The data acquisition is done by a laptop connected to the 

control module via a USB cable. The tests have been carried out on the athletics tracks of the 

university stadium and the parking in front of the Autonomad Mobility company. The 

nominal values of the parameters are given in Table I. 

4.1 Unknown input observer validation 

First of all, we evaluate the performance of the proposed observer. We have carried out two 

trials with two different frequencies of human inputs. During these tests, the wheelchair is 

only driven by users as a manual wheelchair. Using the angular velocity of each wheel, the 

observer simultaneously estimates the center velocity, the yaw velocity of the wheelchair, and 

the human torques. To verify the performance of the observer, we compare the estimated 

human inputs with the real human inputs measured by the two torque sensors. Recall, as 

stated by remark Remark 1 of Section 2.2.1 that these torques sensors are not available for the 

Duo kit, they are placed on the prototype in order to be able to validate the proposed 

approaches. 

Figure 4.1.1 shows that the observer estimates the human torques well enough to reconstruct 

the key features of the user’s propelling i.e. pushing frequency, braking, and turning even if 

the measurements are noisy. As expected, when the speed is around zero the poor quality of 
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the position encoders does not allow a satisfactory estimation. Effectively, in this case, the 

number of teeth detected using a constant sampling time is considerately reduced and these 

measurement error directly influences the torque estimation. Nevertheless, using a sampling 

in the angle domain could significantly reduce this kind of error as shown in (Losero et al. 

2018). Remember also that the model does not take into account non-modeled dynamics (i.e. 

caster dynamics and roads conditions) and does not include modeling errors that also explains 

the difference between the measured torque and the estimated torque. At last, recall that due 

to these limitations, it was not expected to reconstruct perfectly the user’s torques, especially 

in amplitude. Nevertheless, the main goal is reached and the estimation is sufficiently good to 

proceed to the full control strategy. 

 As expected, the delay for the torques estimation in Figure 4.1.1 (zoom-in of Remark 12.

the delay) is nearly equal to twice the sampling period, namely 0.1 seconds. 

 

 Human torque estimation (First trial without assistive torques) Figure 4.1.1.

The measured angular velocity of each wheel is given in Figure 4.1.2. As well as the center 

and the yaw velocities are simply obtained via an algebraic transformation.  
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 The measured angular velocity of each wheel, the estimated center and yaw velocities (First Figure 4.1.2.

trial without assistive torques) 

For the second trial, the frequency of the human pushing is increased to near 0.65 Hz. As 

depicted in Figure 4.1.3, similar performances as the first trial are observed. As previously 

said, increasing the frequency degrades the amplitude estimation, but since the detection is 

based on the pushing frequency and direction, these amplitude estimation errors will not 

influence considerably the estimation of the user’s intention. Figure 4.1.4 provides the 

outputs and the estimated velocities of the wheelchair. 
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 Human torque estimation (Second trial without assistive torques) Figure 4.1.3.

 

 The measured angular velocity of each wheel, the estimated center velocity and the estimated Figure 4.1.4.

yaw velocity (Second trial without assistive torques) 
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4.2 Trajectories tracking validation 

Next, we report experimental results where the reference signals, the center velocity and the 

yaw velocity, are given by the reference generation algorithm presented in Section 3.3.3. The 

experience has been realized in the parking in front of Autonomad Mobility. Small stones are 

present on the ground. Moreover, the ground is not flat and some sections are rough (viscous 

friction coefficient changes).  

4.2.1 Manual and assistance modes 

To embed the full control, a detection mode must be incorporated. The switching conditions 

are depicted Figure 4.2.1. 

 

 Manual mode and assistance mode Figure 4.2.1.

When the reference center velocity achieves a given threshold ( 0.6m/s ), the wheelchair 

passes into the assistance mode. The condition  ˆ 0.15m/sref k    makes sure that the 

estimated center velocity is lower than the reference signal at the switching point from the 

manual mode to the assistance mode. Therefore, the motors do not brake abruptly and help 

users to accelerate. The wheelchair returns to the manual mode when the reference center 

velocity is below a 0.4m/s  threshold. This value has to be different than the previous one (

0.6m/s ) in order to avoid unexpected switches (and a chattering effect) when the speed is 

close to the threshold. 

Manual mode
Assistance 

mode

           and                

           

Initial mode
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4.2.2 Drivability and robustness tests 

In order to test the feasibility of the proposed algorithms, especially robustness and 

performances, the trials presented in this section propose two different users with different 

mass and different ground conditions. The mass of user A is 63kg (the total mass including 

the wheelchair is 103kg) and the one of user B is 80 kg (total mass is 120kg). These values of 

mass are inside of the interval  70,130 , which is used for the robust observer-based tracking 

control design. 

Figure 4.2.2 presents a 355 s  trial for user A, with his measured and estimated right and left 

torques. As already said, this estimation is crucial, since the reference signals are computed 

directly from two features of the signals e.g. frequency and direction. 

 

 Human torque and estimated human torque of user A Figure 4.2.2.

The assistance algorithm switches automatically between the two modes depending on the 

need of the user. In the beginning, the reference center velocity is too low to activate the 
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assistance mode. After detecting that user A wishes to accelerate and the reference center 

velocity increases, the assistance mode is activated for helping him. When the user brakes to 

stop, the wheelchair switches from the assistance mode to the manual mode. 

 

 Velocity of each wheel, center velocity and yaw velocity of user A’s trial Figure 4.2.3.

In the manual mode, the center velocity does not exceed 0.6m/s see Figure 4.2.3. One of the 

reasons could be that the user does not want to do too much physical exercise. When the 

system is in the assistance mode, the user easily achieves a higher center velocity. As shown 

in Figure 4.2.2, the user’s torques are significantly smaller in the assistance mode than in the 
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manual mode. Thanks to the assistive system, the two electrical motors and the user track 

together the reference signals estimated from the user’s pushing frequency. As shown in 

Figure 4.2.3, the proposed controller tracks well the reference signals produced by the 

algorithm, when the assistance mode is activated. 

 

 Mode of the wheelchair and assistive torque for user A Figure 4.2.4.

If the user pushes more, the assistive torques are reduced automatically for tracking the 

estimated reference signals. If the user feels tired and pushes less, the motors give naturally 

more assistive torque to accomplish the tracking task. As depicted in Figure 4.2.2, user A 
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reduces considerately his pushing at the end of the trial  300,350t s  and the motors 

generate the necessary assistive torques to ensure the reference tracking. 

In addition, the proposed assistive algorithm is reactive enough for the user to manipulate 

easily the center velocity. At 200 s ,  Figure 4.2.3, the 2 m s  center velocity is too high for the 

user to make a tight turn. Therefore, the user first slows down the wheelchair, second turns 

and lastly achieves quickly a desired velocity, around 1m s  at 260t s , Figure 4.2.3.  

Similar tests are done with user B, who is significantly heavier than user A. Figure 4.2.5 

shows the results from the unknown input PI-observer estimation of the torques and almost 

similar behavior than user A.  

 

 Human torque and estimated human torque of user B Figure 4.2.5.

Moreover, the user B being physically stronger than user A Figure 4.2.6 shows that the center 

velocity is already 1m s  in the beginning of the trial in the manual mode. In this case, the 

reference center velocity is smaller than the center velocity see Figure 4.2.1 and the assistive 
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algorithm keeps the wheelchair in the manual mode. Once the user reduces his pushing effort, 

the center velocity decreases, when it goes below the reference center velocity, around 

20t s , Figure 4.2.6, the assistance is activated.  

 

 Velocity of each wheel, center velocity and yaw velocity of user B’s trial Figure 4.2.6.

Between 180 s  and 200 s , the user almost stops pushing the wheelchair, Figure 4.2.5 and 

thanks to the assistance, the wheelchair still follows the reference signals, Figure 4.2.6 with 

the power coming principally from the electrical motors, Figure 4.2.7.  
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 Mode of the wheelchair and assistive torque for user B Figure 4.2.7.

4.2.3 Predefined tasks 

Some more tests were performed, among which some predefined tasks proposed to the users, 

in order to see the difficulties in maneuvering to perform them. For the first trial, user A has 

been asked to perform eight-shaped and oval trajectories on the parking of the Autonomad 

Mobility company. This trial includes different ground adhesion, obstacle avoidance and 

different (reasonable) slopes, Figure 4.2.8. 
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 Two oval-shaped trajectories and one eight-shaped trajectory performed by user A under the Figure 4.2.8.

assistive control 

 

 Human torque and estimated human torque of the trajectory tracking (User A) Figure 4.2.9.
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The obtained trajectory is shown Figure 4.2.8 and user A was perfectly able to accomplish 

this complicated task with the help of the proposed assistive algorithm. The human torque 

measured by the sensors and the estimated human torques are given Figure 4.2.9, the 

assistance torquesFigure 4.2.10. On this figure, it can be seen that between 225 s  and 275 s , an 

actuator saturation occurs. Thanks to the anti-windup design in the controller (3.5.14) the 

saturated action is perfectly taken into account and we notice that the controller gives priority 

to the yaw velocity tracking,  Figure 4.2.11. However, the electrical motors do not have 

enough power to ensure center velocity tracking during these periods. 

 

 Mode of the wheelchair and assistive torque of the trajectory tracking (User A) Figure 4.2.10.
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 Velocity of each wheel, center and yaw velocities of the first user’s trajectory tracking Figure 4.2.11.

For the second trial, user B has been asked to perform a round-trip between the points, 

indicated in red in Figure 4.2.12. The figure also shows in green the trajectory of the 

wheelchair during the driving task. Both user B and estimated torques are presented Figure 

4.2.13.  
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 Trajectory tracking by the user B Figure 4.2.12.

 

 Human torque and estimated human torque of the trajectory tracking (User B) Figure 4.2.13.
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Figure 4.2.14 presents the modes as well as the assistance torques. We can note that the 

manual mode has been preferentially used by user B. One of the reasons is that he was 

willing to accomplish the task by himself. Between 90 s  and 100 s , the control actions are 

saturated. As shown in Figure 4.2.15, the yaw velocity is ensured in the presence of actuator 

saturations as expected from the theoretical part. 

 

 Mode of the wheelchair and assistive torque of the trajectory tracking (User B) Figure 4.2.14.
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 Velocity of each wheel, center and yaw velocities of user B trajectory tracking Figure 4.2.15.

4.3 Conclusion 

The experimental results have been made step-by-step to show the capabilities of the 

unknown input PI-observer first, then to validate both the reference algorithm proposition and 

the robust observer-based tracking controller. Robustness tests according to the mass (2 

different users) and to the ground adhesion has also been performed to show the effectiveness 

of the approach. 
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However, the observer design of Section 3.3 under time varying sampling has not been 

validated by experimental tests, due to the hardware constraints. One of the main future work 

directions focuses on validating experimentally this observer design as it should exhibit better 

performances especially for low speeds. 

Moreover, the parameters of the reference generation algorithm may not be optimally 

calibrated for a particular user. For example, to achieve a same desired center velocity, 

different users may perform different pushing frequency. Therefore, an adaptability to these 

heterogeneous human behaviours seems necessary. Before proposing an idea to integrate 

such adaptability to the presented assistive control, the next chapter introduces a proof-of-

concept study using the model-free reinforcement learning framework.  
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Chapter 5. Model-free optimal control design subject to 

PAWs 

5.1 Introduction 

In the two previous chapters, a robust observer-based tracking controller and a stability 

analysis have been provided for the mechanical part of the human-wheelchair system. 

However, the human fatigue dynamics, which are virtually always unknown, have not been 

taken into account. To deal with unknown human fatigue dynamics, we propose model-free 

approaches for our PAW application in this chapter.  

With PAWs, depending on different human fatigue dynamics, users can perform a tuneable 

and suitable level of physical activities which could not be achieved with traditional manual 

wheelchairs or fully electric wheelchairs. Moreover, PAWs are driven by a hybrid energy 

source consisting of human metabolic power and electrical power from a battery. Thanks to 

this hybrid energy storage structure of PAWs, more degrees of freedom are available to 

design an optimal energy management strategy. 

In this context, the major novelty we propose is a reinforcement learning control strategy for 

PAWs that optimizes electrical energy while also taking into account human fatigue. We 

formulate the assistive task as a constrained optimal control problem: the assistive algorithm 

is expected to produce a desired fatigue variation of users while using minimal electrical 

energy for a given driving task. With the initial-to-final fatigue constraint, a (near-) optimal 

assistance is found so that users contribute efficiently their metabolic energy.  

In contrast to hybrid electrical bicycles (Corno et al. 2016; Guanetti et al. 2017; Wan et al. 

2014) little work is done in the PAW literature to address energy optimization with human 

fatigue considerations. In (Seki et al. 2009), a regenerative braking control is applied to 

PAWs for safe downhill driving and electrical energy savings. In (Tanohata et al. 2010), the 

control system is based on a fuzzy algorithm and the fuzzy rules are designed by an expert, 

aiming to increase the energy efficiency. However, human fatigue has not been taken into 

account to design PAWs in the literature. The adaptability of optimal solutions with respect 

to different human fatigue dynamics is not analysed. An adaptable solution would be vital for 
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PAW designs, since different users may have different fatigue dynamics. Consequently, the 

existing model-based approaches would not be appropriate for our PAW energy management 

problem. 

The present study relies on Patent WO2015173094 (“US20170151109A1 - Method and 

device assisting with the electric propulsion of a rolling system, wheelchair kit comprising 

such a device and wheelchair equipped with such a device”) and designs assistive strategies 

for paraplegic wheelchair users. Specifically, we propose to use model-free reinforcement 

learning methods to calculate the optimal assistance while respecting a desired fatigue 

variation over a prescribed driving task. The optimal control method of choice is the direct 

Policy Search Policy Gradient (PG) (Sutton et al. 2000; Williams 1992). Compared with 

policy iteration (Buşoniu et al. 2010) and temporal difference learning (Boyan 2002), PG 

directly provides continuous actions without computing the value function (Bellman 1966), 

which renders it more practical in robotics (Kober et al. 2009). Another crucial advantage of 

PG is its online model-free nature: it treats the wheelchair dynamics, human fatigue 

dynamics, and human controller as a “black box”, and the algorithm only needs state 

measurements and rewards (negative costs) in order to learn the solution. This is important in 

practice, since the true human dynamics will almost never be available.  

Before moving on to practical implementation, the learning methodology must be evaluated 

in simulation with mathematical models which can roughly represent the human-wheelchair 

behaviors. We select the human state of fatigue (   ) model from (Fayazi et al. 2013), the 

human controller model (Ronchi et al. 2016) and the wheelchair model simplified from the 

dynamics (2.2.5) and use these models to verify numerically the optimality of the solution 

found by PG. A baseline solution is given by a finite-horizon extension of the fuzzy Q-

iteration in (Buşoniu et al., 2010). The two PG methods used in this paper are Gradient of a 

Partially Observable Markov Decision Processes (GPOMDP) (Peters et al. 2006), (Baxter et 

al. 2000) and Policy learning by Weighting Exploration with the Returns (PoWER) (Kober et 

al. 2009).  

First of all, we apply the policy-gradient approach GPOMDP for our PAW application  (Feng 

et al. 2018). To verify if this approach is able to provide a sub-optimal solution, we compare 

the solution provided by GPOMDP with the baseline solution provided by fuzzy Q-iteration. 

Next, we aim to improve considerably the data efficiency of the approach, by employing a 

different learning algorithm, PoWER, and by simplifying the parametrization of the 
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controller. The idea is to find a near-optimal policy in much fewer trials, so as make the 

method better in practice. We also derive a new near-optimality analysis of fuzzy Q-iteration, 

which is not included in (Buşoniu et al., 2010). Moreover, the learning method is expected to 

be adaptable to either different users or changes in the same user. To verify this possibility, a 

novel investigation is performed in this chapter. We modify the human fatigue dynamics to 

represent three categories of users: physically strong, normal and weak. Simulations are 

conducted to confirm if the proposed learning method is able to provide a solution that adapts 

to these cases. We also study the different convergence speeds to the baseline solution when 

using the parameters learned with the nominal fatigue model versus resetting them to zero 

defaults. 

Our objective with the simulations described above is to evaluate, as a proof of concept, the 

effectiveness of the learning methodology in the PAW domain. To this end, we select the 

coarse models (Fayazi et al. 2013), (Ronchi et al. 2016), (Tashiro et al. 2008). While these 

models do generate qualitatively and physically meaningful interconnected human-

wheelchair behaviours (Feng et al. 2018), and thus are useful as an initial validation step, they 

are not required to be very accurate. Indeed, the main strength of the learning algorithm is 

that it does not depend on the details of the particular model or notion of fatigue used, instead 

working for a wide range of unknown dynamics. Having performed these simulations, our 

next step is to conduct an experiment with the real PAW, where the fatigue model is replaced 

by a joystick, using which users return a discrete subjective evaluation of their     to the 

learning algorithm (too fatigued, OK, and insufficiently fatigued/desiring more exercise). 

This experiment serves to verify whether the learning methodology works in the real 

application, which by necessity is quite different from the simulation model. 

This chapter is organized as follows: In Section 5.2, we present the human-wheelchair model 

and the problem formulation. In Section 5.3, we formulate the optimal problem for our PAW 

application. Section 5.4 introduces the baseline solution derived from the approximate 

dynamic programming and its optimality analysis. Section 5.5 provides the first 

reinforcement learning algorithm and its comparison with the baseline solution. In section 

5.6, we improve the data-efficiency by applying the second reinforcement learning method 

i.e. PoWER and presents the experimental results. Section 5.7 gives our conclusion and 

discusses direction for future work. 
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5.2 Models for simulation validations  

Next, we introduce a human-wheelchair model which is used to validate in simulation the 

proposed model-free PG approaches. The proposed human model represents only coarsely 

human behaviours in practice, since human muscle fatigue would be difficult to precisely 

model or quantitatively measure (Fayazi et al. 2013). However, the model is sufficiently 

representative to validate numerically the learning approach.  

5.2.1 Human fatigue dynamics 

Owing to the repetitive nature of wheelchair pushing and the absence of a dynamical human 

fatigue model dedicated to PAWs  in the literature, we apply the muscle fatigue model from 

(Fayazi et al. 2013) used for a cycling application. The chosen single-state human fatigue 

model takes into account the fatigue effect and the recovery effect which usually happen for 

long-term sports such as wheelchair pushing (Rodgers et al. 1994). Considering these two 

effects, an “intelligent” assistance can be devised to save electrical energy. Although 

significant differences exist between the bicycle problems and PAW problems, this model is 

still qualitatively meaningful and therefore useful for numerical validation. 

The dynamic of the maximum available force    provided by human is: 

  
 

 h
m m vc

vc

F t
F t F t M

M
 
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R R   (5.2.1) 

where                  , and     is the Maximum Voluntary Contraction force at 

rest, and       is the actual human applied force. Moreover,   and   represent the fatigue 

coefficient and the recovery coefficients respectively. 

When      ,    decreases at its maximum rate. This leads (5.2.1) to an equilibrium point 

where the fatigue rate is identical to the recovery rate,  ̇   , and the positive solution is: 
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  (5.2.2) 

This positive solution     is also the minimum threshold that       can achieve. Thus 

          . Using the first-order Euler’s method, a discrete-time version of (5.2.1) is: 
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with the sampling time   . Then, the state of fatigue     in discrete time is defined as:  

 vc mk
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M FS
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



  (5.2.4) 

The     is therefore the normalized value of    and is used as an indicator to quantify the 

human fatigue. 

5.2.2 Simplified wheelchair dynamics and Human controller 

The wheelchair is simplified from the original model (2.2.1) and described by the following: 
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where the system matrix 2 2A R  and the input matrix 2 1B R . With the nominal 

prameters in Table I, we have: 

 1 0.05 0
, .

0 0.9406 0.0059
   

    
   

A B   

The control input is the motor torque   and   is the wheel radius of hand-rims. The 

variables   and   are the wheelchair position and velocity, respectively. Note that the human 

torque satisfies hk hkU F  . 

We assume that the human force    depends on the fatigue state      the electrical motor 

torque    and the wheelchair velocity   (all perceived by the user): 

  , ,
khk k of kF y U S v   (5.2.6) 

Here, we extend the fatigue-motivation model (Ronchi et al. 2016) to describe roughly how 

the fatigue and the assistance affect human motivation. An accurate model of the motivation 

would require significant further studies that are outside the scope of this work, since it would 

not contribute significantly to our initial objective of validating the learning methodology 
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with a coarse model. Human fatigue decreases the motivation and the perceived help 

increases it. The normalized help is: 

  / 0,1k k maxH U U    (5.2.7) 

where      is the maximum motor torque. The equilibrium point between the perceived 

fatigue and the perceived help is: 
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  (5.2.8) 

The motivation   is:  
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where   [   ] and the parameter   [   ]. The user motivation in (5.2.9) affects 

proportionally the desired wheelchair velocity    of the user, so that a higher motivation leads 

to a higher desired velocity, i.e.           (where      is the maximum velocity of the 

wheelchair). Finally, the human force is modelled as a proportional velocity-tracking 

controller: 

  
kh p max k kF K V v M   (5.2.10) 

Moreover, the human force should be saturated by   , and only positive human force is taken 

into account: 

  sat 0, ,
kk kh m hF F F   (5.2.11) 
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        evolution with a constant         (above) and          evolution respect to    Figure 5.2.1.

(below) 

 The human controller represented by (5.2.6) is an implicit              Remark 13.

controller for the interconnected wheelchair/human dynamics. Simulation results (with 

      ) in Figure 5.2.1 show that the     converges to a specific value for a constant 

  ; the proposed model manages the human fatigue depending on the perceived 

environment. Interestingly, the left part of the second curve, Figure 5.2.1 illustrates the 

fact that increasing perceived help motivates the user to do more physical exercise. The 

right part of this curve shows that when the assistive torque is increased, the motor assists 

the user to decrease his/her physical workload. 

5.3 Optimal control problem formulation  

For simplicity, we consider the electric energy consumption elecE  to be a quadratic function of 

  via the finite horizon criterion: 
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122 
 

Over a predefined time horizon, the optimal solution minimizing (5.3.1) without considering 

any constraint corresponds to a manual propulsion strategy in which all the kinetic energy 

comes from the human. To avoid this trivial solution, we impose the following fatigue 

constraint. Knowing the initial     , the final      should reach a desired level        : 

 of K of refS S    (5.3.2) 

while minimizing (5.3.1) over the considered driving profile. The wheelchair should also 

travel a required distance. Knowing the initial   , we impose the following distance 

constraint: 

 K refd d   (5.3.3) 

including the terminal distance    and the desired terminal     . Rather than solving 

explicitly a constrained problem, we represent the constraints (5.3.2)-(5.3.3) with a terminal 

reward, leading to the following optimal control problem: 
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with 1 2 ,e ew w  the reward weights and   the finite time horizon. Note that in classical control 

theory the return   in (5.3.4) is often replaced by a positive cost function and must be 

minimized. Here, we use Artificial Intelligence techniques, so we follow the maximization 

convention in this field. 

The system considered is described in general by the deterministic state transition function: 

  1 ,k k kx x u    (5.3.5) 

where   and   are state vector and control input respectively. The general return R to 

optimize over a finite-horizon is: 
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where                               is a trajectory of the system,       is the 

terminal reward, and          is the stage reward. A discount factor        ] may be used; 

in the finite-horizon case,   is often taken equal to 1. The optimization problem (5.3.4) is a 
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specific case of the general form (5.3.6). The following algorithms are presented for the 

general case defined in (5.3.5)-(5.3.6). 

5.4 Baseline solution: Approximated dynamic programming  

5.4.1 Finite-horizon fuzzy Q-iteration 

Fuzzy Q-iteration (Buşoniu et al., 2010) is originally given in the infinite-horizon case, and 

the horizon-K solution can be obtained simply by iterating the algorithm K times. However, 

the entire time-varying solution must be maintained, and special care must be taken to 

properly handle the terminal reward. So for clarity we restate the entire algorithm, adapting it 

to the finite-horizon case.  

The idea is to approximate the optimal time-varying solution, which can be expressed using 

 -functions of the state in the state-space   and action in the action space  . These  -

functions are generated backwards in time: 
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  (5.4.1) 

The advantage of using  -functions is that the optimal control can then be computed 

relatively easily, using the following time-varying state-feedback: 

    * *, arg max ,
k

k k k ku
x k Q x u    (5.4.2) 

Since the system is nonlinear and the states and actions are continuous, in general it is 

impossible to compute the exact solution above. We will therefore represent    with an 

approximator that relies on an interpolation over the state space, and on a discretization of the 

action space. First, to handle the action, the approximate  -value of the pair       is replaced 

by that of the pair       , where    has the closest Euclidean distance to   in a discrete 

subset of actions      ̅   ̅             . To handle the state, a grid of discrete 

values      ̅   ̅              in the state space is chosen for the centers of triangular 

membership functions      [              ] (Buşoniu et al. 2010). A parameter vector 
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           is defined, and the approximate  -function is linearly interpolated by 

overlapping the membership functions   on the grid of the centers    as follows: 

     , ,
1

ˆ ,
xN

k i i j k
i

Q x u x 


   (5.4.3) 

with           ‖   ̅  ‖
 
. Thus, each individual parameter corresponds to a combination 

between a point i on the state interpolation grids, a discrete action j, and a time stage k. The 

approximated optimal solution    can be obtained as follows: 

     , ,
1

, arg maxˆ with .
xN

j i i j kj i

x k u j x   




     (5.4.4) 

 

Algorithm 1 gives the complete version of Fuzzy Q-iteration. To understand it, note that the 

main update in line 6 is equivalent to the following approximate variant of the iterative 

update in (5.4.1): 

       
, 1

1 , 1
ˆ , , max ˆ , ,

j k
k i j i j k i j j ku

Q x u r x u Q x u u 


     (5.4.5) 

This is because, firstly, due to the properties of triangular basis functions the parameter 

       is equal to the approximate  -value    ( ̅   ̅ ). Secondly, the maximization over the 

discretized actions is done by enumeration over j; and thirdly, the summation is just the 

approximate  -value at the next step, via (5.4.3). Line 2 simply sets the parameters at step K-

1 via the initialization in (5.4.1). 

Algorithm 1. Finite-horizon fuzzy  -iteration 

 

                        do 
2        , , 1 , ,  i j K i j i jr x u T x u      

3 end for   
4 for            do 
5     for                   do 

6        , , , , 1
1

, max ,
xN

i j k i j i i j i j kj i

r x u x u       






     

7    end for    

      ˆ , jx k u  ,    , ,
1

arg max    ,
xN

i i j kj i

j x x k  




    

9 end for 
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For clarity, the algorithm shows in line 8 how the near-optimal control is computed via 

maximization over the discrete actions. In practice, this maximization is done on-demand, 

only for the states encountered while controlling the system, so an explicit function    of the 

continuous state does not have to be stored. Instead, only the parameters are stored. 

5.4.2 Optimality analysis 

In contrast to the algorithm itself, the infinite-horizon analysis does not easily extend to the 

finite-horizon case, e.g. we need to account for the possibility that 1  . Thus, the upcoming 

study, which has been presented in (Feng et al. 2019),  provides a complete analysis. 

The error    between     and     for sample   is defined as: 

    *, ,ˆ
k k kQ x u Q x u     (5.4.6) 

The state resolution step    is defined as the largest distance between any two neighbouring 

triangular MF cores, i.e. 

 
    1, ,1, 2
max min

xx
x i ii N i ii N

x x
   

    

The action resolution step    is defined similarly for the discrete actions. Moreover, for every 

 , only         (where        is the number of states) triangular membership functions are 

activated. Let the infinite norm ‖  ‖                        |      | denotes the largest 

parameter magnitude at sample    Note that triangular membership functions are Lipschitz-

continuous, so there exists a Lipschitz constant      such that ‖            ‖  

    ‖   
 ‖               Moreover, we say that a function of the state and action, such 

as the deterministic state transition function  , is Lipschitz continuous with constant      if  

‖               ‖     ‖   
 ‖  ‖   

 ‖                 . 

Assumption 1: The reward function  , the terminal function  , and the deterministic state 

transition function   are Lipschitz-continuous with the Lipschitz constants   ,   , and    

respectively. 

We present an explicit bound on the near-optimality of the  -function as a function of the 

grid resolutions. This bound has the nice feature that it converges to zero when the grid 

becomes infinitely dense, which is a consistency property of the algorithm. 
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Proposition 1: Under Assumption 1, there exists an error bound   ̅ so that     i.e. the 

approximate  -function obtained by (5.4.6) satisfies       ̅ and              ̅    for 

         . Depending on the discount factor   and the Lipschitz constant   , the bound 

is given as follows: 

1L          
 

1 1

z
K k z

k x u r T r
z

L L
K k L L L L

L
 





 
   







  
      
  

  

  (5.4.7) 

1L       
 1

2k x u r T r

K k
K k L L L  

  
 


   


  (5.4.8) 

1L         1
1

2 state

K k
N

k x u r K z
z

K k L L L     


  


 
    

 
  (5.4.9) 

5.4.2.1 Lipschitz property of    

Before giving the proof of proposition 1, we explore the Lipschitz property of   . Hereafter, 

we prove that the     function is Lipschitz for         . Knowing that   function is 

Lipschitz and the exact optimal Q function     is equal to the terminal return as        

 : 

    * ,KQ x u T x    

Consequently,     is Lipschitz. Considering an arbitrary time stage   (          ), we 

obtain the following inequality               : 

 

   

         

         

         

* *

* *
1 1'

* *
1 1'

* *
1 1'

, ', '

, max , , ', ' max ', ' , '

, , max , , ' ', ' , '

, , max , , ' ', ' , '

k k

k ku u

k ku

k ku

Q x u Q x u

r x u Q x u u r x u Q x u u

r x u r x u Q x u u Q x u u

r x u r x u Q x u u Q x u u

   

  

  

 

 

 



   

   

 

 

  
 

  (5.4.10) 

Note that the stage reward function   is Lipschitz. Therefore, we can bound (5.4.10) using the 

triangular inequality property as follows: 
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   

       

* *

* *
1 12 2 '

, ', '

max , , ' ', ' , '

k k

r k ku

Q x u Q x u

L x x u u Q x u u Q x u u   
 



     
  (5.4.11) 

Supposing that for an arbitrary time stage   (          ),       is Lipschitz and its 

Lipschitz constant is     . The inequality (5.4.11) can be expressed as: 

 

   

     

   

  

* *

12 2 2'

12 2 2 2

1 2 2

, ', '

max , ,

k k

r ku

r k

r k

Q x u Q x u

L x x u u L x u x u

L x x u u L L x x u u

L L L x x u u





  











 



     

       

   

 

   

 

   

Then,     is also Lipschitz and its Lipschitz constant is 1k r kL L L L  . As a result, the     

function is Lipschitz for           . Now we write the general form for the Lipschitz 

constant    as follows: 

When 1L  , 1k r kL L L   . The Lipschitz constant    is: 

  k r TL K k L L      

When 1fL  , 1k k fL L L L   . The Lipschitz constant    is: 

    
  1

1 1 1

K k
K k K kr r

k T T r

LL LL L L L L L
L L L



 

  


 

  



   
         

   

At last, before giving the proof of the proposition let us give also a property shared by the 

membership functions  i x . They hold a convex property, i.e. for any state x : 

  
1

1
M

i
i

x


  (5.4.12) 

Therefore, trivially we can decompose (5.4.12) as: 

  
  

 
  

 
1 | 0 | 0i i

M

i i i
i i i x i i x

x x x
 

  
    

       
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With 
  

 
| 0

0
i

i
i i x

x



 

  and
  

 
| 0

1
i

i
i i x

x



 

 . Moreover, for the terms of the second sum, 

denoting   | 0k iI i x  , ki I  defining x  as the state resolution step we can write: 

 2i xx x      

5.4.2.2 Proof of proposition 1 

The exact optimal time-varying Q-function can be expressed as (              and 

        ): 

  
1

* *
1 1max ,

k
k k k k ku

Q r Q u 


      

when    , 

    * * ,K K K KQ Q x u T x     

Or 

    *
1 1,K K KQ u T      

The approximate Q-function is  1, 2, ,1 and , k K K x X u U       : 

         
1

1 1
1

,  , maxˆ ˆ ,ˆ ,
k

M

k k k i k i k k i k kui

Q Q x u x r x u Q x u u  


 



   
  

   (5.4.13) 

with  ̅        
 
 
 
‖     

 
‖ and   

 
   . With the set   | 0k iI i x  , the 

approximation (5.4.13) becomes: 

       
1

1 1
ˆ ˆ, max , ,

k
k

k i k i k k i k ku
i I

Q x r x u Q x u u  


 



  
  

    

When    , 

    * ,ˆ ˆ
k K K K KQ Q Q x u T x     

Or 

    , 1 , 1,ˆ
i K K i KQ u T     



129 
 

The error between the approximate Q-function and the optimal one for arbitrary k: 

       

       

     

1 1

1 1

1 1

*

*
1 , 1 1 1

*
1 , 1 1 1

1 , 12 2

, max , max ,

, max , max ,

max ,

ˆ

ˆ

ˆ

ˆ max

k k
k

k k
k

k k
k

k k k

i k i k k i k k k k k ku ui I

i k i k k i k k k k k ku ui I

i k r i k k k k i k ku ui I

Q Q

x r x u Q u r Q u

x r x u Q u r Q u

x L x x u u Q u Q



    

    

   

 

 

 

   



   



 



 

    
  

   

     





  *
1 1,k k ku 

  (5.4.14) 

Using the triangular inequality property and introducing    * *
1 , 1 1 , 1, ,k i k k k i k kQ u Q u      the 

error can be bounded as: 

           

       

1

1

*

* * *
1 , 1 1 , 1 1 , 1 1 1

* *
1 1 , 1 1 1

max , , , ,

max ,

ˆ

ˆ

,

k
k

k
k

k k k

r x u i k k i k k k i k k k i k k k k kui I

r x u k i k k i k k k k kui I

Q Q

L x Q u Q u Q u Q u

L x Q u Q u



       

      





       



    



 

     

    





Thus:  

        
1

* *
1 1 , 1 1 1max , ,

k
k

k k r x u i k k i k k k k kui I

L x Q u Q u       


    



       (5.4.15) 

Since the optimal Q-function       is proved previously to be a Lipschitz function with the 

corresponding Lipschitz constant     , the inequality (5.4.15) can be expressed as: 

    
1

1 1 , 2
max

k
k

k k r x u i k k i k kui I

L x L       


 



       

With the Lipschitz property of   and the convex sum property   1
k

i
i I

x


 , we have: 

   1 1k k r k x uL L L           

With the same reasoning, the error between the approximate Q-function and the optimal one 

for                : 

 
  

  

  

1

2 1 1

3 2 2

K K r K x u

K K r K x u

K K r K x u

L L L

L L L

L L L







    

    

    



  

  

   

   

   
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   1 1K m K m r K m x uL L L              

Summing up the right and the left sides of the inequalities above, we obtain the error      

as: 

  

   1
1

m

K m K r K z x u
z

L L L      



      (5.4.16) 

Since we can compute the exact Q-function of the final state, the error       With      

and (5.4.16), we have: 

   1
1

m

K m r K z x u
z

L L L     



     (5.4.17) 

For the special case 1L  , the bound of (5.4.17) can be expressed as: 

  
1

2K m x u r T r
mm L L L  

 
    

 
  

And with k K m   it corresponds to (5.4.8). 

Otherwise, when 1L   and 1L  , with k K m  , (5.4.17) can be bounded as: 

      
 

 
1 1

z
K k z

k r x u T r x u
z

L L
K k L L L L

L
 





 
     







 
      
 
 

   (5.4.18) 

Which corresponds to (5.4.7). Note that if 1L   or 1L  , the error bound    converges 

to zero when the resolution steps    and    tend to zero. For 1L  , due to  
z

L  the 

proposed error bound    above increases exponentially, when the horizon increases. Since the 

horizon is finite, the error bound converges still to zero when the resolution steps    and    

tend to zero. In what follows, we search a new error bound which provides a better feature in 

terms of convergence.  
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When 1fL  , another error bound can be considered as follows. Consider again the error 

k between the approximate Q-function and the optimal one, in (5.4.14) and introducing the 

null quantity    1 1 1 1
ˆ ˆ, ,k k k k k kQ u Q u      a new bound can be obtained as: 

            

       

1

1

*

*
1 , 1 1 1 1 1 1 1

1 1 , 1 1 1

max , , , ,

max ,

ˆ

ˆ ˆ ˆ

ˆ ,ˆ

k
k

k
k

k k k

r x u i k k i k k k k k k k k k k kui I

r x u k i k k i k k k k kui I

Q Q

L x Q u Q u Q u Q u

L x Q u Q u



       

      





       



    



 

     

    





  

Define the new set of indexes:       {      (    )                }, we have: 

         
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With         
  
‖       

  
‖ and   

  
   . Using the Lipschitz property of   and the 

convex um property of the triangular membership function   with the Lipschitz constant    

and    respectively, 
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With the inequality (5.4.19), the inequality (5.4.20) can be relaxed: 
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For every x, only a finite number         of MFs are non-zero and the cardinality of       

     
          . Then, 
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And  
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With the same reasoning, the error between the approximate Q function and the optimal one 

for                : 
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Summing up the right and the left sides of the inequalities above, we obtain the error      

as: 
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And we get with k K m  : 
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That corresponds to (5.4.9), the last expression of proposition 1. At last notice that we have 

also for the last case (5.4.21)
0, 0

lim 0
x u

k
 


 

 , 1, ,0k K   that ends the proof.  

5.5 Reinforcement Learning for Energy Optimization of PAWs 

To represent the optimal control problem (5.3.4), where the objective is to minimize the 

electric energy consumption for a given driving task while producing a desired initial-to-final 

constraint of users, the terminal reward and the stage reward of (5.3.6) are defined as follows: 
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  (5.5.1) 
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where the state vector is    [          ]
 

 and the control input is the motor torque 

     . 

Since the driving task is to travel a predefined distance, negative human torque and negative 

motor torque are inefficient in terms of metabolic-electrical energy consumption over the 

driving task. Moreover, due to the actuator limitations, the maximum torque that the motor 

can provide is     . Therefore, the control is bounded:          . Since the distance is 

monotonic, it acts as a proxy for time, which can be implicitly used by the algorithm instead 

of an explicit time variable. Therefore, we can use a time-invariant solution  ̅      to 

approximate the optimal time-varying solution in (5.4.2). We approximate the deterministic 

part  ̅ of the motor torque by the following RBF expansion: 

    T
k l kx x     (5.5.2) 

where the RBF          ‖     ‖  ,          is the center vector of the RBFs,   is the 

total number of RBFs and   is the radial parameter. Since the radial parameter   is the same 

for each RBF, all the RBFs have the same shape. 

Hereinafter, for each variable, a subscript or index P (resp. G) stands for PoWER (resp. 

GPOMDP). 

In model-free Policy Search, exploration is indispensable to learn the unknown dynamics. 

Stochastic policies are needed to explore. To this end, we use a parameterized policy with the 

parameters    Then, the stochastic policy distribution is  ̃          . Under this stochastic 

policy, the probability distribution       over trajectories   can be expressed in the following 

way:  

      
1

λ  0 λ 
0

| ,
K

k k
k

p p x u x k 




    (5.5.3) 

where       is the initial state distribution. Under trajectories   generated by  ̃  , the 

expected return is: 

    λ  λ R p R d      (5.5.4) 
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5.5.1 GPOMDP 

The GPOMDP (Gradient of a Partially Observable Markov Decision Processes) algorithm 

(Peters et al. 2006) updates the control parameters   in the steepest ascent direction so that 

the expected return (5.5.4) is maximized. We apply this algorithm to estimate the gradient 

   ̅ , which can be obtained from the stage rewards    and the distribution  ̃ . The entire 

procedure is given in Algorithm 2, where   is the total trials.  

 

In line 3 of Algorithm 2, for each iteration   we generate    trajectories using the stochastic 

policy with     Applying the Likelihood Ratio Estimator, calculating the gradient    ̅ is 

transformed to calculating       ̃          . To this end, zero mean Gaussian noise    is 

added to the executed action and renders the policy (5.5.2) stochastic. In order to prevent the 

executed action from violating the action saturation limits, the stochastic motor torque is 

selected with: 

  sat
GT
l k Gq x z      (5.5.5) 

where      is a smooth saturation (the Gaussian error function (5.5.5) shown at the top of 

Figure 5.5.1) between [      ] such that the stochastic action is differentiable with respect 

to    . When the optimal action is close to the borders of the interval [      ], using the 

original return (5.5.1) without input saturation can lead to the divergence of the parameters. 

To address this problem, a penalty function   is added to the stage reward (5.5.1) as follows: 

    2
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  (5.5.6) 

Algorithm 2. GPOMDP 
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where    is the constraint penalty weight. The function  , shown in Figure 5.5.1 bottom, is 

defined as follows: 
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  (5.5.7) 

which penalizes the (stochastic) action when it is close to the saturation value. The objective 

of   is to keep the mean value of the stochastic actions inside the interval [      ]. 

 

 Smooth saturation function satq  (above) and penalty function    for max 50U N  (below) Figure 5.5.1.

Recall that we use a time-invariant policy. Consequently, the stochastic action distribution 

does not depend on the time stage    but on the state   . According to (5.5.5), the distribution 

 ̃ 
         of the stochastic motor torque   is: 
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  (5.5.8) 

The derivative of (5.5.8) with respect to     is used to estimate the gradient    ̅  in Algorithm 

2 and to update the parameter vector    . By tuning the parameters         of the basis 
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functions (5.5.2), the standard deviation    and   , the reward weights        , the learning 

rate   and the penalty weight   , we have all the conditions to update the parameters   . 

The stochastic policy distribution  ̃  is available, so that the gradient    ̅  can be computed. 

The expected value is approximated by Monte Carlo techniques using the    trajectories. The 

learning rate   has to be tuned manually in order for the control parameters   to converge 

efficiently. 

5.5.2 Simulation validation with baseline solution 

To solve the finite-horizon problem, we use first the model-based approach i.e. the algorithm 

1 to derive a baseline solution. The whole set of parameters is shown in Table II. We choose 

the discount factor   as 1. For a horizon of 10s with a sampling time 0.05s, the number of the 

backward iteration is 200. To represent the finite-horizon return, the terminal cost is used 

firstly to compute the Q-function of the last time step, and then each stage is gradually added 

via the backward dynamic programming iterations. In total, 200 Q-functions are generated to 

represent a time-varying Q-function for a horizon of 10s. Moreover, we derive the policy 

from the obtained time-varying Q-function in the forward direction, by choosing the action 

which maximizes the Q-function of that step and apply it to the system. 

Table II. PARAMETERS OF THE CONSIDERED HUMAN-WHEELCHAIR DYNAMICS 

Meaning Notation [units] Value or domain 

Sampling time    [ ]      

Human parameters 

Recovery coefficient 

Fatigue coefficient 

MVC 

Fraction of      

Human control gain 

 [   ] 

  [   ] 

    [ ] 

  

   

       

      

    

    

   

Wheelchair parameters 

Wheel radius   [ ]      

Maximum velocity      [     ]   

System matrix A  [
     
       

] 

Input matrix  B  [
 

      
] 

Driving schedule configuration 
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Finite horizon       

Initial state of fatigue     
     

Desired final human fatigue             

Distance-to-go      [   ]    

State-space and action-space region 

Distance    [   ] [    ] 

Velocity    [     ] [   ] 

State of fatigue     [        ] 

Motor torque   [  ] [    ]           

 

For the PG approach, an equidistant three dimensional       grid is selected as the 

centers of the RBFs. In total, 200 RBFs        and       , together with a parameter 

vector        are used to approximate the controller (5.5.2). The learning rate   is chosen as 

    . 

 

 Simulation results provided by GPOMDP algorithm and ADP algorithm Figure 5.5.2.

A number of 8000 trajectories of 10s are performed to learn the control parameters  . We 

compare the solution of PG with the solution obtained by the ADP. As shown in Figure 5.5.2, 
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PG approach (solid line) has a similar performance with ADP approach (dotted line). The 

simulation results are: the final return is         for PG (the energy consumption:         

and the terminal penalty:        ). The final return is         for ADP (the energy 

consumption:           and the terminal penalty:          ). The PG approach provides 

12.7% less return than ADP. However, the PG approach eliminates the need for a model by 

accepting this loss in return. It is important to mention this 12.7% difference includes both an 

electrical energy component and a difference in the final Sof reached by both methods. 

From a practical point of view, first the “user” (of course it is an abuse of language as this is 

only simulation) cooperates with the motor to push the wheelchair. After reaching a suitable 

velocity between    and     , the “user” reduces his applied force to reduce his fatigue. 

During this time, the electrical motor provides the main input to maintain this velocity. In the 

reminder of the driving, the motor assistance is reduced gradually to minimize the energy 

consumption. Moreover, the “user” tries to attain the desired final fatigue level by reducing 

his force. The system uses the kinetic energy given previously by the user and the motor to 

end the mission. During the driving task, the provided assistive algorithm tries to provide an 

energy-efficient assistance to the user so that his final fatigue level reaches the desired one.  

For the model-free PG approach, we have a terminal error of 0.05 between the final of KS  and 

the desired final value of refS 
 (0.02 for the ADP approach). This error can be reduced by 

increasing the weighting factor    . However, the energy consumption should have a 

significant weight in the return function (34) to fulfill the optimization objective. The weight 

parameters    ,     and     must be tuned to have a tradeoff between reaching the terminal 

conditions and minimizing the energy consumption. The learning rate   tuning also depends 

on the weighting factors and parameters        . Since no prior knowledge about the 

optimal policy is available, an equidistant grid on the given intervals is chosen for the centers 

of the RBFs. If we increase the number of RBFs, the approximate controller may tend to the 

optimal solution after receiving enough training. Roughly speaking, around 20-30 

preliminary experiments are required to fix the 4 parameters and the RBFs used in this work. 

As a considerable amount of data is needed to obtain a high performance controller, more PG 

learning techniques will be investigated to reduce the learning time in the next section. The 

ultimate objective is to develop an efficient real-time learning control of PAWs. 
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5.6 Applying PoWER to improve Data-Efficient  

The energy optimization problem in the previous section requires a considerable amount of 

data to get a solution, which in practice would be impossible to obtain. Therefore, the main 

purpose of this section is to increase the data efficiency. To achieve this goal, we propose two 

ideas. The first one is to use a more efficient PG algorithm, namely PoWER. Secondly, as 

observed in (Feng et al. 2018) the operating region in the state space is concentrated on a few 

radial basis functions (RBFs); therefore, for the remaining RBFs the parameters remain 

constant or have a very small gradient. Reducing the parameters to the significant ones will 

accelerate the learning speed. Using Fuzzy Q-iteration as the baseline solution, we compare 

the performance of the two PG algorithms (PoWER and GPOMDP) with the new controller 

parameterizations and the one in previous section.  

5.6.1 PoWER 

To obtain a higher expected return, we may consider a new distribution        over 

trajectories that might provide a better expected return than the previous one i.e. 

∫             ∫           . The new expected return ∫             with parameters 

   is lower-bounded by a quantity        that depends on  . The analytical expression of 

    
   (Kober and Peters 2009) is expressed as follows: 

         'λ λ ||DL p R p 
     (5.6.1) 

The selection of    can be done by maximizing the lower bound        to implicitly 

maximize(5.5.4). In (Dayan and Hinton 1997), the authors show that maximizing        

guarantees the improvement of the expected return. The intuition is that if            , 

the new    will put more probability mass on    than   does. 

PoWER (Policy learning by Weighting Exploration with the Returns) is one of gradient-free 

optimization criterion which works by maximizing the lower bound       . Moreover, a 

deterministic policy is approximated by general basis functions   i.e.  ̅                 

For exploration, Gaussian noise is added directly to the parameter vector  . Using importance 

sampling (Neal 2001), the parameters   are updated with the    trials which have the highest 

return among the performed trials. The formula to update the parameters is (Kober and Peters 

2009): 
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The whole method is given in Algorithm 3. 

 

The exploration is carried out in the parameter space as previously explained. The zero mean 

Gaussian noise vector    with the standard deviation    is added to the parameters and 

renders the action stochastic as follows: 

     sat 0, ,
TP

max l P kU z x    (5.6.3) 

where the stochastic motor torque is saturated between            and the parameter vector 

  
  is updated by (5.6.2). By tuning the parameters         of the basis functions (5.5.2), the 

standard deviation    and we have all the conditions to update the parameters   .  

5.6.2 Learning time comparison between GPOMDP and PoWER 

In this section, simulations are carried out to compare the proposed methods. The whole set 

of parameters is shown in Table II. The human model parameters are adapted from (Fayazi et 

al. 2013) to have a reasonable fatigue and recovery rate to avoid a trivial optimal solution. 

The control strategy is approximated over the state-space and action-space region given in 

Table III. The configurations and learning parameters of the return function, penalty function, 

model-based policy, and model-free policies are shown in the following Table III. 

 

Algorithm 3. PoWER 

                

                  

                                                       

                                                        

                                                   

                                
∑             
  
   

∑      
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Table III. RETURN FUNCTION, PENALTY FUNCTION, MODEL-BASED POLICY, MODEL-FREE 

POLICIES CONFIGURATIONS, AND LEARNING PARAMETERS 

Return function and penalty function configuration 

Reward weight matrix [      ] [       ] 

Penalty weight         

Q-function approximation 

Centers of triangular functions   distributed on an 

equidistant grid 
         over the state-space (  [       ]

 
) 

Number of equidistant discrete actions    

Radial basis functions (5.5.2) configuration 1 

Radial parameter       

Centers of RBFs distributed on an equidistant grid       

Total number of RBFs       

Radial basis functions (5.5.2)  configuration 2 

Radial parameter       

Centers of RBFs distributed on an equidistant grid       

Total number of RBFs      

GPOMDP parameters 

Learning rate         

Standard deviation      

PoWER parameters 

Importance sampling        

Standard deviation      

 

The number in the legend gives the total parameters of the controller approximation (5.5.2) 

for each simulation. A mean value along with a     confidence interval calculated for 10 

independent simulations is given (each simulation with 400 trials). Figure 5.6.1 shows that 

with the same policy parametrization, PoWER has a considerably higher data efficiency than 

GPOMDP. GPOMDP-25 and GPOMDP-200 give a similar final performance. Considering 

the mean, 90% of the baseline return is provided in around 100 trials by PoWER-25. The 

same performance is given in around 200 trials by PoWER-200. Overall, PoWER-25 is the 

best choice among the considered configurations. 
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 The mean performance and 95% confidence interval on the mean value of PoWER with 25 Figure 5.6.1.

control parameters (PoWER-25), PoWER with 200 (PoWER-200), GPOMDP with 25 control 

parameters (GPOMDP-25) and GPOMDP with 200 (GPOMDP-200) 

 

 Controlled trajectories provided by GPOMDP and PoWER and fuzzy Q-iteration algorithm Figure 5.6.2.
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For the next simulations, we focus on the final near-optimal behaviours provided by PoWER-

25 and GPOMDP-25. To this end, 400 trials and 8000 trials are performed to learn the 

parameter vectors    and   , respectively. The slow learning speed of GPOMDP is mainly 

due to the exploration noise added directly to actions at every step. This type of exploration 

strategy can cause a high variance for learning algorithm (Kober et al. 2009) and leads to a 

poor performance in terms of data-efficiency. As shown in Figure 5.6.2, the first solution of 

the model-free methods PoWER (red solid line) and GPOMDP (blue solid line) are 

comparable to the model-based fuzzy Q-iteration (black dotted line baseline solution). 

PoWER-25 has the fastest convergence among other approach and other configuration. The 

final return is       ,       , and        for GPOMDP, PoWER and fuzzy Q-iteration 

respectively. Here again, PoWER delivers a better solution than GPOMDP in terms of final 

return. 

The simulation was done on an Intel Core i7-6500 CPU @ 2.50GHz. The average elapsed 

CPU time to compute a control action is         s,         s,         s, and     

    s respectively for PoWER-25, PoWER-200 GPOMDP-25 and GPOMDP-200. As their 

elapsed CPU time is significantly less than the sampling time of     s, it is possible to embed 

them into a real PAW. 

5.6.3 Adaptability to different human fatigue dynamics 

In this section, we turn our focus towards adaptation to human fatigue variability, which is 

crucial for a personalized PAW. In what follows, we investigate only the adaptability of 

PoWER-25 to these changes, since it provided the best results in the previous section. The 

objective of this investigation is to confirm the possibility of having a generic solution for 

different human fatigue dynamics. To represent various human fatigue dynamics, we change 

the parameters of the human fatigue (5.2.1) as follows: 

1 ; 
η

F F    ;  ηR R    '
vc vcM M η   

where  ,   ,     are the nominal parameters used in Table II. A value 1η  corresponds to a 

user physically stronger than the nominal one, because they get exhausted slower, recover 

faster and have more Maximum Voluntary Contraction force. On the contrary, 1η  

corresponds to a physically weaker user. Adaptation starts from the parameters found using 

the nominal model. As a baseline, we compare this adaptation procedure with simply 
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resetting the parameters to zero values when the model changes. The same variance    of 

Section 5.6.2 is applied for exploration. Both stronger  2η   and weaker  1/ 2η  users 

are studied. Figure 5.6.3 shows that PoWER is clearly much more efficient, when initialized 

with the nominal model, being able to provide a good return directly and to find a new near-

optimal solution for the new fatigue dynamics in less than 50 trials. 

In order to confirm that the assistive control can adapt to a bigger range of parameter 

changes, we carry out the same comparison for                    . Table III gives 

the baseline return for each  , the minimal return for each case and the number of trials to 

converge to 90% of the corresponding baseline return for both initializations. The asterisk *  

represents situations where the learning algorithm fails to converge to the 90% of the baseline 

return within 400 trials.  

 

 The mean performance of PoWER for both initialization (Top: 2η  and bottom 1/ 2η ) Figure 5.6.3.

Table IV shows that both initializations have similar convergence for 8η . For 3η , the 

initialization to zero has a faster convergence. This result may be because that the 

initialization to zero is closer to the optimal solution. Nevertheless, for all the other η , the 

initialization with the nominal model converges faster. Overall, starting learning with the 

nominal solution can guarantee a higher minimum return. Moreover, PoWER with prior 

knowledge adapts reasonably well to human fatigue dynamic changes without tuning again 
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the learning parameter  . This study therefore confirms the possibility of providing an 

adaptive solution for different human fatigue dynamics. 

Table IV. POWER WITH VARYING FATIGUE MODEL (ZERO: INITIALIZATION TO ZERO, 
NOMINAL: INITIALIZATION WITH THE NOMINAL MODEL. THE MINIMAL RETURN IS 

NORMALIZED BY THE CORRESPONDING BASELINE RETURN) 

η  Baseline return 

(fuzzy Q-

iteration) 

PoWER 

Minimal return Number of trials 

Nominal Zero Nominal Zero 

8 -361950 1.25 2.30 39 37 

4 -96723 1.76 4.96 33 56 

3 -54018 2.14 7.58 47 34 

2 -32744 2.38 12.43 48 65 

1/2 -150920 1.51 5.25 10 * 

1/3 -207400 1.86 5.52 198 * 

1/4 -299540 1.76 4.50 37 * 

1/8 -657620 1.56 2.73 30 * 

 

5.6.4 Experimental Validation 

To demonstrate the effectiveness of the proposed learning algorithm, proof-of-concept 

experiments have been conducted on the PAW prototype. Via a joystick, the user can return a 

subjective evaluation of his/her     to the control algorithm. When the user pushes the 

joystick to the negative or positive Y-direction, the joystick returns to the algorithm a discrete 

value    or  , respectively. The neutral position of the joystick returns a discrete value  . 

These three discrete values      and   mean respectively that the user feels too tired, is 

comfortable, and feels insufficiently tired (is willing to exercise more). The discrete signal is 

filtered so that when it changes between two levels (among -1, 0 and 1), its filtered version I 

provides a gradual transition between these levels. Furthermore, to avoid the need for too 

many pushes of the joystick, after such a transition the filtered signal is kept nearly constant 

for a certain duration. 

The driving scenario consists in riding on a straight flat road with a given reference velocity 

     set by the user. The velocity estimated from the position encoders is available via the 

computer connected to the data acquisition system. The control objective is to minimize both 

the electrical energy and the use of the joystick, while tracking the reference velocity. 

Therefore, the stage reward function is: 
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  
2 2 2
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where       is the given reference velocity at sample  . The reward weights are       , 

         and         . Note that any joystick signal     is penalized. The controller 

is configured as a PI-type law: 

    1 2 3 4 5
0 0

k k

k k ref k ref k hkU v v v v I I F     
 

       i i i

i i

  (5.6.5) 

The first four terms of the controller (5.6.5) are used to track the reference      while keeping 

the filtered joystick signal   to  . The term 5 hkF   is for compensating the human input. 

One healthy male volunteer (29-year-old) performed the proof-of-concept experiments. There 

are 5-minute rest periods between consecutive trials. In total, 24 trials with the same driving 

condition have been carried out on the same day to learn the parameter vector λ  in (5.6.4). 

Figure 5.6.4 shows the total return of each trial. Among the 24 trials, 3 trials went unstable at 

the beginning of learning. For these trials, the velocity is oscillating around the set-point and 

the amplitude of oscillation is increasing. Therefore, the user stopped immediately the 

wheelchair and a very low return was given to the learning algorithm to avoid such situations 

in the future. The return tends to increase gradually after performing these trials. We notice 

that the obtained curve of return is noisy. Due to the time-consuming nature of the 

experiment, it is not feasible to perform many trials to obtain a smooth mean return.  

 

 The total return of each trial Figure 5.6.4.
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Figure 5.6.5 shows the trajectories of the first four stable trials and the last four trials. The 

motor torques are normalized between -1 and 1. The values 1 and -1 represent respectively 

the maximum torque in the position direction and the maximum torque in the negative 

direction. We remark that the user does not push the joystick anymore in the last four trials. 

The joystick signal   sums up the influence of main physiological and psychological factors 

to tell the learning algorithm what assistive torque is suitable to users. The fact that the user 

does not use the joystick at the end means that after training, the provided assistive torques 

are acceptable in terms of the sensation of fatigue. Another consequence of training is that the 

user and the controller track together the given velocity more smoothly.  

Through these proof-of-concept experiments, we conclude that the proposed learning 

algorithm PoWER is able to improve the performance of the controller (5.6.4). For a final 

commercial product, there will be a certain accommodation time to obtain a satisfactory 

performance, during which a health professional would help the user interact with the PAW. 

 

 The trajectories of the first four stable trials and the last four trial. (The instant where the Figure 5.6.5.

joystick is pushed is indicated on the   signal) 
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5.7 Summary 

In this chapter, a novel PAW control design has been proposed for paraplegic wheelchair 

users. The assistive strategy is based on energy optimization, while maintaining a suitable 

fatigue level for users and using minimal electrical energy over a distance-to-go. This optimal 

control problem was solved by the online model-free reinforcement learning methods 

PoWER and GPOMDP. Their near-optimality was confirmed by the model-based approach 

finite-horizon Q-fuzzy iteration. An important contribution is that the near-optimality of 

finite-horizon Q- uzzy iteration was proven. In addition, simulation results confirmed that 

PoWER with a simplified controller parameterization provides a considerably higher data 

efficiency, which renders the model-free framework better applicable in practice. Moreover, 

an investigation has been done to illustrate that PoWER is also able to adapt to human fatigue 

dynamic changes. Finally, a proof-of-concept experiment has been carried out to demonstrate 

the feasibility of the approach in practice.  

Based on the proof-of-concept study of this chapter, next chapter gives the conclusion of the 

thesis and proposes an idea to integrate the model-free approach into the model-based 

assistive control.  
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Chapter 6. Conclusion and future works 

6.1 Conclusion 

The work presented in this thesis tried to propose solutions for the assistance of Power-

Assisted Wheelchair (PAW) with a minimum of sensors for the larger possible population of 

disabled persons. The goals were twofold: reducing the hardware cost to render the assistance 

kit as affordable as possible and rendering the assistance adaptable (as transparent as 

possible) to this highly heterogeneous population. 

A “pure” classical approach of automatic control via an exhaustive modelling of both the 

wheelchair and the human was therefore prohibited. Effectively, not only heterogeneity 

would have been an important issue, but also feeding the model parameters would have been 

impossible case-by-case. Thus, two completely, not opposite, but different ways were 

explored during this work. The first one was to take profit of the best possibilities of 

performance and robust control techniques based on a mechanical model of the wheelchair. 

Results obtained were beyond our initial expectations, especially because we were able to do 

the assistance design without needing the main corrupted variable which is the user’s 

amplitude of propelling. The second way was to explore the possibilities of learning 

techniques applied without model for the assistive control. It was done keeping in mind, as 

people from automatic control community, that issues about proofs of convergence were 

important. 

In order to highlight the current disability issues, Chapter 1 presented first the economic and 

social context and their corresponding challenges, such as high cost of assistive devices and 

heterogeneous disabled population. In such context, the chapter 2 provided a literature review 

of mechanical models of the wheelchair, model-based control and model-free control free 

techniques. This chapter were useful for the model-based PAW assistance design presented in 

Chapter 3 and Chapter 4 and for the model-free PAW assistance design of Chapter 5. The 

main contributions of this work are resumed as follows: 

An innovative model-based assistive control has been proposed for a Power-Assisted 

Wheelchair. Using an unknown input observer (“software” or “virtual” sensor), human 

torques sensors are not required anymore and the cost of the assistive device is reduced 
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(Mohamad et al. 2015). Thanks to the reconstructed human torques, an algorithm is provided 

that allows defining reference trajectories for the center and yaw velocities. In addition, 

actuator saturation and uncertainties (user’s mass and road conditions) were taken into 

account to design a robust observer-based tracking controller. The stability analysis of the 

complete closed-loop system was possible using an LMI constraints formalism under a two-

steps algorithm. The effectiveness of the whole assistive control was confirmed via both 

simulations and experimental real-time tests. 

A model-free assistance was designed for the PAW application. A case study illustrates the 

possibility to adapt the heterogonous disabled population (such as different human fatigue 

dynamics) using learning algorithms. To verify numerically the optimality of the model-free 

design, we used a model-based approach, such as finite-horizon fuzzy Q iteration, to derive a 

based-line solution. The (near-)optimality and the consistency of the finite-horizon fuzzy Q 

iteration were proved analytically. Moreover, a proof-of-concept experience was performed 

for validating the model-free design. 

Based on the above design experiences, we finally proposed an idea to combine the model-

based control and the model-free control to design a kind of personalized assistance of a 

PAW. This future direction for research seems promising as it will combine the advantages of 

both fields. References parameters would be adapted from learning techniques with 

guarantees of convergence and a high level of confidence, whereas tracking of the references 

would be ensured by the robust observer-based tracking controller. we give more 

perspectives in the next section. 

6.2 Control-learning framework proposal and future works 

In the previous three chapters, model-based control and model-free control solve separately 

two main problems of the PAW application. Based on a model-based design, an assistive 

control for PAW applications has been presented in Chapter 3 and validated with 

experimental results in. Adaptability to unknown human fatigue dynamic has been achieved 

by the model-free approach in Chapter 5. With the design experiences obtained in this thesis, 

we propose an innovative idea to combine control and learning for constructing an intelligent 

PAW. Furthermore, some theoretical perspectives are given in this chapter. 
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Results obtained in Chapter 5 show the proposed model-free approach is able to improve the 

assistive control after training. However, the wheelchair is modelled as one dimensional and 

goes only straight. For a practical PAW application, the rotation of the wheelchair has to be 

considered. For such a consideration, the state vector consists of two states e.g. center 

velocity and yaw velocity. The control inputs are the right and the left motor torques. Since 

both the number of states and the number of control inputs increase, the number of the 

control parameters becomes important. Thus, the time for learning a satisfying control may 

also increase considerably. In addition, torque sensors are needed to compute the control 

action. 

From the results of Chapter 5, we can conclude that modelling the human-wheelchair system 

as a black-box may not be the best solution. Instead going from black-box to a grey-box 

seems a promising way. The prior knowledge of the human-wheelchair system has to be 

exploited. The simplified mechanical dynamic of the wheelchair is known in general. In order 

to remove torque sensors, a sufficiently precise model is first used to estimate human torques. 

To this end, an unknown input observer is designed. The simulation results in Section 3.2 and 

the experimental results in Section 4.1 confirm that a satisfying estimation performance is 

obtained. 

Despite of a satisfying performance provided by the model-based assistive control, the 

reference generation may not be optimal respect to a particular user. To give an obvious 

example, we analysis the braking performances according to the two different weight users of 

Chapter 3. During braking, the decreasing rate of the center velocity for a heavy user should 

be smaller than the one for a light user. The reason is that the wheelchair with a heavier user 

needs more braking distance to disperse an important kinetic energy. Such a longer braking 

distance can be obtained by a smaller decreasing rate of the center velocity. 

We show braking scenarios of both users in Figure 6.2.1 and Figure 6.2.2. These sequences 

are extracted from the experimental validations of Chapter 4. With these two example, we 

explain that a same constant decreasing rate of the center velocity for different users may not 

be optimal to obtain a personalized braking. 
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 Center velocity and center velocity reference during braking for user A and user B Figure 6.2.1.

(experimental results) 

 

 Motor torques during braking for user A and user B (experimental results) Figure 6.2.2.
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Figure 6.2.1 provides the center velocity, the reference center velocity and the operating 

mode. Both trials have a similar initial velocity before braking. Moreover, for both trials the 

reference center velocity computed by the algorithm for the braking are similar, since the 

assistive control has the same parameters for both users. To follow such a reference, the 

assistive system slows down the wheelchair by reducing the assistance in assistance mode, as 

shown in Figure 6.2.2. Then, the wheelchair is braked by the friction in manual mode. Since 

user A is light and user B is heavy, more braking torque is needed for user B to stop the 

wheelchair than for user A. To this end, the assistive system reduces more importantly and 

more quickly the assistive torque for user B than for user A, see in Figure 6.2.2.  

However, this quick change of assistive torque could make the user feeling uncomfortable 

and unsafe. From the feedback of user B, the assistive system brakes too strongly and he feels 

uncomfortable with it. Nonetheless, the assistive system provides a braking such that the 

lighter user feels comfortable and safe. Therefore, the decreasing rate   of the center velocity 

should to be adapted according to the user. 

In addition, different users may perform different pushing frequency to achieve a same 

desired center velocity. For example, since user B is physically strong, his propelling is more 

high amplitude and low frequency, whereas for user A it is medium amplitude and frequency. 

Of course, some level of pathology and/or weak disabled person will end with low amplitude 

and high frequency. As shown in Figure 6.2.3, the center velocity under the propulsion of 

user B is higher than the estimated reference. Therefore, the assistive system brakes 

constantly the wheelchair see Figure 6.2.4. To assist better the user, the reference generation 

function should provide a higher reference center velocity with a same pushing frequency for 

user B. Thus, having an adaptive   according to the user would be profitable. 
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 Reference estimation with an inappropriate parameter   Figure 6.2.3.

 

 Assistive torque with an inappropriate parameter   Figure 6.2.4.
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Of course, this illustrative example could cover more important issues, such has, braking 

acceptability for some disabled person pathologies. The same kind issues can appear for 

acceleration, turning and so on. Therefore, a more “personalized” assistance, especially 

through trajectory generation has to be thought for the future. This personalized assistance 

could be the right place for learning. 

In this context, we propose the idea shown in Figure 6.2.5 to integrate an adaptability to the 

proposed model-based design. In such a framework, the functionalities of the model-based 

control are to ensure the reference tracking and the stability of the system wheelchair + 

human. The functionalities of the reference generation are to produce the references based on 

an estimate of the human intention from the measurements. The quality of the estimated 

reference signals depend partly on the parameter vector  
T

   . With the help of a 

feedback from the human (for example via a button), the learning algorithm could produce 

and adapt a (near-)optimal parameter vector   * * * T
    and generate a (near-)optimal 

reference signal for a particular user. 

 

 Control-Learning framework proposal for PAW designs Figure 6.2.5.

If the learning function is removed in the framework of Figure 6.2.5, the assistive control can 

still provide the performance obtained in Chapter 3 and in Chapter 4. Based on this 

performance of the model-based design, this framework is expected to improve the assistive 

control and provide a satisfying performance at the very beginning of learning. 

Furthermore, the proposed idea exploits the prior knowledge of the human-wheelchair 

system. Based on the model-based design and the structure of the reference generation, the 

learning algorithm has only the parameter vector  
T

    to learn. The objective is to 

finding a (near-)optimal solution with few data. 

Human feedback 
(button)

Wheelchair

Reference 
generation

Model-based control

Learning algorithm

Human
  

  

 

    
    



156 
 

To extract meaningful feature of human behaviours from the limited measurement, the 

learning algorithm may need long-term trials for an adaptive strategy. Therefore, in the 

proposed framework, the learning control is modelled as a high level control which collects 

enough information to update the parameter vector  
T

   . The frequency of the 

parameter updates would be an important issue. Considering usual trips, long trips, user’s 

state of fatigue, the frequency of update should be in the range of some hours or every day or 

every few days. 

These three parameters are just given as an illustration of the global idea. Of course, a deeper 

research has to be done to determine the principal variables to adapt in order to gain a high 

level of drivability and fulfil the comfort requirements of final users. The way they have to 

return their feedback is also an important issue. The assistive control has to be as natural as 

possible, in order neither to increase their workload, nor to make them feel this task 

uncomfortable. At last, a critical issue would be to ensure that the low level model-based 

control can cope safely and robustly to the changes of reference. Moreover, the levels of 

safety and security have to be kept at a very high level. Therefore, some theoretical aspects 

have to be considered during the switching sequences of modification of the parameters. It is 

certainly challenging to combine proofs of robustness and convergence issues of the learning 

in a global framework.  
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