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Notation 

 

Symbols Descriptions Units 

A Coefficient of amplitude Torr.s-1 

a Empirical parameter for Archie’s law - 

aa 
Distance of the electrodes for the geometrical coefficient 

(apparent electrical resistivity) 
m 

Ac Cross sectional area for the determination of ρeff,c m2 

ac Empirical parameter for Archie’s law - 

At 
Total cross-sectional area of drained pores at negative 

pressure head for LTM without calibration procedure 
m2 

At,T 
Total cross-sectional area of all effective pores for LTM 

without calibration procedure 
m2 

an 
Specific interfacial area between the non-wetting phase 

and the wetting phase 
m2.m-3 

B Magnetic induction T 

bl Path length cm 

bµ Empirical constant for viscosity determination - 

C Dissolved phase concentration mg.L-1 

Cg Coefficient of soil gradation (particle diameter) - 

Ci Concentration of each component in the mixtures mg.L-1 

Ci,s Concentration of compound i in the solid phase mg.kg-1 

Ci,w Concentration of compound i in the aqueous phase  mg.kg-1 

Cio Ion concentration mol.m-3 

Co Molar concentration of the solubilized organic mol.L1 

Co,sol Aqueous solubility of the organic mol.L-1 

Cs Effective solubility mg.L-1 

Csc Storage coefficient - 

Csurf Total molar concentration of the surfactant added mol.L-1 

Csurf,CMC Molar concentration of the surfactant at the CMC mol.L-1 

Cu Uniformity coefficient (particle diameter) - 

Cw Concentration of dissolved substance mole.m-3 

cε 
Speed of light (velocity of electromagnetic waves) in 

vacuum 
m.s-1 

Cµ Empirical constant for viscosity determination - 

D Mass diffusivity m2.s-1 

Dc Capillary diffusion coefficient - 

De Electric displacement field C.m-2 

Dil
 Average optical densities - 

dji Optical density of the individual pixels - 

Dil
o  

Average optical densities for each pixel contained in the 

images of air-NAPL two fluid phase systems 
- 

Dil
 ow 

Average optical densities contained in the image of air-

water-NAPL three fluid system at il wavelength  
- 

Dil
w 

Average optical densities for each pixel contained in the 

images of air-water two fluid phase systems 
- 
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Symbols Descriptions Units 

[
Dil

Djl

]
mlnl

 Optical density on the mesh elements measured in both 

wavelength  
- 

Dkl

ow 
Average optical densities contained in the image of air-

water-NAPL three fluid system at kl wavelength  
- 

DM Diameter of a “medium” sand grain assumed as 0.05 cm m 

Dm
k,α

 
Tensor of mechanical dispersion of component k from α 

phase 
- 

Do
k,α

 
Free molecular diffusion coefficient of component k from 

α phase  
m.s-2 

Dp Particle diameter m 

Dr Optical density of reflected light - 

Dt Optical density of transmitted light - 

[D 
00]  Optical density for the dry sand - 

[D 
10] Optical density for the water-saturated sand - 

[D 
01] Optical density for the NAPL-saturated sand - 

D10, D50, D60 
Particle diameter such that 10%, 50%, or 60% of porous 

media are finer by weight 
m 

Ea Energy of activation eV 

Ec Electric field strength V.m-1 

Ek
α 

Source of k to the α phase over biotic and abiotic 

transformations 
kg.m-3.s-1 

Eµ Empirical constant for viscosity determination - 

F Faraday constant C.mol-1 

f Frequency Hz 

Fn(x) Normal pore-radius distribution function (LNM) - 

Fc Formation factor for Archie’s law - 

foc Fraction of organic carbon in the porous medium - 

fw Fractional flow function of phase w - 

g Gravitational acceleration m.s-2 

h Hydraulic head  m 

hc Capillary pressure head m 

he Non-wetting fluid entry pressure (m) m 

hm 
Related to the median of soil pore radius distribution 

function by the capillary pressure function (LNM) 
m 

Hmf Magnetic field A.m-1 

Hoc 
Changes in enthalpy of phase change for sorption of the 

chemical to organic carbon from water 
J.mol-1 

hpn 
Height of DNAPL from the filter at the bottom of the 1D 

column 
m 

hpw 
Height of water from the filter at the bottom of the 1D 

column 
m 

HSoc 
change of entropy of phase change for sorption of the 

chemical to organic carbon from water 
J.mol-1.K-1 

Hu Hue, color appearance parameters ° 

hwc Depth of the cone of depression of water m 

Ie Electrical current intensity A 
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Symbols Descriptions Units 

Ij𝑙i𝑙
r  

Intensity of the reflected light given by the individual 

pixel values 
- 

Ij𝑙i𝑙
0  

Intensity of the light that would be reflected by an ideal 

white surface 
- 

Ik
α 

Transfer of component k by phase change and diffusion 

throughout the α phase boundaries  
kg.m-3.s-1 

il Wavelength nm 

Ir Reflected luminous intensity - 

It Transmitted luminous intensity - 

It,in Incident light intensity - 

It,out Emergent light intensity - 

It,out,S Light intensity transmitted through a saturated sand - 

It,out,Sw
 Light intensity transmitted at a residual saturated sand - 

Iv Intensity of transmitted light - 

Ivd Emergent light intensity for the dry sample - 

Ivn Normalized light intensity for light transmitted methods - 

Ivs Emergent light intensity for the saturated sample - 

I0 Initial luminous intensity - 

J 
Solute mass flux dissolution from non-wetting phase to 

wetting phase 
mg.L-1.s-1 

Jc Conduction current density  A.m-2 

Jd Displacement current density A.m-2 

Je Total current density A.m-2 

Jk,x
α  

Diffusive flux of component k from α phase in the x 

direction  
kg.m-2.s-1 

jl Wavelength nm 

jl Sum index for a given spectral band i - 

K Hydraulic conductivity m.s-1 

k Intrinsic permeability m2 

Ka Geometrical coefficient for apparent electrical resistivity - 

kB Boltzmann constant eV.K-1 

Kc Mass transfer coefficient m.s−1 

kc Reaction rate s-1 

Kd Adsorption-desorption distribution mL.g-1 

Ke Equilibrium constant (for solubility in water) - 

ken Effective permeability of the non-wetting phase  m2 

kew Effective permeability of the wetting phase  m2 

KH Henry’s constant atm.m3.mole-1 

kij Tensor of intrinsic permeability m2 

Kl Lumped mass transfer term s-1 

kl Wavelength nm 

kla 
Average mass transfer coefficient for the non-wetting 

phase / wetting phase interface 
m.s-1 

Koc,i Organic carbon partitioning coefficient for compound i L.kg-1 

kr Relative permeability  - 

krn Relative permeability of the non-wetting phase - 

kr,α Relative permeability of each α phase - 
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Symbols Descriptions Units 

krw Relative permeability of the wetting phase  - 

kt Empirical parameter for light transmitted methods - 

k1r Relative permeability for the displaced phase - 

k2r Relative permeability for the displacing phase - 

L Length of the capillary m 

l Characteristic length m 

Lc Length of the cylinder for the determination of ρeff,c m 

Lp Stable pool length m 

Lε Waveguide length m 

m 
Fitting parameter depending on the width of pore-size 

distribution (VGM and VGB) 
- 

mc Cementing factor for Archie’s law - 

Ml 
Molar absorptivity or molar absorption coefficient, 

number of moles per liter of absorbing solution 
mol.L-1 

ml Vertical dimension of the matrix m 

mr Mobility ratio - 

MWH 
Molecular weight of the nonionic surfactant's hydrophilic 

groups 
g.mol-1 

MWL 
Molecular weight of the nonionic surfactant's lipophilic 

groups 
g.mol-1 

n Width of pore-size distribution (VGM and VGB) - 

N Number of pixels contained in the Area Of Interest - 

na 
Distance of the electrodes for the geometrical coefficient 

(apparent electrical resistivity) 
m 

ni Ion charge - 

nERT Saturation exponent (Archie’s law) (-) 

nl Horizontal dimensions of the matrix m 

nt Ratio of refractive indices - 

nt,1 
Refractive indice of the two media constituting the 

diopter 
- 

nt,2 
Refractive indice of the two media constituting the 

diopter 
- 

nµ 
Number of the components in the mixtures for viscosity 

determination 
- 

P Pressure of the liquid Pa 

Pc Capillary pressure Pa 

Pc(Lp) Capillary pressure at the down dip end of the pool Pa 

Pc
ref 

Reference capillary pressure at the reference temperature, 

Tref 
Pa 

Pc
T Capillary pressure at a given temperature T Pa 

Pc(0) Capillary pressure at the up dip end of the pool Pa 

Pe Measured entry pressure of the investigated porous media Pa 

Pe
dim 

Dimensionless entry pressure (measured in a different 

porous medium) 
- 

Pn Pressure of non-wetting phase Pa 

Pt Number of pores filled with water - 

Ps Global pressure Pa 
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Symbols Descriptions Units 

Pv 
Pressure of the vapor pressure of a dissolved substance in 

water 
atm 

Pvi Vapor pressure of component i in the mixing system Pa 

Pvi’ Pure vapor pressure of the component i Pa 

Pvt Total vapor pressure in the mixing system Pa 

Pw Pressure of wetting phase Pa 

Pz Medium polarization (dipolar moment per unit volume) C.m-2 

Pα Pressure of each α phase  Pa 

Q Flow rate m3.s-1 

qn Mass source of the non-wetting phase kg.m-3.s-1 

qpc Capillary mass source kg.m-3.s-1 

qps Global mass source kg.m-3.s-1 

qw Mass source of the wetting phase kg.m-3.s-1 

qα Mass source of the α phase kg.m-3.s-1 

R Ideal gas constant J.mol-1.K-1 

r Mean radius of wetting fluid/non-wetting fluid interface  m 

rc 
Radius of an electrical equipotentials hemispherical 

sphere (current density) 
m 

Re Electrical resistance Ω 

rP,max Maximum radius of membrane pores m 

rtube Radius of the capillary m 

Sa Air saturation - 

Sei Effective solubility of the component i in the mixture mg.L-1 

Sew Effective saturation of water saturation - 

Si Solubility of compound i mg.L-1 

Sn DNAPL (non-wetting fluid) saturation - 

Sni
 Initial nonaqueous phase saturation - 

Srn Residual DNAPL (non-wetting fluid) saturation - 

Srw Residual water (wetting fluid) saturation - 

Sw Water (wetting fluid) saturation - 

Sα Saturation of phase α  - 

T Temperature °C 

TK Temperature K 

tε 
Travel time for the pulse to traverse the length of the 

embedded waveguide 
s 

v Darcy velocity of fluid m.s-1 

Ve Electrical potential V 

vi Volume of the i phase - 

Vn Volume of DNAPL m3 

VT Total volume of material m3 

VV Volume of void-space m3 

vw Darcy velocity of the wetting fluid m.s-1 

vα,𝐱 Darcy velocity of phase α in the x direction m.s-1 

u Velocity of the fluid m.s-1 

W Molecular weight kg.mol-1 

Xi Mole fraction of component i in the mixture - 
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Symbols Descriptions Units 

(xi)org 
Mole fraction of organic phases of each component in the 

mixtures 
- 

z Direction of gravity - 

zl Distance from the column inlet m 

zn 
Distance from the water table to the DNAPL-water 

interface 
m 
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Symbols Descriptions Units 

α 
Fitting parameter inversely proportional to the non-

wetting fluid entry pressure value (VGM and VGB) 
m-1 

αg 
Fitting parameter inversely proportional to the non-

wetting fluid entry pressure value (GDM) 
m-1 

αNT
 

Angle between the direction of system flow and the 

horizontal direction (for NT determination) 
° 

αp Dip of the bedding below horizontal ° 

αPe
 Empirical constant for Pe determination - 

αt Thermal diffusivity m2.s-1 

αc,w Temperature coefficient of resistivity °C-1 

αε  
Empirical constant related to the geometry of the grains 

and their spatial distribution (for relative effective 

permittivity) 

- 

αµ Empirical constant for viscosity determination - 

αµ
′
 
 Empirical constant for viscosity determination - 

β Ratio of interfacial tensions between different liquids - 

βb 
Fitting parameter proportional to the non-wetting fluid 

entry pressure value (BRB) 
m 

βil
o 

Fitting coefficients of the linear regressions for average 

optical densities (for DNAPL) 
- 

βil
w 

Fitting coefficients of the linear regressions for average 

optical densities (for water) 
- 

βL 
Fitting coefficients related to the mass transfer 

correlations (Lumped domain) 
- 

βp Pore shape parameter - 

βPc
 

Fitting parameter related to the temperature dependency 

of interfacial tension and contact angle 
- 

βε Fitting parameter for the determination of εs−w−n - 

ϒ Constant depending on the green and blue intensity - 

γb 
Fitting parameter characterizing the pore-size distribution 

(BRB) 
- 

(γi)org 
Activity coefficients in organic phases of each 

component in the mixtures 
- 

εr = ε Relative effective permittivity - 

εair
   Relative effective permittivity of air - 

εair theoretical Relative effective permittivity of pure air - 

εn
   Relative effective permittivity of NAPL - 

εs
   Relative effective permittivity of soil particles - 

εs−n
  Relative effective permittivity of the soil-NAPL mixture - 

εs−w
  Relative effective permittivity of the soil-water mixture - 

εs−w−n 
Relative effective permittivity of the soil-water-NAPL 

mixture 
- 

εw
   Relative effective permittivity of water - 

εwater theoretical Relative effective permittivity of pure water  - 



Notation and definition of terms 

 

xxxii 

Symbols Descriptions Units 

εi Relative effective permittivity of the i phase - 

ε 
∗ Complex dielectric permittivity F.m-1 

ε 
′ 

Energy transfer by displacement currents, real part of the 

complex dielectric permittivity (F.m-1) 
F.m-1 

ε 
′′ 

Imaginary part of the complex dielectric permittivity 

(which captures the losses due to conduction and 

polarization) 

F.m-1 

εα Volume fraction of each α phase - 

ε0 Free space permittivity F.m-1 

εl Numerical constant for luminous intensity L.mol-1.cm-1 

η Fitting parameter (BCM & BCB) - 

θ Contact angle between the fluids and the solid surface ° 

θHA–EO–M 
Essential oil/hydro-alcoholic solution/membrane contact 

angle 
° 

θn Volumetric fraction of the nonaqueous phase - 

θni
 Initial volumetric fraction of the nonaqueous phase - 

θrw Residual porosity of wetting phase - 

θw Porosity of water - 

θws Porosity of wetting phase - 

λ Total mobility Pa-1.s-1 

λB 
Fitting parameter characterizing the pore-size distribution 

(BCM & BCB) 
- 

λc Capillary mobility m2.Pa-1.s-1 

λil
o 

Slope coefficients determined during calibration for 

average optical densities (for DNAPL) at il wavelengths 
- 

λil
w 

Slope coefficients determined during calibration for 

average optical densities (for water) at il wavelengths 
- 

λkl

o  
Slope coefficients determined during calibration for 

average optical densities (for DNAPL) at kl wavelength 
- 

λkl

w 
Slope coefficients determined during calibration for 

average optical densities (for water) at kl wavelength 
- 

λn Mobility of the non-wetting phase Pa-1.s-1 

λt Mass transfer coefficient per meter s-1 

λs Global mobility m2.Pa-1.s-1 

λw Mobility of the wetting phase Pa-1.s-1 

μ Dynamic viscosity of the fluid Pa.s 

μi Dynamic viscosity of each component of the blend Pa.s 

μio Ion displacement capacity m2.V-1.s-1 

μw Dynamic viscosity of wetting phase Pa.s 

μα Dynamic viscosity of each α phase Pa.s 

μ1 Fluid dynamic viscosity for the displaced phase Pa.s 

μ2 Fluid dynamic viscosity for the displacing phase Pa.s 

ξ Molar density mol.m-3 

ρ Density of fluid kg.m-3 

ρc=ρeff,c
′  Real effective electric resistivity  Ω.m 

ρc,bulk Real effective electrical resistivity of the bulk  Ω.m 

ρc,DNAPL Real effective electrical resistivity of the DNAPL  Ω.m 
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ρc,water Real effective electrical resistivity of the water Ω.m 

ρc,w 
Real effective electrical resistivity of the fluid at 

temperature T 
Ω.m 

ρc,wo
 

Real effective electrical resistivity of the fluid at 

temperature T0 
Ω.m 

ρe Electric charge density C.m-2 

ρn DNAPL (non-wetting phase) density kg.m-3 

ρ0
ERT 

Initial resistivity (ERT-electrical resistivity tomography) 

of the water-saturated medium (background resistivity) 
Ω.m 

ρt
ERT 

Real-time ERT (electrical resistivity tomography) 

measured resistivity of partially saturated medium (Ω.m) 
Ω.m 

ρt Ratio of reflected/initial luminous intensity - 

ρw Water (wetting phase) density kg.m-3 

ρα Density of each α phase kg.m-3 

σnw=σ 
Interfacial tension between the non-wetting phase and 

wetting phase 
N.m-1 

σaw 
Interfacial tension between the air phase and wetting 

phase 
N.m-1 

σb Width of soil pore radius distribution function (LNM) - 

σc
 = σc,eff

′  Real effective electrical conductivity S.m-1 

σc
∗ Electrical conductivity S.m-1 

σc
′  Ohmic conductivity S.m-1 

σc
′′ 

Dissipation due to the finite rate of displacement of 

charge carriers and to the various losses due to dispersion 

(chemical reactions or heat loss) 

S.m-1 

σH-EO 
Interfacial tension between the essential oil and the 

hydro-alcoholic solution 
N.m-1 

σns 
Interfacial tension between the non-wetting phase and the 

solid surface 
N.m-1 

σc,bulk Real effective electrical conductivity of the bulk S.m-1 

σc,DNAPL Real effective electrical conductivity of DNAPL S.m-1 

σc,w
  Real effective electrical conductivity of water S.m-1 

σws 
Interfacial tension between the wetting phase and the solid 

surface 
N.m-1 

τ Tortuosity - 

τl Transmittance - 

τsw Light transmission factors of sand-water interface - 

τsa Light transmission factors of sand-air interface - 

τt Light transmission factor - 

τα Second rank tensor of phase tortuosity coefficients - 

ʋ Kinematic viscosity m2.s-1 

υ𝜀 Function of the propagation velocity m.s-1 

ʋi Kinematic viscosity of each component of the blend m2.s-1 

νio Speed of ion I m.s-1 

Ø Porosity - 

ωcf Circular frequency rad.s-1 

ω̅k
∝ Mass fraction of component k in α phase (-) - 
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Ω 

Ratio of total cross-sectional area of drained pores at 

negative pressure head/total cross-sectional area of all 

effective pores 

- 
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Dimensionless numbers 

 

Gr Grashof number 

HLB Hydrophilic-Lipophilic Balance 

Le Lewis number 

MSR  Molar Solubilization Ratio  

NB Bond number 

Nca Capillary number  

NT Total trapping number 

Pe Péclet number 

Sc Schmidt number 

Sca
i  Aqueous-phase Schmidt number for species i 

Sh’ Sherwood number 

Sha
i  Aqueous-phase Sherwood number for species i  

Sh a
i,m

 Modified aqueous-phase Sherwood number for species i 

St Stanton number 

Re Reynolds number 

Rea Aqueous-phase Reynolds number 

ωD Damkohler number 
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Definition of terms 

 

ACCl Aromatic Carbon-Chloride Group 

ADEME Agence de l’Environnement et de la Maitrise de l’Energie 

AOI Area Of Interest 

BC Brooks-Corey 

BR Brutseart 

BRB Brutsaert Burdine 

BTEX Monoaromatic compounds (Benzene, Toluene, Ethylbenzene and Xylenes) 

BRGM Bureau de Recherches Géologiques et Minières 

CCD Charge Couple Device 

CPER Contrat de Plan État-Région 

CNRS Centre National de la Recherche Scientifique 

CHC Chlorinated HydroCarbon 

COC Chlorinated Organic Compounds 

CVOC Chlorinated Volatile Organic Compounds 

D3E Direction Eau Environnement Ecotechnologie 

DNAPL Dense Non Aqueous Phase Liquid 

EPIC Etablissement Public à Caractère Industriel et Commercial 

GD Gardner 

GDM Gardner – Mualem 

HCB HexaChloroBenzene 

HCBD HexaChloroButaDiene 

HCEa HexaChloroEthane 

IARC International Agency for Research on Cancer 

IFT InterFacial Tension 

LCE Laboratoire de Chimie de l'Environnement 

LD Lognormal Distribution 

LDM Lognormal Distribution Mualem 

LNAPL Light Non-Aqueous Phase Liquid 

LRM Light Reflected Method 

LTM Light Transmitted Method 

MAHYTEC MAtériaux HYdrogène TEChnologie 

MEEM Ministère de l’Environnement, de l'Énergie et de la Mer 

MESR Ministère de l'Enseignement Supérieur et de la Recherche 

MIAM Multispectral Image Analysis Method 

MP Management Plan 

MQA Media Quality Assessment 

MTES Ministère de la Transition Ecologique et Solidaire 

MRI Magnetic Resonance Imaging 

NAPL Non-Aqueous Phase Liquid 

NIEHS National Institute of Environmental Health Sciences 

PAH Polycyclic Aromatic Hydrocarbons 

PCE PerChloroEthylene 

PeCB PentaChloroBenzene 

PITT Partitioning Interwell Tracer Test 

PSO Projet Stratégique Opérationnel 

PVC PolyVinyl Chloride  
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PVDF PolyVinyliDene Fluoride 

RGB Red Green Blue 

RDI Research Development and Innovation 

REV Representative Elementary Volume 

SDBS Sodium Dodecyl Benzene Sulfonate 

SIAM Simplified Image Analysis Method  

SILPHES 
Solutions Innovantes de Lutte contre les Produits Halogénés dans les Eaux 

Souterraines 

SSE Sum of Squared Errors 

TCA 1,1,1-TriChloroethAne 

TCM Carbon tetrachloride 

TCE TriChloroEthylene 

TPH Total Petroleum Hydrocarbons 

UNIFAC Universal Functional Activity Coefficient 

UTINAM 
Univers Transport Interfaces Nanostructures Atmosphère et environnement 

Molécules 

VOHC Volatile OrganoHalogen Compounds 

VG van Genuchten 

VGM van Genuchten – Mualem 
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Résumé 

 

La pollution des eaux souterraines par des composés organochlorés constitue un problème 

majeur. En effet, ces polluants, particulièrement toxiques, dégradent durablement les sols et les 

eaux souterraines. Leur dispersion (par solubilisation et volatilisation) à partir des sources de 

pollution peut générer des panaches de contamination importants. 

 

La récupération de ces composés sous forme de produit pur (DNAPL) est principalement basée 

sur les techniques de pompage/traitement. Pour autant, cette technique est lente et ne permet 

pas de récupérer le DNAPL de manière efficace. Une quantité de DNAPL reste piégée dans le 

sol sous forme de saturation résiduelle (Srn).  

 

L'objectif de cette thèse est d'améliorer le rendement et la vitesse de récupération du DNAPL 

en utilisant les soutiens chimiques et thermiques au cours du pompage. L’augmentation de la 

température vise à diminuer la viscosité du DNAPL (et donc à augmenter sa mobilité) alors que 

l’ajout de surfactant vise à diminuer les forces capillaires qui piègent le DNAPL. Des 

expérimentations à l’échelle du laboratoire (basées notamment sur des suivis de permittivités, 

résistivités électriques et densités optiques) et une modélisation multiphasique ont été réalisées 

afin de pouvoir quantifier les effets de ces soutiens. 

 

Le chauffage du DNAPL, réalisé jusqu’à 50 °C (afin d’éviter la volatilisation), diminue la 

viscosité par un facteur 2. L’ajout d’un surfactant, le Sodium Dodecyl Benzene Sulfonate-

SDBS, à sa Concentration Micellaire Critique (afin d’éviter la solubilisation du DNAPL) 

diminue la tension interfaciale par un facteur 12. 

 

Les essais de drainage-imbibition ont été réalisés dans des cellules 1D afin d’obtenir les courbes 

de rétention du système diphasique (pression capillaire en fonction de la saturation en eau). Les 

diminutions des Srn obtenues avec le SDBS sont de 28% pour les billes de verre (BV)  

de 0,5 mm de diamètre et 46% pour les BV de 0,1 mm. Aucune amélioration significative du 

rendement épuratoire a été obtenue avec le chauffage. Les courbes ont été calées avec le modèle 

de van Genuchten - Mualem dans le but de fournir les données pour la modélisation. 

 

Les expériences de drainage-imbibition ont été réalisées dans des colonnes 1D pour caractériser 

les écoulements diphasiques (notamment le déplacement de l'interface DNAPL-eau en fonction 

des pressions appliquées). Le modèle d'écoulement diphasique a été réalisé avec la formulation 

de pression-pression (à l'aide de COMSOL Multiphysics®). La modélisation des volumes 

récupérés et du déplacement de l’interface sont en accord avec les résultats expérimentaux. Les 

rendements épuratoires avec les soutiens chimiques et thermiques étaient du même ordre de 

grandeur que pour les cellules 1D. 

 

Des essais de pompage ont été effectués dans un bac 2D à différents débits avec les BV de 

0,5 mm et 0,1 mm. Les expériences ont également été réalisées avec et sans soutien. Les 

modélisations ont été comparées à l'interprétation d'images (basée sur l'étalonnage de la densité 

optique). Les valeurs expérimentales sont en adéquation avec les valeurs modélisées. Les rapports 

VDNAPL,chimique/VDNAPL,référence pour des débits lents et élevés, étaient en moyenne respectivement 

de 2,90 et 1,40 pour les BV de 0,5 mm et, de 1,37 et 1,18 pour les BV de 0,1 mm. Le chauffage 

n'a aucun effet bénéfique sur la récupération du DNAPL. 
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Les mesures indirectes des saturations en eau (Sw) pour les expériences 1D ou 2D aboutissent 

aux résultats suivants: i. les permittivités mesurées sont très proches des valeurs modélisées 

avec le modèle de CRIM ; ii. les modélisations des résistivités électriques avec la loi d’Archie 

sont moins probantes ; iii. les densités optiques permettent d’estimer Sw avec précision. A 

l’échelle terrain, la combinaison des suivis avec la résistivité électrique (qui permet d’avoir une 

vision intégratice) et la permittivité (qui fournit des données précises mais spatialement 

limitées), permettrait de mieux quantifier les Srn. 

 

 

Mots clés : DNAPL, modélisation d'écoulement diphasique, expérimentation, surfactant, 

composés organochlorés, saturation résiduelle 
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Abstract 

 

Groundwater pollution by chlorinated organic compounds is a major problem. Actually, these 

particularly toxic pollutants, permanently degrade soil and groundwater quality. Their 

dispersion (by solubilization and volatilization) from the pollution source zone can generate 

large contaminants plumes. 

 

Chlorinated organic compounds are recovered as pure product (Dense Non-Aqueous Phase 

Liquids-DNAPL) mainly using pump/treat technologies. However, these technologies are time-

consuming and do not recover the pure product in an efficient way. A significant amount of 

DNAPL remains trapped in soil as residual saturation (Srn). 

 

The objective of this PhD project was to enhance DNAPL recovery rate and yield using 

chemical and thermal enhancements during the pumping process. Temperature increases aimed 

to reduce the viscosity of DNAPL (and therefore to increase its mobility) while the addition of 

surfactant aimed to reduce the capillary forces that trap the DNAPL. Experiments at the 

laboratory scale (based on monitoring of permittivities, electrical resistivities and optical 

densities) and two-phase flow modeling were performed to quantify the effects of these 

enhancements. 

 

Heating the DNAPL up to 50 °C (to avoid volatilization) decreases the viscosity by a factor of 

two. The addition of surfactant, Sodium Dodecyl Benzene Sulfonate-SDBS, at its Critical 

Micelle Concentration (to prevent DNAPL solubilization) decreases interfacial tensions by a 

factor of 12. 

 

Drainage-imbibition experiments were carried out in 1D cells to obtain the retention curves of the 

two-phase system (capillary pressure as a function of water saturation). The decreases of Srn 

obtained with SDBS were 28% for 0.5 mm glass beads (GB) diameter and 46% for 0.1 mm GB. 

We reported no significant improvement in the remediation yield with thermal enhancement. 

The curves were fitted with the van Genuchten – Mualem model to generate data for modeling. 

 

Drainage-imbibition experiments were carried out in 1D columns to characterize two-phase 

flow (and in particular the displacement of the DNAPL-water interface according to the 

pressures applied). The two-phase flow model used a pressure-pressure formulation (using 

COMSOL Multiphysics®). The modeling of recovered volumes and the displacement of the 

interface agreed with the experimental results. The remediation yields with chemical and 

thermal enhancements were of the same order of magnitude as those reported in 1D cells. 

 

For 2D tank experiments, pumping was performed at different flow rates with 0.5 mm and 

0.1 mm GB. The experiments were also performed with and without enhancement. Models 

were compared with image interpretation (based on the optical density calibration). Comparing 

experimental and modeled values shows that the model fitted well with the experiments. The 

VDNAPL,chemical/VDNAPL,reference  ratios were for low and high flow rates on average respectively 

2.90 and 1.40 for 0.5 mm GB and 1.37 and 1.18 for 0.1 mm GB. Thermal enhancement had no 

beneficial effect on DNAPL recovery rate or yield. 

 

Indirect measurements of water saturations (Sw) for 1D or 2D experiments yielded the following 

results: i. the measured permittivities were very similar to the values modeled with the CRIM 

model; ii. modeling of electrical resistivities with Archie's Law was less accurate; iii. optical 
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densities allow accurate Sw estimation. At field scale, the combination of monitoring both 

electrical resistivities (which provide a global picture) and permittivities (which provide precise 

but spatially limited data), is expected to provide Srn data. 

 

 

Keywords: DNAPL, two-phase flow modeling, experimentation, surfactant, chlorinated 

compounds, residual saturation 
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1. INTRODUCTION 
 

This thesis is part of the SILPHES project, which aims, in particular, to develop and validate 

new in situ remediation technologies. 

 

This introduction describes the situation for polluted sites in France and for French public policy 

for contaminated sites and land management. It moves on to introduce chlorinated compounds 

in porous media and existing techniques for recovering these compounds.  

 

This chapter concludes with a presentation of the thesis and the SILPHES project. 

 

1.1 Background 

 

1.1.1 Overview on polluted sites in France 

 

Figure 1 shows the main pollutants encountered in polluted sites and soils in France.  

 

 
BTEX: monoaromatic compounds (benzene, toluene, ethylbenzene and xylene); PCB/PCT: 

Polychlorinated biphenyls and Polychlorinated terphenyls; CHC: chlorinated hydrocarbon; PAH: 

Polycyclic aromatic hydrocarbons; TPH: Total petroleum hydrocarbons 

Figure 1: Main pollutants encountered in contaminated sites in France [MTES (2018)] 

 

Chlorinated Organic Compounds (COC) represent 5% of the pollution load reported. The total 

organic pollution load represents 30% of the total pollution load reported. However, because of 

their toxicity and their potential mobility in different environmental compartments, organic 

pollutants (including COC) represent a large share of soil remediation market in France. 
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The Basol database [MTES (2018)] shows that: 

 17% of sites monitored by the French government are contaminated by chlorinated 

solvents (Volatile OrganoHalogen Compounds - VOHC);  

 31% of groundwater monitoring programs are conducted due to the presence of VOHC; 

 36% of the water resources used for drinking water supply are not exploited due to 

contamination by VOHC. 

 

1.1.2 French public policy for contaminated sites and land management  

 

In 2007, a national methodology was developed for managing polluted sites and soils. It was 

revised in 2017 [MEEM (2017a); MEEM (2017b); MEEM (2017c)]. It uses the following 

principles: precaution, proportionality, specificity, and transparency. In accordance with that 

methodology, sites are managed on a case by case basis. 

 

The risk assessment approach implemented for a polluted site is based on: i. its uses (occupation 

type); ii. their fate and transport (pollutant behaviour); iii. the maximum allowable 

concentrations based on regulatory guideline values, and iv. the human health quantitative risk 

assessment. To calculate remediation thresholds, this risk analysis is correlated with the natural 

geochemical background values and the technical-economic feasibility analysis. 

 

The methodology uses the three following tools: a conceptual site model, a media quality 

assessment, and a management plan. 

 

Conceptual Site Model 

The conceptual model establishes a factual summary of the state of the soil at the site to assist 

in understanding relations between pollution sources, pathways and what is being protected 

(populations, natural resources, etc.). The conceptual model is based on diagnoses made in 

different soil compartments (groundwater, soils, gases etc). It is updated according to the results 

of the diagnoses. 

 

Media Quality Assessment (MQA) 

The Media Quality Assessment is based on study of the conceptual model and is carried out 

when the uses of the site are already fixed, to ensure that the state of the site is compatible with 

the latter.  

 

The results of the diagnostics are compared with the different maximum allowable 

concentrations provided by the methodology for the existing situations: regulatory guideline 

values and human health quantitative risk assessment. 

 

The goal is to distinguish sites that do not need specific action from those where simple action 

(i.e. soil excavation) will be sufficient and those that need a management plan. 

 
Management Plan (MP) 

A management plan is established when site uses can be chosen, or when compatibility between 

the uses determined and the actual current state of the soil cannot be made compatible by simple 

measures. This is an orientation document studying different scenarios for managing the 

pollution. It includes definitions of the pollution sources, rehabilitation goals, cost-benefit 

analyses and financial demonstrations. At least two management scenarios must be shown, 

validated if necessary by feasibility and processing studies. For scenarios that do not lead to 

complete elimination of the sources, a residual risk analysis should be included. The 
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management plan also includes monitoring and testing measures that will be used to ensure that 

the measures taken during the remediation phase are effective. 

 

Remediation technology is the last step of the methodology. It has two phases: the design plan 

for the remediation phase and monitoring of the work done to determine the remediation 

efficiency. 

 

1.1.3 Treatment of LNAPL- and DNAPL-contaminated groundwater in France 

 

ADEME (The French Environmental Protection Agency) has recently published a report 

indicating the cost and implementation frequency of various remediation techniques [ADEME 

and Ernst & Young (2014)]. This report is based on a questionnaire sent to soil remediation 

professionals (research and operations consultancies). Figure 2 displays the type of pollutants 

treated in groundwater remediation sites in France in 2012. It also shows that organic 

compounds, which can be present as LNAPL or DNAPL, represent the majority of the pollution 

encountered in these sites (53%). 

 

 

  

  

  

 Other pollutants 

 Total petroleum hydrocarbons 

 Chlorinated compounds 

 Metals and metalloids 

 Polychlorinated biphenyls 

 Benzene, toluene, ethylbenzene, xylene (BTEX) 

Figure 2: Pollutants treated in 2012 on groundwater remediation sites located in France 

[ADEME and Ernst & Young (2014)] 

 

This study also reports the different types of groundwater treatment approaches implemented 

in France in 2012 (Table 1). 

 

Table 1: Classification of main treatment techniques and methods for groundwater 

remediation by volume treated in 2012 (in m3) – excluding industrial waste [ADEME and 

Ernst & Young (2014)] 

Technique Type 
Volumes (m3 

in place) 

Level of use 

(%) 

Pump and treat On site 1,287,800 49.00 

Sparging - Biosparging In situ 486,800 19.00 

Slurping In situ 327,000 13.00 

Free product recovery with skimming On site 322,200 12.00 

Bioaugmentation/Biostimulation In situ 105,300 4.00 

Oxidation/Reduction In situ 76,000 3.00 

Permeable reactive barrier In situ 1,900 0.07 

 Total 2,607,000  

 

More specifically, Table 2 shows the share of different remediation techniques for the removal 

TPH and chlorinated compounds. 
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Table 2: Pollution remediation techniques used for polluted groundwater by total petroleum 

hydrocarbons and chlorinated compounds (excluding industrial pollution) [ADEME and Ernst 

& Young (2014)] 

Technique 

Volumes (m3 in place) 

Total petroleum 

hydrocarbons 

Chlorinated 

compounds 

Free product recovery with 

skimming 
273,200 - 

Pump and treat 246,300 164,200 

Slurping 151,400 83,400 

Sparging – Biosparging 132,300 28,700 

Bioaugmentation/Biostimulation 37,100 23,800 

Oxidation/Reduction - 68,900 

 

Regarding TPH, we can see that free product recovery with the skimming approach is the most 

applied technique (33%), ahead of pump and treat and slurping (30 and 18%, respectively). 

Therefore, the extraction techniques are the most frequent processes for recovering TPH (80%). 

This is logical because these techniques focus on the recovery of free product, which is the first 

step of the treatment. With the exception of pump and treat, which deals both with the free 

product and the dissolved phase, techniques applied to treat less concentrated pollution (on 

residual saturation or the dissolved phase), represent only 20% of the total treatments market 

and consist, essentially, of sparging/biosparging treatments. 

 

For chlorinated compounds, extractive techniques (i.e. pump and treat and slurping) also 

represent the majority of treatment techniques implemented (67%). Treatments on the less 

concentrated phases are mainly handled by chemical techniques (such as oxidation and 

reduction) (19%). Other techniques (i.e. bioaugmentation/biostimulation and 

sparging/biosparging) represent only 14% of treatments. 

 

Note that a decade ago, chemical treatments that are effective for residual saturation of 

chlorinated compounds (oxidation/reduction) were much less implemented. Changes in 

remediation practices occurred because the classic pumping/skimming approach was 

demonstrated to be technically and economically inefficient (because of the very long treatment 

duration and very poor remediation yield).  

 

Thermal and chemical enhancements of saturated zones are not (or are rarely) used at full scale 

for the remediation of areas contaminated with TPH or chlorinated compounds. Feedback from 

different working groups at the French Ministry of the Environment indicates that most product 

pumping tests only consist of simple pumping without considering any potential hydraulic 

enhancement (hydraulic loops, upwelling, etc.). Therefore, there is room for improvement for 

those willing to implement pumping of pure products at full scale. 

 

Figure 3 shows the remediation costs for groundwater in France in 2012. 
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Figure 3: Variability of average costs for treatment techniques of groundwater (€.m-3) in 

France - excluding taxes - in 2012 [ADEME and Ernst & Young (2014)] 

 

There is no fixed cost for a remediation technique. The cost always varies according to site 

characteristics (hydraulic conductivity, depth of water table, volume, etc.). Generally, cost 

ranges are very broad for groundwater remediation techniques because they are directly related 

to the groundwater’s characteristics. Therefore, cost analysis must be conservative. 

 

One of the major problems in the field of contaminated sites and soils is the limited 

accountability regarding the feasibility and treatability tests performed for the selection of the 

best remediation techniques and the low number of contaminated sites that have detailed 

multiphase modeling. This means that implementing simple pumping without integrating any 

enhancements leaves recovery rates and yields as they were, unoptimized. 

 

ADEME has published guidelines on feasibility studies and multiphase modeling [ADEME 

(2009)]. Also a more recent guide has been published to improve treatability and feasibility (in 

particular with enhancement techniques) [ADEME et al. (2018)]. Moreover, in 2007, the 

French Ministry of the Environment developed a methodology for managing polluted sites and 

soils; this was revised in 2017 [MEEM (2017c)]. This methodology highlights the need to 

perform extensive monitoring, as well as feasibility and treatability tests, before implementing 

costly remediation full-scale operations [MEEM (2017a); MEEM (2017b)]. 

 

Based on field experience feedback, it has become obvious that too many sites have been 

remediated without necessarily having a clear idea of the extent of the pollution source (in 

particular, for chlorinated compounds). This leads to inefficient pump and treat operations 

lasting for years. To deal with this issue, new regulatory guidelines requiring accurate pollution 

source monitoring are needed. Research and development efforts are currently underway 

nationally to improve the accuracy of monitoring methodologies at contaminated sites and soils, 

by considering soil gas monitoring by passive samplers, dynamic extraction tests, 

phytoscreening, geophysics, and environmental forensics. 

 

Finally, for more than a decade, combined research and development projects (partnerships 

between remediation companies, polluted site owners and research institutes) have been 

ongoing to improve and innovate in the field of on-site remediation. These projects are mainly 

financed by ADEME, the "Agence Nationale de la Recherche" (French National Research 

Agency), and regional governmental bodies. 
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1.1.4 NAPL behaviour in porous media 

 

Non-Aqueous Phase Liquids (NAPLs) are liquid organic contaminants that are poorly soluble 

in water. When present as free products, they move into soils and groundwater as oily liquids. 

They can be divided into two classes [Mercer and Cohen (1990); Lemière et al. (2008)]: 

 Light NAPLs (LNAPLs) are lighter than water and therefore float on the top of the water 

table. LNAPLs include various classes of chemical compounds including monoaromatic 

compounds (such as benzene and toluene), fuels, oils, lubricants, crude oil, and 

cyclohexane. 

 Dense NAPLs (DNAPLs) are heavier than water. If the mass of contaminant is 

sufficient, DNAPLs sink throughout the saturated zone to accumulate at the bottom of 

the aquifer where their movement is dictated by gravity and heterogeneity; e.g. the 

topography of the subsurface geological formations (involving layers and fractures 

characteristics) and groundwater flow direction. DNAPLs include creosotes, 

chlorinated compounds, polycyclic aromatic hydrocarbons, and coal tar. 

 

These contaminants exist simultaneously in several phases (free product, dissolved phase and 

gaseous phase). The fundamental NAPL dissolved phase transport mechanisms are the same as 

those of miscible contaminants (i.e. convection, dispersion, diffusion etc.). Thereby, the global 

transport mechanism depends on the behaviour laws of each phase [Mercer and Cohen (1990); 

Pankow and Cherry (1996)]. Therefore, this is a particularly complex situation, where NAPL 

contamination leads to the formation of mixed contaminated phases (water, NAPL, air), each 

phase has its own physical characteristics (density, viscosity, etc.). Each moving phase conveys 

the contaminants that can pass from one phase to another (by dissolution, vaporization or 

condensation) and can interact with the surrounding solid phases (i.e. sorption-desorption) 

[Mercer and Cohen (1990); Cohen and Mercer (1993); Huling and Weaver (1996)]. 

 

The contaminant bulk forms a liquid phase distinct from water phase; NAPL fraction may be 

soluble and can dissolve in water (two-phase NAPL/water system). In the unsaturated zone, 

another phase exists as the gas phase (three-phase NAPL/water/gas system) (Figure 4 and 

Figure 5) [Pinder and Abriola (1986); Feenstra and Cherry (1988)]. 

 

 
Figure 4: Schematic representation of the behaviour of Light Non-Aqueous Phase Liquids (in 

the saturated zone) (adapted from [US EPA (1996a)]) 
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Figure 5: Schematic representation of the behaviour of Dense Non-Aqueous Phase Liquids 

(in the saturated zone) (adapted from [Cohen and Mercer (1993)]) 

 

Figure 6 shows the average and maximum dimensions of contamination plumes as a function 

of contaminant type. Stupp and Paus (1999) have highlighted that the largest plumes are related 

to volatile chlorinated compounds. 

 

 
TPH: Total petroleum hydrocarbons; PAH: Polycyclic aromatic hydrocarbons; BTEX: monoaromatic 

compounds (benzene, toluene, ethylbenzene and xylene); CHC: chlorinated hydrocarbon 
Figure 6: Average and maximum lengths of contamination plumes as a function of 

contaminant type [Stupp and Paus (1999)] 

 

Field studies conducted by McGuire et al. (2006) and Falta et al. (2005a and 2005b) clearly 

showed that decreasing contaminant quantity at the source (via e.g. excavation or pump and 

treat) reduces contaminants concentrations in groundwater. However, these studies and others 

reported that the reduction of contaminants in groundwater is closely related to the source 

architecture, in particular, how the DNAPL source is distributed and shaped in the subsurface 

[Sale (2001); Stroo et al. (2003); Falta et al. (2005a); Falta et al. (2005b); McDade et al. (2005); 

Newell and Adamson (2005); McGuire et al. (2006); Huang et al. (2015)]. McGuire et al. 

(2006) concluded that even when there is no detailed understanding of the source architecture, 

the concentration in groundwater will be reduced, in a rather short time, and be proportional to 

the contaminant mass drop at the source. Moreover, the studies mentioned above showed that 

treating these contamination sources has a significant impact on the DNAPL release period as 
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well as on contaminant concentrations in the plume, and on how far the plume spreads. Similar 

observations were reported for LNAPL [Huntley and Beckett (2002)]. 

 

1.1.5 Toxicity of chlorinated compounds 

 

Organochlorine pollutants are compounds that contain carbon, chlorine, and hydrogen atoms. 

Their chlorine-carbon bonds are very strong, which means that they do not break down easily. 

They are highly insoluble in water but are attracted to fats. Since they resist metabolism and are 

readily stored in fatty tissue of any animal ingesting them, they accumulate in animals in higher 

trophic levels. Organochlorine insecticides are among the oldest, most toxic, and most 

environmentally destructive synthetic pesticides. First introduced in the 1940s and 1950s, these 

chemicals were used extensively in agriculture, forestry, and in-home pest control until most of 

them were banned in the 1970s and 1980s. They target the central nervous system, and many 

of them are suspected to be carcinogenic [NIEHS (2015)]. Most chlorinated compounds are 

very harmful for human health.  

 

The International Agency for Research on Cancer (IARC) Working Groups classify agents, 

mixtures and exposures into one of five categories.  

 Group 1: The agent is carcinogenic to humans. 

 Group 2A: The agent is probably carcinogenic to humans. 

 Group 2B: The agent is possibly carcinogenic to humans. 

 Group 3: The agent is not classifiable as to its carcinogenicity to humans. 

 Group 4: The agent is probably not carcinogenic to humans. 

 

Table 3 shows various organochlorinated compounds (COC) present in DNAPL as a function 

of the IARC groups. 

 

Table 3: IARC Classification for Chlorinated Compounds in DNAPL [IARC (2018)] 

Group 1 Group 2A Group 2B Group 3 

Vinylchloride Perchloroethylene Chloroform Chloroethane 

Trichloroethylene Trichloropropane Dichloroethane Chloromethane 
  Dichloromethane Hexachlorobutadiene 

  Hexachlorobenzene  

  Hexachloroethane  

  Trichloromethane  

  Tetrachloroethane  

  Carbon tetrachloride  

 

1.1.6 Classical techniques for recovering DNAPL free product 

 

Techniques for recovering LNAPL in pure phase (free product) are easier than those 

implemented for recovering DNAPL. LNAPL float on the top of the water table, which ease 

the localization and remediation of the contamination (even though specific skills are necessary 

to get the best results at lowest cost). 

 

The random distribution of DNAPLs (depending on soil permeabilities and associated 

variations in the required threshold pressure intake) makes free products migrate downward by 

fingering until they are totally blocked at the impermeable substratum (if the volume of DNAPL 

is high enough). 
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Initially, free product is recovered via vertical or horizontal wells or trenches (by specific 

pumping approaches using specific skimmers) (Figure 7) [ITRC (2004)]. This technique can 

prevent mobile DNAPLs from migrating and allow the recovery of most of the contaminants, 

but without an enhanced thermal or chemical technique, it cannot reach concentrations below 

residual saturations. However, this step will significantly improve the total remediation 

efficiency (in particular, for pumping and treating the dissolved phase) [Huling and Weaver 

(1996); Kueper and Gerhard (2014)]. Pumping can be performed until the DNAPL recovery 

rates fall.  

 

 
Figure 7: Schematic representation of DNAPL free product recovery (adapted from 

[Colombano et al. (2010)]) 

 

The best configuration for recovering pure DNAPL combines the following: i. a DNAPL 

continuum trapped in a small shallow depression (whose substratum is impermeable); ii. a 

permeable aquifer [Cohen and Mercer (1993)]. 

 

If there is a lot of DNAPL and the stakes are significant (for example a drinking water supply 

close to the site), dynamic pumping operations are started for the contaminated groundwater 

(dissolved phase with water pumps) and DNAPL (with hydrocarbon pumps), once the DNAPL 

recovery kinetics decrease significantly. The pumps are placed in the same recovery wells as 

skimmers or in adjacent wells. This complementary operation creates a hydraulic confinement 

and increases pure DNAPL recovery [Schmidtke et al. (1992); Huling and Weaver (1996); Sale 

and Applegate (1997); Kueper and Gerhard (2014)]. 

 

Recovery well diameters do not influence total DNAPL recovery but they increase pumping 

flow rates; indeed, small well diameters reduce the DNAPL-water mixture. Wells equipped 

with strainers only above the portion affected by the pure DNAPL can recover a maximum of 

products by limiting water intrusion [Schmidtke et al. (1992)]. 

 

Varied pumping techniques such as upwelling, water flooding and trench systems can be 

implemented with the aim of improving the recovery of pure product [Connor et al. (1989)]. 

These different approaches must be optimized by performing feasibility/treatability tests and 

ad hoc modeling to secure the remediation of the sites when possible.  
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1.1.6.1 Free product recovery with groundwater extraction and skimming (Upwelling) 

 

The upwelling technique consists in pumping the water above the DNAPL recovery zone. The 

cone of depression created by pumping the groundwater will raise the level of the DNAPL-

water interface [Villaume et al. (1983); Wisniewski et al. (1985); Ferry and Dougherty (1986); 

Cazaux et al. (2014)]. The process involves specific hydrocarbon pumps and dedicated water 

pumps. These are placed in the same recovery wells or in two separate wells (Figure 8). 

 

 
Figure 8: Schematic representation of free product recovery with groundwater extraction and 

skimming (upwelling) (adapted from [Villaume et al. (1983)]) 

 

This technique can significantly increase the DNAPL recovery yield in the wells. Recovery 

flow rates two to three times higher than for classic pumping have been reported for dimethyl 

phthalate [Wisniewski et al. (1985)]. However the water pumping rate must be determined very 

carefully: if it is too high, the flow rate will create emulsions; if it is too low, the flow rate will 

not result in any upwelling. 

 

The level of the DNAPL-water interface is estimated from the depth of the cone of depression, 

using the modified Ghyben-Herzberg equation (Eq. 1): 

zn = (
ρw

ρn − ρw
) hwc Eq. 1 

where: 

zn: distance from the water table to the DNAPL-water interface (m) 

hwc: depth of the cone of depression of water (m) 

ρw: water density (kg.m-3) 

ρn: DNAPL density (kg.m-3) 
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1.1.6.2  Water flooding 

 

Water flooding (or hydraulic displacement or dual phase extraction) takes into account the fact 

that, under certain conditions, hydraulic gradients can cause the DNAPL pool to migrate [Craig 

(1971); Willhite (1986); Gerhard et al. (2001); Alexandra et al. (2012)]. 

 

The process comprises specific oleophilic skimmers and dedicated water pumps allocated to 

groundwater pumping (just above the DNAPL-water interface). These are placed in the same 

recovery well or in two separate wells (Figure 9).  

 

 
Figure 9: Schematic representation of the principle of water flooding (adapted from 

[Colombano et al. (2010)]) 

 

Two methods are implemented to obtain a first estimate of the necessary pumping 

characteristics. 

 

a) A DNAPL pool located on an impermeable substratum has the following characteristics: 

capillary pressure increases with the pool's internal depth; but capillary pressures are identical 

at the edges of the pool. When a hydraulic gradient is applied everywhere in the pool, the 

capillary pressures are higher in the downstream zone than in the upstream zone of the pool. 

Therefore, these differences can cause the DNAPL pool to migrate. According to Kueper and 

Gerhard (2014), the DNAPL will migrate if the left-hand side of Eq. 2 is greater than the right-

hand side as follows [Kueper and Gerhard (2014)]: 

∆ρ

ρw
Lp sinαp + ∆h >

Pc(Lp) − Pc(0)

ρwg
 Eq. 2 

where: 

∆ρ: difference between the DNAPL density, ρn, and water density, ρw (kg.m-3) 

Lp: stable pool length (m)  

αp: dip of the bedding below horizontal (°) 

∆h: difference in hydraulic head between the up dip end of the pool and the down dip 

end of the pool (h(0)-h(L)) (m) 

Pc(Lp): capillary pressure at the down dip end of the pool (Pa) 
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Pc(0): capillary pressure at the up dip end of the pool (Pa) 

g: gravitational acceleration (m.s-2) 

 

b) Another approach is based on the fact that the DNAPL is mobilized when the interfacial 

tension (IFT) between the wetting (water) and non-wetting (DNAPL) phases decreases. The 

drop of IFT coupled with the change of viscosity in the non-wetting phase allows the capillary 

pressure (which keeps the DNAPL in the pores) to be overcome [Pennell et al. (2014)]. Pennell 

et al. (1996) used a method to estimate DNAPL mobilization in the porous medium [Pennell 

et al. (1996)]. This method uses three numbers: the capillary number (Nca), the Bond number 

(NB) and the total trapping number, NT (see section 2.2.12). 

 

Pressure differences, sometimes even small ones, can favor DNAPL migration [Kueper et al. 

(2008)]. Once the water is pumped and treated, it can then be injected again into the upstream 

of the treatment zone to increase the hydraulic gradients. 

 

Moreover, in some cases water flooding allows significant recovery of DNAPL. For instance, 

with chlorinated compounds, Alexandra et al. (2012) demonstrated that the ganglia-to-pool 

ratio (i.e. a reduction in the pool fraction) could vary from 0.1 to 0.3 or even 0.7 (depending on 

the type of DNAPL, the degree of heterogeneity of the soil, and the applied hydraulic gradient) 

[Alexandra et al. (2012)]. 

 

If the free product in a recovery well is pumped too quickly, that can break the free product 

continuum, and stop the migration and recovery of this free product [Pennell et al. (2014)]. To 

resume recovery, the threshold pressure must be exceeded, which means that new recovery 

wells must be installed or higher hydraulic pressures imposed upstream. Once the water is 

pumped and treated, it can then be reinjected upstream of the treatment zone to increase the 

hydraulic gradients.  

 

This technique increases DNAPL dissolution by: i. forming ganglia (with higher DNAPL-water 

contact surface than the initial surface); ii. changing the phase equilibria due to contact between 

DNAPL and uncontaminated water [Miller et al. (1990); Imhoff et al. (1993); Nambi and 

Powers (2003); Grant and Gerhard (2007a); Grant and Gerhard (2007b)]. 

 

1.1.6.3 Trench systems 

 

Trenches, backfilled with gravel pack, have been used successfully to recover DNAPL. As 

shown in Figure 10, pumping systems can be passive (without water pumping but only with a 

hydrocarbon pump) or active (skimmers associated with water pumping). 
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Figure 10: Schematic representation of trench systems (adapted from [Huling and Weaver 

(1991); Sale and Kuhn (1988)]) 

 

This system is preferably used when the aquifer is shallow. Directional drilling or specific 

excavations with ad hoc support can be implemented if the depths are greater. Groundwater can 

be pumped to increase DNAPL recovery levels [Sale and Kuhn (1988); Huling and Weaver 

(1996)]. This pumping can be used for both upwelling and water flooding. 

 

1.1.7 Improving DNAPL recovery 

 

The pumping operations for free product are performed by pump and treat operations. Usually, 

these operations are long (e.g. often more than 30 years or chlorinated solvents) [Harkness and 

Konzuk (2014)]. They are not very effective in the long term because of the slow release from 

the residual saturation and the low remediation yield [Mackay and Cherry (1989); Travis and 

Doty (1990); Berglund and Cvetkovic (1995); Pankow and Cherry (1996)]. 

 

This is why, more and more frequently, new technologies are implemented to enhance these 

remediation operations, which are costly in the long term [US EPA (2003); Williamson (2014)]. 

In particular, various enhanced technologies have been designed to reduce the residual mass of 

contaminants. The technologies used to recover chlorinated compounds are presented in Table 4. 

For other DNAPL (mainly polycyclic aromatic hydrocarbons, heavy chlorinated compounds, 

coal tars and creosotes), the enhanced techniques are almost identical (with the exception of in 

situ chemical reduction techniques, in situ air sparging, in situ bioremediation and air sparging, 

which are less suitable, considering the product characteristics). 
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Table 4: Functional role for commonly used remediation technologies in generalized 

sequential treatment strategy [Williamson (2014)] 

Mobile DNAPL Extraction 

Technologies 

Source Zone Primary 

Treatment Technologies 

Source Zone Polishing 

Technologies 

Hydraulic displacement Excavation In situ chemical oxidation 

In situ thermal treatment In situ thermal treatment In situ bioremediation 

Surfactant-enhanced 

extraction 

Surfactant/co-solvent 

flushing 

In situ chemical reduction 

 In situ chemical oxidation In situ air sparging 

 In situ bioremediation Natural attenuation 

 In situ chemical reduction  

 Soil mixing with ZVI* or 

other reagent 

 

 In situ air sparging  
*: ZVI: Zero Valent Iron 
 

A study conducted by McGuire et al. (2006) on 59 sites contaminated by chlorinated 

compounds in the US compared the treatment duration and remediation yield of groundwater 

remediation techniques (Figure 11). The techniques examined were: in situ biological 

reduction, in situ thermal desorption and washing with surfactants. The average remediation 

yield values for these techniques were found to be: 95% (biological reduction), 97% (thermal 

desorption) and 95% (surfactant and co-solvent). In addition, the treatment durations were 

remarkably shorter than with the classic pump and treat approach (2 to 21 months versus several 

decades). 

 

 
Figure 11: Rebound assessment at source depletion sites: concentration reduction from 

before treatment to immediately after treatment and at end of data record (chlorinated 

compounds) [McGuire et al. (2006)] 

 

Performance for these extraction enhanced techniques (desorption and washing) is explained in 

particular by their ability to considerably reduce the quantity of pure products present in the 

pores (by reducing the interfacial tension, desorbing the contaminants for the solid matrix and 

reducing the viscosity). Indeed, releasing a source of pure product (mass flow) will depend not 

only on the groundwater characteristics and the primary physical and chemical characteristics 

of the DNAPL, but also on the characteristics of each source: i. its magnitudes (in particular, 

the area of the DNAPL-water interface); ii. the Ganglia-to-pool mass ratio; iii. how the pores 



Chapter 1: Introduction 

 

16 

are connected (allowing water to pass), and iv. residual saturations [Miller et al. (1990); Imhoff 

et al. (1993); Nambi and Powers (2003); Falta et al. (2005b); Falta et al. (2005a); Grant and 

Gerhard (2007a); Grant and Gerhard (2007b); Carey and McBean (2010a); Carey and McBean 

(2010b); Alexandra et al. (2012)]. 

 

1.1.7.1 Effect of temperature on DNAPL recovery 

 

Thermal methods have been implemented successfully with DNAPL. Considering the example 

of coal tar, increasing temperature can remobilize the residual coal tar by decreasing the 

following: density, interfacial tension with water, contact angle with water on a solid medium, 

and viscosity [Huling and Weaver (1996); Heron et al. (1998a); U.S. Army Corps of Engineers 

(2014)]. Specifically, coal tar's viscosity is very sensitive to temperature as it can vary by one 

to two orders of magnitude when the temperature is increased from 20 °C to 70 °C [Baker et al. 

(2006); Brown et al. (2006); Birak and Miller (2009); Philippe et al. (2017)]. 

 

A few cases of thermally-enhanced coal-tar pumping have been reported in the literature, in 

relation with field testing [McLaren et al. (2009)]. These authors studied thermal enhancement 

as a sustainable alternative technique. The coal tars were heated to 30 °C, which reduced their 

kinematic viscosity by almost one order of magnitude (100 cSt to 10 cSt). Globally, 22 m3 of 

coal tar was recovered in six months of pumping, with a 30% reduction in costs compared to 

classic pump and treat methods. 

 

Thermal enhancement can lead to high treatment yields (90%), particularly interesting for 

highly-contaminated areas with low permeabilities that are not well suited for treatment using 

flushing methods [Suchomel et al. (2014)]. 

 

1.1.7.2 Effect of adding surfactants on DNAPL recovery (surfactant flushing) 

 

The recovery mechanisms during surfactant flushing include two main stages: (1) decreasing 

interfacial tension (IFT) and increasing contaminant solubility (NAPLs) (2) mobilizing the 

residual contamination (see section 2.4.3) [Pennell et al. (2014)]. 

 

a) Decreasing IFT and increasing contaminant solubility:  

At low concentrations, surfactant molecules will mainly accumulate at solid-liquid or liquid-

liquid interfaces (NAPL-water interface in our case, where a pure phase exists). Surfactant 

molecules will gradually cover the NAPL-water interface as surfactant concentration increases. 

 

Increasing surfactant concentration will reduce IFT until all NAPL-water interfaces are 

covered. At this stage, increasing surfactant concentrations will no longer reduce the IFT: the 

surfactant molecules will agglomerate together (formation of surfactant micelles) and will 

increase the solubility of the NAPL (present in the dissolved phase). This concentration is called 

the Critical Micelle Concentration (CMC) [Rosen and Kunjappu (2012); Vishnyakov et al. 

(2013); Pennell et al. (2014)].  

 

In general, interfacial tension decreases with increasing temperature (e.g. 5.5×10-5 N.m-1.°C-1 

for crude oil-water systems) and can also be influenced by pH, the addition of surfactants, and 

other substances in the solution [Schowalter (1979)]. The capillary pressure is directly related 

to the interfacial tension in the DNAPL-water system [Mercer and Cohen (1990)]. The 

interfacial tension in a DNAPL-water system varies between zero for completely miscible 
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liquids and 72×10-3 N.m-1 for absolutely immiscible liquids (72×10-3 N.m-1 is the surface 

tension of water/air at 25 °C) [Lyman et al. (1982)]. 

 

b) Mobilizing residual contamination: 

Surfactants are used to reduce the IFT to: i. recover maximum pure products (DNAPLs) and  

ii. decrease residual saturations. 

 

DNAPL is displaced when the reduced IFT coupled with the change of non-wetting phase 

viscosity overcomes the capillary pressure. Therefore, the optimal surfactant concentration that 

improves the recovery yield (and thus reduces residual saturation) should be chosen. 

 

Surfactants have the effect of solubilizing and reducing IFT for the TCE-water and PCE-water 

system. Aerosol-MA-80, Tween 80, Triton X-100 and SDBS have been reported to be effective 

in IFT reduction for TCE and PCE. IFT, after addition of these surfactants, may be less than  

1 mN.m-1, corresponding to decreases of more than 90% [Dwarakanath et al. (1999); Sabatini 

et al. (2000); Taylor et al. (2001); Childs et al. (2004); Suchomel et al. (2007); Harendra and 

Vipulanandan (2011)]. 

 

Field experiments report recovery yields for pure chlorinated solvents ranging from 60 to 70% 

[Rao et al. (1997); Holzmer et al. (2000); Jawitz et al. (2000); Brooks et al. (2004); Soga et al. 

(2004)] or even more than 90% [Londergan et al. (2001); Abriola et al. (2005); Ramsburg et al. 

(2005); Pennell et al. (2014)].  

 

1.1.7.3 Using surfactant foam for DNAPL recovery 

 

Surfactant foam technology has been investigated to remove NAPLs from contaminated soils 

[Peters et al. (1994); Kilbane et al. (1997); Rothmel et al. (1998); Jeong et al. (2000)]. Foams 

enhance the flooding efficiency of surfactant flushing even in a heterogeneous porous medium, 

resulting in higher removal efficiencies [Jeong et al. (2000); Wang and Mulligan (2004)]. 

 

Recent laboratory studies on surfactant foam technology for in situ removal of chlorinated 

DNAPLs have shown that this technique could be a promising line of research [Maire et al. 

(2015); Maire et al. (2016)]: 

 High foam stability for Csurfactant = 0.05% was maintained in the presence of DNAPL. 

 Strong foams (finely textured foams) removed more than 95% of DNAPL for a 

surfactant dose of 10 g per kg of DNAPL recovered. 

 No DNAPL fragmentation or enhanced dissolution (<0.5 g.L-1) were observed. 

 

1.2 Thesis context and objectives 

 

This PhD thesis is part of the SILPHES project ("Solutions Innovantes de Lutte contre les 

Produits Halogénés dans les Eaux Souterraines": Innovative Solutions for the recovery of 

Halogenated products from Groundwater). SILPHES is financially supported by ADEME (the 

French Agency for Environment and Energy Management) and extends over 4 years as part of 

Future Investments ("Investissements d’Avenir") funding scheme. 
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1.2.1 SILPHES project 

 

SILPHES began in 2013 and ended in 2018. The following partners were involved in the project 

consortium: 

 Owner of the polluted sites and project coordinator: INOVYN, 

 Remediation companies: SERPOL and REMEA, 

 Environmental engineering consulting companies: INTERA 

 Renewable energy storage company: MAHYTEC, 

 Franche-Comté University - National Center for Scientific Research: Laboratoire 

(CNRS): Chrono-Environnement and Laboratoire UTINAM, 

 French Geological Survey (BRGM). 

 

The main objective of the SILPHES project was to combine characterization tools and 

techniques for the remediation of groundwater contaminated by organochlorine compounds. 

The various complementary techniques that were implemented in this project give it an 

innovative structural setup where projects are offshoots of a central core principle: 

 The development and validation of pollution characterization techniques for "source 

zones" (very concentrated areas from which pollution emanates) and "plume zones" 

(extension of pollution from the source area) to optimize the design and management of 

pollution control units; 

 The development and validation of new in situ remediation technologies; 

 The development of new decision support tools for future projects. 

 

1.2.2 Description of the site 

 

The project took place at the INOVYN plant in Tavaux (Bourgogne-Franche-Comté, France). 

 

The Tavaux site is a large chloroalkali chemical plant. It extends over 300 hectares. The site’s 

hydrogeological characteristics are reported in Table 5 (from top to bottom): 

 

Table 5: Hydrogeological description of the site [Cazaux et al. (2014)] 

Thickness Lithology 
Hydraulic 

conductivity (m.s-1) 

2 to 4 m 
Modern fine alluvium: superficial clays and 

loams 
10-7 to 10-9 

5 to 10 m 
Quaternary old alluvium (more or less clayey 

sands and gravel stones alluvial deposits) 
10-2 to 10-4 

From a depth of 

10 to 12 m 
Marls 10-9 

 

The plant held a landfill from 1964 to 1986 where production waste was dumped (in particular, 

liquid waste) (Figure 12). This landfill was built with a clayed landfill barrier. However, a 

pollution was discovered in 1987 while monitoring groundwater quality. The different 

monitoring campaigns have shown that there are about 30,000 metric tons of chlorinated 

compounds present in the form of free product in the underlying water table. The free product 

accumulated right above the substratum. 

 

From the early 1980s to 2007, a historical DNAPL pool of several hectares was physically 

confined, and its migration was monitored (Figure 13). After DNAPL migration from the 

landfill, a steady-state plume formed within a shallow water-table sandy aquifer located above 
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a clayey unit at 10 meters deep. DNAPL thicknesses of 0.20 m to 1.50 m have been observed 

following the morphology of the substratum [Cazaux et al. (2014)]. DNAPL migration has been 

controlled by two water-pumping wells for the past thirty years. This has caused a water 

depression and inverse gradient in the area. The average flow rate of the hydraulic confinement 

is 40 m3.h-1. 

 

Currently the free product extends over several hectares by creating pollution source areas 

consisting of around 20,000 tons of pure DNAPL and a 15 km impacted plume zones (Figure 14). 

It has been monitored since 1970. Recovery wells helped to limit expansion of the pure product 

and the pollution plume. 

 

 
Figure 12: Map of factory location and source site for study [Cazaux et al. (2014)] 

 

 
Figure 13: Hydrogeological cross section and schematic representation of SILPHES project 

site [adapted from [Cazaux et al. (2014)] 
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a) Total concentrations of chlorinated 

compounds (µg.L-1) (1989) 

b) Total concentrations of chlorinated 

compounds (µg.L-1) (2009) 

Figure 14: Transfer of the pollutant from the storage sector to the plume area: total 

concentrations of chlorinated compounds in a) 1989 and b) 2009 [Cazaux et al. (2014)] 

 

1.2.3 Composition of DNAPL of the INOVYN site 

 

Most of the phase is composed of heavy chlorinated compounds: hexachlorobutadiene, 

hexachloroethane, and hexachlorobenzene. Other lighter substances are also present in the pure 

phase, such as tri- and tetrachlorobenzenes, trichloropropane (1,2,3), tetrachloroethanes (1,1,1,2 

and 1,1,2,2), pentachlorobutane, and pentachloroethane. These compounds are lighter and more 

soluble; they disperse and form the contamination “plume” with other light chlorinated 

compounds such as di and tri-chloroethylene, di and tri-chloroethane, or di and tri-

chloropropane (Table 6). 

 

Table 6: Composition of the "DNAPL" by average mass [Cazaux et al. (2014)] 

Compounds Chemical formula Percent (%) (w/w) 

Hexachlorobutadiene (HCBD) C4Cl6 52 – 58 

Hexachloroethane (HCEa) C2Cl6 12 – 16 

Perchloroethylene (PCE) C2Cl4 7 – 9 

Pentachlorobenzene (PeCB) C6HCl5 4 

Carbon tetrachloride (TCM) CCl4 3 – 5 

Trichloroethylene (TCE) C2HCl3 2 

Hexachlorobenzene (HCB) C6Cl6 1 

Others - 5 – 19 

 

The main physical and chemical characteristics of the chlorinated compounds from DNAPL 

are presented in Table 7. 

  



Chapter 1: Introduction 

 

21 

 

Table 7: Main physical and chemical characteristics of chlorinated compounds from DNAPL 

DNAPL 
Molecular 

formula 

Amount (%) 

(w/w) 
Density (kg.m-3) 

Solubility in 

water(mg.L-1) 
Viscosity (cP) 

Surface 

tension 

(mN.m-1) 

Interfacial 

tension 

(H2O) 

(mN.m-1) 

Hexachlorobutadiene (C4Cl6 ) 52-58% 

1675.53 (15 °C) [1]  2– 2.55 (20 °C) [2] 2.446(37.8 °C) [1] 
35.5 (30 °C) 

[3]  
  

1550 (20 °C) [2]  3.2 (20 °C) [5]  9.22 (15 °C) [6] 36 (20 °C) [4] N/A 

1680 (20 °C) [5]  4 (20 °C) [6]  3.68 (21 °C) [6] 
31.4 (20 °C) 

[6] 
  

1680 (20 °C) [6]  2.40 (50 °C) [6]    

Hexachloroethane (C2Cl6 ) 12-16% 

1821 [1]  50 (22 °C) [1]    42.8 [1]    

2090 (20 °C) [2] 50 (25 °C) [2]  N/A 
42.9 ± 3.0 [3] 

pred. 
N/A 

2091 (25 °C) [3] exp. 
8.152 (25 °C) [3] 

pred. 
      

2094 (20 °C) [3] exp. 50 (22 °C) [4]        

Perchloroethylene (C2Cl4 ) 7-9%  

1619.45(23.8 °C) [1]  160 (20 °C) [1]  0.848 (23.8 °C) [1]  
31.3 (20 °C) 

[1]  

44.4 (25 °C) 

[1]  

1623(20 °C) [2]  150 (20 °C) [3] 0.880 (20 °C) [3] 
32.2 (20 °C) 

[3] 
  

1623(20 °C) [3]  150 (25 °C) [4]  0.880 (20 °C) [4] 
32.1 (20 °C) 

[4] 
  

1623(20 °C) [4]          

Pentachlorobenzene (C6HCl5) 4%  
1800 [1]  0.56 (20 °C) [2]   45.1 [4]    

1834 (20 °C) [2] 1.677 (25 °C) [3]      

Carbon tetrachloride (CCl4 )  3% 

1587.10 (23.8 °C) [1]  800 (25 °C) [1]  0.922 (23.8 °C) [1]  27 (20 °C) [1]  45 (20 °C) [1]  

1594.7 (20 °C) [2]  800 (25 °C) [2]  1.35 (20 °C) [2]  
26.7 (20 °C) 

[2]  
  

Trichloroethylene (C2HCl3)  2%  

1454 (23.8 °C) [1]  1100 (25 °C) [1]  0.562 (23.8 °C) [1]  
29.3 (20 °C) 

[1]  

34.5 (24 °C) 

[1]  

1464.2 (20 °C) [2] 1100 (25 °C) [2] 0.58 (20 °C) [5] 
26.4 (20 °C) 

[5] 
  

1465 (20 °C) [3] 1000 (25 °C) [3]      

1465 (20 °C) [5] 1100 (25 °C) [4]      

  1070 (20 °C) [5]       

Hexachlorobenzene (C6Cl6 ) 1% 
1570 (23.6 °C) [1]  0.035 [1] N/A 

47.3 ± 3.0 [3] 

pred 
N/A 

  0.284 (25 °C) [2]       

[1]: [Abdallah et al. (2007)]; [2]: [Adamskii et al. (2003)]; [3]: [Adamson and Gast (1997)]; [4]: [Anderson 

(1986)]; [5]: [Antontsev (1972)]; [6]: [Ataie-Ashtiani and Raeesi-Ardekani (2010)] 

 

1.3 Objectives and structure of the thesis 

 

The main objective of this thesis was to study the impact of thermal enhancement (increasing 

the temperature) and chemical enhancement (by addition of surfactants) on the recovery of 

chlorinated compounds in a saturated porous media. 

 

To achieve this, the effect of temperature and surfactant on multiphase flow of chlorinated 

compounds in saturated porous media was considered. Here, the DNAPL was considered as a 

pure and immiscible free phase product. Understanding these multi-phase phenomena coupling 

with thermal and chemical enhancements have been investigated by performing a joint 

experimental and modeling approach.  

 

This doctoral thesis project fully focused on laboratory experiments and modeling of two-phase 

(water/DNAPL) flow in porous media, using the COMSOL Multiphysics® software. The thesis 

can be divided into three main parts: 

1. Experimental determination of INOVYN DNAPL parameters such as viscosity, density, 

wettability and also the properties of the porous media used such as residual saturation, 

porosity permeability, and retention curve (using an experimental 1D cell setup) as a 

function of temperature and surfactant concentrations; 
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2. Experimental investigation of enhanced DNAPL recovery using 1D columns and also 

2D tank laboratory-scale setups; 

3. Numerical simulation of enhanced DNAPL recovery in laboratory scale (1D columns 

and 2D tank). The modeling approach simulates the flow of chlorinated organic 

compounds in contaminated soil. This was performed in experimental 1D cells, 1D 

columns and a 2D tank. The numerical simulation results were compared with the results 

of laboratory experiments. Also, there was a parametric investigation of enhancement 

on recovery processes. 

 

Firstly, the characteristics of the DNAPLs were studied (chapter 3). Secondly, how the DNAPL 

and water behaved in porous media were characterized in 1D cells (chapter 4). Thirdly a series 

of drainage-imbibition experiments in 1D columns was performed (chapter 5) and finally, 2D 

tank pumping experiments were carried out (chapter 6). The experiments were performed with 

images and permittivity and resistivity monitorings. 

 

The structure of the thesis is shown in Figure 15. 

 

 
Figure 15: Organization of the different stages of the thesis 
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2. LITTERATURE REVIEW 
 

This section provides a literature review regarding the following aspects: 

 Single-phase and two-phase flow in porous media, 

 Thermal and chemical enhancements, 

 Two-phase flow modeling, 

 Monitoring methodologies: electrical resistivity, induced polarization, non-invasive 

imaging methods. 

 

2.1 Single-phase flow in porous media 

 

2.1.1 Dynamics of saturated porous media 

 

Descriptions of how a fluid flows in a porous medium are based on various physical laws, 

according to the observation scale. At the microscopic scale, fluid flow is usually controlled by 

capillary forces, flow rate, gravity, and fluid viscosity [Rose and Channapragada (1960)]. 

Poiseuille (1838) developed a model that describes how fluid flows in a capillary tube (Eq. 3). 

Q = − 
π

8μ
 rtube

4
∆P

L
 Eq. 3 

where: 

Q: flow rate (m3.s-1) 

rtube: radius of the capillary (m) 

L: length of the capillary (m) 

P: driving pressure of the fluid (Pa) 

μ: dynamic viscosity of the fluid (Pa.s) 

 

In a single-phase flow system, we can use Darcy’s law using the following equation (Eq. 4): 

v = −
k

μ
(∇P − ρg) Eq. 4 

where: 

v: Darcy velocity of fluid (m.s-1) 

ρ: density of fluid (kg.m-3) 

∇P: pressure gradient (Pa) 

k: intrinsic permeability (m2) 

 

For a water single-phase flow in porous media, we often use hydraulic conductivity, K, to 

characterize the facility where water circulates in the porous medium (Eq. 5). 

K = −
kρg

μ
 Eq. 5 

where: 

K: hydraulic conductivity (m.s-1) 

 

The intrinsic permeability can be estimated from Carman–Kozenzy equation, derived from 

Poiseuille law, connects the medium’s permeability to the geometric properties of this medium 

(Eq. 6 combined with Eq. 7). This equation is only valid if the particles composing the medium 

are spherical and uniform. 

k =
∅3Dp

3

72(1 − ∅)2τ
 Eq. 6 
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∅ =
VV

VT
 Eq. 7 

where: 

k: permeability (µm2) 

Dp: particle diameter (m) 

Ø: porosity (-) 

VV: volume of void-space (m3) 

VT: total volume of material (m3) 

τ: tortuosity (-) 

 

2.1.2 Solubility and dissolution 

 

2.1.2.1 Solubility 

 

Solubility is the maximum concentration of a substance that will dissolve in pure solvent (e.g. 

water) at a particular temperature [Rogers and Stovall (2000)].  

 

Normally NAPLs are composed of multiple components, therefore, the aqueous solubility of a 

component of the mixture can be estimated by multiplying its mole fraction by its pure aqueous 

solubility [Banerjee (1984); Feenstra et al. (1991); Mackay et al. (1991)]. If the DNAPL has 

just a single component, its pure phase solubility can be used to estimate their effective aqueous 

solubility. For DNAPLs with multiple components the effective solubility can be estimated by 

the following equation (Eq. 8) [Shiu et al. (1988); Feenstra et al. (1991); Newell and Ross 

(1992)]. 

Sei = XiSi Eq. 8 

where: 

Sei: effective solubility of the component i in the mixture (mg.L-1) 

Xi: mole fraction of component i in the mixture (-) 

Si: solubility of compound i (mg.L-1) 

 

Note that in a DNAPL mixture, there are always some unknown or almost insoluble substances. 

The presence of these substances reduces the mole fraction of the components and therefore the 

effective solubility. The above relationship is approximate and can be only used for ideal 

mixtures [Cohen and Mercer (1993)]. 

 

The effective solubility can be also estimated by using partition coefficients. For example, some 

researchers show many regression equations that estimate the aqueous solubility with 

coefficients Kow (octanol and water) and Koc (organic carbon and water) [Lyman et al. (1982); 

Kenaga and Goring (1980)]. Kow is defined as the ratio between the phase dissolved in n-octanol 

and the phase dissolved in water. This coefficient represents the relative polarity of the liquid. 

Koc is defined as the ratio between the phases adsorbed to the organic substance in soil and the 

phase dissolved in groundwater [Cohen and Mercer (1993)]. Various factors can affect 

solubility, for example, temperature, the reaction between the dissolved substance, and salinity 

[Cohen and Mercer (1993)]. Some work shows that the effective solubility of most organic 

substances increases with temperature but this relationship varies according to the aqueous 

system [Lyman et al. (1982)]. Some authors have also proposed that the aqueous solubility of 

most organic substances generally decreases with the addition of salts [Rossi and Thomas 

(1981)]. Here to estimate the effective aqueous solubility of our DNAPLs, we used a method 

based on activity coefficient that was developed by Banerjee (Eq. 9) [Banerjee (1984)]. 

Ci = (xi)org(γi)orgSi Eq. 9 
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where: 

Ci: concentration of each component in the mixtures (mg.L-1) 

(xi)org: mole fraction of organic phases of each component in the mixtures (-) 

(γi)org: activity coefficients in organic phases of each component in the mixtures (-) 

 

The activity coefficients can be calculated by the Universal Functional Activity Coefficient 

(UNIFAC) method. The UNIFAC method calculates the activity coefficients of each chemical 

groups (e.g. C=C) and brings together all of these different groups to derive the activity 

coefficients of one component. 

 

2.1.2.2 Dissolution 

 

In regard to the aqueous solubility of NAPLs, some laboratory dissolution experiments 

[Anderson (1988); Schwille (1988)] showed that the concentrations of NAPLs in water are 

approximately equal to their aqueous solubility values when water flowing rates are 10-100 

cm.d-1 through NAPL-polluted sands. Some field measurements reported that the organic 

compounds found in groundwater are usually at values of less than ten percent of their solubility 

limits [Mackay et al. (1985)]. The difference between field and laboratory results is probably 

due to the heterogeneity of field conditions (e.g. the groundwater flow is not uniform and the 

DNAPL distribution is complex) [Mackay et al. (1985); Feenstra and Cherry (1988); Powers 

et al. (1991)]. Some studies also show that the dissolution of NAPLs may be limited when 

groundwater flow velocities are high, because the NAPLs in this case do not have enough time 

to dissolve in the groundwater [Powers et al. (1994a)]. For some special NAPLs, for example 

some halogenated solvents, even when their groundwater concentration is low, the chemical 

and hydrodynamic processes of these solvents can create large plumes of groundwater which 

can strongly influence groundwater quality [Cohen and Mercer (1993)]. 

 

Mass transfer across the DNAPL-water interface is commonly described using: 

 a conventional single-boundary layer. In this model, the mass transfer from the DNAPL 

to the aqueous phase is the result of the difference in chemical potential that occurs 

entirely in one phase or in the other [Hunt et al. (1988); Miller et al. (1990); Powers 

et al. (1992); Imhoff et al. (1993); Grant (2005)]; 

 a dual-boundary layer model. In this model the chemical potential difference is 

apportioned between the phases [Brusseau et al. (1992)]. 

 

For the conventional single boundary layer, the solute mass flux from the DNAPL is a function 

of concentration gradient and interfacial area DNAPL-water (Eq. 10) [Miller et al. (1990)]. 

J = klaa
n (Cs −  C) Eq. 10 

where: 

J: solute mass flux dissolution from non-wetting phase to wetting phase (mg.L-1.s-1) 

kla: average mass transfer coefficient for the non-wetting phase/wetting phase interface 

(m.s-1) 

an: specific interfacial area between the non-wetting phase and the wetting phase (m2.m-3) 

Cs: effective solubility (mg.L-1) 

C: dissolved phase concentration (mg.L-1) 

 

Several methods have been developed to determinate the specific interfacial area. However, 

these methods are complex, so much research has focused on solutions combining kla and an 

into a lumped mass transfer term (Kl). This is justified by the fact that mass transfer near the 
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DNAPL-water interface is the result of advective and diffusive processes (and also chemical 

kinetics) (Eq. 11) [Miller et al. (1990); Grant and Gerhard (2004); Grant (2005)]. 

J = Kl(Cs −  C) Eq. 11 

where: 

Kl: lumped mass transfer term (s-1) 

 

The value of Kl is determined from laboratory measurements [Miller et al. (1990); Imhoff et al. 

(1993); Nambi and Powers (2003); Grant (2005)]. 

 

There are different methods for evaluating convective mass-transfer coefficients: 

i. dimensional analysis coupled with experiments; ii. analogy between momentum, energy, and 

mass transfer; iii. exact laminar boundary-layer analysis; iv. approximate boundary-layer 

analysis [Eckert and Drake (1987)]. 

 

Various dimensionless numbers exist to explain the dissolution and dilution phenomena (Table 8). 

 

Table 8: Dimensionless numbers for dissolution and dilution (adapted from [Luciano (2009)]) 

Sherwood number 

modified Sh′ =
λtl

2

D
 Eq. 12 

Dimensionless concentration 

gradient at the surface 

Sherwood number Sh′ =
KCl

D
 Eq. 13 

Dimensionless concentration 

gradient at the surface 

Stanton number St =
KC

u
 Eq. 14 Modified Nusselt number 

Schmidt number Sc =
ν

D
=

μ

ρD
 Eq. 15 

Ratio of the momentum and 

mass diffusivities 

Lewis number Le =
α

D
 Eq. 16 

Ratio of thermal and mass 

diffusivities 

Reynolds number Re =
lu

ν
 Eq. 17 

Ratio of the inertial and 

viscous forces 

Grashof number Gr =
l3g∆ρ/ρ

ν2
 Eq. 18 

Ratio of the buoyancy to 

viscous forces 

Péclet number Pe =
lu

D
 Eq. 19 

Ratio of the convective to 

diffusive mass transport 

Damkohler number ωD =
kcl

2

D
 Eq. 20 

Ratio of the reaction timescale 

to the diffusion time scale 

where:  

λt: mass transfer coefficient per meter (s-1) 

l: characteristic length (m) 

u: velocity of the fluid (m.s-1) 

ν: kinematic viscosity (m2.s-1) 

αt: thermal diffusivity (m2.s-1) 

D: mass diffusivity (m2.s-1) 

Kc: mass transfer coefficient (m.s−1) 

kc: reaction rate (s-1) 

 

Empirical Models for Nonaqueous-Aqueous Phase Mass Transfer are presented in Table 9. 
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Table 9: Mass Transfer Correlations [Imhoff et al. (1997)] 

Model type Formulation  Reference  

Lumped 

domain 
Sha

i = 12(∅ − θn)Rea
0.75θn

0.60Sca
i 0.5 Eq. 21 

[Miller et al. 

(1990)] 

Lumped 

domain 

Sha
i = 4.13Rea

0.598 (
D50

DM
)
0.673

Cu
0.369 (

θn

θni

)

βL

 

Eq. 22 
[Powers et al. 

(1994a)] 
βL = 0.518 +  0.114(

D50

DM
) +  0.10Cu 

Lumped 

domain 
Sha

i = 340θn
0.87Re a

0.71 ( 
z

D50
)
−0.31

   (a) Eq. 23 
[Imhoff et al. 

(1993)], model 

4 

Sphere Sh a
i = 70.5 Rea

1/3
 θn

4/9
 Sni

5/9
i ∅−2/3  (

D50

Dni

)
5/3

   (b) Eq. 24 
[Geller and 

Hunt (1993)] 

Multiple 

sphere 
Shd

i,m = 36.8 Rea
0.654 Eq. 25 

[Powers et al. 

(1994b)] 
(a): zl/D50 = 7 for conditions without dissolution fingering [Imhoff and Miller (1996)] 

(b): [Imhoff et al. (1994)] 

where:  

Sha
i : aqueous-phase Sherwood number for species i = (K a

 iD50
2  )/Da

 i  (-) 
θn: volumetric fraction of the nonaqueous phase (-) 

Rea: aqueous-phase Reynolds number = (D50va)/va (-) 

Sca
i : aqueous-phase Schmidt number for species i = va/D a

i   (-) 
DM: diameter of a “medium” sand grain assumed as 0.05 cm (m) 

D10, D50, D60: particle diameter such that 10%, 50%, or 60% of porous media are finer 

by weight (m) 

Cu: uniformity coefficient= D60/D10 (-) 

θni
: initial volumetric fraction of the nonaqueous phase (-) 

Sh a
i,m

: modified aqueous-phase Sherwood number for species i = (Ka
i   D50

  )/Da
i    (-) 

zl: distance from the column inlet (m) 

Sni
= initial nonaqueous phase saturation (-) 

 

2.1.3 Volatilization 

 

In the porous medium, volatilization means the transfer of gaseous substances from their 

aqueous (solubilized) or solid phase (adsorbed). Various factors influence the rate of 

volatilization, including the concentration of substance in the medium, the water saturation of 

medium, the properties of the aquifer (temperature, porosity, presence of organic matters) and 

so on [Lyman et al. (1982)]. Volatilization is greater in the non-saturated zone than in saturated 

zone. Some experimental work shows that as water saturation increases in a porous medium 

volatilization of substances decreases [Acher et al. (1989)]. The adsorption of volatile organic 

compounds (such as PCE or other chlorinated compounds) on organic matter reduces 

volatilization. On the other hand, increasing the temperature and air circulation of the porous 

medium can increase volatilization [Zytner et al. (1989)]. 

 

Several laws are used to estimate the volatilization of the NAPL in the porous medium. Raoult’s 

law and Henry’s law are the most frequently used [Cohen and Mercer (1993)]. Henry’s law can 

estimate the vapor pressure of a dissolved substance in water using a constant, the Henry’s law 

constant. It can be described as follows (Eq. 26): 

Pv = KHCW Eq. 26 
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where: 

Pv: pressure of the vapor pressure of a dissolved substance in water (atm) 

KH: Henry’s constant (atm.m3.mole-1) 

Cw: concentration of dissolved substance (mole.m-3) 

 

Vapor pressures and Henry's constants of the pollutants constituting our DNAPL are shown in 

the following table (Table 10). 

 

Table 10: Vapor pressure and Henry's constant of certain pollutants constituting our DNAPL 

(at 10 °C) 

DNAPL 
Vapor pressure 

(mm Hg) 

Henry’s constant 

(atm.m3.mole-1) 
Reference 

Carbon tetrachloride 90 3.02×10-2 [Cohen and Mercer (1993)] 

Hexachlorobutadiene 0.150 2.60×10-2 [Cohen and Mercer (1993)] 

 

Normally when the value of Henry’s constant increases the chemical’s volatilization capacity 

also increases. For our DNAPLs the Henry’s constants of the most important components are 

not very high, so one can say that our DNAPL has low volatility. However, Henry’s law 

considers the vapor pressure of a pure substance. Our DNAPLs contain several compounds and 

to estimate the volatilization of a mixed system we can use the Raoult’s law. Raoult’s law 

developed from Henry’s law by adding the mole fraction of each component in the system  

(Eq. 27 and Eq. 28): 

Pvi = XiPvi
,

 Eq. 27 

Pvt = ∑Pvi Eq. 28 

where: 

Pvi: vapor pressure of component i in the mixing system (Pa) 

P’vi: pure vapor pressure of the component i (Pa) 

Pvt: total vapor pressure in the mixing system (Pa) 

 

In regard to vapor transport in a porous medium, several authors have proposed models. The 

main mechanism in these models is macroscopic diffusion [Zytner et al. (1989); Baehr and 

Corapcioglu (1987); Jury et al. (1990); Sleep and Sykes. (1989); Falta et al. (1989); Brusseau 

(1991)]. The dense vapor in the non-saturated zone usually will sink below the water table, and 

how it migrates into the saturated zone will be influenced by medium's heterogeneities [Cohen 

and Mercer (1993)]. 

 

2.1.4 Viscosity 

 

A fluid's viscosity is a measure of its resistance to flow. Viscosity is an important parameter for 

DNAPL recovery remediation. It helps to determine the exact flow rate of pure phase recovery. 

Viscosity can be defined in two different ways: dynamic viscosity (absolute viscosity), μ, and 

kinematic viscosity, ʋ (Eq. 29): 

ʋ =
µ

ρ
 Eq. 29 

where: 

ʋ: kinematic viscosity (m2.s-1) 

µ: dynamic viscosity (Pa.s) 

ρ: density (kg.m-3) 
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Most fluids have a constant viscosity; these fluids are named Newtonian. Pressure has very little 

influence on the Newtonian fluid (except when the pressure is extremely high). Viscosity tends 

to decrease as temperature increases; for example, water’s viscosity changes from 1.002 cP to 

0.403 cP if the temperature increases from 20 to 70 °C [Kestin et al. (1978)]. 

 

There are various ways of estimating the viscosity of a mixture of compounds. This estimation 

depends on additive properties (e.g. dilution rate of the components, viscosities, densities, 

fraction of components, different densities, impurity content and temperature) [Centeno et al. 

(2011)]. 

 

There are some mixing rules and models which can be used to predict the viscosity of mixtures 

with different components. Arrhenius (1887) was the first person to propose the rules to 

estimate the viscosity of mixtures [Arrhenius (1887)]. Bingham was one of the first who looked 

at the theoretical and experimental bases together to predict the viscosity of binary mixtures 

[Bingham (1914)]. Kendall and Monroe proposed an equation based on the fractions of 

components which had a good estimation with the measured viscosities [Kendall and Monroe 

(1917)]. Some other authors have used more complex equations with parameters calculated 

from experimental measurements to predict the viscosities [Walther (1931); Cragoe (1933); 

Ishikawa (1958); Lobe (1973); Twu and Bulls (1981); Miadonye et al. (2000)]. For the heavy 

oil and liquid hydrocarbons, various expressions have also been used to predict their viscosities 

[Mehrotra (1990); Mehrotra (1991); Mehrotra et al. (1996)]. 

 

Table 11 and Table 12 show the various models for estimating viscosities for mixtures with 

different components (respectively for pure mixing rules and for mixing rules with additional 

parameters and excess functions). 

 

Table 11: Pure mixing rules with blending index for calculating the viscosity of mixtures 

Author Equation  Reference 

Arrhenius logμ = Xalogμa + Xblogμb + ⋯   Eq. 30 
[Arrhenius 

(1887)] 

Bingham 
1

μ
=

Xa

μa
+

Xb

μb
+ ⋯  Eq. 31 [Bingham (1914)] 

Kendall and 

Monroe 
μ1/3 = Xaμa

1/3
+ Xbμb

1/3
+ ⋯  Eq. 32 

[Kendall and 

Monroe (1917)] 

Refutas 

VBIi = 10.975 + 14.534ln[ln(νi + 0.8)]  
VBIB = XaVBIa + XbVBIb + ⋯  

ν = ee
(
VBIB−10.975

14.534
)

− 0.8  

Eq. 33 

Eq. 34 

 

Eq. 35 

[Baird (1989)] 

Chevron 

VBIi =
logνi

3+logνi
  

VBIB = ∑ Xi
n
i=1 VBIi  

ν = 10
(

3VBIB
1−VBIB

)
  

Eq. 36 

Eq. 37 

 

Eq. 38 

[Riazi (2005)] 

where: 

VBIi: viscosity blending index component (-) 

µi: dynamic viscosity of each component of the blend (Pa.s) 

Xi: mass fraction of each component of the blend (-) 

νi: kinematic viscosity of each component of the blend (mm2/s) 
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Table 12: Mixing rules with extra-parameters and excess function for calculating the viscosity 

of mixtures 

Author Equation  Reference 

Walther log[log(ν + Cµ)] = Xalog [log(νa + Cµ)] + Xblog [log(νb + Cµ)] Eq. 39 
[Walther 

(1931)] 

Lederer 

lnμ = Xa
′ lnμa + Xb

′ lnμb Eq. 40 

[Lederer 

(1933)] 

Xa
′ =

αµXa

αµXa + Xb
 Eq. 41 

Xb
′ = 1 − Xa

′  Eq. 42 
μ

μb
− 1 = [αµln (

μa

μb
)]Xa  Eq. 43 

Shu αµ
′
 
=

17.04Δρ0.5237ρa
3.2745ρb

1.6316

ln (
μa
μb

)
  Eq. 44 

[Shu 

(1984)] 

Grunberg 

and 

Nissan 
lnμ = Xalnμa + Xblnμb + XaXbGab  Eq. 45 

[Grunberg 

and 

Nissan 

(1949)] 

Power μ = (Xaμa

nµ + Xbμb

nµ + ⋯)1/nµ  Eq. 46 

[Centeno 

et al. 

(2011)] 

Twu and 

Bulls 
ln [ln(ν + 0.7)] = XlnTK + bµ Eq. 47 

[Twu and 

Bulls 

(1981)] 

Reik νi =
Xiνi0

γ
i
1/3    Eq. 48 

[Reik 

(1955)] 

Ratcliff 

and 

Khan 

(lnν)id = ∑Xi lnνi Eq. 49 [Ratcliff 

and Khan 

(1971)] (lnν)real = ∑Xilnνi ± (lnν)Eµ  Eq. 50 

 

where: 

νi: kinematic viscosity of each component of the blend (mm2.s-1) 

Cµ: empirical constant for viscosity determination (-) 

αµ: empirical constant for viscosity determination (-) 

αµ
′ : empirical constant for viscosity determination (-) 

nµ: number of the components in the mixtures (-) 

bµ: empirical constant for viscosity determination (-) 

TK: temperature (K) 

γi: activity coefficient (-) 

Eµ: empirical constant for viscosity determination (-) 

 

The pure mixing rules [Eq. 30 to Eq. 32 in Table 11] use the viscosity of each component and 

their volume or weight fractions (e.g. Arrhenius equation, Bingham equation, and Kendall and 

Monroe equation) [Arrhenius (1887); Bingham (1914); Kendall and Monroe (1917)]. Some 

mixing rules with a viscosity blending index can be used to predict mixing viscosities. The most 

commonly used methods are the Refutas index method and the Chevron method [Baird (1989); 

Riazi (2005)]. The equations of these methods (Eq. 33 to Eq. 38) are also presented in  

Table 11.  
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Several authors have developed the traditional mixing rules by adding in extra parameters 

(which are normally obtained by mathematical estimation) (Table 12, Eq. 39 to Eq. 50). Walther 

developed an equation that calculates an extra parameter by regression analysis [Walther 

(1931)]. Lederer and Shu added an expression to the Arrhenius equation to estimate the fraction 

of components [Lederer (1933); Shu (1984)]. The Grunberg-Nissan equation has also modified 

Arrhenius by using an empirical parameter [Grunberg and Nissan (1949)]. Power modified 

Kendall and Monroe’s equation by using an exponent in its estimation [Centeno et al. (2011)]. 

Twu and Bulls took account of the influence of temperature in their equation [Twu and Bulls 

(1981)]. Reik developed the fictitious method which requires the activity coefficients of the 

components in the system [Reik (1955)]. Ratcliff and Khan modified the Arrhenius equation 

by an excess function to take account of the deviation between ideal mixing and real mixing 

[Ratcliff and Khan (1971)]. 

 

2.2 Multiphase flow in porous media 

 

2.2.1 Different scales in porous media 

 

In the saturated zone, porous media contain pores that are usually filled with a fluid. Porous 

media are intricate systems where various phenomena influence fluid flow. When the medium 

has multiphase flow, the system is even more complex. To better understand flow in porous 

medium, the scale concept needs to be understood. Understanding flow dynamics in porous 

media requires observation at three different scales: the pore scale (microns), the Darcy scale 

(centimeters to meters) and the large scale (kilometers) (Figure 16) [Quintard et al. (2001)]. 

 

 
Figure 16: Different scales in porous media [Quintard et al. (2001)] 

 

At pore scale (or microscopic scale), the characteristic values are the average pore diameter or 

the grain diameter in the medium. In the case of a single phase, flow theory is described by the 

Navier-Stokes equations. Two-phase flow situations are more complex; since the pores do not 

have equal access to phase flow and some phases may be trapped or disconnected within the 

media [Mercer and Cohen (1990)]. The Darcy scale (or macroscopic scale) is based on the 
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existence of an average pore volume. At this scale, we can define the medium's average 

characteristics, for example, porosity, permeability, and saturation. At the same time, 

heterogeneity at the microscopic scale is negligible because average pore volume is considered 

as an average value. In practice, a representative elementary volume (REV) containing many 

pores is used in order to get a macroscopic description representing the effective behaviour of 

the porous medium [Whitaker (1999)]. The large scale describes large media volume. At this 

kilometer-scale, the medium volume is so large that heterogeneity at macroscopic scale 

becomes more significant [Nsir (2009)].  

 

Multiphase flow consists of three critical forces: 1) gravity or buoyancy forces (related to the 

density differences of the fluids); 2) viscous dynamic forces (related to phase viscosities and 

pressure gradients); and, 3) capillary forces (related to the adhesive forces between fluid pairs 

and the porous media) [Rose and Channapragada (1960)]. Each force by itself can change fluid 

flow and transport. 

 

Studying phase interactions at the pore scale is important to understand the mechanisms of fluid 

flow but predicting migration at such a fine scale is generally considered to be impractical 

[Grant (2005)]. To use the process more practically, the continuum concept provides pore scale 

to local scale using a theoretical framework [Reeves and Celia (1996)]. 

 

2.2.2 Water and DNAPL saturations 

 

In our case of two-phase flow (water-DNAPL), the volume of void space, Vv, is filled with 

either water or DNAPL. The proportions of DNAPL or water present, called water and DNAPL 

saturation (respectively Sw and Sn), can be calculated as follows (Eq. 51 to Eq. 53): 

Sw =
Vw

VV
 Eq. 51 

Sn =
Vn

VV
 Eq. 52 

Snw + Sn = 1 Eq. 53 

where: 

Sw: water (wetting fluid) saturation (-) 

Sn: DNAPL saturation (-) 

VV: volume of void-space (m3) 

Vw: volume of water (m3) 

Vn: volume of DNAPL (m3) 

 

Figure 17 illustrates saturation differences in porous media. 

 

 
Figure 17: Illustration of water and DNAPL saturation differences 
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2.2.3 Interfacial tension 

 

When a system presents two immiscible phases it has a contact surface between the two phases; 

in this area the various molecules interact. This contact zone between two fluids can be called 

an interface. The tension between a liquid and its vapor is named surface tension. Normally, 

when a liquid has a high surface tension it can produce a large residual saturation in the porous 

medium [Mercer and Cohen (1990)]. For a two-immiscible liquid system (e.g. DNAPL-water), 

the tension existing in the contact zone is called interfacial tension. It is the energy per unit of 

the interface formed between two immiscible liquids (N.m-1). 

 

In general, interfacial tension decreases with increasing temperature (e.g. 5.5×10-5 (N.m-1) °C-1 

for the crude oil-water systems) and can also be influenced by pH, the addition of surfactants 

and the substances in solution [Schowalter (1979)]. The interfacial tension in the DNAPL-water 

system is directly related to the capillary pressure in the interface [Mercer and Cohen (1990)]. 

The interfacial tension with water systems vary between zero for completely miscible liquids 

and 72×10-3 N.m-1 for absolutely immiscible liquids (72×10-3 N.m-1 is the surface tension of 

air-water at 25 °C) [Lyman et al. (1982)].  

 

2.2.4 Wettability and Contact Angle 

 

Wettability describes the extent to which a fluid adheres to the surface of a solid in a system 

composed of at least two fluids. The solid has a greater affinity for the fluid that has the smallest 

interaction energy at the interface. This “preferred” fluid is called the wetting fluid. The other 

fluid, with the higher interaction energy at the interface, is called the non-wetting fluid 

[Abdallah et al. (2007); Yuan and Lee (2013)]. Generally, for DNAPL-water systems, the 

DNAPL is considered as the non-wetting fluid and water as the wetting fluid. Wettability can 

be described and measured by the contact angle (θ) between the fluids and the solid surface 

[Hiemenz and Rajagopalan (1997)]. 

 

Figure 18 shows wetting of different fluids. Fluids with a low contact angle (< 90°) have high 

wettability. Those with a high contact angle (> 90°) have low wettability. 

 

 
Figure 18: Wetting in different fluids [Yuan and Lee (2013)] 

 

For a two-phase incompressible fluid system, such as DNAPL and water, the contact angle 

between the fluids and the solid surface can be described by the Laplace-Young equation as 

below (Eq. 54) as reported by [Nsir (2009)]: 

Cosθ =
σns − σws

σnw
 Eq. 54 

where: 

θ: contact angle between the fluids and the solid surface (°) 

σns: interfacial tension between the non-wetting phase and the solid surface (N.m-1) 
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σws: interfacial tension between the wetting phase and the solid surface (N.m-1) 

σnw: interfacial tension between the non-wetting phase and wetting phase (N.m-1) 

 

The above equations show that the interfacial tension has an important influence on the 

wettability and contact angle. Wettability in the DNAPL-water system can be affected by 

several factors, for example, the medium's environmental characteristics (e.g. salt 

concentrations [Kueper et al. (2003)]), the presence of surfactants, and the medium's saturation 

history [Mercer and Cohen (1990)]. Wettability generally increases (the contact angle 

decreases) in DNAPL phases as surfactants are added [Mercer and Cohen (1990)]. Villaume 

(1985) showed that the contact angle is smaller when DNAPLs are spread in a non-

contaminated environment than in a medium already contaminated with DNAPLs as reported 

by Villaume [Villaume (1985)]. 

 

Wettability is not set over time, so for former pollution sites and in areas extremely saturated 

with DNAPL, we observe that water can only be present in a very low saturation and so the 

DNAPL becomes wetting (weathering). Moreover, depending on the nature of the soil, which 

is by definition heterogeneous, we see that the DNAPL can be wetting and non-wetting 

[Abdallah et al. (2007)]. 

 

2.2.5 Capillary Pressure 

 

In porous media, capillary pressure is an important parameter because it controls fluid flow. In 

systems with two immiscible fluids, when the system is stable, there is an interface between the 

wetting and non-wetting phases within the pores. Pressure affecting this interface is called 

capillary pressure. The capillary pressure can be defined as the difference between the pressures 

of the wetting and non-wetting fluids [Wilson et al. (1990)]. Figure 19 shows the interface 

between two phases; this interface is curved by the effect of a pressure discontinuity, where the 

non-wetting phase pressure is greater than the wetting phase pressure. 

 

 
Figure 19: Illustration of a capillary tube immersed in a liquid [Wilson et al. (1990)] 

 

As mentioned previously for a DNAPL-water system, the DNAPL is generally regarded as the 

non-wetting fluid and the water is regarded as the wetting fluid. Since the DNAPL pressure is 

greater than that of water, the capillary pressure can be defined as follows (Eq. 55): 

Pc = Pn − Pw Eq. 55 

where: 

Pc: capillary pressure (Pa) 

Pn: pressure of non-wetting fluid (Pa) 

Pw: pressure of the wetting fluid (Pa) 
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By combining the capillary pressure with the Laplace-Young equation (Eq. 54), we obtain the 

relationship between the capillary pressure, the pore contact angle and the radius of the capillary 

tube [Bear (1979)], as follows (Eq. 56): 

Pc =
2σcosθ

r
 Eq. 56 

where: 

Pc: capillary pressure (Pa) 

σ = σnw: interfacial tension (mN.m-1) 

: pore contact angle (°) 

r: mean radius of interface (cm), r=rtube/cosθ 

 

From Eq. 55 and Eq. 56, it is clear that the capillary pressure decreases as the interfacial tension 

decreases and as the contact angle increases. For a non-wetting fluid (such as the DNAPLs) to 

enter into a water-saturated zone a minimum pressure is required to overcome the resistance of 

the capillary pressure (i.e. entry pressure) [Schwille (1988)]. 

 

Therefore, Pc depends on the diameter of the tubes holding the liquids. Figure 20 illustrates this 

phenomenon. In porous media, Pc depends greatly on the radii of the pore throats that 

correspond to the actual space between the glass beads (Figure 21). Therefore, Pc can vary 

locally. 

 

 
Figure 20: Analogy of capillary pressure at various sizes of the capillary tube ([Lu and Likos 

(2004)] 
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Figure 21: Various pore radii of the pore throat in the soil pores [Bear and Cheng (2010)] 

 

Changes in the fluid-fluid interface depend on increasing or decreasing the phase pressure. 

Small pressure changes will cause a movement or deformation at the interface and contact 

angle. This phenomenon is described as ‘interface pinning’ [Braun and Holland (1994)].  

 

2.2.6 Drainage-imbibition and residual saturations 

 

The residual saturation is the volume of liquid that cannot be recovered from a porous medium 

by applying a pressure gradient. Decreasing residual saturation is one of the most important 

challenges in soil remediation engineering. The residual saturation of non-wetting fluids can be 

measured in the laboratory by drainage-imbibition experiments. Various researchers have 

defined residual saturation based on drainage-imbibition experiment curves [Bear (1972); 

Dullien (1992); Fetter (1994); Freeze and McWhorter (1997); Pickell et al. (1966)]. Figure 22 

is an example of a drainage-imbibition curve. 

 

 
Figure 22: Drainage-imbibition curves (adapted from [Benremita (2002)]) 

 

For a drainage-imbibition experiment, when the capillary pressure is increased (Pc = Pn-Pw), 

drainage starts, and water saturation begins to decrease (from 100%). Water saturation 

continues to decrease until no more water can exit the porous medium system; the water left in 

the medium is called "irreducible water saturation" (Srw or residual water saturation). If the 

capillary pressure is decreased, imbibition starts and DNAPL saturation begins to decrease 

(from (1- Srw)). By reducing the capillary pressure, DNAPL saturation continues to decrease 
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until a certain point at which no more DNAPL can exit the system. This DNAPL saturation in 

the system is called "residual DNAPL saturation" (Srn). The threshold pressure is the minimum 

force required to overcome the resistance of the capillary pressure (entry pressure) of a porous 

medium. 

 

The imbibition and drainage Pc-Sw curves do not overlap. This hysteresis in Pc-Sw behaviour 

occurs because pore drainage and pore imbibition are distinct [Beliaev and Hassanizadeh 

(2001); Gerhard and Kueper (2003a); Gerhard and Kueper (2003b); Grant (2005)]. During the 

imbibition process, the DNAPL is displaced; at the same time, some DNAPL is trapped (snap-

off or by-passing trapping) and is difficult to displace (see section 2.2.10). 

 

Nowadays many aquifer treatment technologies and research activities exists, like pump and 

treat, thermal treatment, chemical reactions, and injection of surfactants or foam. The main goal 

of all these technologies is to decrease the residual NAPL saturation as much as possible. 

 

The main factors that affect residual saturation are same as for capillary pressure: the relative 

permeability-saturation factors discussed in the previous section. It is also known that residual 

saturation increases with decreasing grain size and permeability [Schwille (1988); Wilson et al. 

(1990); Hoag and Marley (1986); Zytner et al. (1993); Boley and Overcamp (1998); Gerhard 

(2002); Grant (2005); Pickell et al. (1966); Bear (1972); Dullien (1992); Fetter (1994); Freeze 

and McWhorter (1997)].  

 

Entry pressure 

The Leverett function (1941) proposed the following equation (Eq. 57) [Leverett (1941)]:  

Pe
dim =

Pe

σ
[
k

∅
]
αPe

 Eq. 57 

where: 

Pe
dim: dimensionless entry pressure (measured in a different porous medium) (-) 

Pe: measured entry pressure of the investigated porous media (Pa) 

σ=σNW: Interfacial tension between the non-wetting phase and wetting phase (N.m-1) 

αPe
: Empirical constant for Pe determination, often set to 0.5 (-) 

 

Kueper and Frind (1991) found a value of 0.65 for α and 0.186 for Pe
dim for a set of PCE-water 

capillary pressure curves measured using samples of sand with K varying between 4.3×10-3 and 

1.2×10-2 cm.s-1 [Kueper and Frind (1991a)]. 

 

Dupuy et al. (2011) presented an equation, derived from the Young-Laplace equation, to 

determine the entry pressure (Eq. 58) [Dupuy et al. (2011)]: 

∆Pc =
2βpσHA−EOcosθHA−EO−M

rp,max
 Eq. 58 

where: 

∆Pc: breakthrough pressure, threshold above which the non-wetting liquid passes 

through the membrane (Pa) 

σHA−EO: interfacial tension between the essential oil and the hydro-alcoholic solution 

(mN.m-1) 

βp: pore shape parameter (βp = 1 for cylindrical pores and 0 < β < 1 for non-cylindrical 

pores) 

θHA–EO–M: essential oil/hydro-alcoholic solution/membrane contact angle (°) 

rP,max: maximum radius of membrane pores (m) 
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2.2.7 Relative Permeability 

 

When several fluids are present in a porous medium, they compete to fill the pore space. 

Because of this competition, the mobility of all fluids in the system will be reduced. The concept 

of relative permeability explains this decrease. It is the ratio between the effective permeability 

of fluid in the system and its "single" phase permeability. The relative permeability varies from 

0 to 1 (Eq. 59 and Eq. 60) [Brooks and Corey (1964); Cohen and Mercer (1993)]. 

kew = krwk  Eq. 59 

ken = krnk  Eq. 60 

where: 

kew: effective permeability of the wetting phase (m2) 

ken: effective permeability of the non-wetting phase (m2) 

krw: relative permeability of the wetting phase (-) 

krn: relative permeability of the non-wetting phase (-) 

k: intrinsic permeability (m2) 

 

Several studies showed that the relative permeability of a fluid can be defined as a function of 

its saturation in the porous medium [Luckner et al. (1989); Mualem (1976)]. Schwille (1988) 

proposed the relative permeability curve shown in Figure 23, for a DNAPL-water system 

[Schwille (1988)]: 

 

 
Figure 23: Relative permeability curve for a DNAPL-water system [Schwille (1988)] 

 

From the relative permeability curve, we see that the relative permeability of DNAPL is 

normally greater than that of water at the same saturation and that when the relative permeability 

of DNAPL decreases, the relative permeability of water increases. 

 

The principle of multiphase flow and relative permeability is illustrated in Figure 24. A phase's 

permeability depends in particular on how much the porosity is saturated by the other phase. 

The domain saturated in both NAPL and water, where both the NAPL and water phases are 

mobile, is called "funicular saturation state" [Williams and Wilder (1971)]. Beyond a certain 

level of water saturation, the NAPL phase is no longer continuous. The NAPL phase is then 

trapped in the residual state in the form of droplets that are dispersed in the insular saturation 

state, whereas the water phase remains mobile [Bear (1972); Mercer and Cohen (1990); Cohen 

and Mercer (1993); Huling and Weaver (1996)]. 
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When NAPL saturation exceeds 70-80%, water is immobile and only the NAPL phase migrates 

to the "pendular saturation state" [Cohen and Mercer (1993)]. Therefore, above the residual 

saturation, the organic phase is mobile while below that saturation, it is immobile. 

 

 
Figure 24: Relative permeabilities in a two-phase NAPL/water system (according to 

[Williams and Wilder (1971)]) 

 

2.2.8 Capillary pressure, relative permeability – saturation relationships, and main 

affecting factors 

 

As considered in the previous section, wettability, saturation and capillary pressure are basically 

pore scale phenomena. If a medium is homogeneous, its capillary pressure also can be clearly 

defined at local scale. This means that capillary pressure at the pore scale is typically the same 

as at the local scale and can be equated to the difference between pressures averaged over REV 

[Morrow (1976); Melrose and Brandner (1974)]. However, it can be problematic to measure 

experimentally, when the capillary pressure is close to the residual saturation. In this case, 

capillary pressures are always determined to be zero [Hassanizadeh and Gray (1993)]. Also, 

during experiments, interaction between fluids is apparent; this kind of problem can only be 

considered on the pore scale. The determination of capillary pressure – saturation relationships 

needs several drainage–imbibition experiments. The main affecting factors for this process are 

pore size distribution, wettability, and interfacial tension. There is also a problem of 

heterogeneity, dead tails, dual porosity and fractures in porous media which can affect capillary 

pressure – saturation relationships. Lowry and Miller (1995) have analyzed the influence of 

pore size distribution on drainage-imbibition curves. They have shown that the influence of the 

imbibition curve was much higher than drainage [Lowry and Miller (1995)]. Wettability has 

much more effect on capillary pressure – saturation relationships [Morrow (1976)]. 

 

The main factors affecting wettability are as follows: i. fluid-fluid pair combination [Powers 

et al. (1996)]; ii. solid phase mineralogy [Anderson (1986)]; iii. surface roughness [Morrow 

(1975)]; pH [Lord et al. (2000)]; iv. the presence of organic acids and bases [Dubey and Doe 

(1993)]; v. exposure to coal tar [Powers et al. (1996); Villaume (1985)]; vi. exposure to 

synthetic gasoline [Powers and Tamblin (1995)]; vii. temperature [She and Sleep (1998)]; viii. 

uncovering to surface active solutes [Gaudin and Decker (1967); Jennings (1975)]; and finally, 

ix. phase pressure [Grant (2005)]. All these factors can change wettability; for porous media 

materials we have to consider them very mindfully.  
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One of the main parameters of multiphase flow is relative fluid permeability, which affects 

mobility in each phase. This means that relative permeability should be considered as well as 

other phenomena. Factors which affect the relative permeability, Kr, are: i. pore properties; ii. 

intrinsic permeability; iii. wettability; iv. interfacial tension; v. viscosity ratio [Demond and 

Roberts (1987)]. Demond and Roberts (1987) found that non-wetting fluid tends to flow in 

larger pores while wetting fluid flows in smaller pores; consequently pore-size distribution must 

affect relative permeability. They concluded that, in general, relative permeability is not a 

function of intrinsic permeability and even small interfacial tension will significantly change 

the shape of relative permeability curves [Demond and Roberts (1987)]. Viscosity only 

influences relative permeability at low intrinsic permeability [Larson et al. (1981)]. Abdallah 

et al. (2007) examined wettability and performed several experiments and compared by each 

factor [Abdallah et al. (2007)].  

 

As one can see in Figure 25, there is also a considerable difference between water-wet and 

mixed-wet media. In mixed media water becomes more mobile (non-wetting) and that affects 

the relative permeability and the capillary pressure curve. 

 

 
Figure 25: Capillary pressure and relative permeability for water-wet and mixed wet 

conditions [Abdallah et al. (2007)] 

 

2.2.9 Retention Models kr-Sw and Pc-Sw 

 

Many researchers have used empirical relationships and experimental data-fitting by 

mathematical functions to obtain Pc-Sw and kr-Sw curves (e.g. [van Genuchten (1980)] and 

[Brooks and Corey (1964)]. Numerical models generally use a van Genuchten-based (VG) or a 

Brooks-Corey-based (BC) constituent model. These constituent models are integrated with 

extensions of the relative permeability functions proposed by either [Burdine (1953)] or 

[Mualem (1976)]. In reservoir engineering, a commonly used expression is the Brooks-Corey 

and Burdine relationship. Aquifer treatment and remediation also use van Genuchten-Mualem 

relationships. Brooks-Corey-Mualem, van Genuchten-Burdine, and van Genuchten-Mualem 

relationships have been used successfully [O’Carroll et al. (2004)]. Seven different parametric 

models for capillary pressure – saturation and relative permeability functions are displayed in 
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Table 13 [Chen et al. (1999)]. All the models were tested by multi-step outflow-based 

experiments of DNAPL migration in porous media. Chen et al. (1999) discussed and concluded 

that the van Genuchten-Mualem (VGM), lognormal distribution-Mualem (LDM), Brutsaert-

Burdine (BRB) and Gardner-Mualem (GDM) models successfully characterized two-fluid 

experimental data [Chen et al. (1999)]. 

 

Table 13: Two-fluid capillary pressure and permeability models [Chen et al. (1999)] 

Models 
Para-

meters 

Capillary pressure 

Function 
Permeability Function Eq. 

VGM & 

VGB (van 

Genuchten-

Mualem/ 

Burdine) 

[1], [2] and 

[3] 

θws 

θrw 

k 

α 

n 

Sew =
1

[1 + (α hc)
n]m

 

Eq. 61 

(a) VGM: (m=1-1/n) Eq. 62 

krw = Sew
0.5

[1 − (1 − Sew

1
m )

m

]

2

 Eq. 63 

krn = (1 − Sew   
  
)
0.5

[1 − Sew

1
m ]

2m

 Eq. 64 

(b) VGB: (m=1-2/n) Eq. 65 

krw = Sew
2

[1 − (1 − Sew

1
m )

m

] Eq. 66 

krn = (1 − Sew   
  
)
2
[1 − Sew

1
m ]

m

 Eq. 67 

BCM & 

BCB 

(Brook and 

Corey-

Mualem/ 

Burdine) 

[3] and [4] 

θws 

θrw 

k 

he 

λ 

η 

Sew = (
he

hc
)
λ

 

Eq. 68 

(c) BCM:  

krw = Sew
η+2+2/λ

 Eq. 69 

krn = (1 − Sew   
  
)
η
[1 − Sew

1+1/λ
]
2

 Eq. 70 

(4) BCB: (m=1-1/n) Eq. 71 

krw = Sew
3+2/λ

 Eq. 72 

krn = (1 − Sew   
  
)
2
[1 − Sew

1+2/λ
] Eq. 73 

LNM 

(Lognormal 

Distribution

-Mualem) 

[5] and [1] 

θws 

θrw 

k 

hm 

σb 

η 

Sew = Fn [
ln (

hm
hc

)

σb
] 

Eq. 74 

krw = Sew
η {Fn[Fn

−1(Sew) + σb]}
2 Eq. 75 

krn = (1 − Sew)η{1 − Fn[Fn
−1(Sew) + σb]}

2 Eq. 76 

Fn(x) =
1

√2π
∫ exp

x

−∞

(−
x2

2
)dx

 

 Eq. 77 

=
1

2
erfc (

x 

√2
)
 

 Eq. 78 

BRB 

(Brutsaert-

Burdine) 

[2] and [6] 

θws, θrw 

k 

βb, γb 

Sew =
βb

βb + hc
γb

 

Eq. 79 

krw = Sew
2

[1 − (1 − Sew)1−2/γb] Eq. 80 

krn = (1 − Sew   
  
)
3−2/γb Eq. 81 

GDM 

(Gardner-

Mualem) 

[1] and [7] 

θws, θrw 

k 

αg 

Sew = (1 +
1

2
αghc) e−

1
2αghc 

Eq. 82 

krw = e−αghc Eq. 83 

krn = (1 − e−
1
2
αghc

   

  

)
2

 Eq. 84 

[1]: [Mualem (1976); van Genuchten (1980)]; [2]: [Burdine (1953)]; [3]: [Luckner et al. (1989)]; [4]: [Brooks and 

Corey (1964)]; [5]: [Kosugi (1994); Kosugi (1996)]; [6]: [Brutsaert (1967)]; [7]: [Gardner (1958)] 
 

where: 

θws: porosity of wetting phase, measured value (-) 
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θrw: residual porosity of wetting phase (-) 

Sew: effective saturation (-) 

hc: capillary pressure head (m) 

VGM and VGB: 

α: fitting parameter inversely proportional to the non-wetting fluid entry pressure 

value (m-1) 

n: width of pore-size distribution (-) 

BCM & BCB: 

he: non-wetting fluid entry pressure (m) 

η: fitting parameter (-) 

λB: fitting parameter characterizing the pore-size distribution (-) 

LNM: 

Fn(x): normal pore-radius distribution function (-) 

hm: related to the median of soil pore radius distribution function by the capillary 

pressure function (m) 

σb: width of soil pore radius distribution function (-) 

BRB: 

βb: fitting parameter proportional to the non-wetting fluid entry pressure value 

(m) 

γb fitting parameter characterizing the pore-size distribution (-) 

GDM:  

αg: fitting parameter inversely proportional to the non-wetting fluid entry 

pressure value (m-1) 

 

Sew is calculated as follows (Eq. 85):  

Sew =
Sw − Srw

1 − Srw
=

θw − θrw

θws − θrw
 Eq. 85 

where: 

θw: porosity of water (-) 

Sew: effective saturation (-) 

Sw: water saturation in the porous medium (-) 

Srw: residual water saturation in the porous medium (-) 

 

The van Genuchten capillary pressure-saturation function is one of the most commonly used 

models in water environments, because it usually fits very well with experimental data [Liu 

et al. (1998)]. 

 

2.2.10 DNAPL trapping mechanisms 

 

The DNAPL residual saturation, Srn, is due to various trapping phenomena: viscous fingering, 

capillary instability, by-passing, and surface trapping. If the DNAPL is non-wetting, no surface 

trapping phenomena take place [Anderson (1987); Homsy (1987); Chatzis et al. (1983); 

Lenormand et al. (1988); Powers et al. (1992)]. 

 

Viscous fingering is related to displacement instability. It depends on fluid densities, viscosities, 

directions, and velocities. Displacement instability is caused by DNAPL pools that were not 

flushed out by the displacement fluid being left behind the migration front (continuum rupture) 

[Lenormand et al. (1988)]. 
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Capillary instability and by-passing trappings are related to capillary trapping mechanisms. 

Capillary instability occurs in high aspect ratio pores where the pore body is much larger than the 

pore throat resulting in a single droplets of residual DNAPL (snap-off trapping) (Figure 26). By-

passing trapping occurs when wetting fluid flow disconnects the non-wetting fluid, causing DNAPL 

ganglia to be trapped in clusters of large pores surrounded by smaller pores (see Figure 27) 

[Anderson (1987); Homsy (1987); Chatzis et al. (1988); Powers et al. (1992)]. 

 

Thus, Srn tends to increase with increasing pore aspects ratios and pore size distribution. 

 

 
Figure 26: Capillary trapping mechanisms – by-passing (adapted from [Chatzis et al. 

(1983)]) 

 

 
Figure 27: Capillary trapping mechanisms - snap-off (adapted from [Chatzis et al. (1983)]) 

 

2.2.11 Drainage-imbibition experimental work 

 

Various researchers have experimentally investigated the migration behaviour of non-wetting 

fluids. Most of the environmental researchers did their investigations on a laboratory or small 

field scale and generally employed an ideal porous medium consisting of homogeneous blocks 

of sand (e.g. [Kueper et al. (1989); Illangasekare et al. (1995a); Hofstee et al. (1998); 

Rathfelder et al. (2003); O’Carroll et al. (2004)]. This approach helps to simplify the numerical 

model validation, which needs the parameters of the fluid (density, viscosity, wettability) and 

the porous media. Also, it considers how to describe the way the non-wetting fluid migrates. In 
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numerical models, it is difficult to examine heterogeneity of processes and also those with 

laboratory experiments. To build a numerical model and to use it, it is important to know the 

parameters of all the fluids and porous media. 

 

That is why laboratory scale experiments have been investigated using known porous media 

parameters. This allows easy identification of the impact of the other factors on two-phase flow 

(e.g. thermal and chemical enhancement effects). For instance, Kueper and Frind (1992) 

conducted laboratory scale experiments to validate a model versus the visual observation of 

non-wetting fluid migration [Kueper and Frind (1992)]. Rathfelder et al. (2003) investigated 

the influence of surfactant on the interfacial tension [Rathfelder et al. (2003)]. Illangasekare et 

al. (1995a) used a dual-gamma attenuation system to measure very accurate non-wetting phase 

saturations [Illangasekare et al. (1995a)]. Hofstee et al. (1998) used visual inspection, 

photography and video recording to monitor the infiltration of perchloroethylene in water-

saturated porous media [Hofstee et al. (1998)]. Saturation measurements by mass and volume 

balance were also widely used [Schwille (1988); Liu et al. (1998)]. A light transmission image 

capture and analysis was also successfully employed in one-dimensional porous media 

experiments [Gerhard and Kueper (2003b)], and there was no significant limit to saturation 

measurement. 

 

2.2.12 Dimensionless numbers related to the displacement of DNAPLs 

 

2.2.12.1 Capillary number, Bond number, total trapping number  

 

The drop in IFT coupled with the change of viscosity in the non-wetting phase overcomes the 

capillary pressure (which keeps the DNAPL in the pores) [Pennell et al. (2014)]. Pennell et al. 

(1996) used a method to estimate NAPL mobilization in the porous medium [Pennell et al. 

(1996)]. This method uses two types of numbers: the capillary number (Nca) and the Bond 

number (NB). The capillary number can be expressed as (Eq. 86): 

Nca =
vwµw

σcosθ
 Eq. 86 

where: 

vw: Darcy’s velocity of the wetting phase (upward direction is considered positive) (m.s-1) 

µw: dynamic viscosity of wetting phase (Pa.s) 

 

The Bond number, NB, is a function of gravitational forces and capillary pressure (Eq. 87):  

NB =
gkkrwΔρ

σcosθ
 Eq. 87 

where: 

Δρ: difference of densities between the wetting and non-wetting phase (= ρw-ρn) 

(kg.m-3) 

 

If we combine the two numbers, one can obtain the total trapping number, NT (Eq. 88): 

NT = √Nca
2 + 2NcaNBsinαNT

+ NB
2  Eq. 88 

where: 

αNT
: angle between the direction of system flow and the horizontal direction (°) 

 

Pennell et al. (1996) ran several experiments with PerChloroEthylene (PCE) in columns 

(packed with quartz sand). They showed that for the PCE-water system the NT is equal to  

2×10-5 (at this value, the PCE stored in the pores start to move); when the NT is over 1×10-4 
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almost all of the PCE is removed [Pennell et al. (1996)]. Many experimental data show that as 

the Nca is increased, the residual saturations are decreased [Lake (1989); Sheng (2015)]. 

 

2.2.12.2 Mobility ratio  

 

Shear forces, which depend on the viscosity contrast between wetting and non-wetting liquids, 

cannot be neglected for viscous liquids such as coal tar, motor oil, and some crude oils [Ng 

et al. (1978)]. In this case, using the mobility ratio is proposed (mr) [Dullien (1992)] (Eq. 89). 

mr =
k2rμ1

k1rμ2
 Eq. 89 

where: 

mr: mobility ratio (-) 

k1r: relative permeability for the displaced phase (-) 

k2r: relative permeability for the displacing phase (-) 

μ1: fluid dynamic viscosity for the displaced phase (Pa.s) 

μ2: fluid dynamic viscosity for the displacing phase (Pa.s) 

 

Viscous fingering tends to reduce with increased temperature; this phenomenon is related to the 

fact that, given the reduced NAPL viscosity, the ratio of the mobility of the displacing fluid to 

the displaced fluid is lower [Lenormand et al. (1988); Munson et al. (2009)]. 

 

Lenormand et al. (1988) have shown three multiphase domain displacements corresponding to 

a different "basic" mechanism where only one kind of force is acting (the two others being 

negligible at the scale of the network) [Lenormand et al. (1988)]: 

 Stable displacement: the principal force is due to the viscosity of the injected fluid 

(capillary effects and pressure drop in the displaced fluid are negligible) 

 Viscous fingering: the principal force is due to the viscosity of the displaced fluid 

(capillary effects and pressure drop in the displacing fluid are negligible) 

 Capillary fingering: at low Nca the viscous forces are negligible in both fluids and the 

principal force is due to capillarity. 

 

 

C: capillary number 

M: mobility ratio 

Figure 28: Phase-diagram of multiphase domain displacement [Lenormand et al. (1988)] 
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2.3 Effect of thermal enhancement on DNAPL mobility in saturated porous media 

 

2.3.1 Heating technologies 

 

Various technologies exist for injecting heat into soils, the most commonly used being the hot 

water flooding approach. 

 

Hot water flooding was first developed and used by the oil industry to increase crude oil 

recovery [Burger et al. (1984); Edmondson (1965); Fournier (1965)]. It was later used in the 

field of contaminated sites and soils remediation. Many large-scale applications have been 

reported in this domain [Fulton et al. (1991); US EPA (2000)], yet this technique cannot be 

directly transferred to the domains of contaminated sites and soils [Dokla (1981); Fournier 

(1965); Goodyear et al. (1996); Okasha et al. (1998)]. This technique is similar to free product 

recovery with groundwater extraction (for LNAPL) or water flooding (for DNAPL) (see section 

1.1.6); the difference lies in the fact that the hydraulic gradient applied to increase NAPL 

recovery is generated by injecting hot water. This hot water injection reduces interfacial tension 

and viscosity of the NAPL, leading to their enhanced mobility [Kingston et al. (2014)]. 

 

Figure 29 illustrates a schematic representation of hot water flooding. 

 

 
Figure 29: Schematic representation of Hot Water Flooding (adapted from [Colombano et al. 

(2010)]) 

 

Other heat injection technologies derived from treatments of the unsaturated zone can also be 

adapted to heating the saturated zone. 

 Thermal Conduction Heating (TCH), also called In Situ Thermal Desorption (ISTD), 

consists in heating the underground by conduction and simultaneously applying 

negative pressure, 

 Steam-Enhanced Extraction (SEE) consists in injecting vapor to extract organic 

compounds, 

 RadioFrequency Heating (RFH) consists in injecting electromagnetic waves in the 

microwave frequency range into the soil, 
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 Electrical Resistance Heating (ERH) heats the soil by passing a flow of alternating 

electric current through the soil matrix placed between an electrode network (hexagonal 

or triangular arrays). The resistance provided by the porous media increases the 

temperature. 

 

2.3.2 Influence of temperature on dynamic viscosity 

 

Significant reductions in water and NAPL viscosities have been reported when temperature 

increases (e.g. [Edmondson (1965); Sleep and Ma (1997); Villaume et al. (1983)]). 

 

Typically, chlorinated solvents are more fluid than water (viscosity less than 10-3 Pa.s-1). In 

addition, under the effect of temperature, when a liquid expands, the interactions between the 

molecules fall and viscosity falls. The viscosity of a chlorinated solvent is generally reduced by 

1% per degree Celsius [Davis (1997)]. The study by Sleep and Ma (1997) on measuring PCE 

viscosity as a function of temperature observed this significant viscosity reduction with 

increasing temperature [Sleep and Ma (1997)]. They found a relationship that connects the 

dynamic viscosity of PCE with temperature as (Eq. 90): 

lnµPCE = −4.723 +
1.890 × 103

TK
−

2.035 × 105

TK
2  Eq. 90 

where: 

µPCE: dynamic viscosity of PCE (cP) 

 

Consequently, Chlorinated Volatile Organic Compounds (CVOCs) mobility (in a free liquid 

phase) will be particularly improved when the ground temperature rises after a thermal 

treatment. 

 

2.3.3 Influence of temperature on interfacial tension 

 

In soils, the free product phase can be immobilized by the soil's capillary forces. Reduced 

interfacial tension could then lead to the remobilization of trapped free product. The study by 

Sleep and Ma (1997) demonstrated a slight reduction in the PCE/water system's interfacial 

tension with increasing temperature (0.042 mJ.m-².°C-1). From these results, they proposed the 

following linear relationship (Eq. 91) to predict the PCE surface tension behaviour for 

temperature between 20 and 90 °C [Sleep and Ma (1997)]: 

σPCE = 45.808 − 0.042T Eq. 91 

where: 

σPCE: Interfacial tension of PCE-water (mJ.m-2) 

 

These results confirm Imhoff et al.'s (1997) study showing a slight reduction (7%) of the surface 

tension between the PCE and water on a temperature range varying from 5 to 40 °C.  

 

2.3.4 Influence of temperature on density 

 

The density of CVOCs is a function of molar mass [Lemière et al. (2008)]. During the 

experiment performed by Sleep and Ma (1997), PCE density was measured as a function of 

temperature. It showed that PCE density falls when temperature rises. The equation that predicts 

how density behaves as a function of temperature given by Sleep and Ma (1997) is as follows 

(Eq. 92): 

ρPCE = 1.6294 − 6.6655 × 10−4T − 4.9643 × 10−6T2 Eq. 92 
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where: 

ρPCE: PCE density (g.cm-3) 

 

This density decrease is too small to significantly increase recovery efficacy during a thermal 

treatment [Sleep and Ma (1997)]. However, according to Davis (1997), a temperature increase 

of 100 °C causes a 10% density reduction. The density of water decreases by about 4% when 

temperature rises from 0 to 100 °C. Even though these changes are small, it can influence 

contaminant migration. 

 

2.3.5 Temperature effect on capillary pressure-saturation function 

 

Many studies showed that the volume of entrapped non-wetting phase decreases with increasing 

temperature, as do interfacial tension and contact-angle temperature-dependent variables 

[Adamson and Gast (1997); Grant and Salehzadeh (1996); Hopmans and Dane (1986); Poston 

et al. (1970); Sinnokrot et al. (1971)]. Hopmans and Dane (1986) found that entrapped air 

volume decreases with increasing temperature [Hopmans and Dane (1986)]. 

 

The impact of temperature variations on capillary pressure-saturation relationships has been 

also studied from both the experimental and theoretical point of view [Davis (1994); Grant 

(2003); Grant and Salehzadeh (1996); O’Carroll and Sleep (2007); She and Sleep (1998)]. Grant 

and Salehzadeh (1996) have developed a formula that calculates the capillary pressure at a given 

temperature (Eq. 93) [Grant and Salehzadeh (1996)]: 

Pc
T = Pc

ref (
βPc

+ T

βPc
+ Tref

) Eq. 93 

where: 

Pc
T: capillary pressure at a given temperature T (Pa) 

Pc
ref: reference capillary pressure at the reference temperature Tref (Pa) 

T: temperature at which Pc
T is desired (°C) 

βPc
: fitting parameter related to the temperature dependency of interfacial tension and 

contact angle (-) 

 

Recent studies conclude that the capillary pressure-temperature relationship and the βPc
 fitting 

parameter are not only related to changes in interfacial tension with temperature. It has been 

suggested to also consider how contact angles change with temperature to improve the use of 

Eq. 93 [Bachmann et al. (2002); She and Sleep (1998)].  

 

Poston et al. (1970) investigated the temperature dependence of the contact angle. They 

measured the contact angle of oil in a temperature range of 25-88 °C in an oil-water-glass 

system and concluded that contact angles decreased slightly with increasing temperature 

[Poston et al. (1970)]. Likewise, they concluded that increasing the temperature led to a very 

small change in the contact angle [Bradford and Leij (1996); Davis (1994)]. Dokla (1981) also 

showed that for mixtures of crude oil-water-sand systems, the contact angles increased from 

64° (at 30 °C) to 76° (at 70 °C) [Dokla (1981)]. 

 

In almost all types of porous media (sand, soil or glass beads), studies on air-water systems 

showed that residual water saturation decreases as temperature increases [Liu and Dane (1993)]. 

However, Davis (1994) showed increasing irreducible water saturations in air-water and 

hydrocarbon-water systems in the range of 10-30 °C [Davis (1994)]. Other researchers showed 

that in organic-water systems the residual water saturation increases and the residual organic 
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saturation decreases when temperature increases [Davis (1994); Poston et al. (1970); She and 

Sleep (1998); Sinnokrot et al. (1971)]. In a porous medium consisting of 3 mm glass beads the 

water residual saturation (Srw) varied by over 8-8.5% when interfacial tension ranged between 

22 and 71.2 mN.m-1 [Morrow (1970)]. 

 

She and Sleep (1998) found that increasing temperature decreased residual PCE, but the 

irreducible water value increased when the temperature increased [She and Sleep (1998)]. They 

concluded that not only the interfacial tension and the contact angle influence the capillary 

pressure–saturation curve but also that viscosity may change the displacement process, which 

will affect the capillary pressure. 

 

These residual saturations can be estimated using the concept of total trapping number (NT) 

developed by Pennell et al. (1997), from the combination of capillary number (NCa) and bond 

number (NB) [Pennell et al. (1996)]. NB accounts for gravity and capillary forces whereas Nca 

accounts for viscous and capillary forces [Kingston et al. (2014)]. As a first approach, NT can 

be used to estimate the impacts of variations in this data as a function of temperature [Kingston 

et al. (2014)]. According to the experiments of Sleep and Ma (1997) on heating PCE in a 

saturated porous medium (90 °C), the mobilization of trapped, pure PCE did not increase. 

Indeed, increasing temperature reduced interfacial tension but also, and more significantly, it 

reduced water viscosity [Sleep and Ma (1997)].  

 

Chevalier and Fonte (2000) developed correlation models between the residual saturation and 

soil and fluid properties from the experimental data: model for Srn independent of NCa (Eq. 94), 

dependent on NCa (Eq. 95) and as a function of NT (Eq. 96). The experiments used different 

types of sand and SOLTROL® (isoparaffinic solvents) as LNAPL [Chevalier and Fonte 

(2000)]. 

Srn = −11.59 (
CuNB

Cg
)

2

+ 0.182 
For 

NCa<2×10-6 Eq. 94 

Srn = −10.58 (
CuNB

Cg
)

2

+ 0.1274NCa
−0.03 

For 

2×10-6<NCa<4.13×10-5 Eq. 95 

Srn = 0.0371Cu
−0.1118Cg

0.1071NT − 0.1417 For all conditions Eq. 96 

where: 

Srn: residual saturation of non-wetting fluid (-) 

Cg: coefficient of soil gradation; Cg =
D30

2

D60D10
 (-) 

 

2.3.6 Effects of temperature on solubilization 

 

CVOCs have low water solubility [Lemière et al. (2008)]. The effects of temperature on 

CVOCs solubility must be known in order to predict how CVOCs will distribute during a 

thermal remediation process. 

 

It has been demonstrated several times for common CVOCs, PCE and TCE, that solubility 

increases exponentially with temperature [Heron et al. (2006); Knauss et al. (2000)], but some 

authors have observed a minimum solubility for temperatures ranging from 20 °C to 40 °C 

[Imhoff et al. (1997)]. The influence of temperature on compound solubility is a function of the 

chemical structure of the chlorinated contaminant under consideration. Table 14 shows the 

solubility variation for various chlorinated solvents for a given temperature ranges. Generally, 

the same effects are observed with higher temperature and higher chlorinated solvent solubility. 
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Table 14: Variation in solubility for various chlorinated solvents for the given temperature 

ranges 

Contaminant Temperature range Solubility variation  Source 

Dichloromethane 0 – 36 °C < 15% [Stephenson (1992)] 

1,2-Dichloroethane 0 – 82 °C + 30% [Stephenson (1992)] 

TCE 

9 – 71 °C + 15% 
[Heron et al. 

(1998b)] 

21 – 117 °C 

For the interval: 

21 – 75 °C 

+ 270% 

 

+ 30% 

[Knauss et al. 

(2000)] 

PCE 

30 – 87 °C + 60% 
[Sleep and Ma 

(1997)] 

22 – 161 °C 

For the interval: 

22 – 75 °C 

+ 1207% 

 

+ 63% 

[Knauss et al. 

(2000)] 

0 - 92 °C + 90% [Stephenson (1992)] 

2-Chloroethyl Ether 0 - 92 °C + 30% [Stephenson (1992)] 

 

Even if a temperature increase improves CVOC solubility, this would not significantly improve 

the efficacy of a thermal treatment [Imhoff et al., 1997]. However, the CVOC dissolution rate 

increases by a factor of five for temperatures ranging from 10 to 60 °C [Imhoff et al. (1997)]. 

 

Knauss et al. (2000) have established equations that control PCE and TCE solubilities as a 

function of temperature (Eq. 97 and Eq. 98).  

R ln Ke(TCE) = [−2.64(±0.32) × 103] +
[1.19(±0.15) × 105]

TK

+ [3.87(±0.47) × 102]ln TK 

Eq. 97 

R ln Ke(PCE) = [−2.41(±0.26) × 103] +
[1.06(±0.14) × 105]

TK

+ [3.50(±0.37) × 102]ln TK 

Eq. 98 

where: 

Ke: equilibrium constant: Ke(TCE)  =  
[TCEaq]

[TCEliq]
  and Ke(PCE)  =  

[PCEaq]

[PCEliq]
  

R: ideal gas constant, R = 8.314 J.mol-1.K-1 

 

Sleep and Ma (1997) have also established an equation that connects the solubility variations 

of PCE with temperature (Eq. 99): 

CPCE = 0.02098T2 − 0.788T + 168.0 Eq. 99 

where: 

CPCE: solubility of PCE in water (mg.L-1) 

 

2.3.7 Effects of temperature on adsorption onto solid phase 

 

Adsorption involves the attachment of molecules present in a fluid on a solid surface. 

Adsorption is a mechanism that affects the transport of compounds in aqueous phase. The soil–

water distribution coefficient, Kd, characterizes the adsorption capacity of a dissolving 

substance i on a solid substrate at equilibrium (for linear sorption) (Eq. 100). 
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Kd =
Ci,s

Ci,w
 Eq. 100 

where: 

Kd: soil–water distribution coefficient (L.kg-1) 

Ci,s: concentration of compound i in the solid phase (mg.kg-1) 

Ci,w: concentration of compound i in the aqueous phase (mg.L-1) 

 

Various models are used to characterize the adsorption of organic compounds on solid surfaces, 

such as the nonlinear model (Langmuir, Freundlich and Langmuir-Hinshelwood isotherm 

models). Generally, the organic carbon-water partition, Koc, is more often used to better 

determinate the adsorption capacity on organic matter (Eq. 101): 

Kd = focKoc,i Eq. 101 

where: 

foc: fraction of organic carbon in the porous medium (-) 

Koc,i: organic carbon partitioning coefficient for compound i (L.kg-1) 

 

The equation accounts only for the adsorption on the organic matter. The effect of temperature 

on KOC can be described by the van’t Hoff equation [Schwarzenbach et al. (2003); 

Panagopoulos et al. (2017)]) (Eq. 102): 

lnKoc =
−∆Hoc

RTK
+

+∆HSoc

R
 Eq. 102 

where: 

∆Hoc: changes in enthalpy of phase change for sorption of the chemical to organic 

carbon from water (J.mol-1) 

∆HSoc: change of entropy of phase change for sorption of the chemical to organic carbon 

from water (J.mol-1.K-1) 

 

In general, this is an exothermic process and, as such, the amount of molecules sorbed decreases 

as temperature increases [Delle Site (2001)]. Heron et al. (1996) demonstrated theoretically 

that, based on sorption heat, CVOCs adsorption from the aqueous phase into soils should 

decrease by a factor of about 2.2 when the temperature increases from 20 to 90 °C. Sleep and 

McClure (2001) demonstrated that Koc of PCE decreased from approximately 820 to 490 cm3.g-1 

between 22 and 92 °C [Sleep and McClure (2001)]. However, the effect of temperature on 

desorption remains specific to the type of soil and the degree of water saturation in this soil. 

Heron et al. (1998b) have shown that the adsorption coefficient for TCE in saturated conditions 

decreases by ca. 50% from 20 to 90 °C and by a factor of 10 in unsaturated conditions with the 

same temperature range.  

 

2.4 Effect of chemical enhancement on DNAPL mobility in saturated porous media 

 

Because of DNAPL's high density, low solubility and high interfacial tension, free product 

recovery with groundwater extraction and skimming is not effective for mass removal: typical 

recovery rates do not exceed 60% even at their highest [ITRC (2002)]. Adding surfactants 

improves the performance of PT [Pennell et al. (2014); Mao et al. (2015)]. 

 

There are different types of chemical enhancement [Atteia et al. (2013); Pennell et al. (2014)]: 

 Surfactant: decrease interfacial tension 

 Solubilisation: increases the solubility in water but do not modify the behaviour of the 

organic phase, 
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 Cosolvent: transforms a diphasic system (NAPL-water) into a single-phase system, 

 Polymers: increases viscosity in high permeability areas (and thus increase the flushing 

of low permeability areas), 

 Foams: increase viscosity in high permeability areas leading to homogeneous 

displacement fronts. 

 

2.4.1 Surfactant injection technologies 

 

Technologies for DNAPL recovery with chemical enhancement are similar to those used for 

DNAPL recovery (water flooding) (see section 1.1.6.1). The difference lies in adding 

surfactants. This technology is also called Surfactant-Enhanced Aquifer Remediation (SEAR) 

or flushing or surfactant flooding. 

 

The surfactant injection is carried out upstream or surrounding the zone to be treated (via 

injection wells). The free product and the aqueous phase are pumped at the heart of the pollution 

or downstream immediately via recovery wells (Figure 30). The remediation can be applied 

either laterally or centrifugally [NAVFAC (2002)]. A less used also application exists: Vertical 

Circulation Well Flow (VCW) [US EPA (1996b)]. 

 

 
Figure 30: Schematic representation of surfactant flooding (adapted from [Colombano et al. 

(2010)]) 

 

The liquids pumped are then sent to a wastewater treatment plant before being discharged into 

the environment or into the wastewater or rainwater sewer networks. 

 

2.4.2 Background on surfactants 

 

Surfactants are organic compounds composed of hydrophobic and hydrophilic parts 

(amphiphilic compounds). Surfactants are either ionic or nonionic. Ionic surfactants can also be 

classified into cationic, anionic and zwitterionic surfactants. Zwitterionic surfactants have both 

a positive and a negative charge. Nonionic surfactants have no charge. 
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The hydrophobic groups are mainly alkyl or alkylaryl hydrocarbon groups, but fluoroalkyl, 

silaalkyl, thiaalkyl and oxaalkyl groups are also possible. The hydrophilic groups depends on 

the category of surfactants [Lowe et al. (1999); Farn (2008)]: 

 Cationic surfactants: primary, secondary, tertiary quaternary ammonium salts, 

 Anionic surfactants: alkylbenzene sulfonates, lauryl sulfate, di-alkyl sulfosuccinate, 

lignosulfonates, phosphate esters, carboxylates, 

 Zwitterionic surfactants: amine oxide, betaine, aminocarboxylate, 

 Nonionic: polyethylene (ethoxylate), polyglucose, acetylenic, mono and 

diethanolamine. 

 

When surfactants are present in a water-soil system, they may be adsorbed on the surface of 

soil particles. Normally, hydrophilic parts of surfactant tend to bind to the aqueous phase of the 

system and the lipophilic parts tend to bind to hydrophobic substance (e.g. DNAPLs) or soil 

particles [Pennell et al. (2014); Mao et al. (2015)]. Surfactants can reduce the interfacial tension 

and therefore increase the wetting properties of a non-wetting compound [Myers (1999); Mao 

et al. (2015)]. In the aqueous phase, the surfactants are aggregated in the form of micelles 

[Rosen and Kunjappu (2012)]. 

 

2.4.3 Surfactant recovery mechanisms 

 

The recovery mechanisms during surfactant flushing have two principal features: (1) decreasing 

IFT and increasing pollutant (NAPL) solubility (2) mobilizing residual pollutions [Laha et al. 

(2009); Vishnyakov et al. (2013); Rosen and Kunjappu (2012); Pennell et al. (2014)]. 

 

a) Decreasing the IFT and increasing the solubility:  

At low concentrations, surfactant molecules will mainly accumulate at the interface of solid-

liquid or liquid-liquid (NAPL-water interface in our case, where a free phase exists). The 

surfactant molecules will gradually cover the NAPL-water interface as their concentration 

increases. 

 

Increasing concentrations of surfactants will reduce the IFT until all NAPL-water interfaces are 

covered. At this stage, increasing surfactant concentrations will no longer reduce the IFT: the 

surfactant molecules will agglomerate (form surfactant micelles) and will increase the solubility 

of the NAPL (present in the dissolved phase). This concentration is called the Critical Micelle 

Concentration (CMC) [Rosen and Kunjappu (2012); Vishnyakov et al. (2013); Pennell et al. 

(2014)]. The CMC of a surfactant depends on its structure, on the system's temperature and 

ionic strength, and on whether any organic additives are present in the solution [Laha et al. 

(2009)]. 

 

The influence of surfactant concentrations on the IFT and solubility of the NAPLs in the NAPL-

water system are presented in Figure 31. 
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Figure 31: Influence of surfactant concentration on the IFT and solubility of NAPLs of a 

NAPL-water system [Pennell et al. (2014)] 

 

The solubilization capacity of a surfactant for a particular NAPL can be quantified by the Molar 

Solubilization Ratio (MSR). The MSR is a ratio of the moles of organic solubilized to the moles 

of surfactant in micellar form (Eq. 103) [Edwards et al. (1991)]: 

MSR =
Co − Co,sol

Csurf − Csurf,CMC
 Eq. 103 

where: 

MSR: Molar Solubilization Ratio (-) 

Co: molar concentration of the solubilized organic (mol.L1) 

Co,sol: aqueous solubility of the organic (mol.L-1) 

Csurf: total molar concentration of the surfactant added (mol.L-1) 

Csurf,CMC: molar concentration of the surfactant at the CMC (mol.L-1) 

 

How surfactants perform depends on their working environmental conditions. For example, the 

temperature and salinity of the system influences their effectiveness. When the temperature 

increases, the reaction between the hydrophilic component of a nonionic surfactant and water 

decreases. For ionic surfactants, when the salinity of the system increases, the reaction between 

the hydrophilic component and water also decreases [Rosen and Kunjappu (2012)]. 

 

Nonionic surfactants can be characterized by the hydrophilic-lipophilic balance (HLB). Griffin 

(1949) has defined the HLB by the following equation (Eq. 104) [Griffin (1949)]:  

HLB = 20 ∗
MWH

MWH + MWL
 Eq. 104 

where: 

HLB: hydrophilic-lipophilic balance (g.mol-1) 

MWH: molecular weight of the nonionic surfactant's hydrophilic groups (g.mol-1) 

MWL: molecular weight of the nonionic surfactant's lipophilic groups (g.mol-1) 

 

For subsurface remediation applications, nonionic surfactants with HLBs between 12 and 15 

are typically selected because they readily dissolve in water and do not strongly partition into 

organic liquids. This index was developed for nonionic surfactants. Its validity for ionic 

surfactants is not really established [Rosen and Kunjappu (2012); Pennell et al. (2014)]. 
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The surfactant can modify the properties of surfaces (of the soil particles) by neutralizing 

surface charges and/or by reversing wettability. Surfactants with an HLB value between 7 and 

9 are particularly suitable for use as a wetting agent [Tadros (2005)]. 

 

When the interfacial tension between two fluids is close to 1 mN.m-1, the separation between 

the two fluids is not so clear and there is a fine emulsion of one phase in the other phase. Four 

main types of equilibrium systems may result: 

 Winsor Type I: oil-in-water microemulsion coexists with the excess oil 

 Winsor Type II: water-in-oil microemulsion coexists with excess water 

 Winsor Type III: free organic and aqueous phases are in equilibrium with a third 

solubilized phase containing the three components 

 Winsor Type IV: system contains no free organic or aqueous layers and the three 

components are mutually solubilized 

 

Surfactants with an HLB value between 3 and 6, and between 8 and 18, will be respectively 

efficient to form water-in-oil emulsions, and oil-in-water emulsions [Tadros (2005)]. It is 

possible to observe a change in the type of microemulsion (from a Winsor type I to a Winsor 

type II via a Winsor type III) when salinity increases for anionic surfactants or when the 

temperature increases for nonionic surfactants [Rosen and Kunjappu (2012); Pennell et al. 

(2014)]. 

 

b) Mobilization of the residual pollutions: 

 

The mechanism for displacing NAPLs in a porous medium has already been discussed in 

section 2.2.12. In our study, we used surfactants to reduce the IFT in order: i. to displace 

maximum pure products (DNAPLs) and, ii. to decrease residual saturations. 

 

Mobilization starts when the sum of viscous and buoyancy forces exceeds the capillary forces 

of the contaminated medium [Pennell et al. (1996); Rosen and Kunjappu (2012)].  

 

2.4.4 Strategy for using surfactants: benefits, limitations and complementarity with 

other remediation technologies 

 

Using surfactants reduces IFT, NT and therefore Sn. Figure 32 presents the benefits of adding 

surfactants to Sn values. 

 

 
Figure 32: Displacement of PCE-DNAPL as a function of NT [Pennell et al. (1996)] 
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Different DNAPL recovery strategies can be used depending on surfactant concentrations 

[Paria (2008); Rosen and Kunjappu (2012); Maire et al. (2018)]: 

 Csurf<CMC: mobilization of the residual phase, 

 Csurf~CMC: emulsification (microemulsion), 

 Csurf>CMC: dissolution of contaminants into micelles that arises when Csurf exceeds the 

CMC-value in pores mobilization. 

 

The volumes and concentrations of surfactants must not only consider this concentration in 

relation to the CMC, but they must also include losses related to adsorption, precipitation, 

biodegradation and dilution (at the front). In addition, the minimum contact time must be 

integrated into the design [Martel et al. (1993); ITRC (2013); Pennell et al. (2014)]. 

 

The advantage of mobilization lies in the fact that it requires a limited amount of surfactants. 

The DNAPL remediation efficiencies and recovery times are significantly improved. The 

disadvantages are mainly related to uncontrolled transfer of DNAPL to deeper areas of the 

aquifer not included in the pumping system or to less permeable zones. Therefore, this treatment 

must be based on a thorough knowledge of the polluted area and on an ad hoc modeling work. In 

addition, it is recommended to use this treatment only in the case of a shallow aquifer with limited 

heterogeneity [Rathfelder et al. (2003); Abriola et al. (2005); Ramsburg et al. (2005); Robert 

et al. (2006)]. The amounts of surfactants used are about maximum 5% v/v. Under optimal 

conditions, the treatment can be carried out with very low volumes of surfactant solution, of the 

order of 2 to 3 pore volumes [ITRC (2013)]. 

 

Emulsification can generate microemulsions smaller than 100 nm, which is smaller than the 

diameter of most pores in permeable to semi-permeable alluvial contexts. Microemulsions can 

therefore move relatively easily; the capillary trapping mechanisms (by-passing or snap-off) 

are thus limited. Therefore more DNAPL is recovered than by mobilization alone. However, it 

should be noted that the generation of the emulsion requires substantial laboratory work (based 

on a specific phase diagram – see Figure 33). Moreover, this emulsion often requires a large 

input of inorganic salts [Martel et al. (1993); Szafranski et al. (1998)]. Finally, since the amount 

of surfactants does not exceed 15 to 30% (surfactant/COC), the uncontrolled transfer of DNAPL 

problems mentioned above must be taken into account [Szafranski et al. (1998); Oostrom et al. 

(1999)]. 

 

 
a: minimum Csurf required for the extraction of oil saturated solution containing b% oil 

Figure 33: Schematic pseudo-ternary diagram [Martel et al. (1993)] 
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The dissolution of DNAPL into micelles by adding surfactants alone is not very effective for 

several reasons. First, since the ability to solubilize with surfactant is limited (compared to 

solvents), this technique requires a very large amount of surfactants [Pennell et al. (1996); 

Rosen and Kunjappu (2012)]. Secondly, the quantities of wastewater generated are very large 

and can de facto generate prohibitive costs [Sabatini et al. (1998)]. If this option is chosen, a 

surfactant with a high MSR must be selected. It is often customary to improve the process 

through the use of a co-solvent (often an alcohol with 1 to 3 carbon atoms) [Saint-Pierre et al. 

(2004)]. The process can be further enhanced by adding a solvent to the surfactant and the 

alcohol (in the case of viscous compounds) [Martel et al. (1998a)]. 

 

The limitations of SEAR are as for most in situ treatments [Hyman and Dupont (2001); Rosen 

and Kunjappu (2012); ITRC (2013)]: 

 low permeability soils that oppose the liquid injection, 

 fractured or anisotropic soils, in which it is difficult to ensure a homogeneous circulation 

of fluids 

 

In unfavorable cases, the technical limits can be postponed in two ways: addition of a polymer 

solution and injection of surfactants in the form of foam (foam flushing). 

 

The addition of polymers during the injection of surfactants makes it possible to change the 

dynamic viscosity of the surfactant or the groundwater, which improves the homogeneity of the 

injection (front flattening). The initial injection reduces the preferential flow of the surfactant, 

the posterior injection moves the surfactant by plug effect. Sometimes the polymer additions 

can be made both before and after the injection of surfactants (or at the same time) 

[Dwarakanath et al. (1999); Giese and Powers (2002); Martel et al. (2004); Robert et al. (2006); 

Atteia et al. (2013)]. Xanthan, which is soluble at the temperatures of the groundwater and has 

noticeable shear thinning behaviour, is often used as a polymer [Martel et al. (1998b)]. 

 

Foam consists of a mass of small bubbles that are formed when gas and a liquid are mixed 

together. In most foams, the volume of gas is large, with thin films of liquid separating the 

regions of gas (gas bubbles separated by liquid lamellae). In porous media, lamellae must 

stretch to go through pores or break, opposing resistance to gas flow. This gives a high apparent 

viscosity to the foam and produces the same effects as for the polymers: i. the injection of the 

foam is homogeneous (front flattening); ii. foam penetrates not only into large pores but also 

into smaller pores [Bertin et al. (1998); Atteia et al. (2013); Maire et al. (2018)]. Foams can 

enhance mobility control of the surfactant solution by lowering the relative permeability of the 

coarse layers due to the presence of air [Falls et al. (1989)]. 

 

Foam (water/surfactant mixture with air) can be prepared in different ways: created by 

coinjection or successive injection of gas and water/surfactant. Foam can be prepared on-site 

or in situ. The choice of surfactants (concentrations) and the mode of injection make it possible 

to form strong or weak foams. Foam is defined as “strong” if gas bubbles occupy all the pore 

space, and “weak” if gas channels exist [Schramm (1994); Rossen (1996)]. It is therefore 

possible to create: i. different pressure gradients; ii. varying foam lifetimes (and therefore 

different radii of action) [Hirasaki et al. (1997); Rosen and Kunjappu (2012); Longpré-Girard 

et al. (2016)]. 

 

Regarding the recovery of DNAPL, interesting progress has been made in recent years. It has 

been demonstrated in the laboratory that the injection of foam could be very effective to 
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mobilize DNAPL, with varying foam injection pressures and with successions of foam injection 

and surfactants in liquid form [Maire et al. (2015); Maire and Fatin-Rouge (2017)]. Figure 34 

presents the results of these studies. 

 

 
Curve: theoretical data ([Lake (1989)]) 

Figure 34: Sn as a function of NCa for mobilization experiments using water alone, surfactant 

solution, low and high ▽P foams and low▽P foam completed by micellar solubilization 

[Maire et al. (2018)] 

 

The pumped groundwater must be treated, which sometimes limits the implementation of this 

technique for economic reasons. Mobilization, emulsification and foam flushing generate much 

less wastewater and are less expensive than dissolution. These techniques have their place as a 

support technique for conventional PT [Hyman and Dupont (2001); ITRC (2013); Mao et al. 

(2015)]. How to reuse surfactants and to reduce treatment costs of pumped water is the subject 

of substantial research [Mousset et al. (2014); Trellu et al. (2017)]. 

 

Surfactants are also used to convey reducing agents such as zero-valent iron and consequently 

lead to increase remediation yields [Cho and Park (2006); Harendra and Vipulanandan (2011); 

Zhang et al. (2011)]). 

 

2.4.5 Main surfactants used in soil remediation 

 

The main parameters to consider for the selection of surfactants are presented in Table 15. 

 

Table 15: Selection criteria for surfactant solutions [Martel et al. (1993)] 

Performance Effects Impacts 

Formation of oil-in-water 

microemulsions 

Low sensitivity to water 

hardness 
Low toxicity 

Water solubility Low clay dispersion High biodegradability 

Low interfacial tension Low adsorption on soil Safe to handle 

Recoverable or treatable Low foaming power  

Analyzable   

Low cost   
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The most commonly used ionic surfactants for soil flushing are Sodium Dodecyl Sulfate (SDS), 

Sodium Dodecyl Benzene Sulfonate (SDBS), for anionic surfactants, and CetylTriethyl 

Ammonium Bromide (CTAB) for cationic surfactants [Margesin and Schinner (1999); Mao 

et al. (2015)]. 

 

Cationic surfactants tend to adsorb to negatively charged soil particles, which reduces the 

amount of product available for remediation (unlike anionic surfactants) [Wagner et al. (1994); 

Taylor et al. (2001); Paria (2008)]. Moreover, cationic surfactants are usually more toxic 

[Ivankovic and Hrenovic (2010)]. This is why most of the studies and experiments with soil 

flushing are carried out with anionic surfactants [Mao et al. (2015)]. 

 

At pilot scales, ionic surfactants are useful for the remediation of some pollutants: TCB, 

NAPLs, and BTEX. However, soil flushing remediation at industrial scales is limited [Strbak 

(2000); Ranjan et al. (2006); Giannis et al. (2007); Lee et al. (2007)]. 

 

Nonionic surfactants are hard to ionize in aqueous solution [Rosen and Kunjappu (2012)]. 

Nonionic surfactants can more easily exhibit micellization than ionic surfactants because the 

molecules need less energy to overcome the electrostatic reaction [Douroumis and Fahr (2013)]. 

Nonionic surfactants have low CMC, very good solubilization capacity, and also low toxicity, 

so nonionic surfactants are widely used for soil remediation [Zheng et al. (2012)]. The most 

commonly used nonionic surfactants for soil surfactant flushing are Triton X-100 (PEO (9.5) 

isooctylphenol), Tween 80 (PEO (20) sorbitan monooleate) and Brij-35 (PEO(23) dodecyl 

ether) [Mulligan and Eftekhari (2003); Torres et al. (2012); Rios et al. (2013)]. 

 

Besides the two types of surfactant discussed above, some studies have also used bio-surfactants 

to enhance the remediation of hydrocarbon pollutions [Zhang and Miller (1992)]. Bio-

surfactants are surfactants produced from plant, animal, or bacterial sources [Muthusamy et al. 

(2008); Pacwa-Plociniczak et al. (2011)]. Compared with the chemical surfactants described, 

bio-surfactants are more difficult to produce and the quantities produced are often too low for 

field-scale application [Pennell et al. (2014)]. 

 

2.4.6 Surfactants used to recover chlorinated compounds 

 

Nonionic surfactants are effective for the remediation of chlorinated solvents such as 

tetrachloroethylene (PCE) and trichloroethylene (TCE) because of their ability to reduce the 

IFT and increase pollutant solubility [Taylor et al. (2001); Zhong et al. (2003); Zhao et al. 

(2006); Suchomel et al. (2007); Harendra and Vipulanandan (2011)]. 

 

Table 16 presents a selection of SEAR [Pennell et al. (2014)]. 
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Table 16: Representative Examples of Surfactant Flushing Field Demonstrations [Pennell 

et al. (2014)] 

Field Site Surfactant Formulation NAPL 

Amount 

Recovered 

(Estimated 

Recovery)a  

References 

Dover AFB, DE 

3.3% Aerosol® MA + 

3.3% isopropanol + 0.4% 

CaCl2 

PCE 46 L (68%) 
[Childs et al. 

(2006)] 

Bachman Road 

Oscoda, MI 
6% Tween® 80 PCE 19 L (90%) 

[Abriola et al. 

(2005); Ramsburg 

et al. (2005)] 

Alameda Point, CA 

5% Dowfax® 8390 + 2% 

Aerosol® MA + 3% 

NaCl + 1% CaCl2 

TCA, TCE, 

DCA, DCE 
325 kg (97%) 

[Hasegawa et al. 

(2000)] 

Camp Lejeune, 

Marine Corps 

Base, NC 

4% Alfoterra® 145-4PO 

sulfate + 16 % propanol + 

0.2% CaCl2 

PCE 288 L (72%) 

[Delshad et al. 

(2000); Holzmer 

et al. (2000)] 

Hill AFB OU1, UT 
3% Brij® 97 + 2.5% 

pentanol 

Jet fuel, 

chlorinated 

solvents 

396 L (72%) 
[Jawitz et al. 

(2001)] 

Hill AFB OU1 

(Cell 5), UT 

2.2% Aerosol® OT + 

2.1% Tween® 80 + 0.4% 

CaCl2 

Jet fuel, 

chlorinated 

solvents 

14.4 kg (43%) 
[Knox et al. 

(1997)] 

Hill AFB OU1 

(Cell 6), UT 
4.3% Dowfax® 8390 

Jet fuel, 

chlorinated 

solvents 

1.5 kg (85-95%) 
[Knox et al. 

(1997)] 

Hill AFB OU2, UT 

3.5% Aerosol® MA + 

1% NaCl + air injection 

(foam) 

TCE, TCE, 

PCE, CT 
68.8 L (93%) 

[Hirasaki et al. 

(1997); Szafranski 

et al. (1998); 

Meinardus et al. 

(2002)] 

Hill AFB OU2, UT 

7.6% Aerosol® MA + 

4.5% isopropanol + 0.7% 

NaCl 

TCE, TCE, 

PCE, CT 
363 L (98%) 

[Londergan et al. 

(2001)] 

Coast Guard 

Station, Traverse 

City, MI 

3.6% Dowfax® 8390 PCE, Jet Fuel 
3.3 g PCE + 47 kg 

TH 

[Knox et al. 

(1997)] 

Thouin Sand 

Quarry, Quebec, 

Canada 

9.2% butanol + 9.2% 

Hostapur® SAS 60 + 

13.2% toluene + 13.2% 

d-limonene 

TCE, PCE, 

waste oil 
532 kg (86%) 

[Martel et al. 

(1998c)] 

Canadian Forces 

Base Borden, 

Ontario, Canada 

2% 1:1 Rexophos® 25/97 

+ Alkasurf® NP10 
PCE 67 L (69%) 

[Fountain et al. 

(1996)] 

 

  



Chapter 2: Literature review  

 

62 

 

2.4.7 Effect of surfactant on solubilization and interfacial tension of chlorinated 

compounds 

 

According to the literature review, the most studied chlorinated compounds are PCE and TCE. 

For our DNAPL, the percentages of TCE and PCE are only about 15% (w/w). There are almost 

no studies on the compounds found most in our DNAPLs (HCBD and HCA). The results of the 

literature review are presented in Table 17 and Table 18. 

 

Table 17: Comparison of TCE solubilization and IFT reduction for representative surfactants 

Surfactant Chemical name Class 
CMC 

(mg.L-1) 
HLB 

Solubility 

(mg.L-1) 

IFT 

(mN.m-1) 
Reference 

Tween 80 

(Uniquema) 

PEO (20) 

sorbitan 

monooleate 

Non-

ionic 
35 15 

85800 

(5 wt% 

surfactant) 

10.4 
[Suchomel 

et al. (2007)] 

Aerosol MA-

80 

(Cytec) 

Sodium dihexyl 

sulfosuccinate 
Anionic 1200 NR 

46724 

(5 wt% 

surfactant) 

0.2 
[Dwarakanath 

et al. (1999)] 

Aerosol MA-

80 

(Uniquema) + 

cosolvent 

(1:2.5) 

Sodium dihexyl 

sulfosuccinate 
Anionic 582 NR 

39100 

(3.3 wt% 

surfactant) 

0.19 
[Suchomel 

et al. (2007)] 

Tween 80 

(Aldrich) + 

cosolvent 

(1:1) 

PEO (20) 

sorbitan 

monooleate 

Nonionic 15 NR 

59200 

(4 wt% 

surfactant) 

10 
[Zhong et al. 

(2003)] 

T-MAZ-60 

PEO (20) 

sorbitan 

monostearate 

Nonionic 26 14.9 

14700 

(6.5 wt% 

surfactant) 

NR 
[Shiau et al. 

(1994)] 

Triton X-100 

(Sigma 

Chemical 

Company) +  

SDBS 

(Tokyo 

Kasei Kogyo 

Co) (1:3) 

PEO (9.5) 

isooctylphenol/ 

Sodium dodecyl 

benzene 

sulfonate 

Non-

ionic/ 

anionic 

164.7/ 

963.2 
NR 

7900 

(1 wt% 

surfactant) 

NR 
[Zhao et al. 

(2006)] 

 

The results show that all of the representative surfactants have the effect of solubilizing and 

reducing IFT for the TCE-water and PCE-water system. For TCE, Aerosol-MA-80 (5 wt%) has 

good capacity to reduce the IFT of the TCE-water system. The IFT of the TCE-water system 

decreases from 35.2 to 0.2 mN.m-1 [Dwarakanath et al. (1999)]. Tween 80 (5 wt%) can also 

reduce the IFT of the TCE-water system from 35.2 to 10.4 mN.m-1 [Suchomel et al. (2007)]. 

For PCE, Aerosol family surfactants have very good capacity to reduce the system's IFT, from 

for example 47.8 to less than 0.01 mN.m-1 [Dwarakanath et al. (1999); Sabatini et al. (2000); 

Childs et al. (2004)]. Triton X-100 and Tween 80 are also effective at decreasing the system's 

IFT [Taylor et al. (2001); Harendra and Vipulanandan (2011)]. 
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Table 18: Comparison of PCE solubilization and IFT reduction for representative surfactants 

Surfactant Chemical name Class 
CMC 

(mg.L-1) 
HLB 

Solubility 

(mg.L-1) 

IFT 

(mN.m-1) 
Reference 

Aerosol-AY + 

Aerosol-OT 

(Cytec) 

(1:1) 

Sodium diamyl 

sulfosuccinate/S

odium dioctyl 

sulfosuccinate 

Anionic/

anionic 
NR NR 

1000000 

(4 wt% 

surfactant) 

0.01 
[Dwarakanath 

et al. (1999)] 

T-MAZ-60 

PEO (20) 

sorbitan 

monostearate 

Nonionic 26 14.9 

16900 

(2 wt% 

surfactant) 

NR 
[Shiau et al. 

(1994)] 

Aerosol MA-

80 (80% 

active Cytec) 

Sodium dihexyl 

sulfosuccinate 
Anionic 582 NR 

71000 

(2 wt% 

surfactant) 

0.05 
[Sabatini et al. 

(2000)] 

Triton X-100 

(Sigma-

Aldrich) 

PEO (9.5) 

isooctylphenol 
Nonionic 130 13.5 

1250 

(1 wt% 

surfactant) 

7 

[Harendra and 

Vipulanandan 

(2011)] 

Aerosol MA-

80 

(Cytec) + 

Tween 80 

(Uniquema) + 

cosolvent 

(1:1:1) 

Sodium dihexyl 

sulfosuccinate/ 

PEO (20) 

sorbitan 

monooleate 

Anionic/

nonionic 
582/15 NR 

76000 

(5 wt% 

surfactant) 

0.05 
[Childs et al. 

(2004)] 

Tween 

80(Tween 80 

(ICI 

Surfactants) 

PEO (20) 

sorbitan 

monooleate 

Nonionic 15 15 

26880 

(4 wt% 

surfactant) 

5.38 
[Taylor et al. 

(2001)] 

Aerosol MA-

80 + cosolvent 

(1:1) 

Sodium dihexyl 

sulfosuccinate 
Anionic 582 NR 

42000 

(3.3 wt% 

surfactant) 

0.1 
[Childs et al. 

(2006)] 

 

Figure 35 shows the comparison of how these surfactants enhance the aqueous solubility of 

TCE. All of these surfactants have increased the solubility of TCE in the aqueous phase (the 

aqueous solubility of TCE without enhancement is 1100 mg.L-1). Regarding PCE, Figure 35 

shows that Aerosol AY and Aerosol OT can dissolve an enormous quantity of PCE (the aqueous 

solubility of PCE is 150 mg.L-1) and Triton X-100 dissolves least quantity of PCE. 
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a) Aqueous solubility of TCE 

 
b) Aqueous solubility of PCE 

 
AMA-80: Aerosol MA-80, AMA-80 + cosolvent: Aerosol MA-80 + isopropanol, Tween 80 + cosolvent: Tween 

80 + isopropanol, AMA-80 + AOT: Aerosol MA-80 + Aerosol OT, AMA-80 + Tween 80 + cosolvent: Aerosol 

MA-80 + Tween 80 + isopropanol, AAY + AOT: Aerosol AY + Aerosol OT 
Figure 35: Aqueous solubility of a) TCE and b) PCE in different surfactant solutions at 20 °C 

(from [Pennell et al. (1996); Sabatini et al. (2000); Ramsburg and Pennell (2001); Taylor 

et al. (2001)]) 

 

Figure 36 shows the IFT reduction of TCE-water and PCE-water systems with the same 

surfactants. The results shows that all of these surfactants can reduce more than 70% of the IFT 

in the TCE-water system. Aerosol MA-80 is more effective than Tween 80. All of these 

surfactants can also reduce the IFT of the PCE-water system by more than 85%. The effectiveness 

of these surfactants in reducing IFT is: Aerosol family > Tween 80 > Triton X-100. 
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AMA-80: Aerosol MA-80, AMA-80 + cosolvent: Aerosol MA-80 + isopropanol, Tween 80 + cosolvent: Tween 

80 + isopropanol, AMA-80 + AOT: Aerosol MA-80 + Aerosol OT, AMA-80 + Tween 80 + cosolvent: Aerosol 

MA-80 + Tween 80 + isopropanol, AAY + AOT: Aerosol AY + Aerosol OT 
Figure 36: IFT reduction of TCE-water and PCE-water systems with different surfactant 

solutions at 20°C (from [Pennell et al. (1996); Sabatini et al. (2000); Ramsburg and Pennell 

(2001); Taylor et al. (2001)]) 

 

Rodrigues et al. (2017) have shown that the presence of Triton X-100, Tween 80, and SDBS at 

concentrations above their respective CMC linearly enhanced the apparent solubility of HCBD 

and HCA, in agreement with the increase number of micelles in which they can partition 

[Rodrigues et al. (2017)]. 

 

2.5 Multiphase flow modeling and numerical simulation 

 

Numerical modeling is widely used in the NAPL remediation industry, to optimize costs and to 

improve predictive capability in terms of remediation performance and residual risks. In the 

past, numerical simulation has helped to model recovery processes in the oil industry. 

Prediction and simulation in reservoir engineering is often performed via the Buckley-Leverett 

analytical solution, which has helped to solve problems in the secondary recovery stage by 

water flooding in oil recovery projects. Most NAPL soil remediation technologies and related 

technologies, such as chemical and thermal treatment, derive from the oil recovery applications. 

Concerns regarding environmental issues only started to appear during the second half of the 

20th century, which provided the impetus to develop new technologies for environmental 

applications. 

 

The continuum concept considers fluids and the solid phase as continuous and averages the 

fluid flow by volume at the subsurface, becoming a representative elementary volume (REV) 

[Bear (1972)]. It is a minimal volume of porous medium, starting from which the averaged 

intensive parameters become stable and no longer depend on the size of the medium. The REV 

is considered to be at the centimeter scale for properties such as porosity, permeability, and 

saturation. It means that on this scale Darcy’s law is considered to be valid [Bear (1972)]. 

 

Most numerical modeling studies have been developed with the continuum approach, by 

focusing on applying local-scale equations parameters. In traditional models, the required 

constituent relationships for two-phase flow are pressure-saturation and relative permeability-
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saturation functions [Kueper and Frind (1992)]. Two-phase flow also provides further coupling 

of two equations through the phase saturations [Reeves and Celia (1996)]. In the next section, 

we review these constituent relationships.  

 

2.5.1 General model of multiphase/multicomponent flow and transport in porous 

media 

 

The local-scale governing equations for multiphase and multicomponent flow in porous media 

were derived by considering the averaging over the pore scale. This means that all physical and 

chemical procedures need to consider pore scale phenomena. The mass balance equation for 

component k in phase α is derived as (Eq. 105) [Huyakorn and Pinder (1983); Miller et al. 

(1998); Crichlow (1977); Bear (1972)]: 
∂

∂t
(εαραϖk

α) +
∂

∂x 
(εαραϖk

αvα,𝐱) −
∂

∂x 
Jk,x
α = Ik

α + Ek
α Eq. 105 

where: 

εα: volume fraction of each α phase (-) 

ρα: density of each α phase (kg.m-3) 

ω̅k
∝: mass fraction of component k in α phase (-) 

vα,𝐱: Darcy velocity of phase α in the x direction (m.s-1) 

Jk,x
α : diffusive flux of component k from α phase in the x direction (kg.m-2.s-1) 

Ik
α: transfer of component k by phase change and diffusion throughout the α phase 

boundaries (kg.m-3.s-1) 

Ek
α: source of k to the α phase over biotic and abiotic transformations (kg.m-3.s-1) 

 

The Darcy velocity in the direction x can be written as follows (Eq. 106): 

vα,x = −
k kr,α 

εαμα
[
∂Pα

∂x 
+ ραg

∂z

∂x 
] Eq. 106 

where: 

Pα: pressure of each α phase (Pa) 

z: direction of gravity 

μα: dynamic viscosity of each α phase (Pa.s) 

k : tensor of intrinsic permeability (m2) 

kr,α : relative permeability of each α phase (-) 

 

Eq. 105 is derived from the fact that the mass fractions of the components, within a given phase, 

all add up to one. Also, the fractional phase volumes add up to one and the mass of a given 

component is conserved among the phases [Kueper and Frind (1992)]. Diffusive flux term of k 

component in α, Jk
α, was also represented by [Kueper and Frind (1992)] by assuming that 

hydrodynamic dispersion is Fickian in nature (Eq. 107): 

Jk
α = −εα(ταDo

k,α + Dm
k,α)

∂(ραϖk
α)

∂x 
 Eq. 107 

where: 

τα: second rank tensor of phase tortuosity coefficients (-) 

Do
k,α: free molecular diffusion coefficient of component k from α phase (m.s-2) 

Dm
k,α: tensor of mechanical dispersion of component k from α phase (-) 
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2.5.2 Mathematical models and formulations of two-phase immiscible flow in porous 

media 

 

In reservoir simulations, especially in the oil industry, flow in two or more fluid phases is 

interesting, especially during the process of flooding within a porous medium. In this case, we 

consider two-phase flow as having fluids that are immiscible and no mass transfer between the 

phases [Chen et al. (2006)]. 

 

As mentioned above, Eq. 105 is the general mass balance equation of multiphase, 

multicomponent flow. However, depending on phase, component and porous media behaviour, 

and considering certain assumptions, it can be simplified. In multiphase modeling, we can 

assume that component breakdown and transformation does not substantially affect phase flow 

[Grant (2005)]. This assumption is valid for low-solubility DNAPLs, and also accounts for 

relatively short migration times [Kueper and Frind (1992)]. 

 

By assuming that fluids and porous media are incompressible (non-deformable), that flow is 

laminar, that DNAPL is non-soluble, and disregarding source or sink terms, mass balance 

continuity equations for wetting (subscript "w") and non-wetting (subscript "n") phases can be 

written as (Eq. 108 and Eq. 109) [Bear (1972)]: 

Ø
∂(ρwSw)

∂t
− 𝛁. [ρw

𝐤𝐢𝐣 kr,w 

μw

(𝛁Pw − ρw𝐠𝛁z)] = qw Eq. 108 

Ø
∂(ρnSn)

∂t
− 𝛁. [ρn

𝐤𝐢𝐣 kr,n 

μn

(𝛁Pn − ρn𝐠𝛁z)] = qn Eq. 109 

where: 

kij: tensor of intrinsic permeability (m2) 

qw: mass source of the wetting phase (kg.m-3.s-1) 

qn: mass source flow rate of the non-wetting phase (kg.m-3.s-1) 

 

Phase pressures are linked through capillary pressure as follows (Eq. 110): 

Pc(Sw) = Pn − Pw Eq. 110 

 

and the sum of the phase saturations is equal to one (Eq. 111): 

Sw + Sn = 1 Eq. 111 

 

Now the equations are totally closed, with four unknowns and four equations. Eq. 108 to  

Eq. 111 give closed forms of the governing equations for two-phase immiscible flow in porous 

media. 

 

There are many two-phase flow formulations in porous media. Here we have mentioned several 

formulations: phase pressure-saturation formulation, pressure-pressure formulation, flooding 

formulation, fractional flow formulation and two-phase mixed formulation. For convenience 

and depending on variables, Eq. 108 to Eq. 111 can be used to extract different formulations 

and primary variables. 

 

2.5.2.1 Phase pressure–saturation formulation 

 

This formulation is valid if saturation can be expressed as a function of capillary pressure. Later, 

we can reformulate it, in terms of the pressure of one phase and the saturation of another phase. 

Therefore, there are two main formulations [Bastian (1999)]: 
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1. The dependent variables are wetting phase pressure and non-wetting phase saturation  

(Eq. 112): 

−Ø
∂(ρwSn)

∂t
− 𝛁. ρw[𝐤𝐢𝐣 λw(𝛁Pw − ρw𝐠𝛁z)] = qw 

−Ø
∂(ρnSn)

∂t
− 𝛁. ρn[𝐤𝐢𝐣 λn(𝛁Pw + 𝛁Pc − ρn𝐠𝛁z)] = qn 

𝛁Pc =
dPc

dSn
𝛁Sn 

λw =
kr,w

μw
;  λn =

kr,n

μn
 

 

Sn − Pw Eq. 112 

 

2. Dependent variables are wetting phase saturation and non-wetting phase pressure (Eq. 113):  

−Ø
∂(ρwSw)

∂t
− 𝛁. ρw[𝐤𝐢𝐣 λw(𝛁Pn − 𝛁Pc − ρw𝐠𝛁z)] = qw 

−Ø
∂(ρnSw)

∂t
− 𝛁. ρn[𝐤𝐢𝐣 λn(𝛁Pn − ρn𝐠𝛁z)] = qn 

𝛁Pc =
dPc

dSw
𝛁Sw 

 

Sw − Pn Eq. 113 

where: 

λw: mobility of the wetting phase (Pa-1.s-1) 

λn: mobility of the non-wetting phase (Pa-1.s-1) 

 

2.5.2.2 Pressure-pressure formulation 

 

The dependent variables that are solved for wetting phase pressure and non-wetting phase 

pressure are one of the working models in the COMSOL Multiphysics® model library 

[COMSOL Multiphysics (2012)]. There was a convergence problem when the model was 100% 

saturated with water. In addition, Ataie-Ashtiani and Raeesi-Ardekani (2010) observed that the 

selection of the pressure-based formulation did not converge when the organic liquids were 

initially absent from a domain [Ataie-Ashtiani and Raeesi-Ardekani (2010)]. However, if the 

Brooks–Corey capillary pressure equation was used, with the assumption of Pc = Pe, the 

problem would converge to an acceptable solution (Eq. 114). 

Cscρw [
∂Pn

∂t
−

∂Pw

∂t
] − 𝛁. ρw[𝐤𝐢𝐣 λw(𝛁Pw − ρw𝐠𝛁z)] = qw 

−Cscρn [
∂Pn

∂t
−

∂Pw

∂t
] − 𝛁. ρn[𝐤𝐢𝐣 λn(𝛁Pn − ρn𝐠𝛁z)] = qn 

Csc = −Ø
∂Sw

∂Pc
 

 

Pw − Pn Eq. 114 

where: 

Csc: storage coefficient (-) 

 

2.5.2.3 Flooding formulation 

 

This name came from flooding problem and it was traditionally used for flooding processes. 

The dependent variables are: a global pressure Ps and the capillary pressure Pc (Eq. 115) 

[Bjørnarå and Aker (2008)]: 
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∂ 

∂x
(λs

∂Ps 

∂x
+ λc

∂Pc 

∂x
) +

∂ 

∂y
(λs

∂Ps 

∂y
+ λc

∂Pc 

∂y
) = qps 

−2Csc

∂Pc 

∂t
+

∂ 

∂x
(λs

∂Pc 

∂x
+ λc

∂Ps 

∂x
) +

∂ 

∂y
(λs

∂Pc 

∂y
+ λc

∂Ps 

∂y
) = qpc 

Csc = −Ø
∂Sw

∂Pc
 

λc =
1

2
(
kr,n

μn
−

kr,w

μw
)𝐤𝐢𝐣  

λs =
1

2
(
kr,n

μn
−

kr,w

μw
) 𝐤𝐢𝐣   

Pc − Ps Eq. 115 

where: 

Ps: global pressure (Pa) 

qps: global mass source (kg.m-3.s-1) 

qpc: capillary mass source (kg.m-3.s-1) 

λc: capillary mobility (m2.Pa-1.s-1) 

λs: global mobility (m2.Pa-1.s-1) 

 

2.5.2.4 Fractional flow formulations 

 

Fractional flow was traditionally developed in the petroleum engineering literature, and it has 

been known as equations that describe two-phase flow in petroleum reservoirs. The system of 

equations can be written in terms of a global pressure and saturation of one phase ([Antontsev 

(1972); Chavent and Jaffre (1986); Chen and Ewing (1997)]). The fractional flow approach 

considers the multiphase flow problem as a total fluid flow of a single phase, and then describes 

each phase as fractions of the total flow. This approach consists of two equations; the global 

pressure equation and the saturation equation. The first pressure equation can be found by 

adding the mass balances and doing some numerical manipulation for total phase; the second 

saturation equation is found by subtracting the mass balances and doing some numerical 

manipulation for one phase (Eq. 116) [Bjørnarå and Aker (2008)]:  

𝛁. v = qn + qw 

Ø
∂Sα

∂t
+ 𝛁. vα = qα 

Eq. 116  

where: 

qα: mass source of the α phase (kg.m-3.s-1) 

Sα: saturation of α phase (-) 

 

Chen et al. (2006) illustrated many types of fractional flow formulations and compared them 

for realistic two-phase flow in petroleum reservoirs as below (Eq. 117 to Eq. 119) [Chen et al. 

(2006)]: 

 

Phase formulation (Pn-Sw)  

v = −𝐤𝐢𝐣[λ(Sw)𝛁Pn − λw(Sw)𝛁Pc] − (λwρw + λnρn)𝐠𝛁z  

Ø
∂Sw

∂t
+ 𝛁. {𝐤𝐢𝐣fw(Sw)λn(Sw) [

dPc 

dSn
𝛁Sw + (ρ0 − ρw)𝐠𝛁z] + fw(Sw). v}

 

= qw 

λ = λw + λn 
 

fw =
λw

λ  
 

Eq. 117 
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where: 

λ: total mobility (m2.Pa-1.s-1) 

fw: fractional flow function of phase w (-) 

 

Weighted formulation 

This formulation is smoother than the phase formulation, and it can work even if one of the 

phases disappears [Chen et al. (2006)] 

P = SwPw + SnPn 
 

v = −𝐤𝐢𝐣{λ(Sw)𝛁P − [Swλ(Sw) − λw(Sw)]𝛁Pc + λ(Sw)Pc𝛁Sw

− (λwρw + λnρn  )𝐠𝛁z} 

Eq. 118 

 

Global formulation 

 

P = Pn − ∫ (fw
dPc

dSw
)

S

 

(ξ)dξ 

v = −𝐤𝐢𝐣{λ(Sw)𝛁P − [λwρw + λnρn]𝐠𝛁z} 

Eq. 119 

where: 

ξ: molar density = 
ρ

W
 (mol.m-3) 

W: molecular weight (kg.mol-1) 

 

Chen and al. (2006) have shown that the numerical results obtained using the phase and global 

formulations match well in terms of production rates, characterization curves, and water cuts. 

Numerical comparisons between three formulations led to the conclusion that results for the 

global and phase formulations are very close. However, when matched, the weighted 

formulation was rather different from reservoir data relative to the global and phase 

formulation. When the capillary effect is neglected, three formulations gave same the results 

[Chen et al. (2006)]. In this case, the saturation equation becomes the familiar Buckley-Leverett 

equation. 

 

2.5.2.5 Two-phase mixed formulation 

 

The mixture model has been derived from classical two-phase flow model (Eq. 108 to Eq. 111), 

without any approximation [Wang and Beckermann (1993)] as 

 

Conservation of mass 

Ø
∂ρ

∂t
+ 𝛁. ρu = 0 Eq. 120 

 

In Eq. 120, it is clear that ρ is total density and u velocity of fluid mixture, which are equal to: 

ρ = Swρw + Snρn Eq. 121 

 

Conservation of momentum 

v = −𝐤𝐢𝐣(Swλw + Snλn). [𝛁𝐩 − ρK(Sw)𝐠𝛁z] Eq. 122 

Ø
∂(Swρw)

∂t
+ 𝛁. (Swρwu) = 𝛁. Dc𝛁. (Swρw) − 𝛁. [m(Sw)

ρnK∆ρ

μn
𝐠𝛁z] Eq. 123 

where: 

Dc: capillary diffusion coefficient (-) 
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Eq. 123 is a direct manifestation of the liquid phase of mass balance. The right hand side of the 

equation is a combination of the capillarity-induced diffusive flux and the gravity-induced 

migration flux, where Dc(Sw) is the so called diffusion coefficient, i.e. [Wang and Beckermann 

(1993)]: 

Dc(Sw) =
ρnK

μn
λ(1 − λ). (−

dPc

dSw
)
 

 Eq. 124 

and m(Sw), expressed as  

m(Sw) = kr,n(Sw)λ(Sw) Eq. 125 

is termed the hindrance function for phase migration and eventual separation. The kinetic 

mixture density that is depends on relative mobility of each phase. 

ρK(Sw) = ρwλw + ρnλn Eq. 126 

To close the equation system, we need unity of all saturation. 

Sw + Sn = 1  Eq. 127 

 

2.5.2.6 Mathematical models and formulations of two-phase immiscible flow in porous 

media 

 

The pros and cons of each formulation are listed in Table 19. However, it was hard to judge 

them without verifying them ourselves. 

 

Table 19: Characteristics of two-phase flow models (adapted from [Wang and Beckermann 

(1993); Chen et al. (2006); Bjørnarå and Aker (2008)]) 

# 
Two-phase 

immiscible flow 

models 

Dependent  

variables  
Comments 

1 
Phase pressure–

saturation formulation 
Pw|Sn or Pn|Sw 

Very sensitive to time step, mesh and boundary 

conditions. Convergence problem. 

2 
Pressure-pressure 

formulation 
Pw|Pn 

Saturation was implemented depending on two 

pressures. Boundary conditions should be 

selected by saturation change. 

3 Flooding formulation Ps|Pc 
Close to pressure-pressure formulation. Needs 

more investigation for full understanding. 

4 
Fractional flow 

formulations 
Ps|Sn or Ps|Sw 

One of the most investigated formulations. 

Easy to implement; simulation time is shorter 

than pressure formulations.  

4.1 Phase formulation  Pn|Sw All three models come from fractional flow, 

with different pressure and saturation 

formulations. As discussed before, the 

matching results weighted formulation was 

more irregular than global and phase 

formulations. Also, weighted formulation 

requires a denser mesh and is very sensitive to 

this [Bjørnarå and Aker (2008)]. 

4.2 Weighted formulation P=PwxSw+PnxSn|Sw 

4.3 Global formulation Ps|Sw 

5 
Two-phase mixed 

formulation 
Ps|Sw 

Very similar formulation to the fractional flow 

model. 

 

2.5.3 Commercial numerical models 

 

Several commercial numerical software packages can simulate multiphase flow phenomena in 

porous media. 
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These models are used to properly design remediation processes. Before installing treatment 

units, it is appropriate to: 

 Make sure that the contaminant sources (pure product) are clearly defined, 

 Acquire data on the groundwater quality (permeability, transmissivity, etc.), 

 Perform feasibility and treatability tests. 

 

A brief description of some of these models is presented in Table 20 and Table 21. 

 

Table 20: Characteristics of three-phase flow models [Sleep (2003)] 
Numerical 

models 
Description Selected references 

T2VOC 

3D model, three-phase single component transport; it 

includes phase partition, mass transfer, reactive aspects 

(convective transport, diffusion, adsorption and 

biodegradation of a simple model - Non-sequential 

reactions) 

[Falta et al. (1995)] 

TOUGH2 

3D model, three-phase multicomponent multi-species 

transport; it includes phase partition, mass transfer, reactive 

aspects (convective transport, diffusion, adsorption and 

biodegradation of a simple model - Non-sequential 

reactions) 

[Pruess (1991)] 

TMVOC 

Module for Tough 2: 3D model, three-phase flow with 

multi-species transport; it includes phase partition, mass 

transfer, reactive aspects (convective transport, diffusion, 

adsorption and biodegradation of a simple model - Non-

sequential reactions) 

[Pruess et al. (1999)] 

MOFAT 2D model, three-phase flow with multi-species transport [Katyal et al. (1991)] 

STOMP 
3D model, three-phase flow with multi-species transport 

(including heat and transport model "dual porosity") 

[Lenhard et al. 

(1995)] 

NAPL 

3D model, three-phase flow with the transport of a single 

chemical species (includes mass transport in dynamic 

conditions) k-D-P sub-model with hysteresis. Dissolution 

and volatilization are accounted for using mass transfer sub-

models. 

[Guarnaccia et al. 

(1997)] 

FEHM 
3D model, three-phase flow with multi-species transport 

(including heat and transport model "dual porosity") 

[Zyvoloski et al. 

(1995)] 

[Dash et al. (1997)] 

MAGNUS 
3D model, three-phase flow with transport for only one 

chemical species 

[Huyakorn et al. 

(1994)] 

MUFTE 
3D model, three-phase flow with transport for only one 

chemical specie 
[Helmig et al. (1994)] 

NUFT 

3D model, three-phase flow with multi-species transport 

(includes heat transport model "dual porosity" and ability to 

simulate "system injection" systems) 

[Nitao (1996)] 

COMP-

FLOW 

3D model, three-phase flow with multi-species transport 

(including "dual porosity" model and ability to work with 

fractured systems) 

[White and Oostrom 

(1996)] 

COMP-SIM 

3D model, three-phase flow multi-species transport 

(includes heat transport model "dual porosity" and 

biodegradation) 

[Unger et al. (1995)] 

[Sleep and Sykes 

(1993)] 

UTCHEM 

3D model, three-phase flow with multi-species transport 

(includes mass transport in dynamic conditions, different 

models and the reactive surfactant effect) 

[Pope et al. (1999)] 
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Table 21: Characteristics of two-phase flow models and vadose zone models [Sleep (2003)] 

Numerical 

models 
Description 

Selected 

references 

CHAIN_2D 
2D flow model in the unsaturated zone, with multi-

species transport and sequential decay 

[Simunek and 

van Genuchten 

(1994)] 

HBGC123D + 

FEMWATER 

3D flow model in the saturated zone with multi-species 

transport (including heat transport, biogeochemical 

reactions and model "dual porosity") 

[Yeh et al. 

(1998)] 

3DMURF 

+3DMURT 

3D flow model in the unsaturated zone, with transport 

of a single chemical species ("dual porosity" model) 

[Gwo et al. 

(1995)] 

R-UNSAT 

1D model (vertical) or 2D (radial configuration) flow 

in the unsaturated zone, including multi-species 

transportation (diffusion in the liquid and vapor) with 

schematic of the NAPL source and sequential decay 

[Lahvis and 

Baehr (1997)] 

SUTRA 

Model 

2D flow in a variable saturation system with transport 

of a single chemical species 
[Voss (1984)] 

VLEACH 

1D flow model in the unsaturated with transport of a 

single chemical species and its diffusion in the vapor 

phase 

[Turin (1990)] 

VS2DI 
2D model of flow in a variable saturation system with 

transport of a single chemical species or heat 

[Lappala et al. 

(1987)] 

 

A methodology for how to choose the model type, depending on the objectives and available 

data, is presented in Figure 37. 

 

 
Figure 37: Flow chart as a decision tool for selecting the right model type (adapted from 

[ADEME et al. (2007)]) 
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2.6  Electromagnetism, resistivity and permittivity 

 

2.6.1 Maxwell equations 

 

An electromagnetic field is defined as a set of four vectors: the electric field, the magnetic field, 

the electric displacement field and the magnetic induction. The principle of electromagnetic 

wave propagation is based on Maxwell's theory of equations, grouped as follows (Eq. 128 to 

Eq. 131) [Maxwell (1878)]. 

where: 

E⃗⃗ c: electric field (V.m-1) 

B⃗⃗ : magnetic induction (T) 

H⃗⃗ mf: magnetic field (A.m-1) 

j c: electrical conduction current density (A.m-2) 

D⃗⃗ e: electric displacement field (C.m-2) 

ρe: electric charge density (C.m-2) 

 

In general, the transmission of energy takes place mainly in a conduction current diffusion mode 

for frequencies below 10 MHz. Above this frequency, the energy transmission takes place 

mainly in a displacement current propagation mode. It should be noted that the more conductive 

the medium, the higher the energy losses (the mode of propagation of the energy will be mainly 

diffusive) [Reynolds (2011)]. 

 

2.6.2 Material behiavour with electromagnetic solicitation 

 

The intrinsic conductive and capacitive properties of materials can be represented by complex 

electrical conductivity, complex resistivity, or complex permittivity. Electrical conductivity is 

the ability of a material to support the flow of an electrical current (S.m-1). Conductivity is the 

inverse of resistivity (Ω.m). Permittivity is the material's ability to store charge from an applied 

electrical field without conducting electricity (F.m-1) [Reynolds (2011); Revil (2012)]. 

 

The general introductory equations for electric phenomena in rocks are shown below [Ruffet 

(1993); Comparon (2005); Reynolds (2011)]. 

 

The total current density, Je, can be described as follows: 

Je = Jc + Jd Eq. 132 

where: 

Je: total current density (A.m-2) 

Jd: displacement current density (A.m-2) 

 

Jc , conduction current density, is related by Ohm’s law to the electric field (in a linear manner): 

Jc = σc
∗Ec=(σc

′ + iσc
′′)Ec Eq. 133 

∇E⃗⃗ c =
∂B⃗⃗ 

∂t
 (Maxwell–Faraday Law) Eq. 128 

H⃗⃗ mf = jc⃗⃗ +
∂D⃗⃗ e
∂t

  (Maxwell−Ampere Law) Eq. 129 

∇D⃗⃗ e = ρe (Gauss's law - electric induction) Eq. 130 

∇B⃗⃗ = 0 (Gauss's law - magnetic induction) Eq. 131 
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where: 

Ec: electric field strength (V.m-1) 

σc
∗: electrical conductivity (S.m-1) 

σc
′ : Ohmic conductivity (S.m-1) 

σc
′′: dissipation due to the finite rate of displacement of charge carriers and to the various 

losses due to dispersion (chemical reactions or heat loss) (S.m-1) 

 

Jd is the displacement current density, which is the partial derivative of the electric displacement 

field (De). In the time domain and in the frequency domain, respectively, the equation is as 

follows: 

Jd =
dDe

dt
 Eq. 134 

Jd = iωcfDe Eq. 135 

where: 

i2: imaginary unit, i2 = -1 

ωcf: circular frequency; ω: = 2πf (rad.s-1) 

f: frequency (Hz) 

 

The electric displacement field is proportional to the electric field, Ec, via the following 

constituent relationship (see chapter 2.6.5): 

De = ε 
∗Ec = ε0Ec + Pz Eq. 136 

where: 

ε 
∗: complex dielectric permittivity (F.m-1) 

Pz: medium polarization (dipolar moment per unit volume) (C.m-2) 

ε0: free space permittivity (8.85 × 10-12 F.m-1) 

Jd = iωcfε 
∗Ec Eq. 137 

 

Dielectric permittivity, ε 
∗, is also presented as a complex number: 

ε 
∗ = ε 

′ + iε 
′′ Eq. 138 

where: 

ε 
′: energy transfer by displacement currents, real part of the complex dielectric 

permittivity (F.m-1) 

ε 
′′: imaginary part of the complex dielectric permittivity (which captures the losses due 

to conduction and polarization) (F.m-1) 

 

Finally, as the total current density, Je, is the sum of the conduction current density and the 

displacement current density: 

Je = (σc
∗ + iωcfε 

∗)Ec = [(σc
′ + iωcfε 

′′) + iωcf (ε 
′ +

σc
′′

ωcf
)] Ec Eq. 139 

 

The conduction and displacement currents cannot be distinguished. As a result, the imaginary 

part of the permittivity plays the role of conductivity, and the imaginary part of the conductivity 

plays the role of permittivity. Experimentally, it is no longer possible to distinguish the 

contributions σ' and ε" on the one hand, and σ" and ε' on the other hand. The concepts of 

permittivity effective (εeff) and effective conductivity (σeff) can be defined as follows (Eq. 140 

and Eq. 141) [Deparis (2007)]:  

σc,eff
′ = σc

′ + iωcfε 
′′ Eq. 140 

εeff
′ = ε 

′ +
σc

′′

ωcf
 Eq. 141 
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where: 

 σc,eff
′ : real effective electrical conductivity (S.m-1) 

εeff
′ : real effective dielectric permittivity (F.m-1) 

 

The resistivity and permittivity measured during our experiments only consider the real part of 

the equation. The imaginary part of the permittivity was not measured. The imaginary part of 

the resistivity was measured but were not interpreted. 

 

2.6.3 Frequency dependence of the materials 

 

The permittivity and the resistivity present differences of behavior according to the frequency 

of solicitation of the matter. These phenomena are called polarization and superimpose 

themselves. The main phenomena are [Telford et al. (1990); Nicolini et al. (1998)]: 

 electronic or atomic polarization, 

 ionic polarization, 

 dipolar or orientation polarization, 

 interface or space charge polarization. 

 

These different phenomena are characterized by more or less important relaxation times. Figure 38 

shows electric relaxation as a function of frequency. 

 

 

 ε, permittivity (-) 

: σ, conductivity (S.m-1) 

αpo: electronic or atomic 

polarization 

βpo: ionic polarization 

δpo: dipolar or orientation 

polarization 

γpo: interface or space charge 

polarization 

Figure 38: Electric relaxation as a function of frequency (adapted from [Nicolini et al. 

(1998)]) 

 

In the case of complex resistivity measurement, some authors describe, for frequencies below 

1 MHz, 5 polarization mechanisms: Maxwell-Wagner polarization, polarization of the Stern 

layer, polarization of the diffuse layer, membrane polarization, and electrode polarization 

[Kemna et al. (2012); Revil (2012)]. 

 

2.6.4 Electrical resistivity and induced polarization 

 

Artificially generated electric currents are supplied to the soil and the resulting potential 

differences are measured. 
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2.6.4.1 Electrical resistivity 

 

Electrical resistivity surveys aim to determine the resistivity distribution of the surrounding soil 

volume [Telford et al. (1990); Samouëlian et al. (2005)]. 

 

The electrical resistance is defined by Ohm‘s law (Eq. 142): 

Re =
∆Ve

Ie
 Eq. 142 

where: 

Re: electrical resistance (Ω) 

∆Ve: electrical potential difference (V) 

Ie: electrical current intensity (A) 

 

Ohm’s law applies in the vast majority of geophysical cases unless high current densities (J) 

occur, in which case the linearity of the law may break down [Reynolds (2011)]. 

 

Electrical resistivity quantifies how strongly a material opposes the flow of electric current. The 

resistivity of an isotropic and homogeneous cylinder, with unit length and radius, is given by 

(Eq. 143): 

ρeff,c
′

 
=

ReAc

Lc
 Eq. 143 

where: 

ρeff,c
′ : real effective electric resistivity (Ω.m) 

Ac: cross sectional area (m2) 

Lc: length of the cylinder (m) 

 

The reciprocal of electrical resistivity is electrical conductivity, σc
  (S.m-1) (Eq. 144).  

σeff,c
′ = σc

 =
1

ρeff,c
′ =

1

ρc
 Eq. 144 

 

In this thesis, later, for the sake of simplification, σeff,c
′  will be called σc

 .and ρeff,c
′  will be called 

ρc
 . 

 

Resistivity varies enormously in geological formations. It may range from 1 Ω.m for saturated 

clays in water and very conducting at 106 Ω.m for naturally isolating magmatic rocks (Table 22). 
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Table 22: Electrical resistivity for different geological formations and water [Telford et al. 

(1990); Guérin et al. (2004)] 

Formation/media 
Electrical resistivity 

range (Ω.m) 

Water 

Sea water 0.1–0.3 

Salted water 0.3–0.9 

Brackish water 0.9–5 

Leachate 0.9–5 

Fresh water 5–80 

Groundwater (fresh) 10-100 

Sedimentary rocks and soils 

Sandstone 8-4×103 

Shale 20-2×103 

Limestone 50–4×102 

Wet sand 20–150 

Dry sand 250–4×103 

Clay 1-100 

Alluvium 10-800 

Igneous and metamorphic rocks 

Granite 5×103-106 

Basalt 103-106 

Slate 6×102-4×107 

Marble 102-2.5×108 

Quartzite 102-2×108 

 

a) Parameters that affect electrical resistivity 

 

Electrical resistivity measured in the porous medium depends on many parameters. As a first 

approach, as the Table 22 shows, most materials encountered in soils and subsoils have high 

resistivity (with the exception of a few metallic minerals). Also, soil resistivity is largely 

dependent on porosity, water saturation and pore fluid conductivity (it is in this case electrolytic 

conduction). 

 

The presence of clay greatly influences the electric response. Surfaces of layers of clay are 

negatively charged. So all materials that contain a certain quantity of clay have a higher 

electrical conductivity than when it is absent [Vinegar and Waxman (1984)]. 

 

The pore water contains ions; it can de facto drive the electrical current. The ions are displaced 

under the effect of an external electric field, which creates the electrical current. The higher the 

ion content in solution in the water pore, the higher the electric charge. The electrical 

conductivity of a solution depends on two factors: the quantity of ions and also ion displacement 

(Eq. 145 and Eq. 146) [Telford et al. (1990)]: 

νio = μioEc Eq. 145 

where: 

νio: speed of ion I (m.s-1) 

μio: ion displacement capacity (m2.V-1.s-1) 

 



Chapter 2: Literature review  

 

79 

If we consider a pore water with several types of ions, the conductivity is the sum of the 

contribution from each ion (Kohlrausch's Law) (Eq. 146): 

 σc,w
 = F ∑Cio|ni|μio 

i

 Eq. 146 

where: 

σc,w
 : real effective electrical conductivity of water (S.m-1) 

Cio: ion concentration (mol.m-3) 

ni: ion charge (-) 

F: Faraday constant (F=9.65×104 C.mol-1) 

 

The temperature also influences ionic mobility considerably, and de facto electrical resistivity 

[Dakhnov (1962); Grellier et al. (2008)]. Accordingly, between the temperatures of 0-200 °C, 

Dakhnov (1962) established the following relationship (for ionic fluids) (Eq. 147): 

ρc,w =
ρc,w0

1 + αc,w(T − T0 )
 Eq. 147 

where: 

ρc,w: electrical resistivity of the fluid at temperature T (Ω.m) 

ρc,wo
: resistivity of the fluid at temperature T0 (Ω.m) 

αc,w: temperature coefficient of resistivity; αc,w ≈ 0.023 °C-1 for T0 = 23 °C, and  

0.025 °C-1 for T0 = 0 °C 

 

Of course, the higher the water saturation, the higher the electrical conductivity. In the same 

way, the higher then porosity (connected), the higher the electrical conductivity [Telford et al. 

(1990); Hersir and Árnason (2009)]. 

 

b) Archie’s law 

 

In the case of electrolytical conduction, the water pore is the key point to consider in 

approaching electrical conductivity in groundwater. It has been observed for many cases that 

resistivity of water-bearing rocks varies approximately with the inverse square of the porosity. 

Archie’s law describes how resistivity depends on porosity if ionic conduction in the pore fluid 

dominates other conduction mechanisms in the rocks [Archie (1942)] (Eq. 148). 

ρc = ρc,wac∅
−mc Eq. 148 

where: 

ac: empirical parameter, varies from <1 for intergranular porosity to > 1 for joint 

porosity, usually around 1 (-) 

mc: cementing factor, an empirical parameter, varies from 1.2 for unconsolidated 

sediments to 3.5 for crystalline rocks, usually around 2 (-) 

 

Parameters related to rock are often grouped in the term of formation factor Fc (Eq. 149): 

Fc = ac∅
−mc Eq. 149 

where: 

Fc: formation factor (-) 

 

Archie’s law seems to be a good approximation when the conductivity is dominated by the 

saturating fluid, which corresponds to a large part of non-consolidated porous media with a low 

clay content [Árnason et al. (2000)]. Parameters a and m can be determined precisely in a 

laboratory. 
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Models similar to Archie's law have been developed in the case of soils containing clay (taking 

into account the surface conduction) [Waxman and Smits (1968); de Lima and Sharma (1990); 

Revil et al. (1998)]. 

 

c) Basic principles of the experimental set-up 

 

Classical measurement of electrical resistivity (time domain) consists in injecting a current via 

two current electrodes and in recording the resulting potential difference via two potential 

electrodes. Figure 39 shows this device (points A and B: current electrode; points M and N: 

potential electrodes). These four points form a quadripole. 

 

 
Figure 39: Principle of electrical resistivity measurement (adapted from [Noel (2014)]) 

 

In a completely homogeneous and isotropic medium, electrical equipotentials are hemispherical 

when the currents are on the soil surface (Figure 40) [Kearey et al. (2002); Samouëlian et al. 

(2005)]. 

 

 
Figure 40: Distribution of the current flow in a homogeneous soil [Samouëlian et al. (2005)] 

 

Therefore current density, Je, propagates in all directions evenly; it can be determined as follows 

(Eq. 150): 

Je =
Ie

2πrc2
  Eq. 150 

where: 

2πrc
2
: surface of a hemispherical sphere of radius rc (m

2) 

 

Potential (Ve) can be calculated (Eq. 151): 

Ve =
ρcIe
2πrc

 Eq. 151 

 

If we refer to Ohm’s law (Eq. 142) applied to the quadrupole, we can deduce the potential 

difference, ΔV, measured between electrodes M and N (Eq. 152) [Samouëlian et al. (2005)]: 

ΔVe =
ρcIe
2π

[
1

AM
−

1

BM
−

1

AN
+

1

BN
] Eq. 152 

where: 

AM, BM, AN, BN: distance A-M, B-M, A-N, B-N (m) 
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From this we can calculate the apparent electrical resistivity, ρc, with the following equation 

(Eq. 153): 

ρc = [
2π

1
AM −

1
BM −

1
AN +

1
BN

]
ΔVe

Ie
= Kg

ΔVe

Ie
 Eq. 153 

where: 

Kg: geometrical coefficient (that depends on the arrangement of the four electrodes A,B, 

M and N) (m) 

 

Different arrangements exist for the four electrodes A, B, M and N: Wenner, Wenner-

Schlumberger, dipole-dipole [Ward and Sill (1982)]. In our study, the electrodes configuration 

used are Wenner for the 1D cells, Wenner-Schlumberger 1D columns, and Wenner or equatorial 

dipole-dipole for the 2D tank, which are a commonly used array in similar laboratory tank 

experiments (Figure 41) [Wang et al. (2010); Power et al. (2014); Orlando and Renzi (2015); 

Deng et al. (2017)]. 

 

 
Figure 41: Measurement of electrical resistivity: dipole-dipole arrangement (adapted from 

[Noel (2014)]) 

 

In the dipole-dipole arrangement case, the geometrical coefficient is equivalent to (Eq. 154):  

Ka = πna(na + 1) (na + 2)aa Eq. 154 

where: 

aa and na: distance A-M, B-M, A-N, B-N (m) 

 

When the medium is homogeneous (i.e. in the case of our experiments with homogeneous glass 

beads), the measured electrical resistivity is the real electrical resistivity. Therefore, it can be 

interpreted directly. However, in the natural medium, this configuration is rather rare. Therefore 

we have to account for the fact that the electrodes are not perfectly aligned and that the electric 

signals encounter materials with very different properties. The wave propagations become 

substantially modified. Figure 42 shows a medium composed of two homogeneous layers (the 

first with resistivity ρ1, the second more conductive, with resistivity ρ2). The current lines 

deviate at the boundary between the two layers. In this heterogeneous example, we have to use 

an inversion to obtain a quantitative measurement. 
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Grey lines: current lines for a small quadrupole; black lines: current lines 

for the biggest quadrupole; A and B: current electrodes; M and N: 

potential electrodes 
Figure 42: Electrical sounding sketch [Guérin et al. (2004)] 

 

2.6.4.2 Induced polarization 

 

Induced polarization (IP) means a material's capacity to act as a capacitor, i.e. its capacity to 

charge when a current is applied and to discharge when the current is stopped. Two types of 

induced polarization can be measured [Reynolds (2011); Kemna et al. (2012)]: 

 Time Domain Induced Polarization (TDIP) consists of measuring the voltage decay 

after stopping the transmitted current (Figure 43),  

 Frequency Domain Induced Polarization (FDIP) consists of measuring a phase shift of 

the received voltage waveform relative to the transmitted waveform (Figure 44). 

 

 
Figure 43: Time domain waveform illustrations [Reynolds (2011)] 

 

 
Figure 44: Frequency domain waveform illustrations [Revil (2012)] 
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For this thesis, only real resistivity will be studied. 

 

2.6.4.3 NAPL and electrical resistivity 

 

Electrical Resistivity Tomography (ERT) in underground water is based essentially on the 

electrical properties of water. Low changes in said electric properties of water have a substantial 

impact on measured apparent resistivity in the entire aquifer studied. 

 

Therefore, electrical resistivity monitoring showed soil water content, saline water intrusion, 

and tracer tests [Revil et al. (2011); Lehikoinen et al. (2009); de Franco et al. (2009); Perri et al. 

(2012)]. 

 

Geophysical research used to characterize hydrocarbon spill sites mainly relies on the electric 

properties of hydrocarbons because their presence may change some of the medium’s physical 

properties, which can be captured by electric measurements and more particularly electrical 

resistivity measurements (classic and complex). These pollutants have high electrical resistivity 

and low dielectric constant, which respectively reduces and increases with changing 

degradation, as does electric chargeability, i.e. a capacity to polarize, which is significant and 

depends on their degradation state [Brown et al. (2003); Brown et al. (2004); Schmutz et al. 

(2010); Smallwood (2012)]. Since the early 2000s, geophysical methods have been the subject 

of intensive research to study environmental problems associated with hydrocarbons and to 

determine geophysical pollution/signal interaction. For example, Sauck (2000) interpreted his 

electrical resistivity measurements in monitoring wells in a LNAPL plume by considering a 

geo-electric model sensitive to various biogeochemical processes [Sauck (2000)]. Haridy et al. 

(2004) estimated LNAPL and water saturation in columns of sand water TDR (Time Domain 

Reflectometry) probes sensitive to resistivity and the dielectric constants of different phases in 

the medium [Haridy et al. (2004)]. What is more, several electrical resistivity monitoring 

experiments were conducted to follow biogeochemical remediation in sites polluted by 

chlorinated solvents and refined hydrocarbon [Nyquist et al. (1999); Power et al. (2014); Noel 

et al. (2016)]. 

 

Recent studies have also shown that the polarization caused would allow us to better 

characterize the organic pollution plume than classic electrical resistivity because we can 

measure chargeability too [Orozco et al. (2012); Ntarlagiannis et al. (2016)]. Power et al. 

(2014, 2015) and Deng et al. (2017) have shown the value of using laboratory tomography 

measurements for electrical resistivity (classic) combined if possible with imaging techniques 

to improve the interpretation of reverse resistivity measurements on sites polluted by NAPL 

composed of materials with varying permeabilities [Power et al. (2014); Power et al. (2015); 

Deng et al. (2017)]. 

 

Research has been undertaken specifically to connect DNAPL saturation and electrical 

resistivities. Resistivity is described by the sum of a bulk conductivity term and a surface 

conductivity term (both terms are saturation-dependent) [Revil (2012)]. Usually for sands, clean 

sands, and clean sandstones, surface conductivity is very low and can be neglected [Deng et al. 

(2017)]. Therefore, we can write the second Archie’s law as follows (Eq. 155) [Archie (1942)]: 

Sn
 = 1 − (

ρc,0
ERT

ρc,t
ERT

)

1

nERT

 Eq. 155 
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where: 

ρc,0
ERT: initial resistivity (ERT-electrical resistivity tomography) of the water-saturated 

medium (background resistivity) (Ω.m) 

ρc,t
ERT: real-time ERT measured resistivity of partially saturated medium (Ω.m) 

nERT: saturation exponent (-) 

 

The value for n is often estimated as being close to two for clean sand (without clay) [Archie 

(1942); Hearst et al. (2000); Monego et al. (2010)]. For two-phase system (water/air), Ulrich 

and Slater (2004) calculated a saturation exponent, n, that ranged between 1.1 and 2.7 [Ulrich 

and Slater (2004)]. 

 

Longeron et al. (1989) have demonstrated in drainage-imbibition experiments in a two-phase 

system (oil/air) that n = 2.08 [Longeron et al. (1989)]. Several authors have successfully 

interpreted experiments in a two-phase (DNAPL-water) system using the hypothesis that n= 2 

[Chambers et al. (2004); Power et al. (2014); Deng et al. (2017)]. 

 

2.6.5  Dielectric permittivity 

 

2.6.5.1 Background  

 

Dielectric permittivity, ε*, is a physical property which characterizes the degree of electrical 

polarization of a material under the influence of an external electric field, Ec (Eq. 139). The 

complex dielectric permittivity consists of two parts, a real and an imaginary part (Eq. 156) 

[Ledieu et al. (1986)]: 

ε 
∗ = ε 

′ + i [ε 
′′ +

σc
′′

ωcfεo
] Eq. 156 

 

At the highest effective frequency of the TDR Probes (200 MHz to 1.5 GHz) ε* is considered 

to represent the real part only ε’ [Heimovaara et al. (1994)]. The TDR probe used in our 

experiments operates at 70 MHz (see section 4.1.3). 

 

The relative effective permittivity, εr, is defined as the ratio of the real effective dielectric 

permittivity, εeff
′ , and the free space permittivity, ε0 (Eq. 159): 

εr = 
εeff
′

ε0
 Eq. 157 

where: 

εr = ε: relative effective permittivity (-) 

 

In this thesis, later, all dielectric permittivity values are expressed relatively. In addition, for the 

sake of simplification, εr will be called ε. 

 

TDR have been used since the 1970s and early 1980s to measure the apparent dielectric constant 

in soils [Topp et al. (1980)]. The principle rests on the difference between the dielectric constant 

of water (80), non-magnetic soil minerals (4-8), and air (1) [von Hippel (1954); Martinez and 

Byrnes (2001); Comegna et al. (2013)]. The difference in dielectric constants for the three 

elements (water, air, soil) is such that the permittivity value for wet soils depends closely on 

water saturation [Fellner-Feldegg (1969); Topp et al. (1980); Dalton et al. (1984)]. Topp et al., 

1980, showed that it was possible to connect the dielectric constant measured in soil with Sw 

using a calibration curve whose validity has been demonstrated for most nonorganic soils [Topp 
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et al. (1980)]. Subsequent studies have shown that TDR signals could be related to bulk 

electrical conductivity, σa (This parameter could depend on ion concentrations.) [Dalton et al. 

(1984)]. 

 

In geology, the permittivity is lowest for igneous rock. It is ten times higher for clays  

(Table 23). 

 

Table 23: Dielectric permittivity in rocks and water at 100 MHz (adapted from [Martinez and 

Byrnes (2001)] 

Formation/media Dielectric permittivity (-) 

Pure water 80 

Clay 5 - 40 

Sand (dry to saturated) 3 - 30 

Shale 5 - 15 

Limestone 7 - 8 

Igneous rock 4 - 6 

Air 1 

 

The TDR instrument sends a high-frequency (20 kHz to 1.5 GHz) electromagnetic step pulse 

through a transmission line of known length L, and the pulse is reflected back at the end of the 

line. From the travel time of the pulse analysis, the soil’s bulk dielectric constant is computed 

[Topp et al. (1980); Persson and Berndtsson (2002)]. The dielectric constant can be estimated 

as (Eq. 158): 

εr = ε = (
cε

υε
)
2

= (
cεtε
2Lε

)
2

 Eq. 158 

where: 

cε: speed of light (velocity of electromagnetic waves) in vacuum (cε = 3×108 m.s-1) 

υε: function of the propagation velocity, υε = 2Lε/tε (m.s-1) 

Lε: waveguide length (m) 

tε: travel time for the pulse to traverse the length of the embedded waveguide (down and 

back: 2L) (s) 

 

2.6.5.2 NAPL and dielectric permittivity 

 

One of the most used physical models of dielectric permittivity describes soil as a mixture of 

particles, water and air, called the Complex Refractive Index Model (CRIM). It is presented in 

Eq. 159 [Birchak et al. (1974); Roth et al. (1990); Endres and Knight (1992)]: 

ε = [∑viεi
αε

N

i=1

]

1
αε

⁄

 Eq. 159 

where: 

ε : relative effective permittivity of the mixture (-) 

εi: relative effective permittivity of the i phase (-) 

vi: volume of the i phase (-) 

αε: empirical constant related to the geometry of the grains and their spatial  

distribution (-) 

 

For mixtures of soil saturated with water, the CRIM equation is as follows (Eq. 160): 
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εs−w
 = [(1 − ∅)εs

αε + ∅Swεw
αε + ∅(1 − Sw)εa

αε]
1
αε Eq. 160 

where: 

εs−w
 : relative effective permittivity of the soil-water mixture (-) 

εs
 :  relative effective permittivity of soil particles (-) 

εw
 : relative effective permittivity of water (-) 

εa
 : relative effective permittivity of air (-) 

 

For mixtures of soil saturated with NAPL, the CRIM equation becomes (Eq. 161): 

εs−n
 = [(1 − ∅)εs

αε + ∅Snεn
αε + ∅(1 − Sn)εa

αε]
1
αε Eq. 161 

where: 

εs−n
 : relative effective permittivity of the soil-NAPL mixture (-) 

εn
 : relative effective permittivity of NAPL (-) 

 

Combining the equations above (Eq. 160 et Eq. 161) leads to the following formulations  

(Eq. 162 et Eq. 163) [Comegna et al. (2013)]:  

εs−w−n
 = [βεεn

αε + (1 − βε)εs−w
αε ]

1
αε Eq. 162 

with βε =
Sn

Sn+Sw
 Eq. 163 

where: 

εs−w−n: relative effective permittivity of the soil-water-NAPL mixture (-) 

βε: fitting parameter for the determination of εs−w−n (-) 

 

The empirical constant, αε, related to the geometry of the grains and their spatial distribution, 

can be estimated for homogeneous and isotropic soils as being 0.5 [Alharti et al. (1986); 

Gueguen and Palciauskas (1994); Huisman et al. (2003); Mavko et al. (2009); Coppola et al. 

(2013)]. However we know that αε can vary significantly in a soil-water-air system (from 0.46 

to 0.67) and in a soil-water-bound water-air system (from 0.39 to 0.81) [Dobson et al. (1985); 

Roth et al. (1990); Jacobsen and Schjønning (1995); Ajo-Franklin et al. (2004)]. 

 

For a three-phase mineral/water/NAPL mixture and using the hypothesis that αε is 0.5, the 

CRIM formula can be written as follows (Eq. 164) [Ajo-Franklin et al. (2004)]: 

ε = [∅(Sw√εw
 + Sn√εn

 ) + (1 − ∅)√εs
 ]

2
 Eq. 164 

 

Very good correlations between the CRIM model and experimental measurements have been 

obtained to describe dielectric properties in the unsaturated zone (air-water in porous media) 

[Knight (2001)] and soil-water-NAPL mixtures [Francisca and Montoro (2012)]. 

 

In the 1990s, studies were undertaken to connect the Sn in NAPL in saturated soils to the ε 

measured by TDR probes [Redman et al. (1991); Redman and DeRyck (1994); Kueper et al. 

(1993); Brewster et al. (1995)]. PCE samples spiked at controlled saturations were monitored 

by TDR. This showed good correlation, so it led to mixing models to estimate Sn in saturated 

porous media [Redman and DeRyck (1994)]. For the vadose zone, it is impossible to measure 

Sn using only ε if Sw is unknown [Redman and DeRyck (1994)]. 

 

Ajo-Franklin et al. (2004) have also obtained correlations greater than 97% using the CRIM 

model with TCE in the saturated zone [Ajo-Franklin et al. (2004)]. 
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Finally, Persson and Berndtsson (2002) demonstrated that the mixing model used led to errors 

up to 0.05 in saturated sand polluted by sunflower seed oil, synthetic motor oil and paraffin 

[Persson and Berndtsson (2002)]. To overcome this error, Persson and Berndtsson coupled TDR 

probes with de conductivity measurements. 

 

2.7 Other non-invasive imaging methods and optical imaging methods 

 

Four methods are currently used: X-ray, gamma radiation, magnetic resonance imaging (MRI) 

and optical imaging [Werth et al. (2010)]. 

 

2.7.1 Alternative methods 

 

X-ray has a high-resolution acquisition and can measure fluid saturations in three-dimensional 

(3D) laboratory experiments. But this method is suited for relatively small sample size 

(maximum a few cm) and takes much time to record a complete 3D scan (10 to 30 minutes) 

[Brusseau et al. (2008); Schnaart and Brusseau (2005)]. The sample saturation profile can also 

be changed during image acquisition. 

 

Gamma radiation can work with a relatively wide scale (from cm to several meters). Another 

advantage is accurate data. This method is quite difficult to design but becomes easy to 

maintain. Its disadvantages include the long counting time (observed 45 seconds or more) for 

accurate determination (∼1 cm²). This method measured conditions close to or at equilibrium 

state. The calibration procedure needed for high data acquisition takes a long time 

[Illangasekare et al. (1995b); Jalbert et al. (2003); Brusseau et al. (2000); Oostrom et al. 

(1999)]. 

 

MRI can directly plot 1D, 2D and 3D imaging of processes occurring in porous media. This 

method is original because the MRI signal is generated directly from fluids or solid phases. 

MRI has excellent accuracy (up to 10 µm) with fast imaging acquisition that allows monitoring 

under dynamic conditions. This method is sensitive to the presence of ferromagnetic materials. 

The main disadvantage is that a magnetic resonance scanner is very expensive and complex to 

maintain [Zhang et al. (2007); Caprihan and Fukushima (1990); Chu et al. (2004); Dijk et al. 

(1999); Johns and Gladden (1999)]. 

 

Optical imaging acquisition is cheaper than the other methods mentioned above. This technique 

is also the easiest option for visualizing fluid saturation, flows, and solute transport in a two-

dimensional (2D) laboratory porous medium [Werth et al. (2010)]).  

 

For these reasons we wanted to review the literature in this area to understand and study many 

techniques and to establish our own technique to upgrade optical imaging analysis. 

 

2.7.2 Optical imaging methods 

 

2.7.2.1 Background 

 

Cameras are the central instrument for acquiring the optical data. Early work was based on 

silver photographs that were scanned to digitize the information [Schincariol and Schwartz 

(1990)]. Nowadays all work uses a digital camera. Basically, the diaphragm and shutter of a 

digital camera let the correct quantity of light strike a CCD sensor (Charge Couple Device) to 

capture the image. The CCD sensor is the main image acquisition component. A CCD sensor 
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is a small plate piece placed inside the camera body. The CCD sensor is composed of several 

capacitors (pixels) which converted light information into electronic information. A pixel is the 

elementary part containing information on the three intensity lights: red, green and blue. A 

picture is composed of many pixels and the higher the pixel density, the better the resolution. 

 

The Beer Lambert law is fundamental in the optical imaging analysis field. The power of a 

beam striking a block with absorbing properties (perpendicular to the surface) decreases 

because of the absorption. This law can be mathematically expressed [Skoog et al. (2007)] as 

(Eq. 165): 

log10 (
It
I0

) = εlblMl = Dt Eq. 165 

where: 

I0: initial luminous intensity (-) 

It: transmitted luminous intensity (-) 

εl: numerical constant (L.mol-1.cm-1) 

bl: path length (cm) 

Ml: molar absorptivity or molar absorption coefficient, number of moles per liter of 

absorbing solution (mol.L-1) 

Dt: optical density of transmitted light (-) 

 

The light transmitted through a photograph is defined as transmittance, τ, and can be expressed 

as (Eq. 166): 

τl =
It
I0

 Eq. 166  

where: 

τl: transmittance (-) 

 

RAW files are equivalent to photographic films, and the pixel value is equivalent to the 

transmitted light (It) [Flores et al. (2011)]. 

 

The optical density of transmitted light, Dt, is commonly defined as (Eq. 167): 

Dt = −log10(τ) Eq. 167 

 

The optical density of reflected light, Dr, can be defined as (Eq. 168 and Eq. 169): 

Dr = −log10(ρt) Eq. 168 

ρt = 
Ir
I0

 Eq. 169 

where: 

Dr:optical density of reflected light (-) 

ρt: ratio of reflected/initial luminous intensity (-) 

Ir: reflected luminous intensity (-) 

I0: initial luminous intensity (-) 

 

However, due to its simplicity, the Beer-Lambert law is accurate only if the following 

conditions are met: i. the absorbing medium is homogeneous; ii. the light source is 

monochromatic; iii. scattering and reflection must not occur [Skoog et al. (2007)].  

 

Currently, two kinds of optical imaging methods emerge in the research field, the Light 

Reflection Methods (LRM) and Light Transmission Methods (LTM) [Alazaiza et al. (2016)]. 
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2.7.2.2 Light Reflected Methods 

 

Several authors used reflected light to quantity fluid saturation inside a two-dimensional 

laboratory tank. The following is a non-exhaustive review but we focus on the main articles and 

the newest emergent alternative light reflected methods.  

 

a) Primary work 

 

Schincariol and Schwartz (1990) and Schincariol et al. (1993) published the first studies that 

correlated the reflected optical image with dyed NaCl concentration during miscible 

experiments. This method used a protocol based on the following eight steps [Schincariol and 

Schwartz (1990)] and [Schincariol et al. (1993)]: 

 Scanning the negative: The negatives, from silver camera, were converted to 12-bit 

digital files, which means pixel values varied between 0 and 4095. The pixel value 

corresponds to the transmittance τ [Schincariol et al. (1993)]. 

 Computing an optical density curve: This involves using a greyscale card to assess the 

quality of pixel grey value recorded. They plotted the average transmittance value 

versus a known optical density value. 

 Rotating and transforming the image to standard sized matrix (800 × 555): To ensure 

optimal photograph analysis, all photographs must have the same "Area of Interest", i.e. 

a region where the analysis will be performed. For this reason, they removed some 

detail, such as the flow tank or peripheral equipment. Then, they applied an algorithm 

[Cornhill et al. (1990)] to rotate and to translate the picture. 

 Median smoothing on a 3 × 3 window: Median smoothing was applied on the whole 

matrix by averaging pixels contained in a 3 pixel × 3 pixel window, to decrease the 

noise in the image. 

 Subtraction of a background image: The lighting was not uniform over the whole 

picture. For this reason, appropriate image subtraction was necessary to correct this 

uneven lighting. 

 Median smoothing on a 3 × 3 window: A second median smoothing was performed. 

 Computing optical density vs. concentration standard curve: They obtained this 

calibration curve in which known concentrations were photographed. 

 Using a standard curve to convert optical density values on scanned images to 

concentration: With the previous linear relationship all pixels from the matrix 

(800×555) values were converted into concentration values. 

 

The authors obtained a maximum error of approximately ± 7-10%. This error could be due to 

the background subtraction and other correction techniques [Schincariol et al. (1993)]. 

 

b) Multispectral Image Analysis Method 

 

Kechavarzi et al. (2000), developed a LRM based on the Schincariol et al. (1993) methods to 

quantify the fluid saturations of a three phase system (Air-Water-NAPL). They developed the 

MIAM (Multispectral Image Analysis Method) to quantify the residual saturation of Soltrol 

220® (Phillips Petroleum). 

 

Their study was composed of two parts. On the one hand, they established a link between the 

amounts of reflected light and fluid saturation in a cylindrical sample and, on the other hand, 
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they measured the fluid saturations in a two-dimensional laboratory tank. We focused on the 

second part because it is similar to our case.  

 

It is important to define the Average Optical Density (AOD) as the following expression  

(Eq. 170): 

Dil
=

1

N
∑ djlil

= 
1

N
∑ [−log10 (

Ijlil
r

Ijlil
0 )]

 

N

jl=1

N

jl=1

 Eq. 170 

where: 

Dil
: average optical densities (-) 

N: number of pixels contained in the AOI (Area Of Interest) (-) 

jl: sum index for a given spectral band i (-) 
djlil

: optical density of the individual pixels (-) 

Ijlil
r : intensity of the reflected light given by the individual pixel values (-) 

Ijlil
0 : intensity of the light that would be reflected by an ideal white surface (-), Iji

0 was 

measured for every pixel of the nominal Iji
0 white patch of the Kodak® grey scale for 

each spectral band; Iji
0 was on average close to 4095. 

 

This AOD notion involves discretization of the picture. The measurement method consists of 

computing in each mesh (or element) to quantify the fluid saturations. 

 

Firstly they have established a clear linear relationship between AOD versus both water 

saturations and NAPL saturations as (Eq. 171 and Eq. 172): 

Dil
w = λil

wSw + βil
w 

Dil
o = λil

oSn + βil
o 

Eq. 171 

Eq. 172 

where: 

Dil
w: average optical densities for each pixel contained in the images of air-water two 

fluid phase systems (-) 

Dil
o : average optical densities for each pixel contained in the images of air-NAPL two 

fluid phase systems (-) 

λil
w, λil

o, βil
w and βil

o: fitting coefficients of the linear regressions (-) 

 

Next, they performed the spill experiment. They computed in each element the following 

equations to quantify the fluid saturations (Eq. 173 to Eq. 175): 

Sw2 =
λil
o(Dkl2

ow − Dkl1

ow) − λkl

o (Dil2
ow − Dil1

ow)

λil
oλkl

w − λkl

o λil
w + Sw1

  Eq. 173 

Sn2 =
λkl

w(Dil2
ow − Dil1

ow) − λil
w(Dkl2

ow − Dkl1

ow)

λil
oλkl

w − λkl

o λil
w  Eq. 174 

Sa = 1 − Sw − Sn  
  Eq. 175 

where: 

Indexes kl and il: wavelength (nm) 

Indexes 1 and 2: reference to the previous and current pictures, respectively  

Dkl

ow and Dil
 ow: average optical densities contained in the image of air-water-NAPL 

three fluid system at kl and il wavelengths (-) 

λkl

o  and λkl

w

 

 
: slope coefficients determined during calibration (-) 
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This method involves a multispectral band because it is necessary to solve the previous set of 

equations (Eq. 173 and Eq. 174) to determine the fluid saturations. With high contrast between 

two spectral bands (determined by transmittance spectrum analysis), the system has enough 

unknown variables for enough equations. 

 

c) Simplified Image Analysis Method 

 

Flores et al., (2011) provided another imaging analysis method because MIAM [Kechavarzi 

et al. (2000)] requires a heavy calibration procedure that consumes much time and materials 

[Flores et al. (2011); Alazaiza et al. (2016)]. For this reason, Flores et al., (2011) developed 

SIAM (Simplified Image Analysis Method). This method is based on a simplified calibration 

procedure (3 samples) to avoid the heavy calibration procedure (47 samples) from MIAM. They 

quantified the residual saturation of LNAPL Sudan III dyed with brilliant blue FCF. 

 

This method is also based on the Beer-Lambert laws. SIAM involves different band-pass filters 

(wavelengths are 450 nm and 640 nm). This method is summarized below. 

 

The calibration was used with three column samples: 

 Sw = 0%; Sn = 0%  

 Sw = 0%; Sn = 100%  

 Sw = 100%; Sn = 0%; for each calibration set, 2 photographs were taken at 450 nm 

and 640 nm. 

 

The experiment was carried out using photographs monitoring at the 2 band pass filters. Post-

processing pictures were on the Area of Interest (AOI) were discretized by 490 elements (matrix 

size is 70×7). 

 

First, they calculated the optical densities acquired during the calibration process [Di
00]mlnl

; 

[Dil
10]

mlnl
; [Dil

01]
mlnl

;[Djl
00]

mlnl
; [Djl

10]
j
 and [Djl

01]
mlnl

  

where: 

[D 
00] , [D 

10] and [D 
01]: optical density respectively for the dry sand, water-saturated 

sand, and NAPL-saturated sand, respectively at il and jl the wavelength (-) 

ml: vertical dimension of the matrix (m) 

nl: horizontal dimensions of the matrix (m) 

 

Then they solved the following set of equations to find Sw and Sn (Eq. 176): 

[
Dil

Djl

]
nm

= [
(Dil

10 − Dil 
00)Sw

 + (Dil
01 − Dil

00)Sn
 + Dil

00

(Djl
10 − Djl 

00)Sw
 + (Djl

01 − Djl
00)Sn

 + Djl
00]

mn

 Eq. 176 

where: 

[
Dil

Djl

]
mlnl

: optical density on the mesh elements measured in both wavelength (-) 

 

d) DNAPL counting cell method 

 

The methods discussed above are based on the same idea. They used a calibration procedure to 

correlate cell intensity versus fluid saturation. Luciano et al. (2010) developed another way of 

analyzing the fluid saturations. Their method does not involve a calibration procedure or 

correlation cell. They counted, cell by cell, the frequency of DNAPL pixels detected inside the 
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cell. Cell size (15×15 pixels) was as large as the REV and pixel size was as large as grain size 

[Luciano et al. (2010)]. For those reasons, the ratio between pixels detected as DNAPL divided 

by total cell area gave an estimation of the fluid saturation. Of course, before counting those 

DNAPL pixels there was a pre-treatment procedure to detect the DNAPL pixels (summarized 

below). 

 

Images were acquired and an AOI was determined. The AOI remained constant during the 

whole experiment. The AOI was converted into RGB 48 format to choose the best color filter. 

Choosing a color filter was necessary to increase the contrast between DNAPL and porous 

media. Once the best color contrast was chosen, then the AOI was converted to grey scale  

(8-bits format). An intensity pixel interval was defined as DNAPL (equal to 0) and applied to 

the whole AOI. The rest of the pixels (outside the interval) were defined as background (equal 

to 255). The image was transformed into a binary image (1=DNAPL and 0=background). 

 

They discretized the AOI in its entirety to obtain a grid. Each cell was defined as 15 × 15 pixels. 

Then, they computed, with a Fortran program, the frequency of DNAPL in the cell. This 

DNAPL frequency represented the DNAPL cell saturation. 

 

2.7.2.3 Light Transmitted Methods 

 

a) Primary work on water saturation quantification 

 

Hoa (1981) was the first to develop a Light Transmitted Method (LTM) to quantify water 

saturation in a sand field experimental chamber [Bob et al. (2008)]. In 1994, Tidwell and Glass 

improved this method by determining the water saturation of a two-phase experiment [Tidwell 

and Glass, 1994]. They correlated the number of pores filled with water to water saturation 

(Sw). One more step was performed with the elimination of calibration curve and K (from the 

Hao work) becoming an empirical parameter. 

 

This LTM uses Fresnel’s law to define the transmission (Eq. 177 and Eq. 178): 

τt =
It,out

It,in
=

4nt

(nt + 1)2
 Eq. 177 

nt =
nt,1 

n t,2

 Eq. 178 

where: 

τt: light transmission factor (-) 

It,out: emergent light intensity (-) 

It,in: incident light intensity (-) 

nt: ratio of refractive indices (-) 

nt,1 and nt,2: refractive indices of the two media constituting the diopter (-) 

 

If each individual pore is either full or empty of water, then the intensity of transmitted light, 

Iv, is given by Eq. 179 [Tidwell and Glass (1994)]: 

Iv = Ivd  (
τsw

τsa
)
2Pt

 Eq. 179 

where: 

Iv: intensity of transmitted light (-) 

Ivd: emergent light intensity for the dry sample (-) 

Pt: number of pores filled with water (-) 
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τsw: light transmission factors of sand-water interface (-) 

τsa: light transmission factors of sand-air interface (-) 

 

Water saturation can be computed by Eq. 180: 

Sw =
ln[Ivn[(τsw/τsa)

2kt − 1] + 1]

2kt ln[τsw/τsa]
 Eq. 180 

where: 

kt: empirical parameter (-) 

Ivn: normalized light intensity, Ivn = 
Iv−Ivd 

Ivs−Ivd 
 (-) 

Ivs: emergent light intensity for the saturated sample (-) 

 

b) LTM without calibration procedure 

 

Niemet and Selker (2001) improved the last work of Tidwell and Glass (1994) by eliminating 

the need for estimating the empirical parameter k or for a calibration procedure. They developed 

several models, but the best fit was obtained by the model introduced below. The model 

considers a wetting medium with a pore size distribution. 

 

The fluid saturation, Sw, is computed from the numerical integration of the following equation 

(Eq. 181): 

Sw = 1 −
∫

dΩ
h

Ω

0

∫
dΩ
h

1

0

 Eq. 181 

where: 

Ω: proportional to 
At

At,T
= 

ln (I t,out It,out,S⁄ )

ln (It,out,Sw It,out,S⁄ )
 

At: total cross-sectional area of drained pores at negative pressure head (m2) 

At,T: total cross-sectional area of all effective pores (m2) 

It,out,S: light intensity transmitted through a saturated sand (-) 

It,out,Sw
: light intensity transmitted at a residual saturated sand (-) 

 

c) Imaging method based on hue 

 

Saturation near walls can be different from that inside porous media. For this reason, Darnault 

et al., 1998 developed a method to assess the fluid saturation in a two-phase fluid system 

[Darnault et al. (1998)]. The main concept is to use hue (color appearance parameters) instead 

of RGB (Red Green Blue) to calibrate and compute the fluid saturation. 

 

A fundamental difference between their method and the previous study was using HIS (Hue-

Intensity-Saturation) rather than the classic RGB format. Hue describes the pure color, intensity 

corresponds to the grey value and saturation is the degree of color diluted with white. They 

applied the HIS format to analyze the images, especially, the hue information. To use HIS, they 

converted RGB format into hue with the following equation (Eq. 182) [Wilson (1988)]. 

Hu = 255 [
1

360
[ϒ − arctan (

2R − G − B

√3 (G − B)
)]] Eq. 182 

where: 

Hu: hue, color appearance parameters (°) 

R: red 



Chapter 2: Literature review  

 

94 

G: green 

B: blue 

ϒ: constant depending on the green and blue intensity, ϒ=90 for G≥B or ϒ=270  

for G<B (-) 

 

This equation shows that hue is a better way to measure blue intensity than RGB format because 

each RGB component is affected [Darnault et al. (1998)]. 

 

The experimental protocol involved placing a light in front of and behind an experimental 

chamber. A calibration chamber was built to generate the hue vs. saturation fluid calibration. 

They processed with 6 different water saturations (0%, 20%, 40%, 60%, 80%, and 100%) to 

obtain the calibration curve (hue vs. Sw). The hue value was measured from a horizontal line 

100 pixels long. The hue mean was calculated from a histogram of number of pixels vs. hue for 

the different water saturations. Two experiments were performed: the first to test the 

effectiveness of data acquisition for a simple water infiltration into an oil-saturated soil, the 

second to show the method for unstable fingered flow. 

 

While the calibration experiment was performed, the oil-saturated soil looked yellow, the water 

saturated soil looked blue and oil-water-saturated soil looked green. However, the color was 

not perfectly distributed into the cell, due to oil and water ganglia formation. Each RGB format 

pixel was transformed into HIS. HIS has pieces of data: hue, intensity and saturation. The 

authors were not correlating intensity or saturation to water saturation. The calibration 

experiment showed that the mean hue value varied with water-saturation in the soil. A linear 

regression is provided with a good fit (R² = 97.8%). 

 

With this linear relationship between hue value and water saturation, they computed on AOI as 

large as 14,400 pixels surrounding a spill area to determine Sw. This linear regression fits for 

this experimental setup. A new calibration process must be performed for any new calibration. 

 

The results with LTM were conclusive. The first flow infiltration experiment was monitoring; 

the amount of water was calculated with LTM. 19.85 mL of water was estimated by LTM for 

20 mL of water injected. For the second experiment, the water content estimated with LTM was 

compared with X-ray measured. For the highest water content area, LTM estimated 0.26 – 0.28 

cm3.cm-3 and X-ray estimated 0.265 cm3.cm-3.  
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3. CHARACTERIZATION OF THE DNAPL MIXTURE 
 

In this section, we present and discuss our results for the rheological properties of the DNAPL 

mixture, such as dynamic viscosity, interfacial tension, contact angle, and density. These were 

measured at various temperatures and with different surfactants. The effects of chemical and 

thermal enhancements on DNAPL solubilization were also considered. The main results of this 

chapter were published in a peer reviewed journal [Colombano et al. (2019)]. 

 

3.1 Materials and methods 

 

3.1.1 Rheological DNAPL characterization 

 

The DNAPL used for the experiments were sampled at the Tavaux site (June 25, 2014). Since 

then, it has been stored in a cold room (at 4 °C). 

 

The water used for all experiments was BRGM tap water degassed using an ultrasound tank 

(VWR Ultrasonic Cleaner - USC500D: 60 °C, 45 Hz, 60 min). This degassing is necessary 

because we use the same water for all experiments (including experiments in 1D cells, 1D 

columns and 2D tank). It is often observed that nucleation can occur in a porous medium during 

drainage or imbibition when the liquid’s pressure is lower than the saturation vapor pressure 

[Daïan (2013)]. 

 

3.1.1.1 Dynamic viscosity 

 

Viscosity was measured with the Discovery Hybrid Rheometer - DHR 3 (TA Instruments) in 

Rheonaova Laboratory (Grenoble, France) and then at BRGM with the Haake Mars III 

rheometer - Thermo Fischer Scientific. The DNAPL sample was placed on the lower plane and 

then compressed with the top plane. The amount of product was adjusted using a syringe. Flow 

curves were obtained for the different samples using a measuring method based on the speed 

levels at constant shear rate. Shear stress and viscosity were raised once the flow was 

established. Measurements were made at atmospheric pressure at 10, 15, 20, 30, 45 and 60 °C. 

Temperature was controlled by the Peltier effect. The temperature precision was 0.5 °C.  

Figure 45 shows the DHR 3 and Haake Mars III rheometers. 

 

  
a) DHR 3 rheometer b) Haake Mars III rheometer 

Figure 45: Photographs of a) the DHR 3 and b) Haake Mars III rheometers 
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Viscosity measurements were performed in triplicate. 

 

3.1.1.2 Interfacial tension and contact angle between DNAPL-water 

 

The IFT and contact angle between the DNAPL and water were measured with the Tracker-S 

tensiometer (Teclis Scientific) in Navier laboratory (Champs-sur-Marne, France) and then at 

BRGM with the Drop Shape Analyser tensiometer DSA-100 (Krüss). 

 

The Tracker-S and the DSA-100 are automated drop tensiometers that can measure variations 

in IFT over time. The instrument can also be used to measure the contact angle between a liquid 

and solid. Using optional lenses, the accuracy of IFT measurement can be increased to  

0.1 mN.m-1. Figure 46 shows Tracker-S and DSA-10. 

 

  
a) Tracker-S tensiometer b) DSA-100 tensiometer 

Figure 46: Photographs of a) the Tracker-S and b) DSA-100 tensiometers 

 

The IFT and contact angle for DNAPL-water were measured at different temperatures (10 to 

60 °C) and with surfactants at different concentrations. The temperature was stabilized with a 

thermostatically-controlled water bath. All of the measurements were carried out in triplicate. 

 

The DNAPL contact angle for each temperature was first evaluated without the use of 0.5 mm 

glass beads and then with them (Figure 47). Contact angle measurements were not very 

accurate; variations of several degrees were often observed. 

 

  
a) Contact angle of digitized drop without 

the glass beads 

b) Contact angle of digitized drop with the 

glass beads 

Figure 47: Contact angle of digitized drop a) without and b) with the glass beads 
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We used the pendant drop technique to determine interfacial tensions from the shapes of drops. 

This technique can measure the interfacial tension of fluid-fluid interfaces with an accuracy of 

± 0.1 mN.m-1 from enhancement by video-image digitization and curve-fitting the drop edge 

coordinates to the Young-Laplace equation (Figure 48). 

 

 
Figure 48: Digitized pendant drop during the measurement of IFT 

 

The interfacial tension of a fluid-fluid interface is determined by using a video-enhanced 

pendant drop tensiometer. Based on the Young-Laplace equation, it is possible to calculate the 

IFT, σ, g from digitized picture data (see Eq. 183). 

σ =
∆ρgR0

2

βp
 Eq. 183 

where: 

σ: interfacial tension (mN.m-1) 

Δρ: mass density difference between the drop and the surrounding medium (kg.m-3) 

g: acceleration of gravity (m.s-2) 

R0: radius of curvature at the drop apex (°) 

βp: shape factor, negative for pendant drops 

 

3.1.1.3 Density 

 

Product densities were measured by weighing three different 100 mL flasks. Then, at each 

temperature, the product was weighed in the closed vial, adjusting the volume needed to fill the 

flask. Measurements were performed in triplicate. 

 

3.1.2 Solubilization 

 

Solubility measurements were made on the DNAPL using the experimental protocol developed 

by Rodrigues et al. (2017). 

 

Isothermal solubility values were measured by the saturation shake-flask method at 5 constant 

temperatures in the range from 10 to 60 °C. An excess of DNAPL was added to 25 mL zero-

headspace vials filled with degassed water. The vials were sealed with PTFE-lined septa and 

aluminum caps. Vials were stirred for 24 hours (until partition equilibrium was reached). 

Temperature was maintained constant (T ± 0.2 °C) during stirring using a thermostatically 

controlled enclosure. Vials were then centrifuged at 5,000 rpm for 2 hours, at constant 

temperature (T ± 0.5 °C), to separate the two phases. Finally, an aliquot of the supernatant was 

collected and sampled for analysis. Three replicates were performed for each temperature. 
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The same protocol was applied for solubilization experiments in the presence of surfactants. 

Four surfactant concentrations were studied, according to their respective CMC value, from 

0.25×CMC to 8×CMC. All measurements were performed in triplicate at 20 °C. 

 

COC concentrations were analyzed by gas chromatography with flame ionization detector 

(Varian 3800) and head space injection (Agilent 7697A). The column characteristics (Agilent; 

CP-SIL 5 CB) are reported in Table 24. 

 

Table 24: Chromatography column characteristics 

Column Semi-capillary 

Tube Fused silica 

Length 50 m 

Internal diameter 0.53 mm 

Film thickness 5 µm 

Active phase  Polydimethylsiloxane 

Carrier gas Helium 

 

The analyses were conducted by INOVYN at the Tavaux site. 

 

3.1.3 Volatilization 

 

All the experiments were conducted with water on the DNAPL. The volatilization phenomena 

can therefore be considered as minor. A PID measurement (Photoionization Detector, 

miniRAE3000, light 10.6 EV) above experimental devices demonstrated that the contents were 

below the detection limits (DL=0.1 ppm). Measurements with colorimetric Dräger tubes were 

also taken above the aqueous phase. The contents measured were below the detection limit (20 

and 7 ppm for TCE and PCE, respectively). 

 

3.2 Results and discussion 

 

3.2.1 Rheological DNAPL characterization 

 

3.2.1.1 Dynamic viscosity 

 

The results for DNAPL dynamic viscosity measurements are presented in Figure 49 (and in 

Appendix 1.1). 

 

Figure 49 shows that the measurements were reliable (standard deviation less than 0.15 mPa.s). 

Typically, chlorinated solvents are more fluid than water (viscosity less than 1 mPa.s) [Sleep 

and Ma (1997)]. In our case, the dynamic viscosity was much higher (5 mPa.s at a classical 

groundwater temperature). 
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Figure 49: Variation of DNAPL and water dynamic viscosities as a function of temperature 

 

The viscosity of each compound in our DNAPLs and the estimates of global DNAPL viscosity 

(from equations Table 11 - Eq. 30 to Eq. 38) are presented in Table 25 and Table 26. 

 

Table 25: Viscosity of each compound at the site 

Compound 
Dynamic viscosity 

(Pa.s at 25 °C) 
Reference 

Hexachlorobutadiene (HCBD) 2.70×10-3 [Lucius et al. (1992)] 

Hexachloroethane (HCEa) 2.26×10-3 [Lucius et al. (1992)] 

Perchloroethylene (PCE) 8.06×10-4 [Yaws (2015)] 

Pentachlorobenzene (PeCB) 7.08×10-4 [Yaws (2015)] 

Carbon tetrachloride 9.04×10-4 [Yaws (2015)] 

Trichloroethylene (TCE) 5.46×10-4 [Yaws (2015)] 

Hexachlorobenzene (HCB) 4.86×10-4 [Yaws (2015)] 

 

Table 26: Mixing rules with extra-parameters and excess function for calculating the viscosity 

of mixtures 

Equation 
Estimated dynamic viscosity 

(Pa.s) in 25 °C 

Arrhenius  1.91×10-3 

Refutas 1.62×10-3 

Bingham 1.60×10-3 

Kendall and Monroe 2.00×10-3 

Power 2.53×10-3 

Chevron 1.69×10-3 

 

The results show that the Power’s equation gives the results closest to the measured viscosity 

(4.47×10-3 Pa.s at 20 °C). However, there is also an obvious difference between the estimated 

and measured results. That difference may be due to the complexity of the multi-component 

system because the estimated methods used do not consider the reactions between the DNAPL 

components. Additionally, our DNAPLs had about 10% w/w of the unknown substances and 

these unknown substances were not considered in the calculation. 
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The viscosity of a chlorinated solvent is generally reduced by 1% per degree Celsius [Davis 

(1997)]. The dynamic viscosity of the DNAPL fell by 57% when the temperature rose from 10 

to 60 °C. The change in dynamic viscosity as a function of temperature fits a second order 

polynomial curve. 

 

For water, the reduction in dynamic viscosity was 54% for the same temperatures. We therefore 

saw that the DNAPL viscosity was slightly closer to that of water at 60 °C. The μw/μnw ratio 

ranged from 0.23 to 0.19 for respective temperatures of 10 °C and 60 °C. This 15% reduction 

in viscosity ratios should have slightly improved DNAPL mobility. 

 

3.2.1.2 Interfacial tension and contact angle between DNAPL-water 

 

a) Interfacial tensions 

 

Table 27 shows DNAPL-water interfacial tensions measured at 20 °C. 

 

Table 27: DNAPL-water interfacial tension at 20 °C 

Tests Interfacial tension (mN.m-1) 

Test 1 11.22 

Test 2 11.11 

Test 3 11.13 

Average 11.15 

Standard deviation 0.05 

 

The interfacial tension was lower than that of pure TCE or PCE in distilled water (respectively 

36.9 and 45.9 mN.m-1) [Andersson et al. (2014)]). However, it is still high. 

 

The interfacial tension measurements and contact angles were measured, on the basis of the 

literature review, with four surfactants (Tween 80, Triton X-100, Aerosol MA-80, SDBS) 

whose characteristics are shown in Table 28. 

 

Table 28: Names and chemical properties of the surfactants used 

Commercial 

name 
Formula and chemical name Type 

MW 

(g.mo1-1) 

CMCtheoretical  

(mmol.l-1) 

Triton X-

100 

C8H17C6H4(OCH2CH2)xOH 

POE(9,5) isooctylphenol 

4-(1,1,3,3-Tetramethylbutyl)phenyl-

polyethylene glycol 

Nonionic 
602.80–

646.86 
0.22–0.24 

Tween 80 

C64H124O26 

(x)-sorbitan mono-9-octadecenoate 

poly(oxy-1,2-ethanediyl) 

Nonionic 1309.67 0.012 

Aerosol 

MA-80 

C16H29NaO7S 

Sodium 1,4-dicyclohexyl 

sulphonatosuccinate  

Anionic 522.72 1.5 

SDBS 
C12H25C6H4SO3Na 

Sodium dodecyl benzene sulfonate 
Anionic 348.48 1.5 

 

All surfactants were provided by Sigma Aldrich (laboratory grade) apart from the Aerosol MA-

80, from Cytec. 
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Figure 50 shows the results for interfacial tension measurements (See also Appendix 1.2). 

 

 
Figure 50: DNAPL-water interfacial tension variation with different surfactant 

concentrations 

 

The results for reduced interfacial tensions with added surfactants are very contrasting. We saw 

three trends: one moderate effect (Tween 80), one substantial effect for relatively high CMC 

(Triton X-100 and Aerosol MA-80) and one very substantially beneficial effect for low 

surfactant concentrations (SDBS). 

 

In more detail, we saw that the reduction in interfacial tension for Tween 80 was 52% for the 

concentration of 64×CMC (σfinal= 5.28 mN.m-1). As for Triton X-100 and Aerosol MA-80, the 

reductions were respectively 96% and 90% for the concentration of 64×CMC  

(σfinal=0.48 mN.m-1 and 1.10 mN.m-1). Finally, SDBS seems to be the most advantageous 

surfactant because it can reduce the interfacial tension by 99% at a surfactant concentration of 

CMC (σfinal=0.10 mN.m-1). 

 

From this, we concluded that the two anionic surfactants reduce interfacial tensions 

substantially, and that SDBS can even do this at low surfactant concentrations. Nonionic 

surfactants display less clear trends as Tween 80 is not very effective but Triton X-100 is 

effective at high concentrations. 

 

Figure 51 shows trend curves from which we determine the CMCreal of the surfactants that 

correspond to the IFT=f([surfactant]) and [ΣCOC]=f([surfactants]) curves’ inflexion points. 
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a) Triton X-100 b) Tween 80 

  
c) Aerosol MA-80 d) SDBS 

Figure 51: Estimation of the trend curve IFT=f([surfactant]) and estimation of the real CMC 

for a) Triton X-100, b) Tween 80, c) Aerosol MA-80, d) SDBS 

 

The IFT curves, with different shapes, follow different trend curve equations (logarithmic, 

polynomial, power equations). These results show that the measurements are reproducible and 

a good fit (maximum standard deviation is less than 0.21 mN.m-1).  

 

Figure 52 shows the results of DNAPL-water IFT measurements at different temperatures (See 

Appendix 1.3 for more details). 

 

 
Figure 52: Variation of DNAPL-water interfacial tension as a function of temperature 
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Figure 52 shows that the thermal enhancement has only limited influence on IFT. This 

parameter falls by 2.3% between 10 and 60 °C (respectively 12.17 to 11.89 mN.m-1). We see a 

slight inflexion in the curve for temperatures between 20 and 40 °C.  

 

b) DNAPL-water-glass contact angles  

 

Measuring the contact angles is more difficult because of the determination of the triple point 

(contact point between the DNAPL, water and glass) as the bubble being squashed. It is also 

difficult to position the DNAPL bubble on the glass. However, the standard deviations obtained 

are acceptable (<5.29°). 

 

The measurements for contact angles without surfactant, displayed in Table 29, show that as 

expected, our DNAPL was particularly non-wetting. The orders of magnitude measured were 

closer to those reported in the literature (e.g. 129° for TCE in pure water) [Orphius and Kibbey 

(2005)]. 

 

Table 29: DNAPL-water-glass contact angle 

Tests Contact angle (°) 

Test 1 124.00 

Test 2 116.00 

Test 3 118.00 

Average 119.33 

Standard deviation 4.16 

 

Figure 53 and Appendix 1.4 show contact angles DNAPL-water-glass with chemical 

enhancement. Standard deviations for contact angle measurements were higher than those for 

interfacial tension; however, they are acceptable (standard deviation less than 5.29 °). 

 

 
Figure 53: Variation of DNAPL-water-glass contact angle with chemical enhancement at 

different surfactant concentrations 

 

The decreases in contact angles are consistent with research work in this topic [Amirpour et al. 

(2015)]. The contact angle was significantly reduced by adding SDBS; it reached 30.33° (i.e. a 

75% drop) for SDBS concentrations clearly lower than the CMC; therefore, DNAPL became 

wetting since the angle is less than 90°. Regarding the other anionic surfactant, adding Aerosol 
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MA-80 reduced the contact angle by 23% for a concentration equivalent to 16×CMC  

(θfinal = 91.33°). The two nonionic surfactants gave similar curves. Triton X-100 and Tween 80 

only reduced the contact angles by respectively 5.6 and 4.9% (θfinal = 112.70 and 113.50°), 

respectively. We observed a rebound effect for the contact angles for the four surfactants. 

 

These results only partially match the measurements made with interfacial tensions. The 

following pattern is demonstrated: SDBS>>Triton X-100>Aerosol MA-80>>Tween 80. This 

difference may be due to the glass, because the contact angle measurement depends not only 

on DNAPL-water interactions but also on how these liquids interact with the glass in the cell. 

 

The results for DNAPL-water-glass contact angles measurements are in Figure 54 (and in 

Appendix 1.5). 

 

 
Figure 54: Variation of DNAPL-water-glass contact angle as a function of temperature 

 

The temperature increase reduced the contact angle moderately: in changing the temperature 

from 10 to 60 °C, the contact angle went from 126.33 to 108.00° (i.e. a 14% reduction). These 

results are consistent with the literature [Sleep and Ma (1997)]. The increase does not seem to 

be linear and a plateau was reached at 50 °C. 

 

c) DNAPL-water-glass beads contact angles  

 

The contact angle depends greatly on the nature of the solid onto which the measurements are 

made. Therefore, the same glass beads as those used in drainage-imbibition (1D cells and 1D 

columns) and pumping (2D tank) experiments were used for performing the contact angles 

measurements. However, these measurements with glass beads are difficult because it is quite 

difficult to find the triple points with non-planar surfaces. 

 

Contact angle measurements with glass beads, displayed in Table 30, show that the DNAPL is 

particularly non-wetting. The standard deviations are correct (<3.06°) and show representative 

results.  

  



Chapter 3: Characterization of the DNAPL with and without enhancements 

 

106 

 

Table 30: DNAPL-water-glass beads contact angle 

Tests Contact angle (°) 

Test 1 134.00 

Test 2 130.00 

Test 3 128.00 

Average 130.67 

Standard deviation 3.06 

 

The results for the contact angle measurements with surfactants are in Figure 55 (and in 

Appendix 1.6). 

 

 
Figure 55: Variation of DNAPL-water-glass beads contact angle with chemical enhancement 

at different surfactant concentrations 

 

The results for DNAPL-water-glass beads contact angle measurements show similarities with 

those obtained for DNAPL-water-glass. After adding surfactants, the contact angle decreases, 

in increasing order, are: SDBS>>Aerosol MA-80>Triton X-100>>Tween 80. Generally, these 

contact angles are slightly higher than those measured without glass beads. This difference in 

contact angles with surface roughness (glass vs. glass beads) agrees with the observations of 

Abdallah et al. (2007) [Abdallah et al. (2007)]. 

 

The contact angle decreases are respectively 6 and 9% for Tween 80 and Triton X-100 (i.e. 

122.17 and 119.50°), and 15% for Aerosol MA-80 (i.e. 110.33°). For SDBS, the contact angle 

reaches 38° (the DNAPL mixture therefore becomes wetting). 

 

Figure 56 shows the effect of increased temperature on DNAPL-water-glass bead contact angle 

(Also see Appendix 1.7). 
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Figure 56: Variation of DNAPL-water-glass beads contact angle as a function of temperature 

(compared with the variation of DNAPL-water-glass contact angle) 

 

For temperatures between 10 and 30 °C, the slopes of both straight lines (with and without glass 

beads) are almost parallel. For temperatures above 30 °C, one can see that the measured contact 

angle values are more affected when the glass beads are present. When the temperature 

increases from 10 to 60 °C, the contact angle decreases from 134.67 to 107.33° (i.e. a 20% 

reduction). At 60 °C the contact angles are the same with and without glass beads.  

 

3.2.1.3 Capillary pressure 

 

On the basis of these results, we can estimate the effect of chemical and thermal enhancements 

on capillary pressure, Pc, taking as a first hypothesis, DNAPL and water being placed in a tube 

(pore throat) whose radius is a circle sized by the space between the glass beads (in our case, 

0.1 mm and 0.5 mm). This is obviously a first approach because the pore throat radii vary as a 

function of the actual space between the glass beads (Figure 21). Table 31 shows the 

calculations for estimations of Pc for two types of glass bead packing: cubic and rhombohedral 

ordered packing arrangements (see Eq. 56).  

 

Table 31: Reduction of the capillary pressure with chemical and thermal enhancements 

Parameters 
Without 

surfactant 
Triton X-100 Tween 80 

Aerosol MA-

80  
SDBS 

Thermal 

enhancement 

IFT (mN.m-1) 11.15 11.15 3.10 3.10 6.33 6.33 3.32 3.32 0.56 0.56 11.89 11.89 

Contact angle (°) 49.33 49.33 58.00 58.00 64.33 64.33 88.67 88.67 87.70 87.70 72.00 72.00 

Cubic ordered packing arrangements 

Glass bead radius 

(mm) 
0.05 0.25 0.05 0.25 0.05 0.25 0.05 0.25 0.05 0.25 0.05 0.25 

Radius pore throat, 

max (mm) 1 
0.02 0.10 0.02 0.10 0.02 0.10 0.02 0.10 0.02 0.10 0.02 0.10 

Pc, min (Pa) 701.90 140.38 158.66 31.73 264.96 52.99 7.45 1.49 2.17 0.43 354.86 70.97 

Rhombohedral ordered packing arrangements 

Glass bead radius 

(mm) 
0.05 0.25 0.05 0.25 0.05 0.25 0.05 0.25 0.05 0.25 0.05 0.25 

Radius pore throat, 

min (mm) 2 
0.01 0.04 0.01 0.04 0.01 0.04 0.01 0.04 0.01 0.04 0.01 0.04 

Pc, max (Pa) 1887.83 377.57 426.73 85.35 712.63 142.53 20.05 4.01 5.84 1.17 954.45 190.89 

1: Rpore throat=Rglass beads  (1.4142-1); 2: Rpore throat=0.154Rglass beads 
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We see that for a single type of glass bead, the capillary pressure is much higher for the 

rhombohedral ordered packing arrangement than for a cubic arrangement (increase of a factor 

of 2.6). Reducing bead diameter also significantly increases capillary pressure; we see an 

increase of a factor of 5 of Pc for 0.1 mm to 0.5 mm beads. 

 

Figure 57 shows the reduction in capillary pressures as a function of the chemical and thermal 

enhancements. The percentage reductions for each hypothesis (i.e. type of surfactant and 

thermal enhancement), as can be seen in Table 31, are logically identical (regardless of the glass 

bead radius and radius pore throat); thus, only one capillary pressure reduction is presented for 

each surfactant and for thermal enhancement. 

 

 
 

a) Variation in capillary pressure b) Percentage reduction in capillary 

pressure 

Figure 57: a) Variation in capillary pressure and b) percentage reduction in capillary 

pressure with chemical and thermal enhancements 

 

We see that the nonionic surfactants reduce Pc less than the anionic surfactants. Triton X-100 

and Tween 80 only reduce the capillary pressure by 77.3% and 62.5% respectively, yet, the 

anionic surfactants reduce the capillary pressure much more (respectively, 98.9% and 99.7% 

for Aerosol MA-80 and SDBS). 

 

Thermal enhancement only has a moderate effect on Pc (49.4% reduction). Thermal 

enhancement especially affects DNAPL viscosity. 

 

3.2.1.4 Density 

 

Figure 58 shows the results for density as a function of temperature (See Appendix 1.8 for more 

details). Result reproducibility was satisfactory (standard deviation less than 5.63 kg.m-3). 
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Figure 58: Variation of DNAPL and water densities as a function of temperature 

 

The DNAPL was denser (1.66 kg.L-1 at 20 °C) than classical chlorinated solvents like TCE and 

PCE (respective densities at 20 °C: 1.46 and 1.62 kg.L-1).  

 

PCE density variations as a function of temperature are moderate; we see a reduction of  

0.1 kg.L-1 over a temperature increase from 20 to 90 °C [Sleep and Ma (1997)]. The DNAPL 

at the Tavaux site also had a moderate density reduction as a function of temperature; the 

density fell by 0.05 kg.L-1 for temperatures ranging from 10 to 60 °C (i.e. a reduction of 3%). 

 

3.2.2 Solubilization 

 

3.2.2.1 Quantification of chlorinated compounds in the aqueous phase 

 

The sum of the chlorinated compounds quantified and solubilized from DNAPL is of the order 

of 44 mg.L-1 (with a standard deviation of 5.2 mg.L-1). Figure 59 shows the chlorinated 

compounds in the aqueous phase (See Appendix 1.9 for details). 

 

 

TCA: 1,1,1-Trichloroethane 

TCM: Carbon tetrachloride 

TCE: Trichloroethylene 

PCE: Perchloroethylene 

HCEa: Hexachloroethane 

HCBD: Hexachlorobutadiene 

 

Figure 59: Distribution of [COCs] at 20 °C 

 

Note that a large percentage of the pollutants could be detected but could not be quantified (32%). 

 

The UNIFAC method (UNIQUAC Functional-group Activity Coefficients) is a semi-empirical 

system for the prediction of non-electrolyte activity in non-ideal mixtures. UNIFAC uses the 

functional groups present on the molecules that make up the liquid mixture to calculate activity 
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coefficients [Fredenslund et al. (1975)]. Table 32 shows how the DNAPL compounds are 

broken down with the UNIFAC method. 

 

Table 32: Component breakdown for the UNIFAC method 

Composants CH3 CH=C C=C ACH CH2Cl CCl3 CCl4 ACCl Cl(C=C) 

HCBD   2      6 

HCA      2    

PCE   1      4 

PeCB    1    5  

CLM4       1   

TCE  1       3 

HCB        6  

TCA 1     1    

PCA     1 1    

 

The activity coefficients were calculated by a BASIC program. The parameters for the 

interaction energy between the ACCl group (aromatic carbon-chloride group) and the Cl(C=C) 

group were not available and were considered to be 0 in the calculation. We used the following 

equation to calculate the effective aqueous solubility of the COC in the mixed organic phase 

[Banerjee (1984)] (Eq. 184). 
Ci

Si
= (xi)org(γi)org Eq. 184 

where: 

Ci: equilibrium molar concentration of the compound i in the organic mixture (mg.L-1) 

Si: solubility of the compound i in the aqueous phase (mg.L-1) 

(xi)org: mole fraction of the compound i in the organic phase (-) 

(γi)org: activity coefficient of the compound i in the organic phase (-) 

 

The estimation of the solubilities based on the Banerjee equation and the UNIFAC method are 

presented in Table 33. 

 

Table 33: Effective aqueous solubility of the DNAPLs 

Compounds 

Molar 

percentage 

(%) 

Activity 

coefficient 

(-) 

Solubility in 

water with 

pure organic 

phase (mg.L-1) 

Effective 

aqueous 

solubility with 

mixed organic 

phase (mg.L-1) 

Solubility 

measured 

(mg.L-1) 

HCBD 49% 0.94 3.23 1.50 3.75 

HCEa 15% 0.80 77.1 9.23 3.33 

PCE 12% 0.91 215 23.59 15.75 

PeCB 4% 1.64 3.5 0.22 undetected 

TCM 5% 0.54 701 18.51 2.75  

TCE 4% 0.89 1417 51.08 2.83  

HCB 1% 2.12 0.01 0.00 undetected 

 

The reported results are very close to the concentrations measured analytically, with the 

exception of TCM (TetraChloroMethane), whose values are overestimated by a factor of 6. 

From this we consider that the sample preparation method and analytical method are 

appropriate. 
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HCBD and HCEa are the pollutants present at the highest levels in the free product (52 to 58% 

and 12 to 16% w/w, respectively). PCE ranks third in the free product (7 to 9% w/w). However, 

due to its higher solubility, PCE is the chlorinated compound with the highest presence in the 

aqueous phase (39% w/w). HCBD and HCEa are less soluble, and only represent 11 and 8% 

respectively of the chlorinated compounds detected. The other quantified compounds, although 

present in low quantity in the free product (<5% w/w), are among the most soluble chlorinated 

compounds: TCE (6% w/w), TCM (2% w/w) and TCA (2% w/w). 

 

3.2.2.2 Effect of chemical enhancement 

 

Figure 60 shows how solubilities vary as a function of surfactant concentrations (see Appendix 

1.9 for more details). 

 

 
Figure 60: Variation of [Σ COCs] with different surfactant concentrations 

 

As a reminder, the reduction efficiencies for IFT after adding surfactants were (for the same 

[Surfactants]/CMCtheoretical ratios): Tween 80<<Aerosol MA-80<Triton X-100<<SDBS. 

Concerning solubility reductions, adding surfactants produced very mixed results. The two 

nonionic surfactants generated a global solubility increase (Σ[COC]) of a factor of 20 for Triton 

X-100 (for a concentration of 8×CMCtheoretical) whereas it was only 1.45 for Tween 80 for the 

same concentration ratio. 

 

The results obtained for the anionic surfactants did not show a common trend either. The 

addition of MA-80 aerosol at 8×CMC increased the solubilization rate by a factor of 18; but 

only by a factor of 1.3 for SDBS with the same CMC ratios. 

 

Normally, as surfactant concentration increases, the volume of core micelles increases, leading 

to a linear increase in the apparent solubility [Pennell et al. (2014)]. A linear change in apparent 

solubility has also been demonstrated for surfactant concentrations greater than their CMC for 

several chlorinated compounds (e.g. PCE, TCE, HCBD and HCEa) [Rodrigues et al. (2017); 

Harendra and Vipulanandan (2011); Kommalapati et al. (1997); Jafvert (1994)]. 

 

The results show that it is not easy to determine this linear curve or to determine the CMC on 

the basis of the IFT=f([surfactants]) and [ΣCOC]=f([surfactants]) curves’ inflection points 

(Figure 61).  
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a) Triton X-100 b) Tween 80  

  

 

c) Aerosol MA-80 d) SDBS  

Figure 61: Variation of IFT and [ΣCOCs] with different surfactant concentrations (a) Triton 

X-100, b) Tween 80, c) Aerosol MA-80, d) SDBS) 

 

This probably comes from the fact that, in contrast with studies reporting monopollutants, we 

have a mixture of pollutants that interacts differently with surfactants. Figure 62 shows that the 

surfactants increase the apparent solubilities of some COC whereas they have no effect on 

others. 

 

 
Figure 62: Variation of [COCs] with different surfactant concentrations 

 

Figure 62 shows that [Σ COCs] depend greatly on surfactants increasing the solubility of 

HCBD. At concentrations of 8×CMC Triton X-100 and Aerosol MA-80 considerably increase 
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the solubility of the HCBD de facto the solubility of the COCs. Figure 63 displays the 

distribution of each [COCs] according to different surfactant concentrations. 

 

 

 

a) No Surfactant  

 

  
b) Triton X-100 (CMCtheoretical×8) c) Tween 80 (CMCtheoretical×8) 

  

  
d) Aerosol MA-80 (CMCtheoretical×8) e) SDBS (CMCtheoretical×8) 

Figure 63: Distribution of [COCs] a) without surfactant and with different surfactant 

concentrations (b) Triton X-100, c) Tween 80, d) Aerosol MA-80, e) SDBS) 

 

The results show that the final chemical signatures of the COCs vary considerably as a function 

of the type of surfactant. 

 

Therefore, for surfactant concentrations of 8×CMC, adding Triton X-100 led to a mixture in 

the aqueous phase essentially composed of HCBD (80%), and in a lesser degree of HCEa and 

PCE (respectively 7.4 and 7.7%). We should note that non-quantifiable COCs (called “others”) 

only represent 3%. Adding Aerosol MA-80 led to a very similar COC distribution: HCBD 
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(79%), HCEa (7.7%) and PCE (8.3%); “other” compounds only represented 2.5%. Also, for 

concentrations of 8×CMC, Aerosol MA-80 and Triton X-100 increased the apparent solubility 

by the same order of magnitude and generated a very similar chemical signature for COCs. The 

difference between the two surfactants came from the fact that solubilization is quantifiable at 

0.25×CMC for Triton X-100 whereas it was only quantifiable at 4×CMC for Aerosol MA-80. 

 

Tween 80 only had a very limited effect on apparent solubility (increase by a factor of 1.45). 

This increase was essentially due to the solubilization of HCBD, which represented 27% of the 

quantifiable soluble phase. The rest of the solubilized COC ratios were hardly affected by 

Tween 80. The effects of adding Tween 80 were quantifiable for low CMC (from 0.25×CMC). 

 

Regarding SDBS, the increase in apparent solubility was significant at a concentration of 

1×CMC. This was only moderate and was essentially related to an increase in non-quantifiable 

COCs (others) whose ratio went from 27 to 49%. 

 

Solubilization studies on HCBD and HCEa (as monopollutant) have demonstrated that Triton 

X-100 and Tween 80 showed similar performances regarding micelle concentration in solution, 

higher than those obtained by using SDBS [Rodrigues et al. (2017)]. These results, obtained 

using the same experimental protocol, lead to different conclusions. Cosolubility phenomena 

explain these differences. 

 

Since we have a mixture of COCs, it is not possible to determine the Weight Solubilization 

Ratio (WSR), which represents the ratio of the number of moles of solubilized COCs to the 

number of moles of surfactants in the micellar form [Edwards et al. (1991); Irvine and Sikdar 

(1997)]. 

 

3.2.2.3 Determination of CMCreal 

 

On the basis of experiments conducted with IFT and solubilizations, one can estimate the 

CMCreal. 

 

Figure 61 shows trend curves from which we determine the CMCreal of the surfactants that 

correspond to the IFT=f([surfactant]) and [ΣCOC]=f([surfactants]) curves’ inflection points. 

 

The inflection points determined on the basis of these curves, corresponding to CMCreal, are 

reported in Table 34. 

 

Table 34: Estimation of the CMCreal 

Commercial 

name 

CMCtheoretical 

(mmol.L-1) 

CMCtheoretical 

(mg.L-1) 

MW 

(g.mol-1) 

CMCreal 

(×CMC) 

CMCreal 

(mg.L-1) 

Triton X-100 0.24 150 625 8×CMC 1200.00 

Tween 80 0.012 15.72 1310 32×CMC 503.04 

Aerosol MA-80 1.5 727.5 388 16×CMC 11640.00 

SDBS 1.5 522.72 348.48 0.11×CMC 65.34 

 

3.2.2.4 Effect of thermal enhancement 

 

Figure 64 shows how solubilities varied as a function of temperature (See Appendix 1.10). 
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Figure 64: Variation of [COCs] at different temperatures 

 

The standard deviations were sometimes quite high (maximum 9 mg.L-1). We see that the COC 

solubility was low at 20 °C (40.00 mg.L-1). Increasing the temperature by 12 °C (temperature 

of the groundwater) to 60 °C increased the solubility by 13% (44.16 versus 50.00 mg.L-1), 

which is still low. 

 

It was demonstrated that the solubility of chloroethanes and chloroethenes slightly reduced up 

to a temperature of between 20 and 40 °C, then increased exponentially beyond [Horvath 

(1982); Chen et al. (2012); Knauss et al. (2000); Wright et al. (1992)]. For chlorobenzenes, 

solubility increased as a function of temperature between 5 and 55 °C, with the exception of the 

least chlorinated compounds (chlorobenzene, 1,2- and 1,3-dichlorobenzene), where a similar 

trend to chloroethenes was observed [Oleszek-Kudlak et al. (2004)]. Regarding HCBD and 

HCEa, the lowest solubility was obtained for temperatures between 20 and 25 °C [Rodrigues 

et al. (2017)].  

 

The [ΣCOC]=f(T) curve shows minimal solubilization at 20 °C (40.00 mg.L-1), then maximal 

solubilization at 35 °C (61.66 mg.L-1), then intermediate solubilization at 60 °C (50 mg.L-1). 

This trend curve is totally different than that reported in the literature for mono-pollutants. 

 

Figure 65 shows how [COCs] were distributed at 12 and 60 °C. 

 

  
a) T=12 °C b) T=60 °C 

Figure 65: Distribution of the [COCs] at a) 12 °C and b) 60 °C 
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The results show that the chemical signatures of the COCs vary considerably as a function of 

temperature. Also for temperatures of 12 and 60 °C, the [ΣCOC] were similar (13% difference) 

but the chemical signature was totally different. The percentage of other COC increased by a 

factor of 1.8 and became the most concentrated compounds (43%), by contrast the percentage 

of PCE fell by a factor of 0.6. The percentages of HCEa and HCBD increased by a relatively 

high amount (from 7.5 to 10% for HCEa and 11 to 20% for HCBD). 

 

This change in COC distribution in the dissolved phase and the cosolubility phenomena could 

explain why the [COC]=f(T) curve no longer corresponds to that obtained in the literature with 

mono-pollutant compounds. 

 

3.3 Conclusions 

 

This study has shown that the DNAPL has moderate dynamic viscosity (4.47 mPa.s at 20 °C). 

However, it has been reported to be much higher than that of classic COC. The interfacial 

tension of the DNAPL mixture was relatively high (10.96 mN.m-1 at 20 °C), the contact angle 

shows that our DNAPL mixture was particularly non-wetting (119.33°). The DNAPL had high 

density (1.66 kg.L-1) at 20 °C. 

 

The temperature increase greatly reduced its viscosity (54%) and therefore could be expected 

to significantly increase DNAPL mobility. The interfacial tension and density were slightly 

changed by thermal enhancement. 

 

Adding surfactants reduced interfacial tensions with contrasting results. We observed three 

main trends: one moderate effect for Tween 80 (52% drop), one substantial effect for relatively 

high CMC with Triton X-100 and Aerosol MA-80 (respective drops of 96 and 90%) and one 

very substantially beneficial effect for low surfactant concentrations with SDBS (99% drop). 

 

As for COC in the aqueous phase, the total concentrations were 44 mg.L-1 (at 20 °C), which is 

less than what could be expected with light chlorinated monopollutants. Adding surfactants 

dramatically changed the chemical signatures of the dissolved COCs. The two nonionic 

surfactants generated a global solubility increase (Σ[COC]) of a factor of 20 for Triton X-100 

(for a concentration of 8×CMCtheoretical) whereas it was only 1.45 for Tween 80 for the same 

concentration ratio. Moreover, adding Aerosol MA-80 at 8×CMC increased solubilization by a 

factor of 18; yet only by a factor of 1.3 for SDBS at the same CMC ratios. 

 

The experiments have shown that on the basis of interfacial tensions essentially (but also 

concentrations) the surfactants’ real CMCs were: Triton X-100 = 1200.00 mg.L-1,  

Tween 80 = 503.04 mg.L-1, Aerosol MA-80 = 11640.00 mg.L-1, SDBS = 65.34 mg.L-1. 
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4. EXPERIMENTS IN 1D CELLS 
 

The drainage-imbibition experiments were performed in 1D cells: i. To determine the relative 

parameters for a two-phase flow system (required for multiphase flow modeling); ii. To 

calibrate measurements for permittivity, electrical resistivity and image data processing; iii. To 

evaluate how effectively chemical and thermal enhancements could affect DNAPL recovery 

yields. The main results of this chapter were published in a peer reviewed journal [Colombano 

et al. (2019)]. 

 

These experiments were performed by using glass beads with different diameters, whose 

hydrodynamic characteristics are close to those reported for Tavaux site. 

 

4.1 Materials and methods 

 

The glass beads were packed in cells using the following protocol: the glass beads were 

arranged in the cell in successive 2 cm layers. After each GB addition, vibrations were applied 

to the side of the cell to compact the porous medium. To ensure that they were reproducible, 

the weights of the beads put in the cell and the porosity of the medium were measured prior to 

performing every experiment. 

 

The water used for all the experiments was the same as that described for the previous 

experiments (Chapter 3). 

 

4.1.1 Porous media characterization 

 

The experiments are carried out with different diameters of glass beads (1.0, 0.5, 0.1-0.2, and 

0.1 mm) (Table 35).  

 

Table 35: Glass beads information 

Glass beads size (mm) Tolerance(mm) Company 

1 ± 0.2 Next Advance 

0.5 ± 0.1 Next Advance 

0.1-0.2 ± 0.02 Next Advance 

0.1 ± 0.02 Next Advance 

 

4.1.1.1 Porosity 

 

The porosities of the porous medium (glass beads and site soil sample) have been calculated by 

volume balance while the column was filled with water. 

 

4.1.1.2 Particle-size distribution  

 

The Tavaux soil samples were sampled from the site between 11.9 m and 13.3 m deep. The 

geological soil characteristics were the same as those of the DNAPL pollution source. First of 

all the largest gravels with a diameter higher than 8 mm were removed in order to work with a 

more homogeneous soil. A series of sieves (from 8 mm to 0.02 mm) with decreasing mesh size 

was used. The sieving process took place under a continuous water flow, which separated small 

grains stuck to big grains. 
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The sieve analysis proceeded as follows: 

 Record the weight of the soil samples 

 Assemble the clean sieves in descending order of mesh size (8 mm at top and 0.02 mm 

at bottom). Place the pan below 0.02 mm. 

 Use the mechanical shaker to shake the sieves for at least 10 minutes. 

 Remove the stack then dry, weigh and record the weight of each sieve with its retained 

soil. Finally, record the weight of the bottom pan containing the fine soil that passed 

through the last sieve. 

 

Particle size distributions were determined at BRGM and also at INOVYN and Remea. 

 

4.1.1.3 Permeability and hydraulic conductivity 

 

The hydraulic conductivity was calculated by changing the hydrostatic height of two reservoirs 

located on each side of a 1D column filled with different packaging materials and by measuring 

the volumetric variations of the water in the reservoirs as a function of time. 

 

4.1.2 Drainage-imbibition experiments 

 

4.1.2.1 Main objectives 

 

The main objective of the experimental studies was to characterize the soil parameters in two-

phase flow conditions (DNAPL and water) and under different conditions (thermal or chemical 

enhancement). 

 

To do so, the laboratory work was dedicated to drainage-imbibition experimental series in cells 

that were used to build the capillary pressure-saturation curves in both static and dynamic flow 

conditions. The curves, which were afterwards calibrated using the Van Genuchten model (the 

most appropriate, as shown in section 4.2.2), produce key parameters such as the irreducible 

water saturation (Srw), the residual pollutant saturation (Srn), the entry pressure, and the 

calibration parameters α and n which characterize the capillary forces and the heterogeneity of 

the porous medium, respectively. 

 

The 1D columns used in the same conditions mainly provide a better overview of the migration 

front, which is required for calibrating the multiphase flow model (see chapter 5). 

 

4.1.2.2 Experimental set-up 

 

The experiments consisted of conducting drainages and imbibitions for two non-miscible 

liquids (NAPL and water) in a porous medium exerting pressures at the lower and upper parts 

of the column. A schematic introduction of the experimental set-up is shown in Figure 66. 
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a) Drainage 1: DNAPL injection (black) b) Imbibition 1: water injection (blue) 

Figure 66: Experimental set-up of the a) drainage and b) imbibition experiments 

 

The set-up consisted in a main porous media cell with an internal diameter of 5.8 cm and a 

height of 5.56 cm. Figure 67 shows this in more detail. This cell contained glass beads, which 

were meant to mimic an ideal porous medium. 

 

 
Figure 67: Experimental 1D cell set-up 

 

The ratio between the particle diameter and the inner diameter of the cell was less than 0.1, so 

the wall effects could be confidently neglected. 

 

On both sides, the main column was connected via two tubes to two graduated “reservoir” 

columns (3.5 cm internal diameter and 41.8 cm high). These reservoirs stored the fluids and 

produced an appropriated pressure head. The one on the left contained DNAPL, and the one on 

the right contained water. 

 

All three columns were made of PolyVinyliDene Fluoride (PVDF), a thermoplastic material, 

and were designed by the SCODIP Company in Orleans, France. PVDF has much better 

chemical and abrasion resistance than other thermoplastic materials, especially against halogens 

(chlorine, bromine), and strong acids (organic solvents and oils in particular). PVDF has a 

working temperature range between -40 to 120 °C. PVDF is also extremely sustainable under 

mechanical stress, even at the lowest temperatures. PVDF also has very low gas permeability. 

The columns were connected by thermo-scientific Nalgene 8001-1014 | 180 metric clear 

PolyVinyl Chloride (PVC) tube with 1 cm internal diameter.  
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To prevent any risk related to product evaporation, and to prevent odor spreading inside the 

laboratory workplace, the whole set-up was installed under extractor hoods. 

 

The experimental set-up was also constantly monitored by geophysics probes (potential and 

current electrodes to measure the resistivity) and time domain reflectometry probes to measure 

the permittivity. Figure 68 shows a photograph and a schematic drawing of a 1D cell. Figure 

69 shows a global view of the entire experimental device. 

 

  
a) Photograph of a 1D cell b) Schematic drawing of a 1D cell 

Figure 68: a) Photograph and b) schematic drawing of a 1D cell 

 

 
Figure 69: Global view of the entire experimental device for the 1D cells 

 

4.1.2.3 Experimental procedure 

 

For the experiment described in this section, several scenarios were tested. Mainly two sizes of 

glass beads were used: 0.1 and 0.5 mm. 

 

The experiment was mostly carried out at ambient temperature (20 °C) but also at 50 °C. Water 

was sometimes replaced by a solution of water and several types of surfactants. 

 

Initially, the main cell only contained the glass beads to replicate the porous medium. Two 

stainless and PVDF filters were placed at the top and the bottom of the sample to hold the glass 

beads in place (Figure 70). 
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a) Stainless filter of 1D cell b) PVDF filter of a 1D cell 

Figure 70: a) Stainless and b) PVDF filters of a 1D cell 

 

Next, through a tap placed on the side of the cell, water was slowly poured into the column to 

saturate the porous medium (blue tap in Figure 68a). The low flow rate of the injection was 

important to ensure that no air bubbles got trapped inside the column (otherwise, it would not 

be a two-phase flow any more). After the column was entirely saturated, the water started to fill 

the water reservoir column (the one located just above the porous medium) and the water level 

became readable. 

 

The other reservoir column (on the left, DNAPL reservoir) was filled with DNAPL. The amount 

of pollutant was precisely determined to reach equilibrium with the water at the bottom entrance 

of the main column. Note that the DNAPL was injected from the bottom to avoid any gravity-

driven flow instability (fingering). 

 

Firstly, the respective heights of the water and DNAPL in both reservoir columns were noted. 

Then the experiments could start. 

 

The first step was water drainage. The DNAPL reservoir column, initially at a low level, was 

progressively moved up (2 centimeters at each step) with a stabilization time of 3 hours. Each 

height incrementation made the hydrostatic pressure increase, and at some point, once the entry 

pressure was reached, the DNAPL penetrated the porous medium while the water was drained 

out of it. The levels were noted at each step. The volume of water extracted from the column 

was calculated. The water saturation was deducted based on the values of extracted water 

volume, porosity and the column dimensions. In parallel, the capillary pressure, Pc was 

determined using the equation below (Eq. 185). Point by point, the Pc-Sw curve was built. 

Pc = Pn − Pw = (ρn − ρw)hcg Eq. 185 

where: 

hc: capillary pressure head (m) 

 

The drainage was complete when the levels of water and DNAPL became constant even with 

new pressure increases. This means that the water reached its irreducible saturation level. Right 

after that, the DNAPL reservoir column (located at its highest point) was moved down in order 

to realize the imbibition. The process was the same and ultimately reaches the residual pollutant 

saturation. The drainage-imbibition cycle was completed one to three times in a row. This 

removed some uncertainties in the results. The total duration of a single drainage-imbibition 

cycle was about 2 weeks. 
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The drainage-imbibition experiments were conducted with hydrophilic membranes (Omnipore TM 

membrane filter-5.00 µm) placed just above the porous medium and the hydrophobic 

membranes (MiltexTM membranes filter-5.00 µm) placed just below the porous medium to 

maintain the liquids in the porous medium. Drainage-imbibition experiments with addition of 

surfactants could not be conducted with these membranes. Consequently, the experiments were 

run without the membrane; a correction factor was applied to be able to compare the 

experiments with and without membranes. 

 

4.1.3 Monitoring of the drainage-imbibition experiments with permittivity and 

electrical resistivity  

 

The 1D cells were equipped with sensors measuring electrical resistivity as well as permittivity 

(Figure 68). 

 

4.1.3.1 Dielectric permittivity monitoring 

 

Dielectric permittivities were monitored using Time Domain Reflectometry-TDR probes 

(Decagon Devices 5TE 40567). As well as permittivity (-), these probes monitor volumetric 

water content-VWC (m3.m-3), temperature (°C), and bulk electrical conductivity-EC (dS.m-1). 

These probes were connected to a Campbell Scientific CR1000 (4M) data logger. These probes 

were only used to acquire temperature and permittivity data. The other parameters were not 

considered to be useful for our experiments. Figure 71 shows the TDR probe. 

 

 
Figure 71: TDR probe  

 

This TDR probe works using 70 MHz frequency. The acquisition frequency was 2 signals per 

minute. 

 

The permittivity values were corrected relative to the reference value measured in air and in 

water using the following formula (Eq. 186): 

εcorrected =
εwater theoretical(εmeasured − εair)

(εw − εair)
+ εair theoretical Eq. 186 

where: 

εwater theoretical: relative effective permittivity of pure water (εwater theoretical = 80) 

εmeasured = ε: relative effective permittivity of medium measured with the TDR probe 

during the experiments (-) 

εair: relative effective permittivity of air measured at the beginning of the experiment (-) 

εw: relative effective permittivity of tap water measured at the beginning of the 

experiment (-) 

εair theoretical: relative effective permittivity of pure air (εair theoretical = 1) 

 

For the sake of simplification, εcorrected will is called ε. The DNAPL detection area is limited to 

about 2 mm around the area formed by the 2 TDR probe branches (this distance was determined 

experimentally). This corresponds to 71% of the height of the 1D cell. 
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4.1.3.2 Electrical resistivity monitoring 

 

Electrical resistivity was monitored using unpolarizable potential electrodes, metallic current 

electrodes, resistivity meter, and data acquisition software. 

 

To limit electrode polarization phenomena, which can add noise to the measurements for 

induced polarization, potential electrodes must be unpolarizable [Dahlin (2000)]. For laboratory 

experiments, we use Cu/CuSO4 electrodes and the method developed by Maineult [Maineult 

et al. (2004)]. These electrodes were made using the methodology described by Noël (2014): 

milli-Q water (ultrapure water) 72.2%, CuSO4 26% and Gelatin 1.7% were mixed and heated 

(≈80 °C) for 45 minutes using a shaking heating plate [Noel (2014)]. These electrodes are 

unpolarizable, i.e. they do not polarize the ground and the electrode action on the potential 

measured can be considered as negligible (Figure 72). 

 

 
Figure 72: Unpolarizable copper sulphate potential electrodes 

 

The metallic current electrodes are made of nickel-cobalt alloy named MP35N. The resistivity 

meter used was SIP LAB IV and data acquisition software was Comsys Sp. Resistivity was 

measured at 1.4 Hz. This frequency was chosen because it is close to that used in the field 

[Chambers et al. (2004); Constable and Srnka (2007); Han et al. (2015); Deparis et al. (2019)]. 

The electrodes configuration used is Wenner for the 1D cells. 

 

The values measured were resistance values, Re, which were transformed into apparent 

electrical resistivity values, ρc, using the geometric coefficient, Kg, (Eq. 187 and Eq. 188): 

Kg =
R0

Re
 Eq. 187 

ρc
 = ReKg Eq. 188 

where: 

Kg: geometric coefficient (m) 

R0=ρc,t=0 : initial estimated resistance value (Ω.m) 

 

The conductivity of the tap water, measured at the beginning of each experiment, made it 

possible to determine Ro and to calculate Kg. The value of Kg was then used throughout the 

experiment to transform Re into ρc
 . 

 

The detection area for resistivity measurements of DNAPL was determined experimentally. It 

is limited to around 2 mm around the area formed by the two potential electrodes. This area is 

in the central part of the 1D cell; it corresponds only to a height of 3.9 cm. 
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4.1.4 Monitoring of the drainage-imbibition experiments with image interpretation 

 

In the previous review of optical imaging method (see section 2.7.2), two kinds of method were 

described: LTM and LRM. Both of them are suited for our work but the experimental tank 

ordered by SILPHES project had an opaque wall that was not allowing light transmission. This 

was the reason why LRM was adopted.  

 

4.1.4.1 Camera 

 

The digital camera used in this study was the Nikon® D810 with NIKKOR LENS 105 

(Nikon®). This digital camera has a high resolution of 34 Mega Pixels. 

 

The image resolution calculated from Fiji (an open source image processing package based on 

ImageJ) for this experiments, depending on the image size [pixels×pixels] and the distance 

between camera and object of interest, was 0.003 mm².pixel-1. 

 

The camera had the following set up: Aperture = 1/200 s, ISO = 100 and the shutter = f/16. This 

set up remained the same during all experiments. We use the Capture One® software to take 

photograph without touching the camera. All pictures were acquired on RAW format (.raw) to 

save the full data information (in contrast to other format such as JPEG which is known to lose 

data information). 

 

4.1.4.2 Calibration procedure 

 

Calibration experimental set-up 

 

We conducted the drainage-imbibition experiments in the same way as with 1D cells but this 

time with a flat Hele-Shaw cell (to prevent light reflection). The dimensions of this cell are as 

follows: height 5.00 cm; width: 5.00 cm; thickness: 2.00 cm. 

 

The calibration cell was made by Scodip. This cell was made of PVDF like the previous 

columns to ensure high chemical resistance to the pure pollutant. The cell was composed of two 

transparent glass faces to allow photographing. The experiments were performed in a dark room 

and the source light was provided by two 2300 W floodlights (Broncolor®). The camera was 

always placed in the same position, for all experiments. A color scale was placed beside the cell 

to calibrate the differences, even tiny ones, between the lighting for the various experiments. 

 

Mean grey value calculation 

 

We defined a global Area Of Interest (AOI) to obtain the mean grey value necessary to associate 

with the water saturation (Figure 73). Then, we converted each picture into 8 bit format. Finally, 

the mean grey values were calculated using Fiji (see section 4.1.4.3), for different AOI centered 

in the middle of the picture. 
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a) Picture taken during the 

calibration experiment. The 

yellow frame describes the 

global AOI 

b) Global AOI (1740×1740 

pixels) 

c) Global AOI transformed 

into 8 bits format 

(1740×1740 pixels) 

Figure 73: Optical calibration experiment in the flat cell: a) picture taken during the 

calibration experiment, b) global AOI, c) global AOI transformed into 8 bits format 

 

4.1.4.3 Data analysis software 

 

All pictures were analyzed with ImageJ 2, currently named Fiji. Fiji is an open source project 

developed by contributors around the world but especially by Curtis Rueden, Mark Hiner and 

the ImageJ team (UW-Madison, LOCI). This software is widely used in the scientific research 

field. 

 

We selected Fiji because it is easy to apply a threshold that depends on pixel intensity value. 

The threshold depends on the calibration curve fluid saturation versus intensity. With Fiji we 

can determine the area associated to the threshold. With this information (DNAPL saturation 

and its own area), we can compute the DNAPL volumes present on the picture with the 

following expression (Eq. 189). 

VDNAPL = SDNAPL ADNAPLl∅ Eq. 189 

where: 

VDNAPL: volume of DNAPL for a given saturation (m3) 

SDNAPL: DNAPL saturation for a given threshold on Fiji 

ADNAPL: area associated of the given saturation (m2) 

l: length between the front wall and the back wall of the tank (m) 

 

The image data analysis was performed according to the next main steps  

1. Convert the picture into 8 bit format to obtain 256 shades of grey,  

2. Set up the scale, 

3. Set up the I0 from the Eq. 168, which was equal to the white on the grey scale, 

4. Define the AOI, 

5. Set up the contrast to optimize the black pixels, 

6. Compute the layers of DNAPL saturation present on the AOI that depend on the linear 

relation found with the calibration experiment, using an algorithm, 

7. Gather all the layers into one image to draw the map of saturations. 
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4.2 Results and discussion 

 

4.2.1 Porous media characterization 

 

4.2.1.1 Porosity 

 

The goal of these experiments was to determine hydrological and physical parameters of the 

soils. First, the hydrodynamic of porous media was characterized. 

 

The porosities of the porous medium (glass beads and site soil sample) have been calculated by 

volume balance. All calculations have been provided by water volume (Table 36). 

 

Table 36: Porosity of the glass beads and the Tavaux soil sample 

Parameters 

Glass beads or soil diameter (mm) 

1.0 0.5 0.1-0.2 0.1 
Soil 

(0.08-8) 

Porosity (-) 0.372 0.373 0.354 0.378 0.391 

Number of sample 2 26 3 26 2 

Standard deviation (-) 0.0274 0.00165 0.0242 0.00138 0.0282 

 

The porosities of very homogeneous glass bead samples (1.0, 0.5, 0.1 mm GB) are very similar 

(∅=0.37), in accordance with orthorhombic and hexagonal grain packing. Less calibrated glass 

beads (0.1-0.2 mm GB) logically have lower porosity (∅=0.35) [Ouchiyama and Tanaka 

(1984)]. The Tavaux soil sample, although less homogeneous (Figure 75), has quite high 

porosity (∅=0.39). This is likely related to the fact that the grain shapes are more angular and 

irregular. 

 

4.2.1.2 Particle-size distribution  

 

The particle-size distributions, determined for different sample types (Tests 1 to 4), are 

displayed on Figure 74. 

 

 
Figure 74: Particle size distribution curves of Tavaux soil samples 

 



Chapter 4: Experiments in 1D cells 

 

128 

We saw widely varying results, typical of alluvial zones. We considered that the sample that 

most closely approached the soil lithology at the pollution source is test 2 (whose particle-size 

distributions were run by INOVYN using the same protocol as that described before). The 

particle-size distribution curve for this sample is shown in Figure 75. 

 

 
Figure 75: Particle size distribution curve of the Tavaux soil samples 

 

The main soil grain sizes varied between 0.6 mm and 2.3 mm, which represented about 62% of 

the total mass of the soil samples. 20% of the total masses of soil samples had grain sizes smaller 

than 0.30 mm. The D50 was 1.0 mm. 

 

The uniformity coefficient, Cu, at 7.07, shows uneven distribution. 

 

4.2.1.3 Permeability and hydraulic conductivity 

 

Permeability tests have been conducted using 1D cells and 1D columns with glass beads with 

different diameters (1, 0.5, 0.1-0.2 and 0.1 mm) and with the Tavaux soil sample. The 

experimental results are shown in Figure 76 and Figure 77 (Also see Appendix 2.1). 

 

 
Figure 76: Determination of the permeabilities with Q/A=f(ΔH/ΔL) – 1.0 and 0.5 mm GB 
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Figure 77: Determination of the permeabilities with Q/A=f(ΔH/ΔL) – 0.1-0.2, 0.1 mm GB and 

Tavaux sample 

 

The hydraulic conductivities (K) and permeabilities (k) can be deduced from the line’s slope 

via the Darcy equation (Eq. 4, section 2.1). Next, we compared the experimental results to the 

theoretical permeabilities, calculated with the Carman-Kozeny equation (Eq. 6) that can, in the 

case of perfectly spherical glass beads, be described as follows (Eq. 190) [Bear (1972)]: 

k =
∅3Dp

3

180(1 − ∅)2
 Eq. 190 

where: 

Dp: particle diameter (m) 

 

Regarding the Tavaux soil sample, the theoretical hydraulic conductivity can be determined on 

the basis of the grain size distribution (Figure 75) and the following empirical equations  

(Table 37, Eq. 191 to Eq. 193): 

 

Table 37: Empirical equation used to calculate hydraulic conductivity on the basis of the 

particle size distribution curve 

Hazen equations 

K = 1.16(D10)
2[0.70 + 0.03T] Eq. 191 

Applications range: 

Uniform and unstable sand 

Cu≤5 ; 0.1 mm≤D10≤3 mm 

 

Beyer equation 

(extension of the Hazen 

equation for less 

uniform sand) 

K = [0.45log (
500

Cu
)] (D10)

2 Eq. 192 

Applications range: 

Uniform sand to medium uniform sand  

0.06 mm≤D10≤6 mm; 1≤Cu≤20 

 

Sauerbrei Equation 

K = 2.436
Ø3

(1 − Ø)2
D17

2  Eq. 193 

Applications range: 

Sand and clayey sand 

D10≤0.5 mm 

 

where: 

K: hydraulic conductivity (cm.s-1) 

D10: diameter larger than the diameters of 10% of the soil grains, 10th percentile (mm) 
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D17: diameter larger than the diameters of 17% of the soil grains, 17th percentile (mm) 

Cu: uniformity coefficient, Cu =
D60

D10
 (-) 

T: temperature (°C); at 5 °C, K=(D10)
2 

 

From the particle size distribution curve we determine the necessary parameters for the above 

equations (Table 38). 

 

Table 38: Determination of descriptive parameters for the particle size distribution curve 

Parameters Value 

D5 (mm) 0.15 

D10 (mm) 0.19 

D60 (mm) 1.35 

Cu 7.073 

n * 0.323 

e ** 0.478 

*: n = 0.255(1 + 0.83Cu); **: e =
n

1−n
 

 

In light of this data, only the Beyer and Sauerbrei equations are applicable to our soil. The 

estimations of the hydraulic conductivities are reported in Table 39. 

 

Table 39: Estimation of theoretical hydraulic conductivities of the Tavaux soil sample 

Methode Hydraulic conductivity (m.s-1) 

Hazen 3.65×10-4 

Beyer 3.04×10-4 

Sauerbrei 1.12×10-4 

 

We can consider that Ktheoretical is between 3.04 and 1.12×10-4 m.s-1. We can use the average of 

the results from the Beyer and Sauerbrei equations, i.e. 2.08×10-4 m.s-1. 

 

From Figure 78, we compared the permeabilities and hydraulic conductivities of the porous 

materials studied. The experimental results matched the theoretical data, validating our 

experimental setup. The orders of magnitude were the same. The differences could be due to 

the use of GB with different packing as well as reading errors for water levels during rapid 

increases and drops. 

 

  
a) Permeability, k (m2) b) Hydraulic conductivity, K (m.s-1) 

Figure 78: Comparison of the experimental and theoretical a) permeability and b) hydraulic 

conductivity of different glass beads size and the soil sample 
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The Tavaux soil sample was very close to the 0.1-0.2 mm GB from a hydraulic point of view. 

Furthermore, 0.1-0.2 mm GB were slightly less homogeneous than 0.1 and 0.5 mm GB (whose 

diameter variability is lower). Also, for better reproducibility, the remaining experiments were 

based only on 0.1 and 0.5 mm GB. 

 

The permeabilities taken into account in the rest of the thesis are: 

 1.30×10-10 m2 for 0.5 mm GB 

 6.73×10-12 m2 for 0.1 mm GB. 

 

4.2.2 Fitting of experimental results with different parametric models for the Pc-Sw 

curves  

 

The experimental data were fit to the van Genuchten-Mualem (VGM) capillary pressure-

saturation function (Eq. 61 to Eq. 64) using the solver provided in Excel by minimizing the 

Sum of Squared Errors (SSE) (Eq. 194) [Liu et al. (1998); Wraith and Or (1998); Van Geel and 

Roy (2002)]. 

R2 = 1 −
SSE

NσS
2 Eq. 194 

where: 

R2: coefficient of determination 

σS
2: variance of the measurements on the independent variable S 

N: number of data points 

 

The closer the R2 value is to 1, the more accurately the function fits the experimental data 

[Brown (2001); Ramli (2014)]. Fitting experiments with the Brook and Corey-Mualem/Burdine 

(BCM & BCB), Lognormal Distribution-Mualem (LNM), Brutsaert-Burdine (BRB), Gardner-

Mualem (GDM) models were also tested but the fits were not as good (Eq. 61 to Eq. 84). For 

example, for drainage 1 with 0.5 mm GB, the SSEwith VGM is 0.0056 while it is for the other 

models: 0.1001 (BCM & BCB), 0.0232 (LNM), 0.0061 (BRB), 0.0124 (GDM). 

 

4.2.3 Capillary pressure-water saturation curves for 0.5 and 0.1 mm glass beads 

 

First, we obtained and compared the Pc-Sw curves for 0.5 and 0.1 mm GB, with membrane then 

without membrane. A correction factor was determined so that the two types of experiments 

could be compared. Then, we compared the experiments without enhancement with the 

experiments with chemical and thermal enhancements. 

 

4.2.3.1 Comparison of Pc-Sw curves for 0.5 mm and 0.1 mm glass beads with membranes 

 

In total, 5 experiments were conducted with 0.5 mm GB. Many experiments were not conducted 

because of damaged membranes or leaks in the periphery of membranes. Figure 79 shows the 

average of the experimental results for the Pc-Sw curves fitted using the VGM model (Also see 

Appendix 2.2).  
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D1: drainage 1; I1: imbibition 1; D2: drainage 2; I2: imbibition 2; MBR: with membrane; VG: VGM value; 

Exp: experimental value 

a) Raw values b) VGM fitting 

Figure 79: Pc-Sw curves for 0.5 mm GB with membrane (a) raw values and b) VGM fitting) 

 

Six experiments were conducted using 0.1 mm GB. Figure 80 shows the average of the 

experimental results for the Pc-Sw curves fitted using the VGM model. 

 

  
D1: drainage 1; I1: imbibition 1; D2: drainage 2; I2: imbibition 2; MBR: with membrane; VG: VGM value; 

Exp: experimental value 
a) Raw values b) VGM fitting 

Figure 80: Pc-Sw curves for 0.1 mm GB with membrane (a) raw values and b) VGM fitting) 

 

From Figure 81 we compared Pc-Sw curves for 0.5 and 0.1 mm GB. Table 40 shows the results 

of these experiments and the VGM fitting parameters. 

 

 
D1: drainage 1; I1: imbibition 1; D2: drainage 2; I2: imbibition 2; MBR: with membrane; VG: VGM value 

Figure 81: Pc-Sw curves for 0.1 and 0.5 mm GB with membrane (VGM fitting) 
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Table 40: Results of drainage-imbibition experiments for 0.5 and 0.1 mm GB with membrane 

(average) 

Parameters 
Drainage 1 

D1 

Imbibition 1 

I1 

Drainage 2 

D2 

Imbibition 2 

I2 

0.5 mm GB 

α (m-1) 26.06 38.36 26.69 30.84 

n (-) 15.35 5.15 11.18 10.38 

SSE 0.0038 0.0025 0.0039 0.0148 

Srn (-) 0.000 0.109 0.109 0.074 

Srw (-) 0.248 0.248 0.256 0.256 

0.1 mm GB 

α (m-1) 14.72 23.29 15.25 23.85 

n (-) 9.49 16.98 7.08 18.05 

SSE 0.0056 0.0214 0.0141 0.0361 

Srn (-) 0.000 0.127 0.127 0.082 

Srw (-) 0.309 0.309 0.328 0.328 

 

The SSE were low (SSE<0.0014), which demonstrates that the VGM model can be used to 

describe the experimental results. The experiment mainly focused on residual DNAPL 

saturation and irreducible water saturation. It is clear from the graph that the parameters differ 

slightly for each size of glass bead. For 0.5 mm GB, Srn was approximately 10.9% (vs. 12.7% 

for 0.1 mm GB). According to the results, Srw was around 24.8% for 0.5 mm GB and 30.9% for 

0.1 mm GB. This is explained by capillary forces as the mean radius of the porous medium is 

higher for 0.5 mm GB, where the influence of capillary forces is less. Therefore, during 

drainage, less DNAPL can be incorporated into a porous medium with 0.5 mm GB and during 

imbibition, higher amount of DNAPL trapped in the porous media could be extracted for  

0.5 mm GB (Srn was 23.0% more than for 0.1 mm GB after the driange and, Srn was 16.0% 

more than for 0.1 mm GB after the imbibition). The curve has lower amplitude in terms of Sw 

for 0.1 mm GB. The results are in agreement with the data reported in the literature [Mualem 

(1976); van Genuchten (1980); Gerhard and Kueper (2003a)]. 

 

We see that α, characteristic of the reverse of the suction effects, was higher for the 0.5 mm 

GB. This is expected, because as stated, capillary effects are higher for the 0.1 mm GB. The 

slope of the median portion of the curves is relatively flat, which demonstrates that the GB are 

indeed homogeneous [Ouchiyama and Tanaka (1984); Likos and Jaafar (2013); Chapuis et al. 

(2015); Chiapponi (2017)]. The interpretation of n values variations is more complicated. 

Indeed, the sensitivity tests carried out have shown that for high α values and n values greater 

than 4 (in a homogeneous medium), as in our case, the variations of n have small impact on the 

shape of the retention curve (See Appendix 2.6). 

 

Figure 82 shows that the impact of grain size on capillary pressure is not the same for all 

saturation ranges. We found an optimal point where this impact becomes more important. The 

Pc-Sw ratios for 0.5 mm GB/Pc-Sw for 0.1 mm GB as a function of hc, shows that at constant hc 

(therefore constant Pc), Sw were in most cases higher for the 0.1 mm GB. This is logical because 

the experiment began with drainage (a cell full of water) and capillary forces, higher with 

0.1 mm GB, limit fluid displacement. We see that for hc greater than 0.11 m, the cell contained 

20% more water (for both drainage and imbibition). For hc of between 0.03 and 0.11 mm, the 

ratio increased up to 1:4. Finally, for hc below 0.03 m, the ratio fell to hc=0, a value greater than 

1, which corresponds to higher Srn for 0.1 mm GB. 
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We also see that the effects of hysteresis were higher for the 0.1 mm GB, which matches the 

literature [Gerhard and Kueper (2003a)]. 

 

 
Figure 82: hc as a function of Pc-Sw 0.5 mm GB/Pc-Sw 0.1 mm GB with membrane – VGM 

fitting 

 

a) Relative permeabilities 

 

The curves of relative permeabilities as a function of Sw were plotted using calculated VGM 

parameter, n (Eq. 63 and Eq. 64). Figure 83 shows curves krw=f(Sw) and krn=f(Sw) for drainage 

1 and imbibition 1. 

 

  
a) Drainage 1 b) Imbibition 1 

Figure 83: Relative permeabilities as a function of Sw for 0.5 and 0.1 mm GB (a) drainage 1 

and b) imbibition 1) 

 

Generally, kr were much higher for the 0.5 mm GB, which is in agreement with the fact that n 

is higher for 0.5 mm GB (ans so the capillary forces are lower). 

 

b) Comparison of Pc-Sw curves with Pc-Sw curves from drainage-imbibition experiments 

with GB with identical diameters in an air-water system 
 

Surface tension measurements between the water used for the experiments and air were run in 

triplicate. The experimental protocol was the same as the one described in section 3.1.1. The 

results were as follows: σ(aw)=70.76 ± 1.09 mN.m-1. This value is consistent with the values 
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found in the literature [Nagata et al. (2016)]. The capillary pressure curve for DNAPL-water 

system (Pc(nw)) can be estimated from a known capillary pressure curve for air/water system 

(Pc(aw)) from the correction factor, β, as follows (Eq. 195): 

β =
Pc(aw)

Pc(nw)
=

σ(aw)

σ(nw)
=

70.76

11.15
= 6.34 Eq. 195 

where: 

β: correlation factor (-) 

Pc(aw): air/water capillary pressure (Pa) 

Pc(nw): DNAPL-water capillary pressure (Pa) 

σ(aw): air/water surface tension (mN.m-1) 

σ(nw): DNAPL-water interfacial tension (mN.m-1) 

 

Drainage experiments conducted on homogeneous GB with diameters around 0.1-0.5 mm in an 

air-water system are shown in Figure 84 and compared with 0.1 and 0.5 mm for DNAPL-water 

system corrected by the β factor (i.e. Pc(nw) multiplied by 6.34) [Chiapponi (2017); Sweijen et al. 

(2017); Cao et al. (2018)]. 

 

 
Figure 84: Pc-Sw curves for 0.09, 0.1, 0.12, 0.5, 0.74 mm GB in the air/water system, 

comparison with 0.1, 0.5 mm for DNAPL-water system corrected by the β factor – VGM 

fitting 

 

We noted that the Pc-Sw curves obtained during our experiments has a similar shape as the 

literature (obtained with GB of identical diameters). The differences can be attributed to 

heterogeneities in packing and GB diameter. The Srw were higher for the DNAPL-water system. 

Figure 85 shows Pc(aw)/Pc(nw) as a function of Sw. Pc(aw) comes from Chiapponi (2017), Cao et 

al. (2018) and Sweijen et al. (2017), for 0.5 mm GB and 0.1 mm GB, respectively. 
 

 
Figure 85: Pc air-water system/Pc DNAPL-water system as a function of Sw 
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We see that this ratio was almost linear up to Sw = 0.8. For Sw between Srw and Sw=0.8, the ratio 

was 9.1 on average for 0.5 mm GB. For the same interval, this ratio was of the order of 11.3 for 

0.1 mm GB. Then the ratios diverged totally for 0.5 mm GB and 0.1 mm GB. For Sw less than 

0.8, estimated ratios were 1.45 (for 0.5 mm GB) and 1.78 (for 0.5 mm GB) times higher than 

the theoretical ratio (σc(nw)/σc(nw) = 6.34). The order of magnitude is consistent with the 

experimental data. The differences can be attributed to the fact that: i. this ratio is global and 

theoretical; ii. the capillary pressures vary greatly (depending on the pore radii); iii. and the 

difference in experimental protocols [Bear and Cheng (2010)]. 

 

c) Entry pressure  

 

The threshold pressure or entry pressure can be deduced from Pc-Sw curves (Figure 22); it can 

also be calculated on the basis of the following formula (Eq. 196) [Leverett (1941)]: 

Pe
dim =

Pe

σ
[
k

∅
]
αPe

 Eq. 196 

where: 

Pe
dim: dimensionless entry pressure (-) 

Pe: measured entry pressure (Pa) 

αPe
: exponent (-) 

 

The exponent, αPe
, is often set to 0.5 [Kueper and Gerhard (2014)]. Kueper and Frind (1991) 

found Pe
dim to be 0.186 for a set of PCE–water Pc curves measured using samples of sand with 

hydraulic conductivity varying from 4.310-3 to 1.210-2 cm.s-1 [Kueper and Frind (1991b)]. 

These hypotheses were considered, as a first approach, to calculate the entry pressures. These 

results were compared to entry pressures measured from drainage 1 of Pc-Sw curves (Table 41). 

 

Table 41: Calculated and measured entry pressure without enhancement 

Glass beads 

Calculated entry pressure 
Measured entry 

pressure  

Entry Pressure 

(Pa) 
hc (mm) hc (mm) 

0.1 mm GB 473.91 73.11 60.00 

0.5 mm GB  94.78 14.62 12.00 

 

The data reported in Table 41 shows that the results match moderately the calculations (20% 

difference for 0.1 mm GB and 0.5 mm GB). Logically, we observed that Pe was five times 

higher for the 0.1 mm GB than for the 0.5 mm GB. 

 

4.2.3.2 Comparison of Pc-Sw curves for 0.5 mm and 0.1 mm glass beads without 

membranes 

 

Drainage-imbibition experiments were conducted without membranes with the goal of being 

able to run these experiments with surfactants (which cannot pass through the hydrophobic 

membranes or the hydrophilic membranes). Moreover, working without a membrane leads to 

fewer uncertainties, related to them being installed and pierced. To do this, 6 and 11 

experiments were conducted with the 0.5 mm GB and the 0.1 mm GB, respectively. Figure 86 

shows experimental results (averages) compared with the results of the experiments with the 

membranes (Also see Appendix 2.3). 



Chapter 4: Experiments in 1D cells 

 

137 

 

 
D1: drainage 1; I1: imbibition 1; MBR: with membrane; without MBR: without membrance; VG: VGM value 
Figure 86: Pc-Sw curves for 0.1 and 0.5 mm GB with and without membrane – VGM fitting 

 

It is obvious that the absence of membrane influences the results for the Pc-Sw curves 

tremendously. The curves are more spread out in height; this is because the volumes measured 

comprise not only the porous medium (Vbeetween membrane=55.00 mL) but also the parts above and 

below the porous media (Vfilters=29.90 mL), which skew the porosities in the medium. Moreover, 

Srw and Srn are different than those measured with the membranes; this is due to the porous 

medium in the bottom and top portion of the cells is highly influenced by the filters (which have 

“infinite” permeability). So these filters act as drains and boost the spill of liquids in this “drainage 

area” [Schwille (1988)]. Note that this drainage area, as we see discussed later, is very restricted 

(around 1 cm) (see sections 4.2.3.3 and 4.2.3.4). Therefore correction factors were used to 

“transform” the results for the cells without membranes into cells with membranes (Table 42). 

 

Table 42: Correction factors applied to the drainage-imbibition results to transform the values 

of the cells without membranes into cells with membranes 

hc (m) 

Correction factors 

0.5 mm GB 0.1 mm GB 

Drainage Imbibition Drainage Imbibition 

0 1.000 1.043 1.000 1.032 

0.01 1.003 1.084 0.996 1.049 

0.02 1.019 1.210 0.993 1.099 

0.03 1.192 1.503 0.980 1.168 

0.04 1.482 2.296 0.967 1.185 

0.05 2.932 3.441 1.0244 1.275 

0.06 3.319 3.277 1.0464 1.703 

0.08 3.149 2.966 1.815 2.567 

0.1 2.838 2.668 2.655 2.279 

0.12 2.516 2.355 2.497 2.088 

0.14 2.237 2.165 2.3250 1.942 

0.16 2.069 1.938 2.135 1.794 

0.18 1.955 1.834 1.904 1.672 

0.2 1.858 1.779 1.849 1.607 

0.22 1.766 1.731 1.719 1.609 

0.24 1.710 1.676 1.665 1.609 

0.26 1.684 1.663 1.609 1.609 

0.28 1.668 1.663 1.609 1.609 
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Figure 87 shows the average of the experimental results Pc-Sw curves without membrane (raw 

values and corrected values to obtain "real" values comparable to experiments with membrane) 

for 0.5 mm GB and the curves fitted using the VGM model. 

 

  
D1: drainage 1; I1: imbibition 1; MBR: with membrane (corrected values); without MBR: without membrane 

(raw values); VG: VGM value; Exp: experimental value 

a) Raw and corrected values b) VGM fitting 

Figure 87: Pc-Sw curves for 0.5 mm GB without membrane (a) raw and corrected values and 

b) VGM fitting) 

 

Figure 88 shows the average of the experimental results Pc-Sw curves without membrane (raw 

value and corrected values) for 0.1 mm GB and the curves fitted using the VGM model. 

 

  
D1: drainage 1; I1: imbibition 1; MBR: with membrane (corrected values); without MBR: without membrane 

(raw values); VG: VGM value; Exp: experimental value 
a) Raw and corrected values b) VGM fitting 

Figure 88: Pc-Sw curves for 0.1 mm GB without membrane (a) raw and corrected values and 

b) VGM fitting) 

 

4.2.3.3 Permittivity monitoring 

 

Figure 89 shows changes in permittivity, ε (corrected relative to the reference value of air and 

water measured at the beginning of the experiment, see Eq. 186) and in Sw (estimated from 

volume balance) as a function of time during a drainage-imbibition experiment conducted with 

0.5 mm GB. Appendices 2.4 and 2.5 show all the drainage-imbibition experiments for 0.1 and 

0.5 mm GB with permittivity and resistivity monitoring. 

 

We see how the change in ε follows change in Sw. Given the respective dielectric properties for 

water and DNAPL (water having higher ε values than DNAPL – see section 2.6.5), it is logical 

that the higher the water content, the higher the permittivity. 
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The DNAPL detection area is limited to about 2 mm around the area formed by the 2 TDR 

probe branches (see section 4.1.3.1). ε changed as follows: at the start of the experiment  

ε = 29.45 (porous medium filled with water) then fell to 10.4 (minimum Sw at the end of 

drainage 1, for Sw=0.25), then rose to 26.8 at the end of imbibition (Sw=0.95). Between the start 

of drainage 1 and the start of drainage 2, we saw hysteresis (5% lower Sw for 9% lower ε). In 

addition, variations in ε were extremely fast (almost vertical curves), which supports the fact 

that the capillary fringe was very sharp. 

 

 
Figure 89: Change of water saturation and permittivity as a function of time without 

enhancement (example of a drainage-imbibition experiment with 0.5 mm GB) 

 

Figure 90 shows how ε and Sw changed as a function of time during the drainage-imbibition 

experiments conducted with 0.1 mm GB. We see the same overall trends as for the 0.1 mm GB. 

Furthermore, the variations in Sw are lower (the values corresponding to Srn and Srw are closer). 

 

At the start of the experiment, ε = 34.21 (porous medium filled with water), then it fell to 19.68 

(minimum Sw at the end of drainage 1, for Sw=0.35) and rose to 29.22 at the end of imbibition 

(Sw=0.90). Between the start of drainage 1 and the start of drainage 2, we saw hysteresis (10% 

lower Sw for 15% lower ε). Finally, the ε variations for 0.1 mm GB case were slower than with 

the 0.5 mm GB (less steep curve slope), which supports the fact that the capillary fringe was 

thicker (the saturation variations were slower). 

 

 
Figure 90: Change of water saturation and permittivity as a function of time without 

enhancement (example of a drainage-imbibition experiment with 0.1 mm GB) 
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Permittivity calibration curves were plotted as a function of water saturation on the basis of this 

data for 0.5 mm GB with and without membranes (Figure 91). Moreover, experiments with 

DNAPL alone in 0.5 mm GB were undertaken to determine the points corresponding to  

Sw = 0%. 

 

 
Figure 91: Calibration curve ε = f (Sw) for 0.5 mm GB with and without membrane 

 

Permittivity can therefore be connected to water saturation by a polynomial function (2nd 

degree) that is pretty similar to a close function. The correlation factor for all data is satisfactory 

(R2 = 0.90). We saw that for 0.5 mm GB, whether or not membranes were used, had no influence 

on the water saturation estimated by the TDR probes. This is explained by the TDR probe being 

located in the center of the 1D cell and the “drainage area” being limited to a fairly limited area 

around the perimeter. 

 

The same calibration curves (ε=f(Sw) were plotted for 0.1 mm GB with and without membranes 

(Figure 92). 

 

 
Figure 92: Calibration curve ε = f (Sw) for 0.1 mm GB with and without membrane 

 

Permittivity can therefore be connected to water saturation by a polynomial relationship (2nd 

degree). We also saw that for 0.1 mm GB, whether or not membranes were used had no 
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influence on the water saturation estimated by the TDR probes. The scatter plot is more 

dispersed for the 0.5 mm GB than for the 0.1 mm GB; logically, R2 is lower for the 0.1 mm GB 

(R2 = 0.79 vs 0.90 for 0.5 mm GB). Repeatability is lower for experiments with 0.1 mm GB 

than with 0.5 mm GB. 

 

Figure 93 compares the permittivity values of 0.5 and 0.1 mm GB. 

 

 
Figure 93: Comparison of the permittivity values between 0.5 and 0.1 mm GB as a function of 

saturation 

 

The graph shows that the results were very similar for 0.5 and 0.1 mm GB. The calibration 

curves are very similar: the ratios of polynomial curves for 0.5 mm GB/polynomial curves for 

0.1 mm GB vary between 0.97 and 1.20. For homogeneous porous media, grain size has little 

influence on permittivity. These results are consistent with research topics on permittivities in 

a water-air system. These small differences can be attributed to the less regular glass beads, the 

spherical shape of glass beads and the pore connectivity [Robinson and Friedman (2001); 

Robinson and Friedman (2002); Robinson et al. (2005); Brovelli and Cassiani (2010)]. 

 

Experimental data was fitted to the CRIM model (see Eq. 190, section 2.6.5.2). The following 

values were used: 

∅ = 0.38 (experimental values), 

εw = 80 (experimental value), 

εn = 3.11 (experimental value for 100% DNAPL), 

εm = 7.5 (literature review for glass beads [von Hippel (1954); Robinson and Friedman 

(2002)]). 

 

The results of the measures/estimation comparison are shown in Figure 94 and Figure 95. Two 

hypotheses were considered: αε = 0.5, as a first approach as stated in literature review (see 

section 2.6.5.2) and α fitted to the experimental data (with the least-square method). 
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Figure 94: Fitting the experimental permittivity values as function of water saturation with 

the CRIM model (0.5 mm GB with and without membrane) 

 

 
Figure 95: Fitting the experimental permittivity values as a function of water saturation with 

the CRIM model (0.1 mm GB with and without membrane) 

 

We see that αε = 0.5 (as stated in literature review) is not suitable for our experiments. The αε 

values calculated by the least-square method, are respectively 0.70 and 0.75 for 0.5 mm and  

0.1 mm GB (with respective R2 of 0.89 and 0.78). Therefore, for our experiments the CRIM 

model can be applied using the following equations (Eq. 197 to Eq. 198): 

For 0.5 mm GB ε′ = [∅(Swεw
′ 0.7

+ Snεn
′ 0.7

) + (1 − ∅)εm
′ 0.7

]
1

0.7 Eq. 197 

For 0.1 mm GB  ε′ = [∅(Swεw
′ 0.75

+ Snεn
′ 0.75

) + (1 − ∅)εm
′ 0.75

]
1

0.75 Eq. 198 

 

Figure 96 shows the comparison of experiments results and estimated values as the 

εmeasured/εestimated ratio for 0.5 and 0.1 mm GB. 
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Figure 96: Ratios of the experimental permittivity values/CRIM model values as a function of 

water saturation (for 0.1 and 0.5 mm GB with and without membrane) 

 

The graph shows that the CRIM model fits well relative to our experiments, for higher 

saturations than Srw (less than 8% difference). The CRIM model fits better for 0.5 mm GB. For 

lower water saturation, the ratios increased. The estimated values were overestimated by a 

factor of 1.14 for 0.5 mm GB and were underestimated by a factor of 0.92 for 0.1 mm GB. 

Persson and Berndtsson (2002) obtained a better fitting by introducing an extra degree of 

freedom in the mixing equations [Persson and Berndtsson (2002)]. 

 

Figure 97 illustrates permittivity variations as a function of different drainage-imbibition 

cycles. The drainage-imbibition experiments can be correlated with permittivities. Furthermore, 

from the end of the second cycle (end of imbibition 2), the correlation no longer holds. This is 

probably because the DNAPL and water ganglions that remain trapped during the experiments 

impact the dielectric respons.  

 

Some authors have shown that the CRIM model (based on the relative permittivity of free water, 

air (or non-wetting fluid) and solids) may not be suitable in all situations, especially in the 

transition phases (when Sw are between Srn and Srw). These authors have proposed to take into 

account a 4th constituent, the bound water. Indeed, the dielectric constant of bound water is very 

different from free water (it is due to the electrical bonds limiting the freedom of polarization 

of water molecules) [Dasberg and Hopmans (1992); Capparelli et al. (2018)]. An equation 

derived from the CRIM model incorporating the bound water has been proposed [Dobson et al. 

(1985); Dirksen and Dasberg (1993)]. We did not quantify the bound water. 

 

Capparelli et al. (2018) carried out monitoring of Sw variations with TDR probes in unsaturated 

soils. They showed, like our experimental results, a difference between the values estimated 

with the CRIM model and the experimental values. The experimental results were compared to 

the classical CRIM model but also to the four-phase dielectric mixing model (with bound 

water), and the classical CRIM model with a variable exponent. The best results were obtained 

with the three-phase dielectric mixing model with a variable exponent (αε) [Capparelli et al. 

(2018)]. 

 

It should also be noted that the permittivity measurement remains local while the water 

saturation measurement is global. Furthermore, for the first drainage-imbibition cycle, the 

correlation is demonstrated. 
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Figure 97: Change of water saturation and permittivity (measured and estimated) as a function 

of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells (without enhancement) 

 

4.2.3.4 Electrical resistivity monitoring 

 

Figure 98 shows the change in resistivity at 1.4 Hz, ρc, and Sw as a function of time during a 

drainage-imbibition experiment conducted with 0.5 mm GB. We see that resistivity varied as a 

function of drainage and imbibition cycles. Since DNAPL has much higher resistivity than 

water (see section 2.6.4.1), logically during drainages, resistivity increased greatly and 

inversely, and during imbibition, it fell significantly. We saw a time offset between variations 

in Sw and electric responses (which was not the case with permittivity measurements, see 

section 4.2.3.3). This is because the detection area for resistivity measurements was limited to 

the central part of the 1D cell; it corresponded only to a height of 3.9 cm (see section 4.1.3.2). 

 

At the start of the experiment, ρc = 120 Ω.m (for Sw=1). At the end of drainage 1, Sw = 0.2, 

which corresponded to ρc = 9239 Ω.m. Next, at the end of drainage 2, Sw = 0.24 and ρc reached 

7520 Ω.m. Therefore, we can see the effects of hysteresis with resistivity monitoring. Like with 

permittivity monitoring, we see that resistivity varied quickly with time (the curves were almost 

vertical), which demonstrated that the capillary fringe was sharp.  

 

 
Figure 98: Change of water saturation and resistivity as a function of time (example of one 

drainage-imbibition experiment with 0.5 mm GB) 
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Figure 99 shows the change in ρc and Sw as a function of time during a drainage-imbibition 

experiment conducted with 0.1 mm GB. We see the same variations as those described in the 

previous paragraph. Generally resistivity variations were slower (this is related to a more spread 

out capillary fringe for 0.1 mm GB). Moreover, the effects of hysteresis are more important for 

the 0.1 mm GB than for the 0.5 mm GB (6.2% for 0.1 mm GB vs 3.2% for 0.5 mm GB). At the 

end of drainage 2, Sw = 0.31 (with ρc = 25257 Ω.m), whereas at the end of drainage 1,  

Sw = 0.28 (ρc = 90600 Ω.m). 

 

 
Figure 99: Change of water saturation and resistivity as a function of time (example of one 

drainage-imbibition experiment with 0.1 mm GB) 

 

Calibration curves (ρc=f(Sw)) were plotted for 0.5 mm GB with and without membranes  

(Figure 100). Moreover, experiments with DNAPL alone in 0.5 mm GB were undertaken to 

determine the points corresponding to Sw = 0%. 

 

 
Figure 100: Calibration curve ρc = f (Sw) for 0.5 mm GB with and without membrane 

 

The resistivity results were more dispersed than the permittivity results. Moreover, many 

technical problems for connections and registrations (solved during the experiments) mean that 

we have less data than with the TDR probes. Whether or not to use membranes has no influence 

on resistivity results, which confirmed our hypothesis that the drainage area is limited to a quite 

limited peripheral area (see section 4.2.3.3). 
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Resistivity may be correlated to water saturation via a power relationship. The correlation factor 

for fitting all data together is satisfactory (R2 = 0.81).  

 

The same calibration curves (ρc=f(Sw)) were plotted for 0.1 mm GB with and without 

membranes (Figure 101). 

 

 
Figure 101: Calibration curve ρc = f (Sw) for 0.1 mm GB with and without membrane 

 

The membranes used had no influence on resistivities. The results were even more disparate 

with the 0.1 mm GB than with the 0.5 mm GB. Furthermore, resistivity can be connected to Sw 

via a power law; the correlation factor is average (R2 = 0.74). 

 

Figure 102 compares the resistivity values of 0.5 and 0.1 mm GB. 

 

 
Figure 102: Comparison of the resistivity values between 0.5 and 0.1 mm GB as a function of 

water saturation 

 

We see that the results were not similar for 0.5 and 0.1 mm GB: trend curves look the same but 

are shifted. For homogeneous beads, and for identical Sw, the resistivity was higher for the  

0.1 mm GB. This is explained by the connected porosity being lower for the 0.1 mm GB.  
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The mathematical fitting to Archie’s law (see section 2.6.4.1) was done in several steps based 

on work done by Glover (2010), on the basis of a two-phase system, neglecting the conductivity 

of glass beads, which is very low (σc,GB=10-20 S.m-1) (Eq. 199 to Eq. 202) [Glover (2010)]. 

σc,bulk = σc,DNAPL[∅(1 − Sw)]m1 + σc,water[∅(Sw)]m2 Eq. 199 
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where: 

σc,bulk: real effective electrical conductivity of the bulk (S.m-1) 

σc,DNAPL: real effective electrical conductivity of DNAPL (S.m-1) 

m1: cementation exponent of DNAPL phase 

σc,water: real effective electrical conductivity of water (S.m-1) 

m2: cementation exponent of water phase 

∅1 = ∅(1 − Sw) 

∅2 = ∅(Sw) 
 

On the basis of the equations below, and by applying the least-square method, we found the 

following equations (Eq. 203 to Eq. 206): 

for 0.5 mm GB σc,bulk = σc,DNAPL[∅(1 − Sw)]1.752 + σc,water[∅(Sw)]1.9 Eq. 203 

for 0.1 mm GB  σc,bulk = σc,DNAPL[∅(1 − Sw)]
1.678

+ σc,water[∅(Sw)]
2.4

 Eq. 204 

i.e. 

for 0.5 mm GB  ρc,bulk =
1

σc,DNAPL[∅(1 − Sw)]1.752 + σc,water[∅(Sw)]1.9
 Eq. 205 

for 0.1 mm GB  ρc,bulk =
1

σc,DNAPL[∅(1 − Sw)]
1.678

+ σc,water[∅(Sw)]
2.4 Eq. 206 

where: 

ρc,bulk: real effective electrical resistivity of the bulk (Ω.m) 

ρc,DNAPL: real effective electrical resistivity of DNAPL (Ω.m) 

 

The conductivity values for DNAPL and water were taken into account to fit the model: 

σc,DNAPL: 3.1807×10-8 S.m-1 

σc,water: 0.04 S.m-1 

 

Figure 103 and Figure 104 show the results of fittings relative to Archie’s Law. 
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Figure 103: Fitting the experimental resistivity values as a function of water saturation with 

the Archie’s law (0.5 mm GB with and without membrane) 

 

 
Figure 104: Fitting the experimental resistivity values as a function of water saturation with 

the Archie’s law (0.1 mm GB with and without membrane) 

 

The R2 for these methods were 0.81 and 0.76 respectively for 0.5 and 0.1 mm GB, which is 

relatively good and demonstrates that Archie’s law reasonably predicts our experimental data. 

Figure 105 compares experimental results and estimated values as the ρc,measured/ρc,estimated ratio 

for 0.5 and 0.1 mm GB. 

 

 
Figure 105: Ratios of the experimental resistivity measured values/Archie’s law values (for 

0.1 and 0.5 mm GB with and without membrane) 
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This graph shows that the ρc,measured/ρc,estimated ratios depend on the Sw. We note that the Archie’s 

model overestimates the measurements for Sw lower than 0.5 and underestimates the 

measurements for Sw greater than 0.5. For the 0.5 mm GB, these ratios vary between 0.1 and 

1.4. However, it is possible to estimate the Sw accurately since this ratio follows a power law 

with a high correlation factor (R2 = 0.99). For the 0.1 mm GB, this ratio varies between 0.04 

and 2. Here again, it is possible to accurately estimate the Sw since the ratios follow a linear 

relation (R2 = 0.99). The ratios ρc,measured/ρc,estimated are respectively for Srw and Srn of 0.73 and 

1.33 for 0.5 mm GB whereas they are 0.6 and 1.78 for 0.1 mm GB. 

 

Figure 106 illustrates the resistivity variations (measured and estimated) as a function of 

different drainage-imbibition cycles. A correction factor was used so as to approach the values 

shown in the 1D cells as closely as possible (Figure 105). The correction factors are as follows 

(Eq. 207 and Eq. 208): 

for 0.5 mm GB 
ρc,measured

ρc,estimated
= 1.3454Sw

0.4023 Eq. 207 

for 0.1 mm GB ρc,measured

ρc,estimated
= 2.0023Sw − 0.0107 

Eq. 208 

 

 
Figure 106: Change of water saturation and resistivity (measured and estimated) as a function 

of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells (without enhancement) 

 

We see that estimated data for resistivity correlates less well with the experimental data than 

for permittivity. The model overestimated the values at the start and under-estimates the values 

in most other cases. For the 0.5 mm GB, the average measured resistivity/estimated resistivity 

ratios were 0.64 for Sw=100% (start), 3.14 at the end of the drainage 1 and 0.99 at the end of 

the imbibition 1. For the 0.1 mm GB, these ratios were 0.72 at the start, 12.84 at the end of 

drainage 1 and 5.22 at the end of imbibition 1. As for permittivity, it should be noted that the 

resistivity measurement remains local while the water saturation measurement is global. 

 

These resistivity overestimations have been discussed by some authors. Byun et al. (2019) 

demonstrated that, in a porous medium with water and gas, that taking into account a suitable 

cementation factor that does consider the saturation condition would allow better modeling of 

resistivity with Archie’s law [Byun et al. (2019)]. 
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Other authors also demonstrated that at a pore scale, the resistivity indexes did not generally 

obey Archie’s Law in the non-homogeneous zones (for example with a transition zone 

constituted of values close to Srn and Srw). Therefore we can over or underestimate resistivity 

depending on the thickness of the water films around grains of sand or glass beads [Li et al. 

(2015)]. These water films play a role not only on the pore space connectivity but also on 

resistivity [Bernabé et al. (2011); Li et al. (2015); Bernabé et al. (2016)]. 

 

Finally, it has been demonstrated that many other parameters could be taken into account at 

different scales in electrical conductivity models in porous media: tortuosity, pore size 

distribution, pore-conductance distributions, interconnectivity, universal power law of 

percolation [Glover (2010); Cai et al. (2017); Ghanbarian and Sahimi (2017)]. 

 

The ratios estimated in Figure 105 must therefore be qualified. 

 

4.2.3.5 Optical density monitoring 

 

Drainage-imbibition experiments have been carried out in the flat Hele-Shaw cell. Figure 107 

shows an experiment with 0.5 mm GB. 

 

Drainage D1 

 
Imbibition I1 

 
Drainage 2 

 
Figure 107: Drainage-imbibition experiments in the flat cell (example with 0.5 mm GB) 

 

The pollutant was dark brown-black. Note that during drainage 1, the migration front was 

relatively sharp (which corresponded to curve Pc = f(Sw) for D1 with a relatively horizontal 

plateau – Figure 81). At the end of drainage 1, the cell was filled with DNAPL but filling was 

not totally homogeneous (with wall effects). During imbibition 1, the migration front was more 

diffuse, which is logical in light of the Pc = f(Sw) curve for I1, which shows a less horizontal 

pseudo plateau. During drainage 2, the migration front was even broader. DNAPL migrated 

more easily because the DNAPL ganglions present created continuums more easily; the entry 

pressure was very low. The more diffuse migration front also corresponded to the Pc=f(Sw) 

curve in I1. 
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Figure 108 describes the variations of mean grey values for an increasing AOI that began at the 

center of the picture, as detailed below (Figure 108(b)). The AOI variation was due to the length 

increasing that increases the number of pixels contained inside the AOI. This curve was 

calculated with a Fiji macro. This macro was necessary because we wanted to associate a mean 

grey value with Sw but as we see in Figure 108 (a), the grey value was sensitive to the quantity 

of pixels inside the AOI selected. However, for AOI between 500 pixels and 1000 pixels the 

mean grey values computed are stabilized. That means we needed between 2.5×105 and 1.0×106 

pixels. We chose this interval length to compute all mean grey values for the calibration curve. 

 

 

 

a) Mean grey values variations as a function of the AOI length variations  
b) Variation of 

the AOI 

Figure 108: a) Mean grey values variations as a function of the AOI length variations 

(example with 0.5 mm GB) and b) variation of the AOI 

 

Based on the experiment and AOI length described above, we have produced the calibration 

curve (Figure 109). 

 

 
Figure 109: Calibration curve - Optical Density = f (Sw) for 0.5 and 0.1 mm GB 

 

The calibration curve could only be made for the points corresponding to Sw=1, Sw=0, Srn and 

Srw. The curve showed good correlation (R2 = 0.98). The size of the glass beads did not 

influence the calibration curve. We saw no differences in Optical Density (OD) measured for 

Sw = 1 and Sw = 0. Srn (with respective means of 0.24 and 0.32 for 0.5 and 0.1 mm GB) and Srw 

(with respective means of 0.89 and 0.84 for 0.5 and 0.1 mm GB) were very close to those 

measured with circular 1D cells (less than 3% difference). Variations in Srn and Srw follow a 

linear regression which is in agreement with the literature [Watson et al. (2019)]. 

 

Figure 110 and Figure 111 show drainage-imbibition experiments with OD monitoring for 0.5 

and 0.1 mm GB. The images have been converted into 8 bit format (grey) then were 

transformed, via the calibration curve, into Sn values (see scale color). 
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Drainage 1 

 

     
Imbibition 1 

     
Figure 110: Drainage-imbibition experiments with optical density monitoring (0.5 mm GB) 

 

Drainage 1 

 

    

 

Imbibition 1 

     
Figure 111: Drainage-imbibition experiments with optical density monitoring (0.1 mm GB) 

 

The results show much larger fingering for the 0.1 mm GB (for drainage and imbibition). The 

wall effect was more important for 0.1 mm GB compared to 0.5 mm GB. During imbibition, 

the migration front was much sharper for the 0.5 mm GB (which corresponds to Pc=f(Sw) curves 

with flatter I1 for 0.5 mm GB than for the 0.1 mm GB). It was also easy to see that at the end 

of drainage the black was denser for the 0.5 mm GB (which is logical because Srw is lower). 

Finally, the OD different between the white beads at the start of drainage and the end of 

imbibition was more marked for the 0.1 mm GB (which should be considered in relation with 

a higher Srn for the 0.1 mm GB than for the 0.5 mm GB). 

 

Note that the linear OD correlation does not depend on the different drainage-imbibition cycles 

(by contrast with permittivities). 

 

4.2.4 Capillary pressure-water saturation curves for 0.5 and 0.1 mm glass beads with 

chemical enhancement 

 

Drainage-imbibition experiments were conducted with surfactants to test the effect of chemical 

enhancement (with CMC).  
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4.2.4.1 Comparison of Pc-Sw curves for 0.1 mm and 0.5 mm glass beads with chemical 

enhancement 

 

The surfactants were added at the end of drainage 1 in order to start with the same Srw as for the 

experiments without surfactant. 

 

Regarding the 0.5 mm GB, in total, eight experiments were conducted with permittivity and 

geophysical monitoring: three with SDBS, two with Aerosol MA-80, two with Triton X-100, 

one with Tween 80 (Also see Appendix 3.1). Regarding the 0.1 mm GB, in total, six 

experiments were conducted with permittivity and geophysical monitoring: two with SDBS, 

two with Aerosol MA-80, one with Triton X-100, one with Tween 80. The Srn at the end of 

imbibition 1 (and the remediation yields) are shown in Figure 112. The remediation yield was 

calculated as follows (Eq. 209): 

Remediation yield = 100 − 100 (
Srn,chemical enhancement

Srn,without enhancement
) Eq. 209 

where: 

Srn,with enhancement: residual saturation of non-wetting with enhancement (-) 

Srn,without enhancement: residual saturation of non-wetting without enhancement (-) 

 

 
Figure 112: Srn and remediation yields with the four surfactants with 0.5 and 0.1 mm GB 

(average values at the end of imbibition 1) 

 

Adding SDBS reduces the highest IFT. Logically, for 0.5 mm GB the best remediation yield 

was obtained with SDBS (27.6% i.e. Srn=0.079). Aerosol MA-80 and Triton X-100 had similar 

remediation yields (24.0 and 22.5% respectively, i.e. Srn=0.083 and 0.085). Tween 80 had a 

nearly nil remediation yield (Srn=0.11).  

 

Concerning 0.1 mm GB, the best remediation yield was with SDBS (46.3% i.e. Srn=0.068). 

Here Aerosol MA-80 performed better than Triton X-100: the remediation yields were 

respectively 35.56 and 38.1% (Srn=0.082 et 0.078). Tween 80 had a remediation yield of 7.0% 

(Srn=0.118).  

 

The remediation yields were higher than those observed with the 0.5 mm GB. This is because 

the capillary forces are higher for 0.1 mm GB and the effect of the surfactants, whose purpose 

is to reduce the IFT, is improved. 
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The best results were obtained with SDBS, therefore, we focused on this surfactant. Figure 113 

shows the average of the experimental results for Pc-Sw curves with SDBS for the 0.5 mm GB 

(fitted with the VGM model). Figure 114 represents the same curves for the 0.1 mm GB. 

 

  
D1: drainage 1; I1: imbibition 1; WS: with surfactant (SDBS); VG: VGM value; Exp: experimental value 

a) Corrected values b) VGM fitting 

Figure 113: Pc-Sw curves for 0.5 mm GB with SDBS (a) corrected values and b) VGM fitting) 

 

  
D1: drainage 1; I1: imbibition 1; WS: with surfactant (SDBS); VG: VGM value; Exp: experimental value 

a) Corrected values b) VGM fitting 

Figure 114: Pc-Sw curves for 0.1 mm GB with SDBS (a) corrected values and b) VGM fitting) 

 

Table 43 shows results for these experiments (average) and the VGM fitting parameters. 

 

Table 43: Results of drainage-imbibition experiments for 0.5 and 0.1 mm GB with SDSB 

(average) 

Parameters 
Drainage 1 

D1 

Imbibition 1 

I1 

Drainage 2 

D2 

Imbibition 2 

I2 

0.5 mm GB 

α (m-1) 25.18 39.69 24.62 35.90 

n (-) 16.67 4.37 11.23 4.55 

SSE 0.0032 0.0018 0.0005 0.0005 

Srn (-) 0.00 0.079 0.079 0.051 

Srw (-) 0.243 0.243 0.257 0.257 

0.1 mm GB 

α (m-1) 14.07 22.08 - - 

n (-) 9.85 4.98 - - 

SSE 0.00031 0.00587 - - 

Srn (-) 0.000 0.068 - - 

Srw (-) 0.315 0.315 - - 
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The SSE are low (SSE<0.0032), which demonstrates that the VGM model can be used to 

describe the experimental results. This data are integrated into the two-phase model (see 

sections 5 and 6). 

 

In both cases (0.5 and 0.1 mm GB), the drainage curves with and without surfactant were very 

similar, which demonstrates that the experiments were reproducible. At the end of drainage, 

adding surfactant influences the slope of the line, which is slightly more horizontal, which 

demonstrates that the capillary effects and therefore the capillary fringes were lower (Figure 115). 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

D1: drainage 1; I1: imbibition 1; WS: with surfactant (SDBS); MBR: without surfactant; VG: VGM value; Exp: 

experimental value 
Figure 115: Comparison of Pc-Sw curves for a) 0.5mm GB and b) 0.1 mm GB with and 

without SDBS (with VGM fitting) 

 

As demonstrated by Shen et al. (2010), the addition of surfactant influences the interfacial 

tensions, the Pc-Sw curves and therefore the relative permeabilities [Shen et al. (2010)]. 

 

Figure 116 shows how SDBS affects Sn as a function of hc. 

 

 
Figure 116: Sn/Sn,SDBS as a function of hc for 0.5 and 0.1 mm GB – VGM fitting 

 

The Sn/Sn,SDBS ratios close to 1 (but not equal to 1) for high hc are related to the fact that the 

averages of Srw were slightly different for experiments with and without surfactants. This 

minimal difference must not obscure the lower sections of the curves, from which we can learn 

much. We see the effect of the surfactant from the two-thirds of the imbibition (hc = 0.08 m) 

for the 0.1 mm GB whereas we can only see it later for the 0.5 mm GB. We also see that the 

effect of surfactants is much more pronounced for 0.1 mm GB for the rest of the imbibition 
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whereas it is moderate for the 0.5 mm GB and becomes truly visible at the end of the (hc=0.03 

mm). 

 

a) Dimensional numbers 

 

Capillary number (Nca), Bond number (NB), and Total trapping number (NT) were calculated 

using Eq. 86 tot Eq. 88 on the bases of experimental data and rheological data (Figure 117). 

 

   

 
a) Capillary number, Nca b) Bond number, NB c) Total trapping number, NT 

Figure 117: Comparison of a) Capillary number (Nca), b) Bond number (NB), and c) Total 

trapping number (NT) for 0.5 and 0.1 mm GB 

 

As expected, increasing the grain size, increases all three numbers. NT depends on about 80% 

Nca. The viscosity forces therefore predominated over gravitational forces. Globally, the 

capillary forces predominated over other forces. Adding surfactants increases Nca and 

consequently NT. Increasing Nca decreases the residual saturations [Lake (1989); Pennell et al. 

(1996); Sheng (2015)]. 

 

Figure 32 connects Srn (from PCE) to NT (See section 2.4.4). During experiments that produced 

this figure, Pennell et al. (1996) observed that in 1D columns, when the value of NT is less than 

~ 210-5, entrapped residual DNAPL was not expected to be mobilized, while partial or 

complete mobilization was expected when the value exceeded 110-4 [Pennell et al. (1996)]. In 

our case, NT systematically exceeded 1x10-4. With the addition of a surfactant, NT was 

significantly higher, meaning that the mobilization of residual DNAPL is even more favored. 

 

Figure 118 illustrates the variations in Srn as a function of NT. Therefore we are on the right of 

the curve shown for PCE by Pennell et al. (1996). Beyond a certain point the residual saturation 

does not fall any more (apart from with solubilization). The results of our experiments show 

that for NT values greater than 10-3, the Srn hardly decreases any more (even if the correlations 

are not very good relative to a logarithmic relationship: R2 = 0.556 and 0.565, respectively for 

0.5 and 0.1 mm GB). 
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Figure 118: Srn as a function of NT 

 

b) Addition of surfactants from start of drainage 1 

 

Experiments were conducted by adding the surfactant as the start of drainage 1. These 

experiments have not been studied systematically by permittivity and resistivity. Figure 119 

and Figure 120 show the experimental results on 0.1 and 0.5 mm GB with SDBS (at the CMC) 

added from the start of drainage 1 (these experiments were conducted in triplicate). 

 

  
D1: drainage 1; I1: imbibition 1; SS: with surfactant (SDBS) at the beginning of drainage 1; Exp.: 

experimental value; VG: VGM value 
a) Corrected values b) VGM fitting 

Figure 119: Pc-Sw curves for 0.5 mm GB with SDBS addition at the beginning of drainage 1 

(a) corrected values and b) VGM fitting) 

 

  
D1: drainage 1; I1: imbibition 1; SS: with surfactant (SDBS) at the beginning of drainage 1; Exp.: 

experimental value; VG: VGM value 
a) Corrected values b) VGM fitting 

Figure 120: Pc-Sw curves for 0.1 mm GB with SDBS addition at the beginning of drainage 1 

(a) corrected values and b) VGM fitting) 
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We see that threshold entry pressures, hc, were much lower when we started the drainage by 

adding SDBS: they were estimated experimentally at 20 mm maximum for 0.5 mm GB and at 

2 mm for 0.1 mm GB. As a reminder, they were estimated experimentally at 12 and 60 mm 

respectively with 0.5 and 0.1 mm GB (see section 4.2.3.1-Table 41). 

 

The slopes of the intermediate parts of the curves were flatter during drainage 1 for the 0.5 mm GB 

but especially for the 0.1 mm GB if we injected SDBS from the start of drainage 1. This is explained 

by lower capillary effects. 

 

The Srw were also much lower: for the 0.5 mm GB (0.192 ± 0.030 with SDBS as soon as 

drainage 1 starts versus 0.248 ± 0.0019 without SDBS in drainage 1) and, for the 0.1 mm GB 

(0.239 ± 0.0018 with SDBS from the start of drainage 1 versus 0.309 ± 0.0129 without SDBS 

in drainage 1). 

 

Regarding the Srn for the 0.5 mm GB, there was no notable change when we added the SDBS 

before or after drainage 1 (respectively 0.075 ± 0.015 and 0.079 ± 0.013). However for the  

0.1 mm GB, the Srn were respectively 0.068 ± 0.014 (for the addition of SDBS at the end of 

drainage 1) and 0.092 ± 0.0039 (for the addition of SDBS at the start of drainage 1). Therefore, 

the surfactant was less effective if it is added from the start. This is presumably due to the fact 

that more DNAPL was incorporated in small pores during imbibition and that it is then more 

difficult to displace. 

 

c) Entry pressure calculation  

 

We calculated entry pressures for the different surfactants on the basis of Eq. 196 (Table 44). 

 

Table 44: Calculated entry pressure without enhancement and with chemical enhancement 

Enhancement Glass beads Entry Pressure (Pa) hc (mm) 

Without surfactant 
0.1 mm GB 473.91 73.11 

0.5 mm GB 94.78 14.62 

SDBS 
0.1 mm GB 23.81 3.67 

0.5 mm GB 4.76 0.73 

Aerosol MA-80 
0.1 mm GB 140.94 21.74 

0.5 mm GB 28.19 4.35 

Triton X-100 
0.1 mm GB 131.73 20.32 

0.5 mm GB 26.35 4.06 

Tween 80 
0.1 mm GB 269.15 41.52 

0.5 mm GB 53.83 8.30 

 

The threshold entry pressure reductions generated by the addition of surfactants are indeed 

important. Accordingly, the percentage reductions are: 95% (SDBS), 70% (Aerosol MA-80), 

72% (Triton X-100) et 43% (Tween 80). 

 

4.2.4.2 Permittivity monitoring 

 

Experiments with chemical enhancement were also monitored with TDR probes (Also see 

Appendix 3.2). First, we determined whether adding surfactant had an effect on permittivity 

measurements. 
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Estimation of the influence of surfactants on permittivity measurements 

 

A specific experiment was conducted with a 1D cell with the following successive drainages: 

 Water without GB, 

 0.5 mm GB + water, 

 0.5 mm GB + SDBS (CMC) and water wash, 

 0.5 mm GB + Aerosol MA-80 (CMC) and tap water wash, 

 0.5 mm GB + Triton X-100 (CMC) and tap water wash, 

 0.5 mm GB + Tween 80 (CMC) and tap water wash. 

 

The results of these experiments are shown in Figure 121 and Figure 122. 

 

 
Figure 121: Permittivity measurements during drainages with water and the four surfactants 

 

 
Figure 122: Impact of surfactants on permittivity measurements 

 

Relative to the response considered as the white test (water + GB), the mean permittivities 

measured were respectively impacted by +1.4% (SDBS), +0.5% (Aerosol MA-80), -1.6% 

(Triton X-100), -2.1% (Tween 80). We found that the permittivity was slightly increased for 

nonionic surfactants and slightly decreased for anionic surfactants. The deviation can therefore 

be considered as negligible. 

 

Drainage–imbibition experiments with permittivity monitoring 

 

Regarding the 0.5 mm GB, in total, five experiments were conducted with SDBS, three with 

Aerosol MA-80, three with Triton X-100, two with Tween 80. As for 0.1 mm GB, four 

experiments were conducted with SDBS, three with Aerosol MA-80, three with Triton X-100, 

two with Tween 80 (Also see Appendix 3.1).  
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Figure 123 shows the averages of Srn with permittivity averages corresponding to the 

experiments with and without surfactants (with the 0.1 and 0.5 mm GB). We only took the 

experiments that were followed with TDR probes. 

 

 
Figure 123: Water saturation and permittivity (measured and estimated) at the end of 

imbibition 1 for 0.5 and 0.1 mm GB in 1D cells (with and without chemical enhancement) 

 

Even though the standard deviations sometimes overlap, we see that from the permittivity 

measurements we can clearly discern the trends for the recovery yields given above. 

Accordingly, the average permittivities for 0.5 and 0.1 mm GB without surfactants were 

respectively 27.77 and 25.32 (for Sw at the end of imbibition of 0.89 and 0.87). With the 

surfactants, the average permittivities for 0.5 mm GB and 0.1 mm GB were respectively 29.07 

and 30.81 (for Sw at the end of imbibition of 0.915 and 0.917). We can also clearly distinguish 

the permitivitties variations that match the different remediation yields as a function of the 

surfactants: for the 0.5 mm GB, the final permittivities, in increasing order: ρc,SDBS > ρc,Aerosol 

MA-80 > ρc,Triton X-100 > ρc,Tween 80. 

 

We also see that the estimations with the CRIM model under-estimate the residual saturations 

in the presence of surfactants (which is not the case in the absence of surfactants). Figure 124 

displays this overestimation very clearly. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 124: Differences between the measured permittivities and those estimated as a 

function of saturation during chemical enhancement with a) 0.5 and b) 0.1 mm GB 
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Figure 124 only takes into account the experiments conducted with chemical enhancement. We 

see that the lower the residual saturation (therefore the higher the Sw) the greater the difference 

between measured and permittivities estimated. This increase is slight: the slope of the 

Sw=f(εmeasured/εestimated) line is almost horizontal (grey points in above figures). That means that 

the error value is constant. The averages of the overestimation ratios are 1.06 ± 0.02 (for the 

0.5 mm GB) and 1.09 ± 0.01 (for the 0.1 mm GB). 

 

It is therefore possible to estimate the Srn with TDR probes by applying the CRIM model and 

to compare remediation rate and yield between the differents surfactants. 

 

4.2.4.3 Electrical resistivity monitoring 

 

Experiments with chemical enhancement were also monitored with resistivity (Also see 

Appendix 3.2). We will determine first whether adding surfactant has any influence on 

resistivity measurements. 

 

Estimation of the influence of surfactants on resistivity measurements 

 

The experiments mentioned in chapter 4.2.4.2 were also monitored for resistivity (Figure 125). 

 

 
Figure 125: Impact of surfactants on resistivity measurements 

 

The experiments show that adding surfactants generated a greater impact on resistivity 

measurements than on permittivity measurements. Therefore, for mean reference values of 132 

± 17 Ω.m, the mean values measured for nonionic surfactants were respectively 123 ± 21 Ω.m 

for SDBS and 30 ± 9 Ω.m for Aerosol MA-80 (i.e. a factor of 0.92 and 0.22). Conversely, 

adding anionic surfactants increased resistivity: 216 ± 25 Ω.m for Triton X-100 and 140 ± 19 Ω.m 

for Tween 80, i.e. respective increases of a factor of 1.62 and 1.05. 

 

These relative deviations were only moderate though, in comparison with the resistivity of the 

DNAPL and glass beads (ρc,DNAPL = 2730063 and 3413632 Ω.m respectively for 0.5 and  

0.1 mm GB) and also high sensitivity and low precision of the geophysical measurements in 

very low frequency. These deviations can therefore be considered as being negligible. 

 

Monitoring drainage–imbibition experiments with resistivity monitoring 

 

Figure 126 shows the averages of Srn with resistivity averages corresponding to the experiments 

with and without surfactants (with the 0.1 and 0.5 mm GB). We only took into account the 

experiments that were followed by geophysics. 
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Figure 126: Water saturation and resistivity (measured and estimated) at the end of 

imbibition 1 for 0.5 and 0.1 mm GB in 1D cells (with and without chemical enhancement) 

 

We see that the residual saturations can be approached by the resistivity measurements. The 

correlations are less clear than with the permittivities. Reduction trends for Srn can be seen from 

the resistivity measurements. Therefore, for example, for the 0.5 mm GB, the resistivities at the 

end of the imbibition with and without surfactant are respectively 150 and 84 Ω.m (for Srn of 

0.109 and 0.085). For 0.1 mm GB, the differences are greater: 1061 Ω.m (without surfactants 

with Srn=0.131) vs. 79 Ω.m (with surfactant with Srn=0.082). The standard deviation is quite 

high for imbibition without surfactant. 

 

The differences between the values estimated with Archie’s Law and the resistivities measured 

are substantial. At the end of the imbibition, the estimated values are always greater than the 

measured values apart from for the reference (without surfactant) for the 0.1 mm GB.  

Figure 127 shows the ratios for estimations and resistivity measurements. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 127: Differences between the measured resistivities and those estimated during 

chemical enhancement with a) 0.5 and b) 0.1 mm GB 

 

The ρc,measured/ρc,estimated ratios are on average 0.63 ± 0.16 for the 0.5 mm GB and 0.43 ± 0.12 for 

the 0.1 mm GB. This shows two opposite trends, for increasing Sw; the ratios fall for the  

0.5 mm GB and rise for the 0.1 mm GB. This can be related to the high data standard deviations. 
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This shows that we can estimate Srn from electrical resistivity monitoring. Archie’s Law gives 

us a semi-quantitative approach to the experiments.  

 

4.2.4.4 Optical density monitoring 

 

Drainage-imbibition experiments were conducted with optical density monitoring. 

 

Estimation of the influence of surfactants on optical density measurements 

 

Experiments with and without surfactant were conducted in the flat Hele-Shaw cell. The 

variations in OD measured by replacing water with surfactants (at their CMC) were less than 

0.05%. These variations are therefore considered as being insignificant.  

 

Drainage–imbibition experiments with optical density monitoring 

 

Drainage-imbibition experiments were conducted in the flat cell with SDBS to check whether 

the results acquired with the 1D cells were confirmed. Figure 128 shows the results of an 

experiment with 0.1 mm GB. 

 

Imbibition 1 (without surfactant) 

 

     
Imbibition 1 (with surfactant, SDBS - CMC) 

    

 

Figure 128: Imbibition experiments with Optical Density monitoring in the flat cell  

(0.1 mm GB) with and without surfactant (SDBS - CMC) 

 

The experimental images for the drainage-imbibition experiments with SDBS were interpreted 

using the procedures described in sections 4.1.4.2 and 4.1.4.3. 

 

The three experiments with 0.5 and 0.1 mm GB reduced the respective Srn by 26.36 ± 2.4% and 

44.72 ± 2.3%. These results demonstrate that OD monitoring is reproducible and reliable. 

 

4.2.5 Capillary pressure-water saturation curves for 0.5 and 0.1 mm glass beads with 

thermal enhancement 

 

4.2.5.1 Comparison of Pc-Sw curves for 0.1 mm and 0.5 mm glass beads with thermal 

enhancement 

 

Heating at 50 °C was carried out at the end of drainage 1 in order to start with the same Srw as 

for the experiments without enhancement. Drainage-imbibition experiments with 0.5 mm GB 
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and 0.1 mm GB were done in triplicate. Only two experiments out of three were also monitored 

for permittivity and conductivity. Figure 129 and Figure 130 show the average of the Pc-Sw 

curves for 0.5 mm GB and 0.1 mm GB with thermal enhancement. 

 

  
D1: drainage 1; I1: imbibition 1; WT: thermal enhancement; VG: VGM value; Exp: experimental value 

a) Corrected values b) VGM fitting 

Figure 129: Pc-Sw curves for 0.5 mm GB with thermal enhancement (a) corrected values and 

b) VGM fitting) 

 

  
D1: drainage 1; I1: imbibition 1; WT: thermal enhancement; VG: VGM value; Exp: experimental value 

a) Corrected values b) VGM fitting 

Figure 130: Pc-Sw curves for 0.1 mm GB with thermal enhancement (a) corrected values and 

b) VGM fitting) 

 

Figure 131 compares the experiments with and without thermal enhancement (from imbibition 1). 

 

  
D1: drainage 1; I1: imbibition 1; WT: thermal enhancement; MBR: without surfactant; VG: VGM value; Exp: 

experimental value 
a) 0.5 mm GB b) 0.1 mm GB 

Figure 131: Comparison of Pc-Sw curves for a) 0.5 mm GB and b) 0.1 mm GB with and 

without thermal enhancement (with VGM fitting) 
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We see that the two curves for imbibition 1 are superimposed for 0.5 mm GB. Therefore, thermal 

enhancement had no effect on Srn or on the shape of the Pc-Sw curve during imbibition 1. The 

thermal enhancement only affected the viscosity (see section 3.2.1.1). 

 

We see that the curves for imbibition 1 with 0.1 mm GB with and without thermal enhancement 

are very similar. But starting from hc < 0.04 m we see a slightly higher quantity of DNAPL 

extracted (for constant hc). This is still negligible (< 5%). In addition, we see a slight reduction 

in Srn with thermal enhancement (0.123 vs. 0.127); this drop can be considered as being 

negligible. Table 45 shows the results of these experiments (average) and the VGM fitting 

parameters. 

 

Table 45: Results of drainage-imbibition experiments for 0.5 and 0.1 mm GB with thermal 

enhancement (average) 

Parameters 
0.5 mm GB 0.1 mm GB 

Drainage 1 (D1) Imbibition 1 (I1) Drainage 1 (D1) Imbibition 1 (I1) 

α (m-1) 24.76 38.31 14.10 26.97 

n (-) 16.70 4.84 8.40 4.16 

SSE 0.0011 0.0047 0.00082 0.00393 

Srn (-) 0.000 0.101 0.00 0.123 

Srw (-) 0.225 0.225 0.305 0.305 

 

The SSE are low (SSE<0.0047), which demonstrates that the VGM model can be used to 

describe the experimental results. We see that α and n are close to those calculated without 

surfactants. 

 

4.2.5.2 Permittivity monitoring 

 

Detailed results of the thermal enhancement experiments are in Appendices 4.1 and 4.2. 

 

Estimation of the influence of temperature on permittivity measurements 

 

Experiments were conducted to estimate the influence of temperature on measured 

permittivities. The results for the 1D cell experiments are shown for DNAPL+GB in Figure 

132 and for DNAPL without GB in Figure 133. 

 

  
a) Permittivity and temperature variations as 

a function of time 

b) Permittivity variation as a function of 

temperature 

Figure 132: Permittivity and temperature for DNAPL with 0.5 mm GB: a) permittivity and 

temperature variations as a function of time and b) permittivity variation as a function of 

temperature 
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a) Permittivity and temperature variations as 

a function of time 

b) Permittivity variation as a function of 

temperature 

Figure 133: Permittivity and temperature for DNAPL without GB: a) permittivity and 

temperature variations as a function of time and b) permittivity variation as a function of 

temperature 

 

We see that permittivity measurements were influenced by temperature variations. Increasing 

the temperature from 20 to 50 °C caused an average permittivity increase for DNAPL with GB 

of 19.0% (from 5.45 to 6.49) and for DNAPL without GB of 19.0% (from 3.22 to 3.85). A linear 

relationship predicts the change in permittivity as a function of temperature very well  

(R2 = 0.99 and 0.98 respectively for DNAPL without GB and DNAPL + GB). The slopes of the 

two lines are very similar. Variations in εDNAPL+GB as a function of temperature, estimated by 

the slope of lines for Figure 132, is + 0.03445 m3.m−3.°C−1. 

 

The results from different authors show that the permittivity of light chlorinated solvents falls 

slightly as temperature rises. A linear relation has also been established for these but with 

coefficients varying between -0.0034 and -0.0506 m3.m−3.°C−1 [Morgan and Lowry (1930); 

Loon et al. (1967); Nath and Narain (1982); Nath (1995); Corradini et al. (1996); Ajo-Franklin 

et al. (2006)]. In our case, the DNAPL is essentially composed of a mixture of heavy 

chlorinated compounds, which may explain this different behavior. 

 

The results for 1D cell experiments are shown for water +GB in Figure 134 and, for water 

without GB in Figure 135. 

 

  
a) Permittivity and temperature variations as 

a function of time 

b) Permittivity variation as a function of 

temperature 

Figure 134: Permittivity and temperature for water with 0.5 mm GB: a) permittivity and 

temperature variations as a function of time and b) permittivity variation as a function of 

temperature 
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a) Permittivity and temperature variations as 

a function of time 

b) Permittivity variation as a function of 

temperature 

Figure 135: Permittivity and temperature for water without GB: a) permittivity and 

temperature variations as a function of time and b) permittivity variation as a function of 

temperature 

 

Regarding how permittivity varies for water without GB as a function of temperature, we saw 

ε fall substantially (79.08 to 55.4 for 20 and 50 °C respectively). The trend curve fits a second 

order polynomial curve. How pure water’s permittivity varies as a function of temperature has 

been described as follows (Eq. 210) [Weast (1986)]: 

εr,w
′ = 78.54[1 − 4.58 × 10−3(T − 25) + 1.19 × 10−5(T − 25)2 − 2.8

× 10−8(T − 25)3  ]  
Eq. 210 

where: 

T: temperature (°C) 

 

On the basis of data obtained with water used in our experiments, we can adapt the parameters 

in this equation (Eq. 211): 

εr,w
′ = 78.04[1 − 1.05 × 10−2(T − 25) + 1.19 × 10−5(T − 25)2 − 2.8

× 10−8(T − 25)3  ]  
Eq. 211 

 

Figure 136 compares results with adapted Weast’s formulation and measurements obtained 

during the experiments. 

 

 
Figure 136: Comparison between the experimental permittivity values and models as a 

function of time (for water without GB) 

 

The results, compared with adapted Weast’s law, demonstrate that the values we obtained are 

correct (the differences between the values are less than ± 5%). This validates our experimental 

setup and the corresponding experimental protocol. Permittivities for water with GB decrease 

linearly as temperature rises (R2=0.95), whereas they increase without GB. Several authors have 

shown that depending on the type of soil or materials used, a water-saturated medium’s 

permittivity could whether rise or fall in a linear manner within a range of absolute values of 
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Δε/ΔT less than 0.0007 m3.m−3.°C−1 (for pure water) [Persson and Berndtsson (1998); Logsdon 

(2000); Logsdon (2005); Seyfried and Grant (2007)]. The values we obtained with water + GB 

correspond to the slope of the line in Figure 134b, that is to say 0.023 m3.m−3.°C−1. 

 

The variations in εDNAPL+GB and εwater+GB as a function of temperature have been quantified and 

will be used as correction factors for the results of the drainage-imbibition experiments with 

1D cells, 1D columns and the 2D tank. 

 

Drainage–imbibition experiments with permittivity monitoring 

 

In total, two drainage-imbibition experiments were conducted with the 0.5 mm and 0.1 mm GB. 

Since the results were similar, it was not necessary to triplicate our experiments (see 

Appendices 4.1 and 4.2 for full details). Figure 137 and Figure 138 show how ε and Sw change 

as a function of time during the drainage-imbibition experiments with thermal enhancement. 

 

 
Figure 137: Evolution of water saturation and permittivity as a function of time with thermal 

enhancement (example of a drainage-imbibition experiment with 0.5 mm GB) 

 

 
Figure 138: Evolution of water saturation and permittivity as a function of time with thermal 

enhancement (example of a drainage-imbibition experiment with 0.1 mm GB) 

 

The Srn were only slightly influenced by the thermal enhancement (0.101 vs. 0.109 for 0.5 mm 

GB and 0.123 vs. 0.127 for 0.1 mm GB). Overall, the slopes of the ε curves during the DNAPL 
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rise (imbibition) are steeper than without thermal enhancement. This proves a flatter migration 

front, related to lower viscosity differences (between water and DNAPL). It is difficult to 

quantify with only having monitored permittivities, but we looked at this in more detail with 

the 2D tank (see section 6.3.3). Figure 139 illustrates permittivity variations as a function of 

drainage (at 20 °C) and imbibition (at 50 °C) cycle with thermal enhancement. 

 

 
Figure 139: Water saturation and permittivity (measured and estimated) at the end of 

imbibition 1 for 0.5 and 0.1 mm GB in 1D cells (with and without thermal enhancement) 

 

There is a good agreement between predicted and measured permittivity values. We see that 

εestimated (considering value changes related to increasing temperature on εwater and εDNAPL) are 

closed to the measured values. 

 

4.2.5.3 Electrical resistivity monitoring 

 

Detailed results of the thermal enhancement experiments are in Appendices 4.1 and 4.2. 

 

Estimation of the influence of temperature on resistivity measurements 

 

Experiments were conducted to estimate the influence of temperature on measured resistivities. 

The results for the 1D cell experiments are shown for DNAPL+GB in Figure 140 and for 

DNAPL witout GB in Figure 141. 

 

  
a) Resistivity and temperature variations as a 

function of time 

b) Resistivity variation as a function of 

temperature 

Figure 140: Resistivity and temperature for DNAPL with 0.5 mm GB: a) resistivity and 

temperature variations as a function of time and b) resistivity variation as a function of 

temperature 
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a) Resistivity and temperature variations as a 

function of time 

b) Resistivity variation as a function of 

temperature 

Figure 141: Resistivity and temperature for DNAPL without GB: a) resistivity and 

temperature variations as a function of time and b) resistivity variation as a function of 

temperature 

 

Logically, given the high electrical resistance of the GB, the resistivity values were globally 

higher with GB than without. The results show that increasing the temperature generated 

varying resistivity reductions. We also found that the resistivity of DNAPL alone at 50 °C only 

represented 25.3% of the resistivity at 20 °C (5.88×105 vs. 2.32×106 Ω.m, respectively at 50 

and 20 °C). The resistivity of DNAPL+GB at 50 °C was only an average of 30.3% of the value 

at 20 °C (2.23×106 vs. 7.79×106 Ω.m, respectively at 50 and 20 °C). Given that the temperature 

hugely influences ionic mobility, and consequently electrical resistivity, the higher variation of 

resistivity with temperature in without GB case can be explained by increasing the liquid 

volume in the medium [Dakhnov (1962); Grellier et al. (2008)]. 

 

The results of resistivity variation with temperature for 1D cell experiments are shown for 

water+GB case in Figure 142 and for only water case in Figure 143. 

 

  
a) Resistivity and temperature variations as a 

function of time 

b) Resistivity variation as a function of 

temperature 

Figure 142: Resistivity and temperature for water with 0.5 mm GB: a) resistivity and 

temperature variations as a function of time and b) resistivity variation as a function of 

temperature 
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a) Resistivity and temperature variations as a 

function of time 

b) Resistivity variation as a function of 

temperature 

Figure 143: Resistivity and temperature for water without GB: a) resistivity and temperature 

variations as a function of time and b) resistivity variation as a function of temperature 

 

As regards water, the resistivity values were very low compared to those of DNAPL. At 20 °C, 

resistivity values were logically higher with GB than without: 76 Ω.m (water+GB) and 31 Ω.m 

(water without GB). We saw less of a drop in resistivity without GB than with GB: the 

resistivities at 50 °C were respectively 17 (i.e. 57% of the value at 20 °C) and of 30 Ω.m (i.e. 

40% of the value at 20 °C).  

 

The decrease in water resistivity according to the temperature increase was due to the increased 

ionic mobility. This decrease was of the same order of magnitude as that described in the 

literature [Hayashi (2004); Light et al. (2005)]. The larger volume of water in the case of 

experiments without GB explains the less significant decrease in resistivity. 

 

This change contradicts the DNAPL resistivitiy results; however, this contradiction can be 

ignored because the differences in resistivity between DNAPL and water are such that the 

influence of water's resistivity can be discarded (when DNAPL and water are present as a 

mixture). 
 

Figure 144 compares (ρc,0/ρc)-1=f(T-T0) graphs for DNAPL without GB, DNAPL+GB, 

water+GB and water without GB. The slopes of the lines determine the values of the coefficient 

αc for the Dahhnov equation (Eq. 147).  

 

 
Figure 144: Resistivity variation as a function of temperature for DNAPL without GB, 

DNAPL+GB, water without GB, water+GB 

 

We see clear linear relations and that the correlation factors are satisfactory (R2<0.9712). The 

values are 0.0935, 0.0754, 0.0512, 0.0273 Ω.m.Ω-1.m-1.°C-1 respectively for DNAPL, 
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DNAPL+GB, water+GB and water. These values are used to correct the resistivities during 

thermal enhancement. 

 

Drainage–imbibition experiments with resistivity monitoring 

 

Figure 145 and Figure 146 show how ρc and Sw change as a function of time during the 

drainage-imbibition experiments with thermal enhancement. 

 

 
Figure 145: Evolution of water saturation and resistivity as a function of time with thermal 

enhancement (example of a drainage-imbibition experiment with 0.5 mm GB) 

 

 
Figure 146: Evolution of water saturation and resistivity as a function of time with thermal 

enhancement (example of a drainage-imbibition experiment with 0.1 mm GB) 

 

Srn were only slightly influenced by thermal enhancement (see section 4.2.5.1). We did see a 

substantial difference in the ρc,measured from the moment when the temperature was increased. 

Also, from the 12th day (i.e. at the end of drainage 1 when the temperature was increased from 

20 to 50 °C), the ρc,measured decreased significantly. This is logical, given the variations observed 

for ρc,water and ρc,DNAPL with temperature increases. 

 

Figure 147 illustrates resistivity variations as a function of drainage (at 20 °C) and imbibition 

(at 50 °C) cycle with thermal enhancement. 
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Figure 147: Water saturation and resistivity (measured and estimated) at the end of 

imbibition 1 for 0.5 and 0.1 mm GB in 1D cells (with and without thermal enhancement) 

 

As we saw, the residual saturations were almost identical with and without thermal 

enhancement. We did see that ρc,measured at the end of imbibition 1 were lower than for the 

thermal enhancement experiments: 63 Ω.m (vs. 150 Ω.m without thermal enhancement) for the 

0.5 mm GB and 87 Ω.m (vs. 1061 Ω.m without thermal enhancement) for the 0.1 mm GB.  

 

Taking the corrected values for ρc,water and ρc,DNAPL at 50 °C and taking the Sw that are equivalent 

to the references (without thermal enhancement) at the end of imbibition 1, the ρc,estimated were 

respectively 84 Ω.m for 0.5 mm GB (vs. 152 Ω.m at 20 °C) and 112 Ω.m for 0.1 mm GB (vs. 

203 Ω.m at 20 °C). In theory, the ρc,measured should therefore reduce by 45% in both cases. 

 

The measured values were therefore lower than those estimated (taking account of the value 

changes related to the temperature increase for ρc,water and ρc,DNAPL); a ρc,measured/ρc,estimated ratio 

of 0.74 was observed for the 0.5 mm GB and of 0.76 for the 0.1 mm GB. 

 

4.2.5.4 Optical density monitoring 

 

Drainage-imbibition experiments were performed with thermal enhancement. The flat cell 

filled with 0.1 and 0.5 mm GB and DNAPL was photographed at 20 and 50 °C. Interpreting the 

photographs according to the procedures described in sections 4.1.4.2 and 4.1.4.3 shows that 

the temperature has absolutely no influence on the OD of the DNAPL. 

 

It should be noted that the DNAPL/water interface displacement was faster, which is logical 

given the viscosity decreases. 

 

4.3 Conclusions 

 

The drainage-imbibition experiments were performed with 0.1 and 0.5 mm glass beads that 

correspond to hydrogeological properties similar to the Tavaux site. 

 

The experimental data fit well to the van Genuchten-Mualem (VGM) capillary pressure-

saturation function. We acquired α and n as well as the residual and irreducible saturations with 

the aim of comparing the different experiments and using them in multiphase flow modeling 

(see chapters 5 and 6).  
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Four different surfactants (i.e. SDBS, Aerosol MA-80, Triton X-100 and Tween 80 assayed at 

their CMC) were tested with the objective of determining which one would generate the best 

recovery efficiencies. For the 0.5 mm GB, the best remediation yield was obtained with SDBS 

(27.6% i.e. Srn=0.079). For the 0.1 mm GB, SDBS also gives the best remediation yield (46.3% 

i.e. Srn=0.068). 

 

Experiments with thermal enhancement were also conducted at 50 °C, however, no significant 

improvement in the remediation yield has been reported. 

 

The drainage-imbibition experiments were monitored by electrical resistivity, permittivity and 

optical density. The goal was to confirm whether the residual saturations could be estimated 

indirectly to use these monitoring methods when performing experiments with 1D columns and 

2D tank set-up described in chapters 5 and 6, respectively. 

 

Regarding the permittivity measurements, the estimation of residual saturations fits well with 

the CRIM model in most cases (less than 8% difference between estimations and 

measurements). For water saturations below 20%, the estimation results are less accurate (the 

estimated values were overestimated by a factor of 1.14 for 0.5 mm GB and were overestimated 

by a factor of 0.92 for 0.1 mm GB). The experiments with surfactants and thermal enhancement 

show that the reductions in residual saturations can also be quantified with permittivity 

measurements. 

 

Archie’s Law was adopted to model resistivity variations as a function of residual saturation 

variations. The estimated electrical resistivity data correlated less well with the measurements 

than for permittivity. For the 0.5 mm GB, the average measured resistivity/estimated resistivity 

ratios were 3.14 at the end of the drainage and 0.99 at the end of the imbibition. For the 0.1 mm 

GB, these ratios were 12.84 at the end of drainage and 5.22 at the end of imbibition. The 

monitoring for experiments with surfactants and thermal enhancements shows that the 

reduction in residual saturations can also be quantified with resistivity. 

 

Regardless of whether permittivity or resistivity measurements were used, we successfully 

monitored saturation variations and quantified residual saturations considering the correction 

factors (i.e. measured values/estimated values) that were quantified as a function of water 

saturation. 

 

The optical density experiments show that residual saturations can be estimated accurately  

(R2= 0.98) even with surfactants and thermal enhancement. The relation OD as a function of 

Sw demonstrated is linearly correlated. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. EXPERIMENTS IN 1D COLUMNS 
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5. EXPERIMENTS IN 1D COLUMNS 
 

The drainage-imbibition experiments were carried out in 1D columns: i. To characterize two-

phase flow (and in particular the displacement of the DNAPL-water interface according to the 

pressures applied); ii. To validate the two-phase flow model; iii. To compare the modeled water 

saturations with the permittivity and resistivity measurements along the column over time; iv. 

To assess how chemical and thermal enhancements affect on recovery yields. 

 

5.1 Materials and methods 

 

The experiments were carried out with 0.1 and 0.5 mm GB. The drainage-imbibition 

experiments were carried out using the same experimental protocol as for the 1D small cells. 

The experiments were also conducted with a chemical enhancement (SDBS added to the CMC 

at the end of drainage 1) and a thermal enhancement (temperature increased up to 50 °C at the 

end of drainage 1). The column characteristics were identical to those described for the 1D 

cells, with the following differences (Figure 148 and Figure 149 ): 

 height: 25.50 cm, 

 3 TRD probes, 

 6 unpolarizable potential electrodes (electrodes configuration: Wenner-Schlumberger). 

 

 
Figure 148: Experimental 1D column set-up 

 

 
Figure 149: Schematic drawing of 1D column 
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No experiments were performed with optical densities in the 1D columns. That feature has 

been incorporated into 2D tank experiments (see chapter 6). 

 

5.2 Numerical and mathematical modeling 

 

The results presented in this chapter only relate to model two-phase flow using Generalized 

Darcy’s law with non-wetting pressure-wetting pressure formulations. 

 

5.2.1 COMSOL Multiphysics® 

 

All equations were solved using COMSOL Multiphysics®. COMSOL Multiphysics® is a 

numerical simulation tool for 1, 2, and 3-dimensional cases that solves any type of simple or 

coupled partial differential equations using the finite element method. COMSOL 

Multiphysics® has the following main characteristics: 

 A graphical interface defines the computing environment, 

 A modeling process facilitates at all levels: definitions of geometry, mesh, physical 

optimization of parameters and visualization of results,  

 A library of models where the models can be used or modified in many areas of physics 

(fluid mechanics, electromagnetic, electronics, even deformation of materials, 

hydraulics, thermal geophysics, or porous media), depending on the modules available 

in the license used. 

 

Users can choose the appropriate method to solve a problem from an equations database that is 

already integrated and implemented in COMSOL Multiphysics®. Depending on the equations, 

it is possible to change geometry, initial and boundary conditions, and type of numerical solver 

to solve matrix systems. In this study, the predefined single-phase Darcy law in Fluid and 

Subsurface flow section were used for each phase and modified to include capillary pressure 

[Davarzani et al. (2014)]. The main modeling steps in COMSOL Multiphysics® are as below: 

 Define the geometry, 

 Choose the suitable physics or equations, 

 Select the time dependency of the process (stationary, time dependent, etc.), 

 Select the domain geometry characteristics, 

 Define the boundary conditions, 

 Select suitable domain mesh and time with time step, 

 “Study” the process, 

 Postprocess the results. 

 

5.2.2 Design of the model 

 

In pressure-pressure formulations, there are two Darcy law equations for wetting (w) and non-

wetting (n) phases. Water saturation was estimated by capillary pressure, which was defined by 

the pressure difference between two phases. The capillary pressure function and relative 

permeability function used were based on VGM equations. Table 46 shows the equations that 

form the mathematical model. 
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Table 46: Equations forming the two-phase flow model with COMSOL Multiphysics® 

(pressure-pressure formulations) 

Pressure-pressure formulation 

Cscρw [
∂Pn

∂t
−

∂Pw

∂t
] − 𝛁. ρw[𝐤𝐢𝐣 λw(𝛁Pw − ρw𝐠𝛁z)] = qw 

Eq. 114 −Cscρn [
∂Pn

∂t
−

∂Pw

∂t
] − 𝛁. ρn[𝐤𝐢𝐣 λn(𝛁Pn − ρn𝐠𝛁z)] = qn 

Csc = −Ø
∂Sw

∂Pc
 

λw =
krw

μw
 

Eq. 112 

λn =
krn

μn
 

Pc(Sw) = Pn − Pw Eq. 110 

Sw + Sn = 1 Eq. 111 

Capillary pressure function 

Sew =
1

[1 + (αhc)n]m
 Eq. 61 

Sew =
Sw − Srw

1 − Srw
=

θw − θrw

θws − θrw
 Eq. 85 

Sw = Sew(1 − Srw − Srn) + Srw Eq. 212 

Relative permeabilities function (VGM) 

m = 1 −
1

n
 Eq. 62 

krw = Sew
0.5 [1 − (1 − Sew

1
m )

m

]

2

 Eq. 63 

krn = (1 − Sew)0.5 (1 − Sew

1
m )

2m

 Eq. 64 

 

The experimental results considered for the modeling were based on: 

 the sink and source terms are considered to be equal to zero (no reaction): qw = 0 and 

qn=0, 

 the drainage-imbibition experiments for 0.5 and 0.1 mm GB (α, n, Srn and Srw): without 

enhancement (see Table 40, p. 133), with SDBS (see Table 43, p. 154) and with thermal 

enhancement (see Table 45, p. 165), 

 the measured rheological parameters: 

o water and DNAPL dynamic viscosity (see Figure 49, p. 100), 

o water and DNAPL density (see Figure 58, p. 109). 

 

5.2.3 Initial values and boundary conditions 

 

After drawing the column geometry, selecting the equations and defining the variables, the next 

step was to choose the same initial and boundary conditions as in 1D column experiments. The 

geometry used in the simulation is drawn directly into the COMSOL Multiphysics® software 

with the same scale as in the 1D column experiment. The most important factor in explaining 

flow is to represent the experiment as accurately as possible. This is dependent on the boundary 

conditions.  
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A screen shot of the geometry and meshes of the 1D column is shown in Figure 150. The 

number of meshes was adapted in a way that there were no changes in results (8908 triangular 

meshes). 

 

 
Figure 150: Geometry and meshing of 1D column 

 

5.2.3.1 Initial values 

 

The initial condition is the system state at the beginning of a time dependent solution. This 

means the value of the variable is assumed to be known at any point of the system at the initial 

time (t=0).  

 

The initial conditions are set from the height of DNAPL, hpn (m), and the height of water, hpw 

(m), from the filter at the bottom of the 1D column. The initial conditions vary according to 

whether one models drainage or imbibition process: 

 Drainage: Pw=ρwghpw and Pn=0 with hpw=0.379 m 

 Imbibition: Pw=0 and Pn=ρnghpn with hpnw = 0.23 m 

 

5.2.3.2 Boundary conditions 

 

Figure 151 shows the boundary conditions for drainage and imbibition in 1D column 

experiments. 

 

 

1 and 4: no flow 

2: Pn= hpnρng 

3: Pw= hpwρwg 

 

1 and 4: no flow 

2: Pn= hpnρng 

3: Pw= hpwρwg 

a) Drainage b) Imbibition 

Figure 151: Boundary conditions for drainage and imbibition in 1D column experiments 
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Pressure head (hpn and hpw) variations depend: i. on height variations in the DNAPL reservoir 

column; ii. on the height of the DNAPL/air interface in the DNAPL reservoir column; iii. on 

the height of the water/air interface in the water reservoir column. 

 

The functions hpn=f(t) and hpw=f(t), presented in Figure 152, give an example of the variations 

of the DNAPL and water pressure heights versus time applied in experiments for drainage with 

0.5 mm GB. 

 

 
Figure 152: Experimental function hpn and hpw as a function of time 

 

These measurements were performed for every experiment to impose Pn and Pw at the boundary 

conditions (i.e. 0.5 mm GB, 0.1 mm GB, without enhancement, with thermal enhancement, 

with chemical enhancement). 

 

5.3 Results and discussion 

 

5.3.1 Experiments in 1 D columns without enhancement 

 

The drainage-imbibition experiments were conducted with 0.5 and 0.1 mm GB without 

enhancement. We modeled drainages and imbibitions and monitored their permittivity and 

electrical resistivity. 

 

5.3.1.1 Experimental results and comparison with numerical simulation 

 

Several drainage-imbibition experiments were performed with 1D columns: 

 3 experiments with 0.5 mm GB with membrane (of which 2 were monitored for 

permittivity and resistivity),  

 3 experiments with 0.5 mm GB without membrane (the 3 experiments were monitored 

for permittivity and resistivity),  

 3 experiments with 0.1 mm GB without membrane (of which were 2 monitored for 

permittivity and resistivity). 

 

The results for water saturations at the end of drainages (Srw) and imbibitions (1-Srn) are 

displayed in Figure 153. 
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Figure 153: Change in water saturation as a function of drainage-imbibition cycle for 0.5 

and 0.1 mm GB in 1D cells and 1D columns (with and without membrane) 

 

One can see that the results for the experiments in 1D cells with a membrane were similar to 

those performed without membrane. As for the 0.5 mm GB, the Sw at the end of drainage and 

imbibition were respectively: 0.248 ± 0.023 and 0.891 ± 0.052 for 1D cells with membrane, 

0.242 ± 0.014 and 0.902 ± 0.016 for 1D columns with membrane, and 0.243 ± 0.019 and 0.906 

± 0.022 for 1D columns without membrane. These results confirm that the drainage area close 

to the filters is very thin (see section 4.2.3.2). The effects of this drainage area are very limited 

on 1D columns, which are 0.25 m high.  

 

From the experiments performed with 0.1 mm GB in 1D cells and 1D columns, we could also 

compare Sw. The Sw at the end of drainages and imbibitions were respectively: 0.309 ± 0.05 

and 0.873 ± 0.052 for 1D cells and 0.319 ± 0.014 and 0.865 ± 0.020 for 1D columns. The results 

are therefore similar as well. 

 

This shows that: i. the experiments in 1D cells and 1D columns are reliable; ii. The experiments 

in 1D columns do not need a membrane to generate correct Srw and Srn values. 

 

We compared the drainage-imbibition experimental results with modeling for the 0.5 and 

0.1 mm GB.  

 

a) Drainage-imbibition with 0.5 mm GB: comparison of experimental and modeled results 

 

This section focused on a experiment with 0.5 mm GB without membrane allowing to compare 

modeling and the experimental results. 

 

The results for modeling Sew over time during drainage are shown in Figure 154. 

  



Chapter 5: Experiments in 1D columns 

 

182 

 

        

Sew 

 
Days 0.00 

 

3.09 5.15 8.24 10.30 11.85 12.88  

Figure 154: Evolution of the effective water saturation (Sew) modeled during drainage with 

0.5 mm GB 
 

The comparison of experimental and modeled results is based on: i. a global approach, with 

varied averaged Sw over the column surface (model) and DNAPL recovery volumes in 1D 

columns (measures of DNAPL volumes in reservoir); ii. a more detailed approach with 

variations in DNAPL-water interface displacement (Figure 155). 

 

  
a) Average SW and volume of DNAPL 

recovered 
b) DNAPL-water interface position 

Figure 155: Comparison of experimental and modeled results for drainage in 1D column with 

0.5 mm GB: a) average SW and volume of DNAPL recovered and b) DNAPL-water interface 

position 

 

The modeled volumes of DNAPL, VDNAPL, were calculated as follows (Eq. 213):  

VDNAPL = Vcolumn∅(1 − Sw) Eq. 213 

 

From Figure 155, the differences between the modeled and experimental results are not 

significant. The ratios between the measured and modeled DNAPL volumes were, from the 

fourth day, on average about 0.98 (Figure 156). Between the first and fourth days, this ratio was 

higher, up to 12. This is related to the fact, at the beginning, that the volumes are small and that 

a small volume difference causes proportionally high variations. 

 

As for the DNAPL-water interface migration front, we have used two hypotheses: the migration 

front is visible from Sw=0.7 and Sw=0.8. We see that the modeled migration front is 

superimposed correctly on the measured value in our experimental conditions. 
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Figure 156: Evolution of VDNAPL measured/VDNAPL modeled ratios during drainage in 1D 

column with 0.5 mm GB 

 

The compared experimental and modeled results for imbibition are shown in Figure 157. 

 

  
a) Average SW and volume of DNAPL 

recovered 
b) DNAPL-water interface position 

Figure 157: Comparison of experimental and modeled results for imbibition in 1D column 

with 0.5 mm GB: a) average SW and volume of DNAPL recovered and b) DNAPL-water 

interface position 

 

The modeling results with pressure-pressure formulation are similar to the experimental results 

for both DNAPL volumes recovered and the migration front displacement. Figure 158 shows 

how the VDNAPL measured/VDNAPL modeled ratio changes and displays that the models do 

reproduce the experimental results reasonably well (the ratios vary between 0.90 and 1.28). 

 

 
Figure 158: Evolution of VDNAPL measured/VDNAPL modeled ratios during imbibition in 1D 

column with 0.5 mm GB 
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b) Drainage-imbibition with 0.1 mm GB: comparison of experimental and modeled results 

 

An example of a drainage-imbibition experiment with 0.1 mm GB is discussed below. 

 

Figure 159 shows how SW and VDNAPL change during drainage with 0.1 mm GB and DNAPL-

water interface displacement.  

 

  
a) Average SW and volume of DNAPL 

recovered 
b) DNAPL-water interface position 

Figure 159: Comparison of experimental and modeled results for drainage in 1D column with 

0.1 mm GB: a) average SW and volume of DNAPL recovered and b) DNAPL-water interface 

position 

 

The modeling results match the experimental results. The VDNAPL measured/VDNAPL modeled 

ratio varies between 0.83 and 1.06 from the fifth day (Figure 160). Before the fifth day, the ratio 

was higher. This was also explained by the volumes being small and a small measurement 

difference causing high variation in the ratios. 

 

 
Figure 160: Evolution of VDNAPL measured/VDNAPL modeled ratios during drainage in 1D 

column with 0.1 mm GB 

 

Figure 161a) shows how Sw and VDNAPL changed during the imbibition with 0.1 mm GB; 

Figure 161b) illustrates the DNAPL-water interface displacement (measured and modeled). 
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a) Average SW and volume of DNAPL 

recovered 
b) DNAPL-water interface position 

Figure 161: Comparison of experimental and modeled results for imbibition in 1D column 

with 0.1 mm GB: a) average SW and volume of DNAPL recovered and b) DNAPL-water 

interface position 

 

We see that the model fits the experimental results very well for both VDNAPL and DNAPL-

water interface. At the start of imbibition, the modeled and measured values were almost 

superimposable. When the DNAPL volume was smaller (from Day 7), the variations in the 

VDNAPL measured/VDNAPL modeled ratio tended to increase (from 0.84 to 1.33) (Figure 162).  

 

 
Figure 162: Evolution of VDNAPL measured/VDNAPL modeled ratios during imbibition in 1D 

column with 0.1 mm GB 

 

c) Comparison of drainage-imbibition experiments with 0.5 and 0.1 mm GB 

 

Figure 163 shows drainage-imbibition results (measured and modeled) for 0.5 and 0.1 mm GB. 

 

 
Figure 163: Comparison between modeled and measured DNAPL volume (VDNAPL) for 

experiments with 0.5 and 0.1 mm GB 
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We see in Figure 163 that the volume of DNAPL added to the 1D column at the end of drainage 

with 0.1 mm GB was lower than with the 0.5 mm GB (respectively 161.13 mL modeled vs  

174.48 mL, i.e. 8.9% more). 

 

Moreover, on the same date (i.e. at equivalent Pc), there was little difference between the 

DNAPL volumes recovered during drainage and imbibition. This was related to the fact that we 

waited 3 hours between each Pc variation. This stabilization period was necessary to reach fluid 

equilibrium and to collect representative data for permittivity and resistivity. During the 

experiments, the stabilization periods for the DNAPL-water interface were much higher for the 

0.1 mm GB than for the 0.5 mm GB. This aspect will be further discussed in the section dealing 

with experiments with the 2D tank (Chapter 6). 

 

At the end of imbibition, we clearly distinguished lower recovered DNAPL volumes for  

0.1 mm GB than for 0.5 mm GB. The remaining volumes in the 1D column were respectively 

29.47 mL (for modeled DNAPL) vs 25.12 mL (i.e. 14.8% difference). This difference of 

recovery is related to differences in Srn. 

 

Distance from column bottom (for drainage) and distance from column top (for the imbibition) 

as a function of Sw show the thickness of the DNAPL-water boundaries and especially the 

transition zones (Figure 164). 

 

  
a) Drainage with 0.5 and 0.1 mm GB b) Imbibition with 0.5 and 0.1 mm GB 

Figure 164: Comparison of the water saturation (Sw) modeled profile for different times 

during a) drainage and b) imbibition experiments (for 0.5 and 0.1 mm GB) 

 

We see that the DNAPL-water interface transition is more diffuse for the 0.1 mm GB than for 

the 0.5 mm GB. This can be explained by the capillary effect being more important for 0.1 mm 

GB than the 0.5 mm ones. This corroborates the observations made with the 1D cell 

experiments (See section 4.2.3). Therefore, if we consider Sw= 0.7 and 0.8, the water saturation 

profile differences during the drainage at t=8.24 d are: 4.26 mm (for 0.5 mm GB) and 7.25 mm 

(for 0.1 mm GB), which corresponds to an increase of 78.4%. Figure 165 illustrates this 

phenomenon. 
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Sew 

 
 0.5 mm GB 0.1 mm GB  

Figure 165: Comparison of water-DNAPL interface transitions zones modeled with 0.5 and 

0.1 mm GB (drainage experiment at t=8.24 d) 

 

The comparison between experimental and modeled recovered DNAPL volumes shows that the 

model predicts the experimental data well. 

 

5.3.1.2 Permittivity monitoring 

 

Permittivities values were monitored at three points: TDR T (top), TDR M (medium) and TDR B 

(bottom) (Figure 166). 

 

 
Figure 166: Position of the TDR probes 

 

a) Drainage-imbibition with 0.5 mm GB 

 

Figure 167 shows changes in permittivity, ε (corrected relative to the reference value of air and 

water measured at the beginning of the experiment, see Eq. 186) and in Sw (estimated from 

volume balance) as a function of time during a drainage-imbibition experiment conducted with 

0.5 mm GB. 
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Figure 167: Evolution of water saturation and permittivity as a function of time in 1D column 

(example of a drainage-imbibition experiment with 0.5 mm GB) 

 

During drainage variations in Sw were accurately detected by TDR B, then M and then H (high), 

and the reverse for imbibition. Therefore, the migration front was detected successively by each 

of the TDR probes. The ε measured by each of the TDR probes at the end of drainage  

(ε ~ 11.92) and imbibition (ε ~ 27.77) were relatively similar. The slopes of the curves ε = f(t) 

were almost vertical, which means very sharp DNAPL/water boundaries. 

 

b) Drainage-imbibition with 0.1 mm GB 

 

Figure 168 shows changes in ε and in Sw as a function of time during a drainage-imbibition 

experiment conducted with 0.1 mm GB. 

 

 
Figure 168: Evolution of water saturation and permittivity as a function of time in 1D column 

(example of a drainage-imbibition experiment with 0.1 mm GB) 

 

Globally, the same variations as for the 0.5 mm GB are reported with the exception of the curve 

slopes ε = f(t) and measured ε by each of the TDR probes at the end of drainage and imbibition. 

 

As expected, the slope of the curves ε = f(t) is less steep for the 0.1 mm GB, which demonstrates 

a more spread out migration front. The ε measured by each of the TDR probes were relatively 

similar but different than those acquired with the 0.5 mm GB; the permittivities measured were 

in average 13.65 at the end of drainage and 25.55 at the end of imbibition. 
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c) Comparison of drainage-imbibition with 0.5 and 0.1 mm GB 

 

Figure 169 and Figure 170 compare measured permittivity, estimated permittivity, and modeled 

water saturation as a function of time for 0.5 and 0.1 mm GB, respectively. Where we examine 

only drainage; imbibition showed the same results. The estimated permittivity was calculated 

from Sw (calculated from numerical model) and Eq. 197 for 0.5 mm GB, and Eq. 198 for  

0.1 mm GB (CRIM model). 

 

 
Figure 169: Comparison of measured and estimated permittivity and estimated water 

saturation as a function of time in 1D column (for 0.5 mm) 

 

 
Figure 170: Comparison of measured and estimated permittivity and modeled water 

saturation as a function of time in 1D column (for 0.1 mm) 

 

Values for εmeasured were similar to εestimated: εestimated at the end of drainage were on average 10.63 

(vs εmeasured = 11.09) for 0.5 mm GB and 12.31 (vs εmeasured = 12.78). This matches the results 

from the modeling output data (see section 4.2.3.3). However the variations in εmeasured are 

sharper than variations in εestimated. 

 

The permittivity drop for 0.1 mm GB occured slightly earlier than the one for the 0.5 mm GB. 

This is due to: i. the DNAPL-water interface being more spread out for the 0.1 mm GB and;  
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ii.: the εmeasured changing as the DNAPL migration front approached within 2 mm of the TDR 

probes (see section 4.2.3.3). 

 

The results for average water saturation and permittivity as a function of different drainage-

imbibition cycles are shown in Figure 171.  

 

 
Figure 171: Change in water saturation and permittivity (measured and estimated) as a 

function of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns 

(without enhancement) 

 

The measured permittivities match the measured Sw. As for the 0.5 mm GB, the average 

permittivity measured at the end of drainages and imbibitions were respectively: 11.92 ± 1.80 

and 27.77 ± 2.17 for 1D cells with membrane, 11.66 ± 0.71 and 27.16 ± 0.64 for 1D columns 

with membrane and, 11.78 ± 1.22 and 27.42 ± 0.92 for 1D columns without membrane. 

 

For the 0.1 mm GB, the measured permittivities also matched the measured Sw. The ε measured 

at the end of the drainages and imbibitions were respectively: 13.52 ± 1.99 and 25.32 ± 2.19 for 

1D cells with membrane and 13.17 ± 0.85 and 25.58 ± 0.55 for 1D columns without membrane. 

 

The 1D columns have lower permittivity and water saturation standard deviations than the 1D 

cells. This is probably related to the fact that the volumes are higher and local heterogeneity is 

abated. 

 

The estimated permittivities match the measured permittivities (Figure 172). 
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Figure 172: Measured permittivity/estimated permittivity ratios as a function of drainage-

imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns (without enhancement) 

 

As shown in Figure 172, the measured permittivity/estimated permittivity ratios were similar 

for the 1D cells and 1D columns. For the 0.5 mm GB these ratios varied between 1.04 and 1.07 

for Sw=100% (start), 1.10 and 1.12 at the end of the drainage, and 1.01 and 1.04 at the end of 

the imbibition. For the 0.1 mm GB, these ratios were 1.10 and 1.11 at the start, 1.05 and 1.08 

at the end of the drainage, and 0.94 and 0.96 at the end of imbibition.  

 

5.3.1.3 Electrical resistivity monitoring 

 

The resistivities were monitored via six unpolarizable potential electrodes (PE 1 to PE 6) 

(Figure 173). The measured resistivity comes from the measurements of juxtaposed potential 

electrodes (separated by 2.7 cm). The resistivity measurement zones inside the column were 

labeled as follows (from bottom to top): R1 (PE1-PE2), R2 (PE2-PE3), R3 (PE3-PE4), R4 

(PE4-PE5), R5 (PE5-PE6). Therefore, these values incorporate the five juxtaposed column 

heights (R1 to R5). The measurement zone called R6, unlike the other measurement points (R1 

to R5), incorporates a longer column height (2.7×3 i.e. 8.1 cm) since it results from the 

measurements of potential electrodes PE2-PE5. 

 

 
Figure 173: Position of the unpolarizable potential electrodes of 1D column 
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a) Drainage-imbibition with 0.5 mm GB 

 

Figure 174 shows changes in ρc and in Sw (estimated from volume balances) as a function of 

time during a drainage-imbibition experiment conducted with 0.5 mm GB. 

 

 
Figure 174: Evolution of water saturation and resistivity as a function of time in 1D column 

(example of a drainage-imbibition experiment with 0.5 mm GB) 

 

The expected resistivity changes respectively for R1 to R6 (positioned from bottom to top) during 

drainage (and the reverse during imbibition). The data collected for resistivity show greater 

variability than for permittivity. Therefore, in the example shown in the Figure 174, the 

resistivities at the end of drainage 1 and imbibition 1 were in average 12 603 ± 2 731 Ω.m and 

153 ± 13 Ω.m, respectively. 

 

b) Drainage-imbibition with 0.1 mm GB 

 

Figure 175 shows changes in ρc and in Sw as a function of time during a drainage-imbibition 

experiment conducted with 0.1 mm GB. 

 

 
Figure 175: Evolution of water saturation and resistivity as a function of time in 1D column 

(example of a drainage-imbibition experiment with 0.1 mm GB) 

 

The migration front was indeed detected successively by the electrodes. During the transition 

phases (i.e. between the variations of Srn to Srw), the resistivities show even higher variability 

for the 0.1 mm GB than for the 0.5 mm GB. Overall, during the end of drainage and imbibition 

phases, the results display acceptable variabilities. For example, the resistivities at the end of 

drainage 1 and imbibition 1 were on average 88339 ± 3378 Ω.m and 934 ± 44 Ω.m, respectively. 
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c) Comparison of drainage-imbibition with 0.5 and 0.1 mm GB 

 

Figure 176 and Figure 177 compare measured and estimated resistivity, and modeled water 

saturation as a function of time for 0.5 and 0.1 mm GB. We examined only drainage; imbibition 

showed the same results. The estimated resistivity was calculated from Sw (calculated from 

numerical model) and Eq. 205 to Eq. 208 (Archie’s law). 

 

 
Figure 176: Comparison of measured and estimated resistivity and modeled water saturation 

as a function of time in 1D column (for 0.5 mm) 

 

 
Figure 177: Comparison of measured and estimated resistivity and modeled water saturation 

as a function of time in 1D column (for 0.1 mm GB) 

 

The resistivities varied earlier for the 0.1 mm GB than for the 0.5 mm GB. The increase in 

resistivity is slower for 0.1 mm GB, which is logical because the DNAPL-water interface is 

thicker. This phenomenon has already been reported for permittivities measurements. 

 

The differences between the measured and estimated resistivities match those reported in  

Figure 179. Accordingly, the ρc,measured/ρc,estimated ratios are 3.4 at the end of drainage with the  

0.5 mm GB and 13.1 at the end of drainage with the 0.1 mm GB.  
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The results for water saturation and resistivity (measured and estimated) at the end of the 

drainages (Srw) and imbibitions (1-Srn) are shown in Figure 178. 

 

 
Figure 178: Change in water saturation and resistivity (measured and estimated) as a 

function of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns 

(without enhancement) 

 

The measured resistivities confirm the results reported for the 1D cells. Using a membrane has 

no influence on Sw or measured resistivity; resistivity at the end of the drainages and imbibitions 

for the 0.5 mm GB was respectively: 9093 ± 3420 Ω.m and 150 ± 54 Ω.m for 1D cells with 

membrane, 10693 ± 2705 Ω.m and 145 ± 28 Ω.m for 1D columns with membrane and, 11025 

± 4752 Ω.m and 148 ± 25 Ω.m for 1D columns without membrane. 

 

The experimental results with the 0.1 mm GB in 1D columns matched those obtained in the 1D 

cells. The measured resistivities at the end of the drainages and imbibitions were respectively:  

90589 ± 30641 Ω.m and 1061 ± 563 Ω.m for 1D cells with membrane and 91851 ± 16120 Ω.m 

and 989 ± 243 Ω.m for 1D columns without membrane. 

 

The differences between the estimated and measured resistivity values were pretty similar to 

those determined for the 1D cells (Figure 179). 
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Figure 179: Measured resistivity/estimated resistivity ratios as a function of drainage-

imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns (without enhancement) 

 

For the 0.5 mm GB, the average measured resistivity/estimated resistivity ratios vary between 

0.63 and 0.66 for Sw=100% (start), 3.13 and 3.63 at the end of the drainage and, 0.98 and 1.01 

at the end of the imbibition. For the 0.1 mm GB, these ratios ranged between 0.72 and 0.76 at 

the start, 12.83 and 14.64 at the end of drainage, and 4.71 and 5.21 at the end of imbibition. 

 

The measured resistivity/estimated resistivity were ratios were closer to 1 at the end of the 

imbibition than at the end of the drainage. Therefore, systematic under-estimation of estimated 

values at the end of drainages is reported. Since this estimation is quantified and stable for 1D 

cells and 1D columns, it was used to approximate Sw. 

 

We see very good homogeneity of results for 1D cells and 1D columns. The results for Sw and 

ρc,measured with and without membrane in the 1D columns demonstrate that it is not necessary to 

use membranes to approach the values determined with 1D cells with membranes. 

 

5.3.2 Experiments in 1 D columns with chemical enhancement 

 

In total, 6 experiments were conducted to estimate the effect of SDBS addition at the end of 

drainage 1: 

 3 experiments with 0.5 mm GB without membrane (the 3 experiments were monitored 

for permittivity and resistivity), 

 3 experiments with 0.1 mm GB without membrane (of which 2 were monitored for 

permittivity and resistivity). 

 

Figure 180 shows the water saturations as a function of the drainage and imbibition cycles for 

1D cells and 1D columns with chemical enhancement. 
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Figure 180: Change in water saturation as a function of drainage-imbibition cycle for 0.5 

and 0.1 mm GB in 1D cells and 1D columns (with and without chemical enhancement) 

 

The Sw at the end of the imbibition after SDBS addition were similar the 1D cells and 1D 

columns. 

 

For the 0.5 mm GB, Sw for 1D cells and 1D columns were, respectively, 0.92 ± 0.01 and 0.93 

± 0.03. For the 0.1 mm GB, Sw for 1D cells and 1D columns were, respectively, 0.93 ± 0.03 

and 0.94 ± 0.03. The remediation yields with chemical enhancement were of the same order of 

magnitude as those reported in 1D cells: 26.4% for 0.5 mm GB and 53.4% for 0.1 mm GB. 

 

5.3.2.1 Experimental results and comparison with numerical simulation 

 

In this section, only imbibitions were considered because SDBS was only added in the columns 

at the end of the drainages. 

 

Figure 181 shows comparison of Sw measured and modeled, as well as the volume of DNAPL 

modeled and measured in the 1D column, during imbibition. The models were run by using the 

data reported in section 5.2. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 181: Comparison of drainage-imbibition experiments for a) 0.5 and b) 0.1 mm GB 

with chemical enhancement (DNAPL modeled volume vs DNAPL measured volume) 
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The two-phase flow model with chemical enhancement, like the 1D column experiments 

without any enhancement, allows to reproduce very well the variations of Sw and the volumes 

of DNAPL recovered as a function of time. The measured value/modeled values ratios are, at 

the end of the imbibition: 0.89 for 0.5 mm GB and 0.90 for 0.1 mm GB. 

 

5.3.2.2 Permittivity monitoring 

 

Figure 182 shows changes in ε and in Sw as a function of time during drainage-imbibition 

experiments conducted with 0.5 and 0.1 mm GB (with chemical enhancement). 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 182: Evolution of water saturation and permittivity as a function of time in 1D column 

with chemical enhancement (example of drainage-imbibition experiments with a) 0.5 mm GB 

and b) 0.1 mm GB) 

 

We see the same variations and correlations between Sw and measured permittivities as before. The 

permittivity variations during drainage were slower for the 0.1 mm GB than for the 0.5 mm GB 

(see section 5.3.1.2). Adding SDBS at the end of drainage caused faster variations in ε (the 

ε=f(t) slopes are steeper). The stepped curves were related to the steady-state conditions of hpn 

and hpw. The results for water saturation and permittivities (measured and estimated) at the end 

of the drainages (Srw) and imbibitions (1-Srn) are displayed in Figure 183. 

 

 
Figure 183: Change in water saturation and permittivity (measured and estimated) as a 

function of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns 

(with and without chemical enhancement) 
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The measured permittivities match the measured Sw (and more specifically the reductions in Srn 

with chemical enhancement). At the end of imbibition, the average measured permittivities for 

the 0.5 mm GB with SDBS were 29.80 ± 1.46 for 1D cells and 29.46 ± 1.21 for 1D columns 

whereas it was 27.77 ± 2.17 for 1D cells and 27.42 ± 0.92 for 1D columns without surfactants. 

 

For the 0.1 mm GB, the reductions in Srn with chemical enhancement were also clear. The 

average measured permittivities with SDBS were 32.13 ± 0.38 for 1D cells and 31.33 ± 0.91 

for 1D columns and were 25.32 ± 2.19 for 1D cells and 25.58 ± 0.55 for 1D columns without 

surfactants. 

 

The measured permittivity/estimated permittivity ratios with chemical enhancement matched 

the ratios shown without chemical enhancement (Figure 184). 

 

 
Figure 184: Measured permittivity/estimated permittivity ratios as a function of drainage-

imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns (with and without 

chemical enhancement) 

 

The measured permittivity/estimated permittivity ratios were very similar for the 1D cells and 1D 

columns. At the end of imbibition, these ratios varied between 1.01 and 1.08 for the 0.5 mm GB, 

and between 0.94 and 1.12 for the 0.1 mm GB.  

 

These results confirmed that surfactants, used at the CMC, do not influence permittivity 

measurements. This confirms that we can estimate Srn using the TDR probes. 

 

5.3.2.3 Electrical resistivity monitoring 

 

Figure 185 shows changes in resistivities and in Sw as a function of time during a drainage-

imbibition experiment conducted with 0.5 and 0.1 mm GB (with chemical enhancement). 
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a) 0.5 mm GB b) 0.1 mm GB 

Figure 185: Evolution of water saturation and resistivity as a function of time in 1D column 

with chemical enhancement (example of drainage-imbibition experiments with a) 0.5 mm GB 

and b) 0.1 mm GB) 

 

Variations during drainages for 0.5 mm GB and 0.1 mm GB presented the same characteristics 

as previously, i.e. lower ρc=f(t) slopes for 0.1 mm GB, which means a less sharp DNAPL-water 

interface. During imbibition, after the addition of SDBS, we see that: i. resistivity variations 

were minimized (lower saltatory effects) and ii., the slopes were steeper. This shows that the 

capillary effects were reduced and that it is easier to displace the DNAPL-water interface. 

 

The results for water saturation and resistivity (measured and estimated) at the end of the 

drainages (Srw) and imbibitions (1-Srn) are shown in Figure 186. 

 

 
Figure 186: Change in water saturation and resistivity (measured and estimated) as a 

function of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns 

(with and without chemical enhancement) 

 

We can see that the measured resistivities agree with how Sw changes as a function of the 

drainages and imbibitions (with and without surfactants). Therefore, for 0.5 mm GB in 1D 

columns, the average resistivities at the end of imbibition were respectively 148 ± 25 Ω.m 

without SDBS and 102 ± 26 Ω.m with SDBS (for respective Sw of 0.91 and 0.93). For 0.1 mm 

GB in 1D columns, the average resistivities at the end of imbibition were respectively 989 ± 

243 Ω.m without SDBS and 156 ± 45 Ω.m with SDBS (for respective Sw of 0.87 and 0.93). 

These results agree with the resistivities measured in the 1D cells. 
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Figure 187 shows how measured resistivity/estimated resistivity ratios vary as a function of 

drainage-imbibition cycle. 
 

 
Figure 187: Measured resistivity/estimated resistivity ratios as a function of drainage-

imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns (with and without 

chemical enhancement) 

 

The measured resistivity/estimated resistivity ratios for 1D columns agreed with those for the 

1D cells. Here also, the estimated resistivity values were underestimated at the end of the 

drainages. The measured resistivity/estimated resistivity ratios were close to those for the 1D 

cell experiments. For the 1D columns, these ratios at the end of imbibition after addition of 

SDBS (which are more important for estimating Srn) are measured to be: 0.74 for 0.5 mm GB 

(vs 0.43 for 1D cells) and 0.98 for 0.1 mm GB (vs 0.47 for 1D cells).  

 

5.3.3 Experiments in 1 D columns with thermal enhancement 

 

In total, 6 experiments were conducted to estimate the effect of thermal enhancement at the end 

of drainage 1: 

 3 experiments with 0.5 mm GB without membrane (of which was one monitored with 

permittivity and resistivity), 

 3 experiments with 0.1 mm GB without membrane (of which was one monitored with 

permittivity and resistivity). 

 

Figure 188 shows how water saturations changed as a function of the drainage and imbibition 

cycles for 1D cells and 1D columns with thermal enhancement. 

 



Chapter 5: Experiments in 1D columns 

 

201 

 
Figure 188: Change in water saturation as a function of drainage-imbibition cycle for 0.5 

and 0.1 mm GB in 1D cells and 1D columns (with and without thermal enhancement) 

 

As shown in the previous experiments (without enhancement and with chemical enhancement), 

the Srn and Srw with thermal enhancement were very similar for the 1D cells and 1D columns. 

For example, for the 0.5 mm GB, the Sw at the end of imbibition were, 0.88 ± 0.03 and 0.89 ± 

0.03 for the 1D cells and 1D columns, respectively. In the same way, for the 0.1 mm GB, the 

Sw at the end of imbibition were 0.86 ± 0.03 and 0.87 ± 0.03 for the 1D cells and 1D columns, 

respectively. 

 

The Srn with thermal enhancement were very similar to those we determined without 

enhancement; therefore, thermal enhancement did not influence recovery yields. 

 

5.3.3.1 Experimental results and comparison with numerical simulation 

 

Only imbibitions were considered, given that the columns were only heated at the end of the 

drainage to see the effects of thermal enhancement on Srn. Figure 189 compares measured and 

modeled Sw, as well as the modeled and measured volume of DNAPL in the 1D column, during 

imbibition. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 189: Comparison of drainage-imbibition experiments for a) 0.5 and b) 0.1 mm GB 

with thermal enhancement (DNAPL modeled volume vs DNAPL measured volume) 
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The two-phase model with thermal enhancement simulates the Sw variations and the DNAPL 

volumes recovered as a function of time very well. At the end of the imbibition, the measured 

value/modeled value ratios were 0.97 for 0.5 mm GB and 1.05 for 0.1 mm GB. 

 

5.3.3.2 Permittivity monitoring 

 

Figure 190 shows changes in ε and in Sw (estimated from volume balance) as a function of time 

during drainage-imbibition experiments conducted with 0.5 mm GB and 0.1 mm GB. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 190: Evolution of water saturation and permittivity as a function of time in 1D column 

with thermal enhancement (example of drainage-imbibition experiments with a) 0.5 mm GB 

and b) 0.1 mm GB) 

 

Just as for drainages-imbibitions without enhancement and with chemical enhancement, we 

observed good correlation between εmeasured variations and Sw. It is interesting to note the 

detected increase temperature by increasing permittivity at the end of drainage (at t=31 d for 

0.5 mm GB and at t=17 d for 0.1 mm GB). This increase, about 10%, was essentially related to 

the high DNAPL saturation. Next, when the Sw increased, this overestimation fell, which is 

logical since the overestimation for εwater+GB was 2.2%. At the end of imbibition, this 

overestimation was of the order of 2 to 3%. This corresponds to the estimated values (the 

εmeasured/εestimated ratios were of the same order of magnitude). 

 

The slopes of the ε=f(t) lines were steeper overall with thermal enhancement than without it, 

which is logical because the viscosity of the DNAPL was higher, so its mobility was too. 

 

Figure 191 shows water saturations, measured and estimated permittivities at the start and the 

end of drainage and at the end of imbibition. 
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Figure 191: Change in water saturation and permittivity (measured and estimated) as a 

function of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns 

(with and without thermal enhancement) 

 

It has been demonstrated that increasing the temperature (from 20 to 50 °C) slightly increased 

permittivities (i.e. the increase in εDNAPL+GB and εwater+GB was respectively 19.1 and 2.2%, see 

section 4.2.5.2). Considering that the majority of measured permittivity is essentially related to 

water, the increase in permittivity due to the temperature increase can be considered as 

negligible.  

 

The figure leads to the following analysis. For the 0.5 mm GB with thermal enhancement, the 

permittivities at the end of imbibition were on average 28.50 ± 0.21 and 28.39 ± 0.51, 

respectively, for the 1D cells and 1D columns, whereas without thermal enhancement they were 

27.77 ± 2.17 and 27.42 ± 0.92 for 1D cells and 1D columns, respectively. Therefore, slight 

overestimation of εmeasured with thermal enhancement (on average, of the order of 3% for 

equivalent Sw) was observed. 

 

Regarding the 0.1 mm GB with thermal enhancement, permittivities at the end of imbibition 

were on average 25.58 ± 0.01 and 26.22 ± 0.52, respectively, for the 1D cells and 1D columns; 

whereas, without thermal enhancement they were 25.32 ± 2.19 and 25.59 ± 0.55, respectively, 

for the 1D cells and 1D columns. Therefore, here also a slight overestimation in εmeasured with 

thermal enhancement (which represents an average of the order of 2% here as well for 

equivalent Sw) is observed. 

 

It is interesting to note that the standard deviations were globally lower with thermal 

enhancement. This may be related to the lower viscosity (due to thermal enhancement) 

increasing DNAPL mobility. 

 

The εmeasured/εestimated ratios as a function of the drainage and imbibition cycles are shown in 

Figure 192. 
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Figure 192: Measured permittivity/estimated permittivity ratios as a function of drainage-

imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns (with and without 

thermal enhancement) 

 

For imbibitions, the models consider changes in εDNAPL and εwater as a function of temperature. 

As reported before, we saw good correlations between the measured and estimated permittivity 

values. As regards thermal enhancement, the εmeasured/εestimated ratios vary between 1.05 and 1.06 

for the 0.5 mm GB and 0.94 and 0.96 for the 0.1 mm GB. 

 

5.3.3.3 Electrical resistivity monitoring 

 

Figure 193 shows changes in resistivities and in Sw as a function of time during a drainage-

imbibition experiment conducted with 0.5 and 0.1 mm GB (with thermal enhancement). 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 193: Evolution of water saturation and resistivity as a function of time in 1D column 

with thermal enhancement (example of drainage-imbibition experiments with a) 0.5 mm GB 

and b) 0.1 mm GB) 

 

We saw the same variations in resistivity as a function of water saturation as before, and more 

specifically flatter ρc=f(t) curves for the 0.1 mm GB. The reductions in measured resistivities 

are clear at t=31 d for 0.5 mm GB and at t=17 d for 0.1 mm GB. 

 

Figure 194 shows water saturations, measured and estimated resistivities at the start and the end 

of drainage as well as at the end of imbibition. 
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Figure 194: Change in water saturation and resistivity (measured and estimated) as a 

function of drainage-imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns 

(with and without thermal enhancement) 

 

The resistivities measured with thermal enhancement were influenced by the temperature 

increase. As reported in section 4.2.5.3, ρc,DNAPL+GB and ρc,water+GB at 50 °C represented 

respectively 30.3% and 39.6% of the resistivity at 20 °C. 

 

For equivalent Sw, ρc,measured at the end of imbibition with thermal enhancement were close for 

the 1D cells and 1D columns. Therefore, for the 0.5 mm GB, these resistivities were 63 ± 11 

and 69 ± 8 Ω.m respectively for the 1D cells and 1D columns. For the 0.1 mm GB, these 

resistivities were 87 ± 17 and 96 ± 12 Ω.m, respectively, for the 1D cells and 1D columns. 

 

The values measured with and without thermal enhancement, for equivalent Sw at the end of 

imbibition, were on average less than a ratio of 2.25 for 0.5 mm GB and 11.17 for the  

0.1 mm GB. 

 

Figure 195 shows how measured resistivity/estimated resistivity ratios vary as a function of 

drainage-imbibition cycle. 
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Figure 195: Measured resistivity/estimated resistivity ratios as a function of drainage-

imbibition cycle for 0.5 and 0.1 mm GB in 1D cells and 1D columns (with and without 

thermal enhancement) 

 

The ρc,measured/ρc,estimated ratios for thermal enhancement (taking into account for the models of 

ρc,DNAPL and ρc,water at 50 °C) were similar for the 1D cells and 1D columns. Trends highlighted 

without enhancement and with enhancement are confirmed. Therefore, ρc,measured were clearly 

higher than the estimated values at the end of drainage: the ratios varied from 2.22 to 3.62 for 

the 0.5 mm GB and from 11.83 to 14.64 for the 0.1 mm GB. The ratios at the end of imbibition 

(corresponding to the determination of Srn) were lower: they varied from 0.74 to 0.82 for the 

0.5 mm GB and from 0.75 to 0.85 for the 0.1 mm GB.  

 

5.4 Conclusions 

 

The drainage-imbibition experiments were carried out in 1D columns: i. To characterize the 

displacement of the DNAPL-water interface according to the applied pressures; ii. To validate 

the two-phase flow model; iii. To compare the modeled water saturations with the permittivity 

and resistivity measurements along the column over time; iv. To assess how chemical and 

thermal enhancements affect recovery yields. 

 

The experiments were conducted with packed column with 0.5 and 0.1 mm glass beads. 

 

A two-phase flow model was developed and run using generalized Darcy’s law (pressure-

pressure formulation). In this case, the capillary pressure and relative permeability functions 

used were based on VGM equations. The difference between the measured DNAPL volumes 

in the 1D columns (by volume balance) and the modeled volumes were very low (less than 5% 

on average). Moreover, the Sw profile across the column during drainage-imbibition (for 0.5 

and 0.1 mm GB) shows that the capillary fringe is sharper for the 0.5 mm GB than for the 0.1 

mm GB. In addition, the displacement of the DNAPL-water interface modeled corresponds to 

what was measured visually within the 1D columns. 

 

From permittivity monitoring, we found that, it is possible to monitor accurately the DNAPL-

water interface migration front, as well as estimating how Sw changes over time and in space. 
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Indeed, the correlations obtained with the CRIM model in 1D cells have been confirmed: the 

εmeasured/εestimated ratios vary between 0.92 and 1.12. 

 

Archie’s Law, used to estimate variations in resistivity as a function of Sw, correlates less well 

with these measurements than for permittivity. The measured resistivity/estimated resistivity 

ratios were closer to 1 at the end of the imbibition than at the end of the drainage; these ratios 

at the end of imbibition were 0.98 and 1.01 for the 0.5 mm GB and 4.71 and 5.21 for the  

0.1 mm GB. The obtained correlation underestimates the water saturation at the end of 

drainages. However, since these under- or over-estimations are quantified and relatively stable 

for 1D cells and 1D columns, we could use them to approximate Srn. Since the standard 

deviations for the results were relatively high (of the order of 30%), we should: i. use these 

results with caution; ii. conduct sufficient experiments; iii. correlate the results with 

permittivities (for which the results were more accurate). 

 

The chemical enhancement experiments were conducted with the addition of SDBS (at the 

CMC concentration) at the end of drainage. The remediation yields with chemical enhancement 

were of the same order of magnitude as those reported in 1D cells: 26.4% for 0.5 mm GB and 

53.4% for 0.1 mm GB.  

 

We also conducted experiments with thermal enhancement at 50 °C but saw no significant 

improvement in the remediation yield. 

 

Variations in Sw during the experiments with chemical and thermal enhancement were 

monitored alongside permittivity and resistivity. The results agreed with those reported without 

enhancements and with 1D cells. 

 

The results of permittivity and resistivity for 1D cells are coherent with those for 1D columns. 

The results for Sw, εmeasured, ρc,measured with and without membrane in the 1D columns 

demonstrate that it is not necessary to use membranes to approach the water saturation 

determined with 1D cells with membranes. 

 

Regardless of whether permittivity or resistivity is used, we can monitor saturation variations 

and quantify residual saturations considering the correction factors (i.e. measured 

values/estimated values) that were quantified as a function of water saturation. 
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6. EXPERIMENTS IN THE 2D TANK 
 

The goal of DNAPL pumping experiments in the 2D tank was: i. To validate the two-phase 

flow model in a dynamic situation during pumping operations and, in particular to assess how 

the DNAPL-water interface was displaced according to the flow rates applied; ii. To compare 

the estimated water saturations with the permittivity and resistivity measurements as well as the 

optical densities during the pumping test (at different flow rates) over time; iii. To assess how 

chemical and thermal enhancements affect recovery yields. The experiments were performed 

with two types of glass beads, at different flow rates, without enhancement and with chemical 

and/or thermal enhancements. 

 

The chapter is completed by a technical and economical analysis of free product recovery with 

and/or without enhancements. 

 

6.1 Materials and methods 

 

6.1.1 Drainage-imbibition experiments 

 

6.1.1.1 Experimental set-up  

 

The 2D tank is made of PVDF and was manufactured by SCODIP in Orléans (France). The 

main tank is composed of a reservoir for the porous medium and two counter-channels (cavities) 

on both sides for static level regulation. Counter-channels are connected with the central 

reservoir through a metallic grid that lets fluids pass through but constrains the glass beads 

inside the central reservoir. 

 

The 2D tank is thermo-regulated using an internal double-wall ducts inside and between the 

two glasses. A “LAUDA” water bath (model ECO RE 420) was used for circulating water 

inside this double-wall duct. It was filled with thermo-regulated water bath via a closed system 

which makes the water circulate from the LAUDA to the internal tank, from the internal tank 

to the double-glazing, and finally back to the LAUDA (Figure 196 and Figure 197). 

 

   
a) General view b) Counter channel c) Thermo-

regulated bath 

Figure 196: Photograph of the 2D tank (a) general view, b) counter channel, c) thermo-

regulated bath) 
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Figure 197: Main dimensions of the 2D tank 

 

The front part of this 2D tank was made of glass in order to photograph the two-phase flow. 

The back part was made with PVDF in order to plug in a network of geophysical measurement 

tools (Figure 198 and Figure 199): 15 TDR probes to measure permittivity and 60 geophysics 

electrodes (30 metallic rod current electrodes for emission and 30 unpolarizable potential 

electrodes for reception) to measure resistivity in the porous medium. A TDR probe positioned 

between two currents electrodes and two potential electrodes make a unit of measurement.  

 

 
Figure 198: Permittivity and resistivity monitoring probes on the back of the 2D tank 
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Figure 199: Photograph of the geophysics measurement (TDR and resistivity) tools network 

on the back of the 2D tank  

 

To allow fluid circulation, the tank also includes lateral access holes (6 on each side and 5 on 

the bottom as displayed in Figure 197). With the addition of silicone sealant and sealing rings, 

the tank was considered to be completely sealed and was not expected to have any fluids leaking 

from any of the possible exits described (geophysics probes, lateral exits, etc.). 

 

6.1.1.2 Experimental procedure  

 

a) Drainage-imbibition: liquids pumping and injection system 
 

Before beginning to pack the tank with glass beads, it had to be properly installed. It was 

connected to peristaltic pumps in order to inject and pump water and DNAPL. The liquids were 

pumped or injected into graduated cylinders. Two types of peristaltic pumps were used (Watson 

Marlow 205 and Watson Marlow 530U) (Figure 200). 

 

  
Figure 200: Photograph of the pumping and injection system for the 2D tank 

 

TYGON 1/4 and 1/8 tubes were used to make all connections. A specific configuration was 

respected. Figure 201 shows how the pipes were plugged to the tank. It basically consisted of 

three systems: 

 Bottom accesses (plugs): the two on the extremities were used to initially saturate the 

porous medium with water (at a low flow rate to avoid air bubbles formation). The three 



Chapter 6: Experiments in the 2D tank 

 

212 

central ones were used to inject or pump the DNAPL during the drainage-imbibition 

experiment and the downwelling (DNAPL pumping). Most of the time, only the central 

one was used. 

 Static level regulation: Two rods were inserted inside each counter-channel. One of the 

rods, the upper one, regulated the water static level. The lower one, regulated the 

DNAPL static level. Two TYGON tubes were fixed to each rod, one for pumping and 

one for injection 1 centimeter below.  

 Central Pump (10 centimeters inside the porous medium): not used until the end to 

achieve the upwelling (water pumping resulting in the upwelling of the DNAPL surface 

level). 

 

 
Figure 201: Principle of the injection and pumping device for water and DNAPL 

 

b) Drainage-imbibition and downwelling 

 

Once the set-up was completed, the tank was filled step by step with first 5 cm of glass beads 

and water injected from the bottom at a low flow rate (to avoid air bubble formation). From that 

point on, each pumped or injected (possibly evaporated or leaked) volume was precisely noted. 

Once the tank was full (around 1 centimeter below the top of the glass) and the porous medium 

was saturated, the DNAPL was injected alternatively through the lower plugs and the static 

level regulation system, to obtain homogeneous DNAPL penetration inside the system. The 

injection was stopped when the DNAPL reached half the height of the porous medium 

(approximately 15.00 cm). Then the pumping experiments at different flow rates could begin 

(Figure 202). 
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Beginning of the drainage End of the drainage  

 
Pumping – imbibition (t1) Pumping – imbibition (t2) Pumping – imbibition (t3) 

Figure 202: Photograph of the drainage and pumping in the 2D tank 

 

The experiments were carried out with different glass beads (0.1 and 0.5 mm) at different flow 

rates (50, 150, 220 mL.min-1), at two different temperatures (20 and 50 °C), with or without 

surfactant (SDBS). The DNAPL was pumped by a hole in the bottom central part of the 2D 

tank. The diameter of the hole was 3.125 cm. 

 

6.1.2 Drainage-imbibition experiments with permittivity and electrical resistivity 

monitoring 

 

6.1.2.1 Permittivity monitoring 

 

Permittivity was monitored in the same way as described in section 4.1.3.1. The arrangement 

of the TDR probes, unpolarizable potential electrodes and metallic rod current electrodes is 

shown in Figure 203. In total, 15 TDR probes were arranged in the 2D tank. 

 

 
Figure 203: Position of TDR probes, unpolarizable potential electrodes and metallic rod 

current electrodes in the 2D tank 
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On the basis of the experiments conducted in 1D cells and 1D columns, the detection zone for 

the TDR probes is estimated at around 2 mm of said TDR (Figure 204). 

 

  
Figure 204: Position of TDR probes with associated detection zones for DNAPL 

 

Permittivity measurements in these detection zones were compared with multiphase flow 

modeling and image interpretations. 

 

6.1.2.2 Electrical resistivity monitoring 

 

Resistivity was monitored in the same way as described in section 4.1.3.2. The arrangement of 

the unpolarizable potential electrodes and metallic rod current electrodes is shown in  

Figure 203. In total, 30 unpolarizable potential electrodes and 30 metallic rod current electrodes 

were arranged on of the back of the 2D tank. On the basis of experiments conducted in 1D cells 

and 1D columns, the detection zone for resistivity was estimated at around 2.50 mm around 

those electrodes (Figure 205). Two dipole-dipole injection and reception configurations were 

programed (vertical and crossed). 

 

  

 

  
Figure 205: Position of unpolarizable potential and current electrodes with associated 

estimated detection zones for DNAPL 

 

In all, there were 47 resistivity monitoring zones. The electrode configurations were Wenner 

for the rectangular vertical detection areas and equatorial dipole-dipole the square detection 

areas. 
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6.1.3 Monitoring of the drainage-imbibition experiments with image interpretation 

 

6.1.3.1 Camera set-up 

 

A camera was used to monitor the experiments. Its purpose was to capture changes in the two-

phase flow over time inside the porous medium and to estimate DNAPL saturation. 

 

The digital camera used in this study was the Nikon® D810 with NIKKOR LENS 105 

(Nikon®). This digital camera has a high resolution of 34 Mega Pixels (73604912). Such 

resolution provides with an optimal image resolution, the highest applied for multiphase flow 

monitoring. The camera had the following set up: Aperture = 1/200 s, ISO = 100 and the 

shutter = f/8.  

 

Those particular settings remained the same throughout all experiments. To avoid any 

reflections and to optimize the contrast that is required for the interpretation, black and white 

reflectors were set up at precise locations in the laboratory (also determined by the 

photographer). Moreover, two spotlights were used and set on a precise position and with 

specific light intensity and orientation. Finally, the camera had to be placed at a specific location 

and height. The same configuration was used for all experiments. 

 

 
Figure 206: Photographical set-up with black and white reflectors 

 

Pictures were captured via the software Capture One® which takes photographs without having 

to touch the camera (the camera should not be moved whatsoever during the whole procedure). 

All images were acquired on RAW format (.nef) to keep all the information (other formats, like 

JPEG, lose data).  

 

6.1.3.2 Image interpretation 

 

The image interpretation process is performed as follows: 

1. Acquisition of the raw photographs (.nef), 

2. Light intensities rectification, 

3. Convert the image into 8-bit format to obtain 256 shades of grey, 

4. Scaling and orthogonalization of the images, 

5. Estimate total residual saturations (whole AOI), 

6. Detect the DNAPL-water interface by contrast light intensity, 

7. Estimate the shape of the cone of depression, 

8. Measure height and radius of cone of depression, thanks to equation of the cone of 

depression (obtained from point 6), 

9. Estimate residual saturations inside the cone of depression, 

10. Estimate fingerings (from interface detected in point 5). 



Chapter 6: Experiments in the 2D tank 

 

216 

 

First of all, we had to ensure that the images had the same light intensities and the same contrasts 

at each place on the photograph (and therefore that the settings for the light spots produced 

uniform light). To achieve this, before processing each image, the color scale (always at the 

same place, Figure 207) ensures that minor differences in the experimental lighting setup can 

be corrected. 

 

  

 : Glass 

surface 

 : Area Of 

Interest 

(AOI) 

a) Raw photograph b) Orthogonalized photograph   

Figure 207: Scaling and orthogonalization 

 

The photographs are converted into 8-bit format to obtain 256 shades of grey according to the 

procedure described in section 4.1.4.2. Next, the contrast to optimize the black pixels was set-

up. 

 

Orthogonalization is achieved using a pair of white eyelets placed at each of the tank’s four 

corners (Figure 207). The position of these eyelets is set on the 2D tank for all images. These 

eyelets helps our photograph interpretation system to determine the localization of each border 

of the grey external metal surface (and the glass surface located behind): centers of each couple 

of opposite eyelets are aligned with a border. As the internal metal rectangle is a perfect 

rectangle, each image can be orthogonalized to give the same dimensions and horizontality 

(even if the takes vary slightly). An Area Of Interest (AOI), smaller than the glass surface, is 

finally deducted after removal of shadows that appear near the edges of frames (which can alter 

the quality of the interpretation of images). 

 

These rectification and orthogonalization steps based on the color scale mean that the images 

processed have the same dimensions (in terms of pixels) and light characteristics. 

 

Total Sn (in the AOI) was determined with Fiji based on optical density and the calibration 

curve determined in section 4.2.3.5 (Figure 208). 

 

 

Saturation of non- 

wetting fluid (Sn) 

 
Figure 208: Estimation of the total Sn in the AOI 
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The interface was detected based on the difference in shades of grey between Srw and Srn. The 

interface was manually fixed by iteration using expert judgment to best fit the cone of 

depression visible on the photograph. This operation used Fiji. Figure 209 shows how the cone 

of depression and DNAPL-water interface (in blue) displacement change. 

 

 

 

Photograph at t=0 min  

  
Photograph at t=9 min Photograph at t=14 min 

  
Photograph at t=20 min Photograph at t=29 min 

: DNAPL-water interface 

Figure 209: Change in the cone of depression and DNAPL-water interface displacement 

during pumping test 

 

The interface obtained is constituted of a multitude of points whose coordinates were extracted 

in Excel. The shape of the cone of depression can be estimated using Hill’s slope, Four 

Parameters Logistic Regression (Eq. 214). 

y = d
a − d

1 + (
x
c)

b
 Eq. 214 

where: 

a: minimum value that can be obtained 

d: the maximum value that can be obtained 

c: the point of inflection 

b: Hill’s slope of the curve 

 

Figure 210 presents DNAPL-water interface and fitting with Rodbar equation. 
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: DNAPL-water interface  
Fitting of the DNAPL-water interface with the 

Rodbar equation 

Figure 210: DNAPL-water interface and fitting with the Rodbar equation 

 

The height and radius of the cone of depression in each photograph were automatically 

calculated from the equation determined in the previous step (Figure 211). The areas of the cone 

of depression were also determined in each photograph. 

 

 
Figure 211: Measuring height and radius of the cone of depression 

 

Next, Sn was estimated inside the cones of depression (Figure 212). We took this approach 

because sometimes it was difficult to maintain the pressure heads on the edges of the 2D tank. 

That displaced the DNAPL-water interface (upwards or downwards), and consequently 

changed the global Sn. 

 

 

Saturation of non- 

wetting fluid (Sn) 

 
Figure 212: Estimation of Sn in the cone of depression 

 

We took two approaches to incorporate the optical densities: “counting box” and “layers” (see 

section 2.7.2.2 for more details). The counting box consists in determining the optical densities 

in a square of 50×50 pixels then to consider the average of the optical densities measured for 
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the whole square. The square size was chosen to ensure the best compromise between 

measurement accuracy and the time calculation. By adding these averages we determined the 

volume of DNAPL, using Eq. 189.  

 

The other approach was to determine which areas in the AOI had optical density within a 

determined interval. This interval is called layers. By adding these layers, we determined the 

volume of DNAPL, using Eq. 189.  

 

The preliminary results showed that the approach using layers gave us an estimate of the 

DNAPL volumes pumped (as a function of time) with better accuracy than the counting box 

method. This is related to the fact that during pumping, the squares along the DNAPL-water 

interface correspond in part to an area to the Srn and in part to an area relative to the Srw. The 

binary approach, corresponding to setting an average per square, was not therefore suitable; it 

generated less useful results than the layers approach. In this study, only the layers approach 

was therefore considered. 

 

Next, fingerings were estimated to characterize more precisely the DNAPL-water interface 

displacements. To achieve this, the shape of the cone of depression was estimated based on  

Eq. 214; and it was compared to the actual interface between the DNAPL and water. The 

estimated interface and the actual interface were then flattened using Fiji (transposing the fitting 

curve into a horizontal axis, y) (Figure 213). This flattening is necessary for the statistical study 

of the fluctuation height interface. 

 

 
a) Actual shape 

 
b) Flattened shape 

: Measured DNAPL-water interface  
Estimated DNAPL-water interface 

(Rodbar equation) 

Figure 213: Comparison of the estimated and measured DNAPL-water interfaces with the 

Rodbar equation (a) actual shape and b) flattened shape) 

 

Statistical comparison using XLSTAT then showed the differences between the estimated and 

measured DNAPL-water (standard deviation, percentile, etc.). XLSTAT is a user-friendly 

statistical software for Microsoft® Excel. 

 

First, all the previous detailed operations were done manually. Next, these time consuming 

tasks were automated using several scripts, using VBA programming language for Excel and 

ImageJ Macro programming language for ImageJ [Schindelin et al. (2012); Rueden et al. 

(2017)]. Some other specific plugins used were as follows:  

 Find eyelets [Tseng (2011)], 

 Find the blank on the color scale [Herbert et al. (2014)], 

 Orthogonalization [Schlüter (2008)]. 
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In parallel with the global monitoring of change in optical density in the entire AOI and in the 

cone of depression, we also monitored how the mean optical density changed in the TDR (15 

areas) and geophysical electrodes (47 zones) detection areas (Figure 204 and Figure 205). 

 

6.2 Numerical and mathematical modeling 

 

All numerical studies were performed using COMSOL Multiphysics®. The results presented 

in this chapter only relate to modeling with pressure-pressure formulations that displayed better 

results (Table 46: Eq. 61 to Eq. 64, Eq. 85, Eq. 110 to Eq. 112, Eq. 114, Eq. 212). 

 

6.2.1 Design of the model 

 

As the 1D column modeling, the capillary pressure and relative permeability functions are 

related to water saturation based on VGM relationships obtained from small cell experiments.  

 

The experimental results considered for the modeling were based on: 

 the drainage-imbibition experiments for 0.5 and 0.1 mm GB (α, n, Srn and Srw): without 

enhancement (Table 40, p. 133), with SDBS (Table 43, p. 154) and with thermal 

enhancement (Table 45, p. 165), 

 the measured rheological parameters: 

o dynamic viscosity (Figure 49, p. 100), 

o density (Figure 58, p. 109). 

 

6.2.2 Initial values and boundary conditions 

 

A screen shot of the geometry and meshes of the 2D tank is presented in Figure 214. There are 

3965 triangular meshes. 

 

 
Figure 214: Mesh scale and geometry of the 2D tank 

 

In COMSOL Multiphysics®, two subdomains with different storage models were built. The 

upper zone (zone 1), which is only concerned with single water phase flow neglecting the 

capillary effect in this zone; the lower zone (zone 2), which is concerned with two-phase flow 

of water and DNAPL. 
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6.2.2.1 Initial values 

 

The pumping (imbibition) began once drainage had finished. The DNAPL was injected from 

the bottom of the 2D tank up to a height of 15.00 cm. The initial conditions were therefore the 

following: 

 Pw = ρwg(0.3-y), 

 Pn =2300+ρng(0.15-y) for 0.1 mm GB and Pn =1700+ρng(0.15-y) for 0.5 mm GB 

 

The values 0.3 and 0.15 cm are the heights of the air-water interface and the DNAPL-water 

interface in the 2D tank, respectively. The values 1700 and 2300 Pa mean additional DNAPL 

pressure to support DNAPL at height of 0.15 m and keep the saturation of water close to the 

Srw for t=0. 

 

6.2.2.2 Boundary conditions 

 

Figure 215 shows the boundary conditions for imbibition in the 2D tank experiments. 

 

Water DNAPL 

  
2, 6, 7: no flow 

4: not applicable 

1, 3, 5, 8 and 9: Pw=ρwg(0.3-y) 

2, 4, 7: no flow 

1 and 8: Pn=2300+ρng(0.15-y) for 0.1 mm GB* 

1 and 8: Pn=1700+ρng(0.15-y) for 0.5 mm GB* 

6: pumping flow rate of the DNAPL 
*: 1700 and 2300 [Pa] mean additional DNAPL pressure to support DNAPL at height  

of 0.15m and keep the saturation of water close to the Srw for t=0 
Figure 215: Boundary conditions for imbibition in the 2D tank 

 

6.3 Results and discussion 

 

6.3.1 Experiments in the 2D tank without enhancement 

 

The pumping experiments (imbibition) were conducted with 0.5 and 0.1 mm GB without 

enhancement. We modeled imbibition and monitored variations in optical density, permittivity 

and electrical resistivity. Appendix 8 shows the results for the 2D tank experiments without 

enhancement. 

 

6.3.1.1 Experimental results: comparison of numerical simulation with optical density 

monitoring  

 

Several imbibition experiments were performed with the 2D tank (all the experiments were 

monitored with optical density, permittivity and resistivity): 

 3 experiments with 0.5 mm GB at three different pump flow rates: 50, 150 and  

220 mL.min-1,  

 3 experiments with 0.1 mm GB at three different pump flow rates: 50, 150 and  

220 mL.min-1. 
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We compared modeling with optical density monitoring in several steps: presentation of the 

modeling results, estimation of the volume of DNAPL recovered, estimation of the DNAPL-

water interface displacement, comparison of DNAPL volumes recovered estimated by 

modeling and by image interpretation, change in fingerings of the DNAPL-water interface, and 

parametric study of the model. 

 

a) Modeling results 

 

Figure 216 shows the results of Sw modeling over time during DNAPL pumping with 0.5 and 

0.1 mm GB. 
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Figure 216: Water saturation modeling over time during DNAPL pumping with 0.5 and  

0.1 mm GB (without enhancement) 

 

As expected, we see that the capillary fringe was greater for the 0.1 mm GB than for the  

0.5 mm GB (for further details, see Figure 218). For similar flow rates, the cone of depression 

was higher for the 0.1 mm GB than for the 0.5 mm GB. Figure 217 shows measured and 

modeled volumes of DNAPL as a function of time. 

 

 
Figure 217: Evolution of measured and modeled volumes of DNAPL recovered for different 

flow rates with 0.5 and 0.1 mm GB (without enhancement) 
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Figure 217 shows that for 0.5 mm GB, at same flow rate, the depression surface area was lower. 

This is due to the difference in permeability making a more vertical DNAPL-water interface 

for 0.5 mm GB. 

 

Figure 218 shows how Sw changed as a function of time along the horizontal and vertical 

profiles located at the center of the tank. 

 

  
a) Horizontal profile - 0.5 mm GB b) Horizontal profile - 0.1 mm GB 

  
c) Vertical profile - 0.5 mm GB d) Vertical profile - 0.1 mm GBt 

Figure 218: Evolution of the Sw along a) and b) horizontal profile and c) and d) vertical 

profile at the center of the 2D tank with 0.5 and 0.1 mm GB (without enhancement) 

 

The horizontal water saturation profile shows the cone of depression radii and capillary fringes. 

We see that the transition zones between Srn and Srw are sharper for the 0.5 mm GB than for the 

0.1 mm GB. This is in agreement with what Figure 164 shows. For example, this transition 

zone was 0.08 and 0.14 m for a flow rate of 150 mL.min- 1 at 15 min, respectively for the  

0.5 mm GB and the 0.1 mm GB. Moreover, the radius of the cone of depression was higher for 

the 0.1 mm GB than for the 0.5 mm GB. For example, it can be estimated (by measuring the 

length of the curve’s top plateau as a first approach) at 0.05 and 0.14 m respectively for the 0.5 

and 0.01 mm GB (for a flow rate of 150 mL.min-1 at 15 min). 

 

From the vertical saturation profile we can also estimate the height of the cone of depression. 

For a flow rate of 150 mL.min-1 at 5 min, the height was 0.05 and 0.07 m respectively for the 

0.5 mm and 0.1 mm GB. The graphs show a sharper capillary fringe for the 0.5 mm GB than 

the 0.1 mm GB. The DNAPL-water transition zone was smaller when the flow rates were 

higher. 
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b) Volume of DNAPL recovered 

 

Figure 219 shows the measured and modeled volumes of DNAPL recovered during 

experiments. 

 

 
Figure 219: Comparison of measured and modeled volumes of the DNAPL recovered in the 

2D tank with 0.5 and 0.1 mm GB (without enhancement) 

 

Figure 219 shows that the experimental and modeled volumes of DNAPL recovered were very 

similar. The VDNAPL measured/VDNAPL modeled ratios vary between 0.75 and 1.3 for 0.5 mm GB and 

between 0.69 and 1.65 for 0.1 mm GB. The linear regression curve gradients are very close to 

1: 0.99 for 0.5 mm GB and 0.90 for 0.1 mm GB. The coefficients of determination were closer 

to 1 for the 0.5 mm GB (R2=0.97) than for 0.1 mm GB (R2=0.95), which obviously shows more 

highly dispersed data for the 0.1 than for 0.5 mm GB. 

 

c) DNAPL-water interface displacement 

 

The modeled DNAPL-water interfaces displacement were compared with the interfaces from 

image interpretation. Figure 220 shows examples of these comparisons. 

 

  

Sw

 

a) 0.5 mm GB, 50 mL.min-1, 21 min b) 0.5 mm GB, 150 mL.min-1, 16 min 

  
c) 0.1 mm GB, 50 mL.min-1, 20 min d) 0.1 mm GB, 220 mL.min-1, 5 min 

 : DNAPL-water interface (determined with image interpretation) 

Figure 220: Comparison of measured and modeled DNAPL-water interface in the 2D tank at 

different times with a) and b) 0.5 mm GB and c) and d) 0.1 mm GB (without enhancement) 
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Figure 220 shows how the modeled DNAPL-water interface changes can be superimposed 

correctly with the experimental change by determined from image interpretation. We see that 

the interface was much tortuous for the 0.1 mm GB than for the 0.5 mm GB.  

 

Figure 221 compares measured and modeled radius and height of the cone of depression with 

0.5 mm GB and 0.1 mm GB. 

 

  
a) Radius b) Height 

Figure 221: Comparison of measured and modeled a) radius and b) height of the cone of 

depression with 0.5 and 0.1 mm GB (without enhancement) 

 

By comparing the radii and cone of depression heights we can better assess how the model fits 

the experimental results. Generally, the proposed model reproduces the shape of the cone of 

depression well. Therefore, for the modeled and measured radii, the linear regression curve 

gradients were 1.08 (R2= 0.94) and 1.01 (R2=0.81) respectively for the 0.5 mm and 0.1 mm GB. 

For the cone of depression heights, linear regressions confirm that the model is valid: the curves 

were respectively 1.05 (R2=0.92) and 0.98 (R2=0.89). 

 

The modeling of the experimental data was less accurate for the 0.1 mm GB than for the  

0.5 mm GB. This is because the fingerings and preferential pathways were more important for 

the 0.1 mm GB, which affects the experimental repeatability. 

 

d) Comparison of estimated recovered DNAPL volumes by modeling and image 

interpretation 

 

From the variations in Sn, calculated from optical densities, we can estimate how the DNAPL 

volumes vary over time (using Eq. 189). We considered these estimations for determining the 

areas of the cones of depression. However, the volumes calculated by image interpretation 

cannot be compared directly with the volumes estimated previously in Figure 217. In fact, we 

must look at the difference between the total recovered DNAPL volumes and the volumes of 

DNAPL that come from lateral inflows. Figure 222 shows the Darcy velocity fields for wetting 

and non-wetting fluids for 0.5 mm GB with a flow rate of 150 mL.min-1. 
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a) Wetting fluid at 5 min b) Wetting fluid at 20 min 

  
c) Non-wetting fluid at 5 min d) Non-wetting fluid at 20 min 

 Wetting Darcy velocity fields (logarithmic 

scale) 
 Non-wetting Darcy velocity fields 

(logarithmic scale) 

Figure 222: Darcy velocity fields for a) and b) wetting and c) and d) non-wetting fluids for 

0.5 mm GB with a flow rate of 150 mL.min-1 (without enhancement) 

 

This figure shows that the lateral DNAPL flow rates became higher as the experiment advanced. 

Figure 223 shows the results of modeling for VDNAPL pumped/VDNAPL lateral ratios as a function of 

time at different flow rates. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 223: Evolution of the modeled VDNAPL pumped/VDNAPL lateral ratios for different flow rates 

with a) 0.5 mm GB and b) 0.1 mm GB (without enhancement) 

 

For 0.5 mm GB, the lateral flow portion varied between 0.26 and 0.41. For low flow rates, the 

cone of depression heights were smaller and the lateral VDNAPL were higher. Therefore, for  

50 mL.min-1, the VDNAPL pumped/VDNAPL lateral ratios varied between 0.26 and 0.41 whereas for 

220 mL.min-1, the ratios varied between 0.26 and 0.32. Finally, we see that these ratios 

increased as the experiment advanced; the increases were respectively 1.55, 1.33 and 1.21 for 

flow rates of 50, 150 and 220 mL.min-1. Therefore, the lateral VDNAPL are not negligible. 

 

Conversely, for 0.1 mm GB, the VDNAPL pumped/VDNAPL lateral ratios fall during the experiment. 

These ratios were lower than those estimated with 0.5 mm GB. They varied between 0.19 and 

0.26. The lateral VDNAPL were higher for lower flow rates than for higher ones, which is logical. 
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Therefore, the VDNAPL pumped/VDNAPL lateral ratios varied for 50 mL.min-1 between 0.25 and 0.27, 

whereas they varied between 0.19 and 0.26 for 220 mL.min-1.  

 

Figure 224 compares estimated DNAPL volumes recovered experimentally (with image 

interpretation) and by modeling (after lateral VDNAPL deduction). 

 

 
Figure 224: Comparison of estimated DNAPL volumes recovered experimentally (with image 

interpretation) and by modeling (after lateral VDNAPL deduction) with 0.5 and 0.1 mm GB 

(without enhancement) 

 

One sees that the slopes were close to 1 (0.93 for the 0.5 mm GB and 1.10 for the 0.1 mm GB). 

The R2 coefficients are also close to 1 (respectively 0.98 and 0.96 for the 0.5 and 0.1 mm GB). 

Therefore, we can consider that measurements of saturation by image interpretation match well 

the simulated saturation. 

 

e) Fingering effect at the DNAPL-water interface 

 

All of the statistical data for fingerings in the DNAPL-water interface are reported in Appendix 

8.1. Figure 225 shows some illustrations of the flattened DNAPL-water interface. 

 

0.5 mm GB, 50 mL.min-1, 42 min 

 
0.5 mm GB, 150 mL.min-1, 25 min 

 
0.5 mm GB, 220 mL.min-1, 7 min 

 
0.1 mm GB, 50 mL.min-1, 28 min 

 
0.1 mm GB, 150 mL.min-1, 18 min 

 
0.1 mm GB, 220 mL.min-1, 30 min 

 
Scale: 8% of the real scale 

Figure 225: DNAPL-water interface flattened (without enhancement) 
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We see that the DNAPL-water interfaces were more tortuous for the 0.1 mm GB than for the 

0.5 mm GB. Figure 226 shows the statistical study for DNAPL-water interface shapes. 

 

 
Figure 226: Statistical representation of fingerings of the DNAPL-water interface with  

0.5 and 0.1 mm GB (without enhancement) 

 

The DNAPL-water interface shapes were less irregular for the 0.5 mm GB than for the 0.1 mm 

GB. Generally, the higher the pump flow rate, the more irregularities there are at the interface 

(see section 6.3.6 for more details). 

 

Regarding the 0.5 mm GB, the average value varies from 0.06 to 0.22 cm for flow rates from 

50 to 220 mL.min-1 (with respective standard deviations of 0.05 to 0.21). Regarding the 0.1 mm 

GB, the values were higher: for flow rates of 50 to 220 mL.min-1, the average values were 

respectively from 0.62 to 1.61 cm (with respective standard deviations of 0.42 and 1.14). 

 

f) Parametrical study of the model 

 

The parametrical study was based on comparison with a reference scenario (reference: 0.1 mm 

GB, without enhancement, 150 mL.min-1). Variations in the following parameters have been 

considered: permeability (k×0.1 and k×10), number of meshes (×10), porosity (θ×0.3). Figure 

227 shows the results of the parametrical study of the model. 

 

 
Figure 227: Parametrical study of the model (without enhancement) 

 

The changed number of meshes (×10) did not influence the final result (+0.8%), which means 

that the number of meshes used in the model is sufficient. 
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The permeability variations (k×0.1 and k×10) reach respective differences for VDNAPL 

recovered at 30 min of +19% and -20% relative to the base scenario. The increase in these 

volumes with lower permeability (without changed curves Pc=f(Sw)) matches the differences 

observed between the 0.5 and 0.1 mm GB. 

 

The reduced porosity (θ×0.3) increased the recovered VDNAPL by 27% at 30 min. 

 

6.3.1.2 Permittivity monitoring 

 

Figure 228 shows changes in permittivity, ε (corrected relative to the reference value of air and 

water measured at the beginning of the experiment, see Eq. 186) as a function of time during 

pumping experiment conducted with 0.5 mm GB (the location of the TDR is shown in Figure 198). 

 
Figure 228: Evolution of the permittivity in the 2D tank with 0.5 mm GB with a flow rate of 

150 mL.min-1 (without enhancement) 

 

TDR 1 to 5 located in the upper part of the 2D tank were only surrounded by water (Sw=1). On 

average, they had the same values as those in the cells and columns when the experiments began 

(31.49 ± 0.51). 

 

TDR 11 to 15 were in the lower portion of the 2D tank. As pumping began, the water contents 

were equivalent to Srw. The monitored permittivities agreed with those measured in the cells 

and columns: 11.39 ± 0.39. As pumping ended, we saw that TDR 13, in the lower central 

position, detected the arrival of the cone of depression (at t=23 min). 

 

TDR 6 to 10 were in the middle of the 2D tank. Logically TDR 8, located in the tank's center, 

was the first to measure the permittivity increase; then as pumping continues, we saw TDR 7 

and 9 on either side of this central position show increased permittivity (and therefore falling 

DNAPL content). As pumping ended, εmeasured at TDR 7 to 9 were on average 27.27 ± 1.10, 

which matches what was measured at the end of imbibition in 1D cells and 1D columns. The 

εmeasured at TDR 6 and 10 (located at the cone of depression) were respectively 23.41 ± 0.29 and 

21.46 ± 0.77. 

 

Figure 229 shows variations in water saturation, measured permittivity and estimated 

permittivity during the pumping experiment. The water saturation was calculated from image 

interpretation (i.e. from optical densities). The permittivity estimate was calculated from Sw and 

Eq. 197 for 0.5 mm GB, and Eq. 198 for 0.1 mm GB (CRIM model). 
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Figure 229: Average water saturation, measured and estimated permittivity during the 

pumping experiment in the 2D tank with 0.5 mm GB with a flow rate of 150 mL.min-1 (without 

enhancement) 

 

The εestimated (from image interpretations) were very similar to the εmeasured at the start and end 

of pumping. When the migration front moved to the TDR’s detection area, the εmeasured were 

systematically lower than the εestimated. The value assigned to Sw is the average of the Sw at the 

detection area. This value is transformed into permittivity according to the CRIM model. This 

model is only valid in homogeneous media. When the detection zone is crossed by the migration 

front, the zone contains both contents similar to Srn and contents similar to Srw. Therefore, for 

two heterogeneous zones, the weight of the portion similar to Srw impacts global εmeasured more 

that the portion similar to Srn. Eq. 158, combined with the permittivity values for DNAPL and 

water (εn= 3.11 and εw=80), shows that the propagation velocity function is 6 times faster for 

DNAPL than for water. It is therefore logical that, when the TDR detection zone is crossed by 

the migration front, εmeasured is systematically lower than εestimated. 

 

As discussed in section 4.2.3.3, this shift between the estimated and measured permittivities in 

the transition zones was studied for soils in the unsaturated zone (system soil-air-water): 

 Some authors have shown that the CRIM model (based on the relative permittivity of 

free water, air and solids) may not be suitable in all situations, especially in the transition 

phases (when Sw are between Srn and Srw). These authors have proposed to consider a 

4th constituent, the bound water (whose dielectric constant is very different from free 

water) [Dasberg and Hopmans (1992); Capparelli et al. (2018)]. An equation derived 

from the CRIM model incorporating the bound water has been proposed [Dobson et al. 

(1985); Dirksen and Dasberg (1993)]. 

 Capparelli et al. (2018) carried out monitoring of Sw variations with TDR probes in 

unsaturated soils. The experimental results were compared to the classical CRIM model 

but also to the four-phase dielectric mixing model (with bound water), and the classical 

CRIM model with a variable exponent. The best results were obtained with the three-

phase dielectric mixing model with a variable exponent (αε) [Capparelli et al. (2018)]. 

 

In this study, we did not quantify the bound water. 

 

Figure 230 shows changes in permittivity, as a function of time during pumping experiment 

conducted with 0.1 mm GB. 
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Figure 230: Evolution of the permittivity in the 2D tank with 0.1 mm GB with a flow rate of 

150 mL.min-1 (without enhancement) 

 

Globally, we observe the same trends as those shown Figure 228. However, though 

displacement of the migration front must be faster with the 0.1 mm GB (for the same flow rate), 

permittivity increases were slower than for the 0.5 mm GB. This is because the migration front 

was less sharp (and therefore DNAPL reduction is slower). As pumping ended, εmeasured at TDR 

7 to 9 were on average 25.59 ± 1.30, which matches what was measured at the end of imbibition 

in 1D cells and 1D columns.  

 

Figure 231 shows variations in water saturation, measured and estimated permittivity during 

the pumping experiment. 

 

 
Figure 231: Average water saturation, measured and estimated permittivity during the 

pumping experiment in the 2D tank with 0.1 mm GB with a flow rate of 150 mL.min-1 (without 

enhancement) 

 

We see the same trends as in Figure 229. We note that during transition phases the difference 

between εestimated and εmeasured is higher than for 0.5 mm GB. Moreover, in comparison with  

0.5 mm GB, note that TDR 7 and TDR 9 had higher εestimated and εmeasured, which agrees with the 

modeling results (the radius of action was higher). In the same way of course, TDR 13 detected 

the arrival of the DNAPL-water interface earlier (detection at t = 5 min). 

 

Figure 232 compares measured and estimated permittivity (with image interpretation) in the 2D 

tank for 0.5 and 0.1 mm GB for without enhancement case. 
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a) 0.5 mm GB b) 0.1 mm GB 

Figure 232: Comparison of measured and estimated permittivity (with image interpretation) 

in the 2D tank for a) 0.5 and b) 0.1 mm GB (without enhancement) 

 

The slopes were close to 1 (0.95 for 0.5 mm GB and 0.96 for 0.1 mm GB), which shows that 

the measured permittivities agreed with the image interpretation. As expected, we see that R2 

for the 0.5 mm GB was higher than for the 0.1 mm GB (0.96 vs 0.90), which shows better 

correlation of values for 0.5 mm GB. In both cases, we saw four distinct zones: 

 Srw zone: this zone corresponds to ε around 10.50 to 12.00 for the 0.5 mm GB and 12.50 

to 13.50 for the 0.1 mm GB (start of pumping) 

 Transition zone: this zone corresponds to values between the Srw zone and the Srn zone; 

here the majority of points were below the linear regression line (εmeasured are below 

εestimated), 

 Srn zone: this zone corresponds to ε around 27.00 to 28.00 for the 0.5 mm GB and 25.00 

to 26.00 for the 0.1 mm GB (end of pumping), 

 Water zone: this zone corresponds to εmeasured at TDR 1 to 5 (corresponding to Sw=1), 

i.e. 31.00 to 32.00 for 0.5 mm GB and 32.00 to 33.00 for 0.1 mm GB. 

 

Figure 233 displays a surface plot of the permittivity measured on an image at the end of 

pumping experiment. The permittivity values were calculated using an interpolation technique 

(Kriging or Gaussian process regression) with Surfer software. 

 

 
Figure 233: Surface plot of measured permittivity within an image with 0.5 mm GB with a 

flow rate of 150 mL.min-1 (without enhancement) at t = 18 min 
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We note that the permittivity and the Sn do not overlap completely. This is explained by two 

phenomena: i. the kriging method (under Surfer) is only based on 15 points; ii. the transition 

zones cause an offset for the measurements. However, this does show that the cone of 

depression can be determined by permittivity monitoring. 

 

6.3.1.3 Electrical resistivity monitoring 

 

Figure 234 shows changes in resistivity as a function of time during pumping experiment 

conducted with 0.5 mm GB. The resistivity values were obtained from Eq. 187 and conductivity 

measurements for the white test (reference) as each experiment began. 

 

  
Rectangular vertical detection areas Square detection areas 

--- Top line --- Bottom line --- Top line --- Medium line 

  --- Bottom line 

a) R1 to R20 b) R21 to R47 

Figure 234: Evolution of the resistivity in the 2D tank with 0.5 mm GB with a flow rate of  

150 mL.min-1 (without enhancement) – a) R1 to R20 and b) R21 to R47 

 

Detection areas R1 to R20 were vertical rectangles. R with an even number (R2 to R20) group 

detection areas in the upper section; they were two thirds of the upper portion of the 2D tank. 

At the start of the experiment, they were therefore submerged by more than one third in the 

DNAPL (at a content corresponding to Srw) and by a little less than two thirds in water (Sw=1). 

From the start of pumping we saw that the resistivity values (ρc) fell for R10 and R12, located 

in the central section of the cone of depression. ρc fell in the first 5 minutes by 726 ± 208 to 286 

± 76 Ω.m for R10 and by 951 ± 205 to 304 ± 91 Ω.m for R12, respectively. Logically the other 

detection areas located in more lateral positions of the cone of depression had smaller and 

delayed reductions. 

 

We saw the same phenomena for the vertical rectangular detection areas in the lower section 

(odd numbers between R1 and R19). ρc fell in the first 5 minutes of pumping by 7174 ± 1952 

to 1409 ± 422 Ω.m for R9 and by 9162 ± 2048 to 1095 ± 298 Ω.m for R11, respectively.  

 

The square detection areas were arranged along three horizontal lines: the top line only in 

contact with water, the medium line at the upper portion of the DNAPL, the bottom line at the 

lower portion of the DNAPL. The resistivities measured in the top line were of the same order 

of magnitude as those measured in the 1D cells and 1D columns: 86 ± 11 Ω.m. 

 

The mean resistivities at the start of the experiment were 7106 ± 1406 Ω.m for the medium line 

and 9367 ± 1074 Ω.m for the bottom line. These values show that the Sn was higher at the 

bottom of the DNAPL (this could be related to density effects). These data match those gathered 

in the 1D cells and 1D columns. 
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As for the medium line, the resistivities at R34 (located at the center of the 2D tank) decreased 

faster. At the end of pumping, this area was completely filled by values around Srn (according 

to the image interpretations). Logically, the ρc,measured was 144 ± 22 Ω.m, which was very similar 

to the values at the end of imbibition in the 1D experiments.  

 

Finally, regarding the bottom line, the resistivities at R33 (located in the center of the 2D tank) 

fell slightly, which shows that the cone of depression partially reached this area, with resistivity 

at 3466 ± 640 Ω.m. 

 

Figure 235 shows how water saturation, measured and estimated resistivity varied during the 

pumping experiment. Transforming optical density into Sw allows a mean Sw value to be 

assigned by detection area. This value is transformed into resistivity according to Eq. 205 for 

0.5 mm GB and Eq. 206 for 0.1 mm GB (Archie’s law). A correction factor was used so as to 

approach the values shown in the 1D cells and 1D columns as closely as possible (Eq. 207 and 

Eq. 208). 

 

 
 

a) R1 to R20 

 
b) R21 to R47 

Figure 235: Average water saturation, measured and estimated resistivity during the pumping 

experiment in the 2D tank with 0.5 mm GB with a flow rate of 150 mL.min-1 (without 

enhancement) – a) R1 to R20 and b) R21 to R47 

 

Globally, we see that the variations in ρc,measured match the variations in ρc,estimated. However, 

these variations show that the differences between the ρc,measured and ρc,estimated are not constant. 

The fitting for the experiments with Archie’s law (during the experiments in 1D cells and 1D 

columns) is not as good as for the permittivities. The ρc,measured/ρc,estimated ratios increase as the 

resistivity values increase (and do so in spite of the fact that we have taken into account the 
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correction factors). This will be described in more detail with Figure 238 which compares 

ρc,measured and ρc,estimated. 

 

As discussed in section 4.2.3.4, the differences between the estimated and measured resistivities 

may have several causes: 

 In a porous medium with water and gas, taking into account a suitable cementation 

factor that considers the saturation condition, would allow better estimation of 

resistivity with Archie’s law [Byun et al. (2019)]. 

 At a pore scale, the resistivity indexes did not generally obey Archie’s Law in the non-

homogeneous zones (for example with a transition zone constituted of values close to 

Srn and Srw). The water films play a role not only on the pore space connectivity but also 

on resistivity; therefore, we can over or underestimate resistivity depending on the 

thickness of these water films around grains of sand or glass beads [Bernabé et al. 

(2011); Li et al. (2015); Bernabé et al. (2016)]. 

 Many other parameters could be considered at different scales in electrical conductivity 

models in porous media: tortuosity, pore size distribution, pore-conductance 

distributions, interconnectivity and universal power law of percolation [Glover (2010); 

Cai et al. (2017); Ghanbarian and Sahimi (2017)]. 

 

These parameters have not been considered in our experiments. However, as we see below, it 

is possible, as a first approach, to establish correlations between ρc,measured and ρc,estimated. 

 

Figure 236 shows changes in resistivity, as a function of time during pumping experiment 

conducted with 0.1 mm GB. 

 

  
Rectangular vertical detection areas Square detection areas 

--- Top line --- Bottom line --- Top line --- Medium line 

  --- Bottom line 

a) R1 to R20 b) R21 to R47 

Figure 236: Evolution of the resistivity in the 2D tank with 0.1 mm GB with a flow rate of  

150 mL.min-1 (without enhancement) – a) R1 to R20 and b) R21 to R47 

 

Like with the 1D experiments, we see that resistivities were higher for 0.1 mm GB than for  

0.5 mm GB (for the same Sw). Since the materials and methods are identical in every way for 

the 0.5 mm GB, this difference is probably due to the connectedness of the pores [Glover 

(2010); Cai et al. (2017); Ghanbarian and Sahimi (2017)]. 

 

Globally, we observe the same trends as those shown in Figure 234. The resistivities measured 

in the middle portion of the 2D tank fell faster and more sharply than at the sides. 

 

The resistivities measured in the top line were of the same order of magnitude as those measured 

in the 1D experiments: 100 ± 12 Ω.m. The mean resistivities at the start of the experiment were 
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56716 ± 6037 Ω.m for the medium line and 78447 ± 7393 Ω.m for the bottom line, which also 

agreed with the 1D experiments. 

 

At the end of the experiment, the resistivity at R34, totally affected by values close to Srn, was 

1110 ± 313 Ω.m. R33 had values close to both Srn and Srw, with resistivity at 2955 ± 886 Ω.m. 

These data agree with the results of the 1D experiments. 

 

Figure 237 shows the variations in water saturation, measured and estimated resistivity during 

the pumping experiment. 

 

 
a) R1 to R20 

 
b) R21 to R47 

Figure 237: Average water saturation, measured and estimated resistivity during the pumping 

experiment in the 2D tank with 0.1 mm GB with a flow rate of 150 mL.min-1 (without 

enhancement) – a) R1 to R20 and b) R21 to R47 

 

The variations in ρc,measured agree with the variations in ρc,estimated. However, like with the 0.5 mm 

GB, the ρc,measured/ρc,estimated ratios increased as the resistivity values increased. 

 

As for the bottom line, we saw lower resistivities in the five areas of detection in the central 

position. For the 0.5 mm GB, the reduction in resistivities was only observed in the three central 

detection areas. The resistivities therefore showed that the cone of depression was higher than 

for the 0.5 mm GB. 

 

Figure 238 compares the measured and estimated resistivity (with image interpretation) in the 

2D tank for 0.5 and 0.1 mm GB. 
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a) 0.5 mm GB b) 0.1 mm GB 

Figure 238: Comparison of measured and estimated resistivity (with image interpretation) in 

the 2D tank for a) 0.5 and b) 0.1 mm GB with a flow rate of 150 mL.min-1 (without 

enhancement) 

 

The slopes of the curves log(ρc,measured)=f(log(ρc,estimated)) were respectively 1.15 and 1.24 for 0.5 

and 0.1 mm GB. Moreover, the coefficient of determination was higher for the 0.5 mm GB 

(R2=0.86) than for the 0.1 mm GB (R2=0.64). The dispersivities were quite high, in particular 

for the 0.1 mm GB for which the fingerings and heterogeneities in DNAPL distribution were 

clearly visible.  

 

For values corresponding to zones close to the Srw (i.e. when all of the detection area had values 

close to the Srw), the ρc,measured/ρc,estimated ratios were close to those determined during the 1D cell 

and 1D column experiments; these ratios were on average 2.97 for 0.5 mm GB and 4.32 for 

0.1 mm GB (taking into account the correction factors). In large part, these ratios explain the 

slopes of above one. 

 

For values close to the Srn (when all of the detection area has values close to the Srn), the 

ρc,measured/ρc,estimated ratios were close to those determined during the 1D cell and 1D column 

experiments; these ratios were on average 1.05 for 0.5 mm GB et 2.3 and 0.1 mm GB (taking 

into account the correction factors). 

 

A transition zone was visible between the two previously mentioned zones. These were the 

detection areas for the DNAPL-water interface (and therefore, the values close to both Srw and 

Srn). In this zone, the ρc,measured/ρc,estimated ratio was variable but globally higher than those 

determined for the zone relative to Srn. These ratios are the second explanation for the slopes of 

the curves. 

 

Therefore, we can distinguish, just like for permittivity, four distinct zones (Figure 239): 

 Srw zone: start of pumping 

 Transition zone: this zone corresponds to values between the Srw zone and the Srn zone; 

here, the majority of points were above the linear regression line (ρc,measured are above 

ρc,estimated), 

 Srn zone: end of pumping, 

 Water zone: this zone corresponds to the detection areas situated in the upper zone of 

the 2D tank. 
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a) 0.5 mm GB-rectangular detection areas b) 0.5 mm GB-square detection areas 

  
c) 0.1 mm GB-rectangular detection areas d) 0.1 mm GB-square detection areas 

Figure 239: Comparison of measured and estimated resistivity (with image interpretation) in 

the 2D tank with a flow rate of 150 mL.min-1 for a) 0.5 mm GB-rectangular detection areas, 

b) 0.5 mm GB-square detection areas, c) 0.1 mm GB-rectangular detection areas,  

d) 0.1 mm GB-square detection areas (without enhancement) 

 

The rectangular distinction areas all correspond to the transition zone. The areas of the bottom 

line (red dots) are the furthest from the linear regression. The areas of the top line (green dots), 

filled largely by water, are of course closer to the linear regression line (the calibrations are 

better for low resistivities). 

 

As for the square detection areas, the top line measurements (brown dots), corresponding to Sw 

= 1, agree with the estimation perfectly. The bottom-line measurements (pink dots) 

corresponding to Srw, are overestimated by the factors previously described. The points outside 

the group of dots correspond to the arrival of the cone of depression. In that case, the dots get 

further from the linear regression line (this is the transition zone). Finally, the measurements at 

the medium line (black dots) correspond in large part to the transition zone and are further from 

the linear regression line. 
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For lower resistivity values (corresponding to the areas of detection entirely concerned with 

Srn) and for the highest resistivity values (corresponding to zones entirely concerned with Srw), 

we see that the points of course fall closer to the linear regression line. 

 

Figure 240 shows a surface plot of the resistivity measured on an image at the end of pumping 

experiment. 

 

 
Figure 240: Surface plot of measured resistivity with an image with 0.5 mm GB with a flow 

rate of 150 mL.min-1 (without enhancement) at t = 18 min 

 

This image was made using Surfer software with kriging method only with the square detection 

areas (R21 to R47). We see that although they are not perfectly superimposed, the resistivity 

measurements do show the cone of depression. 

 

6.3.2 Experiments in the 2D tank with chemical enhancement 

 

The pumping experiments (imbibition) were conducted with 0.5 and 0.1 mm GB with chemical 

enhancement. Appendix 9 shows the results for the 2D tank experiments with chemical 

enhancement. 

 

6.3.2.1 Experimental results: comparison of numerical simulation with optical density 

monitoring 

 

a) Modeling results 

 

Figure 241 and Figure 242 show measured and modeled volumes of DNAPL as a function of 

time. 

 

 
Figure 241: Evolution of measured and modeled volumes of DNAPL recovered for different 

flow rates with 0.5 mm GB (with chemical enhancement) 
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Figure 242: Evolution of measured and modeled volumes of DNAPL recovered for different 

flow rates with 0.1 mm GB (with chemical enhancement) 

 

The chemical enhancement increases the DNAPL recovered with the same flow rates when 

compared to the test performed without enhancement. The recovery yields are higher for low 

DNAPL flow rates. Figure 243, showing VDNAPL, chemical/VDNAPL, reference as a function of time, 

help us assess recovery yields.  

 

 
Figure 243: Modeled VDNAPL, chemical/VDNAPL, reference ratios as a function of time with 0.5 and  

0.1 mm GB 

 

For the 0.1 mm GB the VDNAPL, chemical/VDNAPL, reference ratios were relatively stable over time and 

were higher for lower flow rates than for higher flow rates (with the exception of the very start 

of the experiment). Also, these ratios were on average (between 5 min and 30 min) 1.37, 1.22 

and 1.18 respectively for 50, 150 and 220 mL.min-1. For the 0.5 mm GB, the ratios were much 

higher at the start of the experiment. Therefore, these ratios were at 2 min, 2.90, 1.60 and 1.40 

respectively for 50, 150 and 220 mL.min-1. For the rest of the experiment, the ratios were lower. 

For example, they were between 5 min and 30 min, on average 1.82, 1.21 and 1.14, respectively 

for 50, 150 and 220 mL.min-1. 

 

The use of chemical enhancement was proportionally more advantageous for lower flow rates 

than for higher flow rates. 

 

Figure 244 shows how Sw changed over time along the horizontal and vertical profiles at the 

center of the 2D tank. 
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a) Horizontal profile - 0.5 mm GB b) Horizontal profile - 0.1 mm GB 

  
c) Vertical profile - 0.5 mm GB d) Vertical profile - 0.1 mm GB 

Figure 244: Evolution of the Sw along a) and b) horizontal profile and c) and d) vertical 

profile at the center of the 2D tank with 0.5 and 0.1 mm GB (with chemical enhancement) 

 

The horizontal water saturation profile demonstrates how effective the chemical enhancement 

is. For example, regarding 0.5 mm GB at 0.25 m, Sw was 0.72 at t=10 min with chemical 

enhancement but only 0.55 without enhancement. Regarding 0.1 mm GB, Sw was 0.83 at  

0.25 m at t=5 min with chemical enhancement but only 0.75 without enhancement. 

 

The vertical water saturation profiles show that chemical enhancement increases the 

displacement of the two-phase front by more than 10% for the 0.5 mm GB and by 15% for the 

0.1 mm GB (for Sw=0.6 for t=15 min). 

 

b) Volume of DNAPL recovered 

 

Figure 245 shows the measured and modeled volumes of DNAPL recovered during 

experiments. 
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Figure 245: Comparison of measured and modeled volumes of the DNAPL recovered in the 

2D tank with 0.5 and 0.1 mm GB (with chemical enhancement) 

 

The modeled VDNAPL recovered matched the measured VDNAPL recovered during the experiment. The 

slopes of VDNAPL recovered modeled=f(VDNAPL recovered measured) were close to 1 (1.05 and 0.88 

respectively for 0.5 and 0.1 mm GB with R2 of 0.96 and 0.94). The standard deviation was 

logically lower for the 0.1 mm GB. 

 

c) DNAPL-water interface displacement 

 

Figure 246 compares measured and modeled radius and height of the cone of depression with 

0.5 mm GB and 0.1 mm GB. 

 

  
a) Radius b) Height 

Figure 246: Comparison of measured and modeled a) radius and b) height of the cone of 

depression with 0.5 and 0.1 mm GB (with chemical enhancement) 

 

The linear regression radiusmodeled=f(radiusmeasured) were 0.87 and 1.14, respectively for 0.5 and 

0.1 mm GB (with R² of 0.93 and 0.86). Moreover, the linear regression  

heightmodeled=f(heightmeasured) were respectively 1.07 and 0.94 (with R²=0.87 and 0.81). 

 

Therefore, the model fits the image interpretation data well. 
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d) Comparison of estimated recovered DNAPL volumes by modeling and image 

interpretation  

 

Figure 247 compares the estimated DNAPL volumes recovered experimentally (with image 

interpretation) and the one calculated by modeling (after lateral VDNAPL deduction). 

 

 
Figure 247: Comparison of estimated DNAPL volumes recovered experimentally (with image 

interpretation) and by modeling (after lateral VDNAPL deduction) with 0.5 and 0.1 mm GB 

(with chemical enhancement) 

 

Figure 247 shows that the modeling matched the image interpretations: the linear regression 

curve gradients were respectively 0.97 and 1.10 for the 0.5 and 0.1 mm GB. The R2 were correct 

(respectively 0.95 and 0.96 for the 0.5 and 0.1 mm GB). 

 

e) Fingerings effect at the DNAPL-water interface 

 

Figure 248 shows the average values and standard deviations of the DNAPL-water interfaces 

for with chemical enhancement case. 

 

 
Figure 248: Statistical representation of fingerings of the DNAPL-water interface with 0.5 

and 0.1 mm GB (with chemical enhancement) 
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We see that fingering is more important for the 0.1 mm GB than for the 0.5 mm GB: the average 

interface heights fluctuations were respectively 0.08 and 1.03 cm (with average standard 

deviations of 0.07 and 0.82). There was no notable difference between the values observed 

without enhancement and with chemical enhancement (see section 6.3.6 for more details). 

However, we can underline that increasing the flow rate had limited influence on fingering 

(with the exception of the 0.1 mm GB experiment at 150 mL.min-1, showing anomalous results). 

 

6.3.2.2 Permittivity monitoring 

 

Figure 249 shows changes in permittivity as a function of time during pumping experiments 

conducted with 0.5 mm GB. 

 

 
Figure 249: Evolution of the permittivity in the 2D tank with 0.5 mm GB with a flow rate of 

150 mL.min-1 (with chemical enhancement) 

 

For the same flow rates, permittivity variations came earlier with chemical enhancement than 

without enhancement (see section 6.3.4 for more details). For TDR 8, the permittivity plateau 

was reached at 8 min (vs. 12 min). The final permittivities for TDR 7 to 9 were higher (28.41 

± 0.56), which confirms a lower Srn. These values agree with those measured at the end of 

imbibition with 1D cells and 1D columns. TDR 13 also detected the arrival of the cone of 

depression earlier (t = 15 min vs. t = 23 min). Figure 250 shows variations in water saturation, 

measured and estimated permittivity during the pumping experiment for 0.5 mm GB. 

 

 
Figure 250: Average water saturation, measured and estimated permittivity during the 

pumping experiment in the 2D tank with 0.5 mm GB with a flow rate of 150 mL.min-1 (with 

chemical enhancement) 
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We see that the εestimated are very close to the εmeasured for values around Srn and Srw. For transition 

phases, like in section 6.3.1.2, we see that εmeasured were always lower than εestimated. Reduced 

permittivities at TDR 6 and 9 show that the radius of cone of depression is higher with chemical 

enhancement. 

 

Figure 251 shows changes in permittivity as a function of time during the pumping experiment 

conducted with 0.1 mm GB. 

 

 
Figure 251: Evolution of the permittivity in the 2D tank with 0.1 mm GB with a flow rate of 

150 mL.min-1 (with chemical enhancement) 

 

If we compare Figure 230 (0.1 mm GB without enhancement) with Figure 251, we see that the 

displacement of cone of depression was faster (see also section 6.3.4 for more details). As 

pumping ended, εmeasured at TDR 8 was on average 30.42 ± 0.42, which matches what was 

measured at the end of imbibition in 1D cells and 1D columns. 

 

Figure 252 shows variations in water saturation, measured and estimated permittivity during 

the pumping experiment for 0.1 mm GB. 

 

 
Figure 252: Average water saturation, measured and estimated permittivity during the 

pumping experiment in the 2D tank with 0.1 mm GB with a flow rate of 150 mL.min-1 (with 

chemical enhancement) 

 

We see that the εestimated were very close to the εmeasured for values around Srn and Srw. Differences 

between εestimated and εmeasured were also very obvious for values between Srn and Srw. The 
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increased radius of action relative to the experiments without enhancement was demonstrated 

by εmeasured at TDR 6 and 9. Moreover, the displacement of the migration front was detected by 

TDR 13 and also by TDR12 and 14 (which was not the case for experiments without 

enhancement).  

 

Figure 253 compares measured and estimated permittivity (with image interpretation) in the 2D 

tank for 0.5 and 0.1 mm GB for with enhancement case. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 253: Comparison of measured and estimated permittivity (with image interpretation) 

in the 2D tank for a) 0.5 and b) 0.1 mm GB (with chemical enhancement) 

 

The lines’ slopes are close to 1: 0.98 for 0.5 mm GB and 1.02 for 0.1 mm GB. The R2 for the 

0.5 mm GB is logically higher than for the 0.1 mm GB (0.96 vs 0.89). 

 

Four distinct zones are clearly distinguished: Srw zone, transition zone, Srn zone and water zone. 

As stated above, in the transition zone the majority of the εmeasured were below εestimated. 

 

6.3.2.3 Electrical resistivity monitoring 

 

Figure 254 shows changes in resistivity, as a function of time during pumping experiment 

conducted with 0.5 mm GB. 

 

  
Rectangular vertical detection areas Square detection areas 

--- Top line --- Bottom line --- Top line --- Medium line 

  --- Bottom line 

a) R1 to R20 b) R21 to R47 

Figure 254: Evolution of the resistivity in the 2D tank with 0.5 mm GB with a flow rate of  

150 mL.min-1 (with chemical enhancement) – a) R1 to R20 and b) R21 to R47 
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In this case, the resistivities at the start of pumping were close to the values obtained in the 

other experiments in the 2D tank and in the 1D experiments. We observed the same trends as 

those shown in Figure 234 and Figure 236 (2D tank experiment without enhancement). The 

resistivities measured in the middle portion of the 2D tank fell faster and more sharply than at 

the sides. 

 

If we compare the resistivities with and without chemical enhancement, we see that reductions 

in the cone of depression were faster and higher (see section 6.3.5 for more details). 

Accordingly, the resistivities at R34 were, at t=5 min, 155 ± 43 Ω.m (vs 893 ± 268 Ω.m) and, 

at the end of the experiment, 65 ± 20 Ω.m at t = 20 min (vs 144 ± 22 Ω.m at t=25 min). 

Moreover, the resistivities at R33 were, at the end of the experiment, 2999 ± 1685 Ω.m at t = 

20 min (vs 3466 ± 640 Ω.m at t=25 min).  
 

Figure 255 shows how water saturation, measured and estimated resistivity varied during the 

pumping experiment for 0.5 mm GB. 

 

a) R1 to R20 

 
b) R21 to R47 

Figure 255: Average water saturation, measured and estimated resistivity during the pumping 

experiment in the 2D tank with 0.5 mm GB with a flow rate of 150 mL.min-1 (with chemical 

enhancement) – a) R1 to R20 and b) R21 to R47 

 

The changes in Sw, ρc,measured and ρc,estimated agreed with each other. The differences between 

ρc,measured and ρc,estimated rose as resistivity values rose. Regarding the square detection areas of 

the medium line, resistivities at the central position fell faster and more sharply with chemical 

enhancement than without enhancement (R31, R34 and R37). In addition, the areas at the lateral 

position also showed greater variations. Accordingly, the resistivities at R28 were: at t=5 min, 

236 ± 71 Ω.m (vs 1018 ± 230 Ω.m). Regarding the square detection areas at the bottom line, 
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we saw that the reductions were greater and relate to more detection areas with chemical 

enhancement (R27 and R29 were impacted). 

 

Figure 256 shows changes in resistivity as a function of time during the pumping experiment 

conducted with 0.1 mm GB. Figure 257 shows how water saturation, measured and estimated 

resistivity varied during the pumping experiment (for 0.1 mm GB). 

 

  
Rectangular vertical detection areas Square detection areas 

--- Top line --- Bottom line --- Top line --- Medium line 

  --- Bottom line 

a) R1 to R20 b) R21 to R47 

Figure 256: Evolution of the resistivity in the 2D tank with 0.1 mm GB with a flow rate of  

150 mL.min-1 (with chemical enhancement) – a) R1 to R20 and b) R21 to R47 

 

 
a) R1 to R20 

 
b) R21 to R47 

Figure 257: Average water saturation, measured and estimated resistivity during the pumping 

experiment in the 2D tank with 0.1 mm GB with a flow rate of 150 mL.min-1 (with chemical 

enhancement) – a) R1 to R20 and b) R21 to R47 
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The resistivities at the start of pumping agreed with the other experiments. If we compare the 

data for experiments with and without enhancements (Figure 235 and Figure 237, see also 

section 6.3.5 for more details), the beneficial effect of the chemical enhancement on residual 

saturation is clear from the resistivities. The resistivity at R34 at t=20 min was 109 ± 33 Ω.m (vs 

1110 ± 313 Ω.m without enhancement). At R33, the resistivity at t=20 min was 1411 ± 423 Ω.m 

(vs 2955 ± 886 Ω.m without enhancement). 

 

At the edge zone of the cone of depression, the resistivities were lower with chemical 

enhancement; at R28, the resistivity at t=20 min was 2426 ± 728 Ω.m (vs 17599 ± 4280 Ω.m 

without enhancement). 

 

Figure 258 compares the measured and estimated resistivity (with image interpretation) in the 

2D tank for 0.5 and 0.1 mm GB. 

 

  
a) 0.5 mm GB b) 0.1 mm GB 

Figure 258: Comparison of measured and estimated resistivity (with image interpretation) in 

the 2D tank for a) 0.5 and b) 0.1 mm GB with a flow rate of 150 mL.min-1 (with chemical 

enhancement) 

 

The slopes of the log(ρc,measured)=f(log(ρc,estimated)) curves were respectively 1.12 and 1.26 for 0.5 

and 0.1 mm GB. Moreover, the coefficient of determination was higher for the 0.5 mm GB 

(R2=0.78) than for the 0.1 mm GB (R2=0.71), which means that the data dispersivity is higher 

with the 0.1 mm GB. 

 

The slopes were far from 1 were due to the ρc,measured/ρc,estimated ratios for values close to Srw 

being high: 3.20 and 5.99 for 0.5 and 0.1 mm GB, respectively. 

 

Four distinct zones were also distinguished there: Srw zone, transit ion zone, Srn zone, water 

zone. 

 

6.3.3 Experiments in the 2D tank with thermal enhancement 

 

The pumping experiments (imbibition) were conducted with 0.5 and 0.1 mm GB with thermal 

enhancement. 

 

Appendix 10 shows the results for the 2D tank experiments with thermal enhancement. 
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6.3.3.1 Experimental results: comparison of numerical simulation with optical density 

monitoring 

 

a) Modeling results 

 

Figure 259 and Figure 260 show measured and modeled volumes of DNAPL as a function of 

time. 

 

 
Figure 259: Evolution of measured and modeled volumes of DNAPL recovered for different 

flow rates with 0.5 mm GB (with thermal enhancement) 

 

 
Figure 260: Evolution of measured and modeled volumes of DNAPL recovered for different 

flow rates with 0.1 mm GB (with thermal enhancement) 

 

Thermal enhancement did not have any beneficial effect on recovery yield. The VDNAPL recovered 

with thermal enhancement represented on average 40, 60 and 76% of the VDNAPL recovered without 

enhancement for 0.5 mm GB (respectively for 50, 150 and 220 mL.min-1). For the 0.1 mm GB, 

these recovery yields were between 77, 91 and 93%. 

 

This was related to the reductions in viscosity (μw/μnw) and density (ρw/ρnw) ratios with 

temperature increase not being sufficient to improve recovery rates and yields. 

 

Figure 261 shows how Sw changed over time along the horizontal profile and along a vertical 

profile at the center of the 2D tank. 
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a) Horizontal profile - 0.5 mm GB b) Horizontal profile - 0.1 mm GB 

  
c) Vertical profile - 0.5 mm GB d) Vertical profile - 0.1 mm GB 

Figure 261: Evolution of the Sw along a) and b) horizontal profile and c) and d) vertical 

profile at the center of the 2D tank with 0.5 and 0.1 mm GB (with thermal enhancement) 

 

The horizontal water saturation profile demonstrates that thermal enhancement was not 

effective. For example, regarding 0.5 mm GB at 0.25 m, Sw was 0.33 at t=10 min with thermal 

enhancement but 0.56 without enhancement. For the 0.1 mm GB, Sw at 0.17 m were 0.67 and 

0.56 respectively for experiments without and with thermal enhancement (for t=10 min). 

 

The vertical water saturation profile shows that thermal enhancement has a negative effect on 

the displacement of the migration front. We see that it reduced the displacement of the migration 

front by about 50% for the 0.5 mm GB and 20% for the 0.1 mm GB (for Sw=0.5 at t=15 min). 

 

b) Volume of DNAPL recovered 

 

Figure 262 shows modeled and measured VDNAPL recovered. 
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Figure 262: Comparison of measured and modeled volumes of the DNAPL recovered in the 

2D tank with 0.5 and 0.1 mm GB (with thermal enhancement) 

 

The slopes of VDNAPL recovered modeled=f(VDNAPL recovered measured) were, like for the previous 

experiments (without enhancement and with chemical enhancement), close to 1 (0.91 and 0.90 

respectively for 0.5 and 0.1 mm GB with R2 of 0.97 and 0.94). Again, as expected, the standard 

deviation was lower for the 0.1 mm GB. 

 

c) DNAPL-water interface displacement 

 

Figure 263 compares experimental and modeled radius and height of the cone of depression 

with 0.5 mm GB and 0.1 mm GB. 

 

  
a) Radius b) Height 

Figure 263: Comparison of measured and modeled a) radius and b) height of the cone of 

depression with 0.5 and 0.1 mm GB (with thermal enhancement) 

 

The slopes of radiusmodeled=f(radiusmeasured) were close to 1: 0.97 and 1.07 respectively for the 

0.5 and 0.1 mm GB (with R² of 0.92 and 0.84). Moreover, the slopes of 

heightmodeled=f(heightmeasured) were respectively 1.05 and 0.98 (with R²=0.95 and 0.94). 
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d) Comparison of estimated recovered DNAPL volumes by modeling and image 

interpretation  

 

Figure 264 compares estimated DNAPL volumes recovered experimentally (with image 

interpretation) and by modeling (after lateral VDNAPL deduction). 

 

 

 
Figure 264: Comparison of estimated DNAPL volumes recovered experimentally (with image 

interpretation) and by modeling (after lateral VDNAPL deduction) with 0.5 and 0.1 mm GB 

(with thermal enhancement) 

 

The pumping experiments interpreted by image matched the modeling results. The linear 

regression curve gradients were respectively 1.11 and 1.14 for the 0.5 and 0.1 mm GB (with R² 

of 0.98 and 0.96). 

 

e) Fingerings effect at the DNAPL-water interface 

 

Figure 265 shows the average values and standard deviations of the DNAPL-water interfaces 

for thermal enhancement case. 

 

 
Figure 265: Statistical representation of fingerings of the DNAPL-water interface with 0.5 

and 0.1 mm GB (with thermal enhancement) 
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Since the μw/μnw ratios were lower, it explains why the fingerings were globally lower for thermal 

enhancement than without enhancement (see section 6.3.6 for more details). The differences in 

fingering between the 0.5 and 0.1 mm GB were lower than for the reference (without 

enhancement). Therefore, the average interface heights were respectively 0.09 and 0.46 cm for 

the 0.5 and 0.1 mm GB (with standard deviations of 0.07 and 0.38). The flow rate had little 

influence on fingerings; the differences in interface height between 50 and 220 mL.min-1 were 

10 and 9% (respectively, for 0.5 and 0.1 mm GB). 

 

f) Parametric study of the model 

 

Figure 266 shows the results of the parametric study of the model. 

 

 
 

a) VDNAPL recovered as a function of time b) Final VDNAPL at t= 30 min 

Figure 266: Parametric study of the model (with thermal enhancement): a) VDNAPL recovered 

as a function of time and b) Final VDNAPL at t= 30 min 

 

The results demonstrate that the thermal enhancement was not effective. 

 

The parametric study was based on comparison with a base scenario (reference: 0.1 mm GB, 

without enhancement, 150 mL.min-1). The viscosity and density values for water and DNAPL 

at 50 °C were changed independently to confirm the weight of these parameters in the final 

modeling results.  

 

If we keep the rheological properties of DNAPL (at 20 °C) and change the water’s properties 

(at 50 °C), the final VDNAPL recovered falls (VDNAPL between 249.79 and 262.92 mL).  

 

Conversely, if we keep the rheological properties of the water at 20 °C and change the 

DNAPL’s properties to 50 °C the final VDNAPL rises (VDNAPL between 289.55 and 292.06 mL). 

Changing the viscosity has slightly more impact than changing the density (respective final 

VDNAPL of 290.99 vs 289.55 mL). Considering both parameters (ρ and μ) at 50 °C is the best 

approach (VDNAPL= 292.06 mL). 

 

From these results, we can conclude that when the ratios μnw/μw and ρnw/ρw goes to one, the 

better the DNAPL recovery is achieved. 

 

6.3.3.2 Permittivity monitoring 

 

Figure 267 shows changes in permittivity as a function of time during pumping experiment 

conducted with 0.5 mm GB. 

 



Chapter 6: Experiments in the 2D tank 

 

255 

 
Figure 267: Evolution of the permittivity in the 2D tank with 0.5 mm GB with a flow rate of 

150 mL.min-1 (with thermal enhancement) 

 

If we compare the results with experiments in the 2D tank without enhancement, we see that 

the migration front is displaced more slowly (see section 6.3.4 for more details). For TDR 8, 

the permittivity plateau was reached at 16 min (vs. 12 min without enhancement). 

 

Only TDR 8 had permittivity values corresponding to Srn (27.00 ± 0.25). TDR 13 was not 

impacted by pumping. These two points show that the radius and height of the cone of 

depression were lower with thermal enhancement than without. 

 

Figure 268 shows variations in water saturation, measured and estimated permittivity during 

the pumping experiment for 0.5 mm GB. 

 

 
Figure 268: Average water saturation, measured and estimated permittivity during the 

pumping experiment in the 2D tank with 0.5 mm GB with a flow rate of 150 mL.min-1 (with 

thermal enhancement) 

 

Here again, we see that the εestimated are very close to the εmeasured for values around Srn and Srw. 
We see that reduced permittivities were only detected by TDR 7 to 9, which shows that the 

radius of the cone of depression was much lower than for experiments without enhancement.  

 

Figure 269 shows changes in permittivity as a function of time during pumping experiment 

conducted with 0.1 mm GB. 
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Figure 269: Evolution of the permittivity in the 2D tank with 0.1 mm GB with a flow rate of 

150 mL.min-1 (with thermal enhancement) 

 

The plateau for εmeasured at TDR 8 was only reached at t= 20 min whereas without thermal 

enhancement, it was reached at t=10 min. εmeasured at the end of pumping (26.95 ± 0.74) agreed 

with the experiments done using the 1D cells and 1D columns. 

  

Figure 270 shows variations in water saturation, measured and estimated permittivity during 

the pumping experiment for 0.1 mm GB. 

 

 
Figure 270: Average water saturation, measured and estimated permittivity during the 

pumping experiment in the 2D tank with 0.1 mm GB with a flow rate of 150 mL.min-1 (with 

thermal enhancement) 

 

The difference between εestimated and εmeasured was also shown during the transition phase. In 

comparison with the experiments conducted without enhancement (see Figure 231), we see that 

permittivities fell faster and more substantially for TDR 7 to 9 but also for TDR 6 to 10. This 

demonstrates that the radius and height of cone of depression were higher without thermal 

enhancement than with it. 

 

Figure 271 compares measured and estimated permittivity (with image interpretation) in the 2D 

tank for 0.5 and 0.1 mm GB for thermal enhancement case. 
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a) 0.5 mm GB b) 0.1 mm GB 

Figure 271: Comparison of measured and estimated permittivity (with image interpretation) 

in the 2D tank for a) 0.5 and b) 0.1 mm GB (with thermal enhancement) 

 

As shown in these figures, the slopes are 0.97 and 0.92 respectively for 0.5 and 0.1 mm GB. 

The R2 for the 0.5 mm GB is logically higher than for the 0.1 mm GB (0.96 vs 0.94). Four 

distinct zones are clearly distinguished: as stated above, in the transition zone the majority of 

the εmeasured were below εestimated. 

 

6.3.3.3 Electrical resistivity monitoring 

 

Figure 272 shows changes in resistivity, as a function of time during pumping experiment 

conducted with 0.5 mm GB. 

 

  
Rectangular vertical detection areas Square detection areas 

--- Top line --- Bottom line --- Top line --- Medium line 

  --- Bottom line 

a) R1 to R20 b) R21 to R47 

Figure 272: Evolution of the resistivity in the 2D tank with 0.5 mm GB with a flow rate of  

150 mL.min-1 (with thermal enhancement) – a) R1 to R20 and b) R21 to R47 

 

The conditions at the end of drainage were identical to those reported for the other 2D tank 

experiments. The resistivities measured at the start of the experiment were also similar. As we 

stated, in this case, the thermal enhancement has no beneficial effect on recovery yield or 

recovery rate.  

 

If we compare the resistivities with thermal enhancement to resistivities without enhancement, 

we see that the reductions in the cone of depression were slowed and less sharp (Figure 272 and 

Figure 273). The resistivities at R34 were, at t=5 min, 3772 ± 1031 Ω.m (vs 893 ± 268 Ω.m). 

At the end of the experiment, the resistivities at R33 were 8188 ± 2456 Ω.m at t = 19 min (vs 
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3466 ± 640 Ω.m at t=25 min); the variation of resistivity is therefore very moderate. The 

resistivities at R28, at a side position, at t=5 min were 4168 ± 1250 Ω.m (vs 1017.51 ± 230 

Ω.m). The differences between ρc,measured and ρc,estimated rose as resistivity values rose  

(Figure 273). 

 

 
a) R1 to R20 

 
b) R21 to R47 

Figure 273: Average water saturation, resistivity measured and estimated during the pumping 

experiment in the 2D tank with 0.5 mm GB with a flow rate of 150 mL.min-1 (with thermal 

enhancement) – a) R1 to R20 and b) R21 to R47 

 

Figure 274 shows changes in resistivity, as a function of time during pumping experiments 

conducted with 0.1 mm GB. 

 

  
Rectangular vertical detection areas Square detection areas 

--- Top line --- Bottom line --- Top line --- Medium line 

  --- Bottom line 

a) R1 to R20 b) R21 to R47 

Figure 274: Evolution of the resistivity in the 2D tank with 0.1 mm GB with a flow rate of  

150 mL.min-1 (with thermal enhancement) – a) R1 to R20 and b) R21 to R47 

 



Chapter 6: Experiments in the 2D tank 

 

259 

The observations can be made for the 2D tank experiments with 0.1 mm GB: the monitored 

resistivities showed that thermal enhancement was not effective for free product recovery: the 

resistivity falls in the cone of depression were lower and slower.  

 

The resistivity at R34 at t=20 min was 2818 ± 645 Ω.m (vs 1100 ± 313 Ω.m without 

enhancement). At R33, the resistivity at t=20 min was 6354 ± 1906 Ω.m (vs 2955 ± 886 Ω.m 

without enhancement). 

 

At the edge zone of the cone of depression, the resistivities were lower with thermal 

enhancement; at R28, the resistivity at t=20 min was 22113 ± 6634 Ω.m (vs 17599 ± 4280 Ω.m 

without enhancement) (Figure 275). 

 

 
a) R1 to R20 

 
b) R21 to R47 

Figure 275: Average water saturation, resistivity measured and estimated during the pumping 

experiment in the 2D tank with 0.1 mm GB with a flow rate of 150 mL.min-1 (with thermal 

enhancement) – a) R1 to R20 and b) R21 to R47 

 

Figure 276 compares the measured and estimated resistivity (with image interpretation) in the 

2D tank for 0.5 and 0.1 mm GB. 
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a) 0.5 mm GB b) 0.1 mm GB 

Figure 276: Comparison of measured and estimated resistivity (with image interpretation) in 

the 2D tank for a) 0.5 and b) 0.1 mm GB with a flow rate of 150 mL.min-1 (with thermal 

enhancement) 

 

The slopes of the log(ρc,measured)=f(log(ρc,estimated)) curves were respectively 1.20 and 1.37 for 0.5 

and 0.1 mm GB. The dispersivity was higher with the 0.1 mm GB than the 0.5 mm GB (R2=0.78 

for 0.1 mm GB vs R2=0.91 for 0.5 mm GB). Here also, we note that the curve slopes that were 

far from 1 were due to the ρc,measured/ρc,estimated ratios for values close to Srw being high: 4.46 and 

9.37 for 0.5 and 0.1 mm GB, respectively. Finally, we also distinguished four zones: Srw zone, 

transit ion zone, Srn zone, water zone. 

 

6.3.4 Comparison of permittivities without enhancement, with chemical and thermal 

enhancements 

 

Figure 277 and Figure 278 show a comparison of measured permittivity in the 2D tank (with 

and without enhancements) for 0.5 and 0.1 mm GB, respectively. 

 

 
Figure 277: Comparison of measured permittivity in the 2D tank for 0.5 mm GB with a flow 

rate of 150 mL.min-1 (with and without enhancements) 
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Figure 278: Comparison of measured permittivity in the 2D tank for 0.1 mm GB with a flow 

rate of 150 mL.min-1 (with and without enhancements) 

 

Figure 278 shows that by using TDR it is possible to assess the differences in remediation yields 

and rates between recovery of free product without enhancement, with chemical enhancement 

and with thermal enhancement. The TDR located at the heart of the cone of depression globally 

showed faster and larger variations in permittivities for chemical enhancement (this is more 

visible for the 0.1 GB than for the 0.5 mm GB). From TDR monitoring data, we can affirm that 

with chemical enhancement the radius of the cone of depression of action is higher, the Sn are 

lower and the Sn fall faster. Moreover, since the coefficients of determination (calculated on the 

basis of graphs εmeasured=f(εestimated)) are correct, the Sn can be quantified from the TDR probes. 

 

6.3.5 Comparison of resistivities without enhancement, with chemical and thermal 

enhancements 

 

Figure 279 and Figure 280 show a comparison of measured resistivity in the 2D tank (with and 

without enhancements) for 0.5 and 0.1 mm GB, respectively. 

 

 
Figure 279: Comparison of measured resistivity in the 2D tank for 0.5 mm GB with a flow 

rate of 150 mL.min-1 (with and without enhancements) 

 



Chapter 6: Experiments in the 2D tank 

 

262 

 
Figure 280: Comparison of measured resistivity in the 2D tank for 0.1 mm GB with a flow 

rate of 150 mL.min-1 (with and without enhancements) 

 

The electrical resistivity monitoring had higher standard deviations (often of the order of 30%). 

Therefore, we cannot closely estimate the residual saturations from electrical resistivity alone. 

However, the precision was sufficient (especially, for values close to the Srn) to show 

differences between the three treatment technologies. Figure 279 and Figure 280 show that 

chemical enhancement has higher remediation yields and rates: the radius of action was higher, 

the Sn were lower and Sn fell more quickly. We also see clearly that thermal enhancement was 

less effective: resistivity drops were lower and slower. 

 

The combination of electrical resistivity monitoring (which gives an integrative view of the 

cone of depression) with TDR (which give precise but spatially limited data) allows to better 

quantify the remediation rates and yields. 

 

6.3.6 Comparison of fingerings effect at the DNAPL-water interface without 

enhancement, with chemical and thermal enhancements 

 

Figure 281 shows the experimental results on the phase-diagram of multiphase domain 

displacement (Figure 28). The capillary number (Nca) and the mobility ratio (mr) are calculated 

using Eq. 86 and Eq. 89, respectively. 

 

 
Figure 281: Representation of experimental results on the phase-diagram of multiphase 

domain displacement (adapted from [Lenormand et al. (1988)]) 
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Figure 226, Figure 248 and Figure 265 highlight that fingerings were more important for  

0.1 mm GB than for 0.5 mm GB. It is expected because the capillary effects are more important 

for 0.1 mm GB. Figure 281 shows that the dots relating to the 0.1 mm GB are always closer to 

the capillary fingering zone than the dots relating to 0.5 mm GB (Nca are smaller). If we compare 

pumping without enhancement with pumping with enhancement, we note that for 0.5 and  

0.1 mm GB, the dots are much closer to the capillary fingering area. The thermal and chemical 

enhancement makes it possible to get closer to the stable displacement zone (by reducing the 

interfacial tensions and dynamic viscosities). These results agree with the experimental results 

relating to the measurements of DNAPL-water interface fluctuation heights. 

 

 

6.4 Technical and economical analysis 

 

A technical and economic analysis of DNAPL free product recovery with and without 

enhancement was carried out within the SILPHES project [Colombano et al. (2018)]. The 

analysis was carried out on the basis of a fictitious case typical of contamination with 

chlorinated compounds: height 15.00 × width 15.00 × depth 13.00 m. Two hypotheses were 

considered: gravelly sand (hypothesis 1) and silty sand (hypothesis 2). The treatment of pumped 

water was also taken into account. Several case studies were considered: injection of surfactant, 

surfactant foam and several chemical reducers. Figure 282 presents the technical and 

economical comparison of free product recovery with and without chemical enhancement. 

 

 
Figure 282: Total financial estimate and unit costs of DNAPL free product recovery (with and 

without chemical enhancement) [Colombano et al. (2018)] 

 

The Srn used for the unit costs are based on the SILPHES project field scale data and on the 

usual treatment costs in France. Therefore, the respective Srn after classical free product 

recovery, classical free product recovery + upwelling and classical free product recovery + 

upwelling + surfactant flushing are respectively: 0.35, 0.25 and 0.17 for gravelly sand and, 0.45, 

0.35 and 0.24 for silty sand. Remediation duration and ROI were not changed for the 

comparison between classical pumping and pumping with chemical enhancement (major 

assumption). The only assumption changes between the scenarios are the remediation yields. 
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Treatment of pumped water has also been considered. The treatment of this dissolved phase 

only concerns 1% of the mass balance. 

 

Hydraulic and chemical enhancement methods greatly reduce residual saturation. Therefore, 

the residual masses can be reduced by a factor of two. Assisted pumping techniques generate 

extra costs by a factor of 1.5 to 1.9 for pumping and upwelling; and 1.8 to 2.3 for pumping, 

upwelling, and surfactant. However, the unit treatment costs (€.m-3 recovered) are of the same 

order of magnitude as the base scenario (between 35% and 75% extra cost). 

 

The additional costs of using surfactants compared to upwelling are only 17 and 24%. This is 

because surfactants are used at low concentrations (below CMC), and also because radii and 

heights of cone of depression are more important. 

 

The technical and economic analysis shows that the techniques developed and compared to 

conventional pumping techniques are both affordable and accessible. If there is a need to reduce 

residual saturations, a graduated approach with hydraulic and chemical enhancement is possible 

in view of the remediation goals being considered. 

 

This technical and economic analysis demonstrated that the use of surfactant foams (as a 

complementary treatment to surfactant and finishing treatment) was very advantageous. 

 

According to literature review, the duration and flow rate of pollution source released are 

proportional to the quantity of DNAPL remaining in the soils. These release flow rates generate 

water (and sometimes gases), which incur additional monitoring costs over several years. These 

costs can amount to tens of thousands of euros per year, and span over decades. These 

monitoring costs should be considered when selecting the treatment methods used to improve 

purification yields. 

 

6.5 Conclusions 

 

The goal of DNAPL pumping experiments in the 2D tank was: i. To validate the two-phase 

flow model ; ii. To compare the modeled water saturations with the permittivity and resistivity 

measurements as well as the optical densities during the pumping test (at different flow rates) 

over time; iii. To determine how chemical and thermal enhancements affect DNAPL recovery 

yields. 

 

The experiments were conducted with 0.5 and 0.1 mm GB. Three different pump flow rates 

were studied for both GB sizes: 50, 150 and 220 mL.min-1. The experiments were conducted 

without enhancement (reference), with chemical enhancement and with thermal enhancement. 

 

The two-phase flow model was conducted with the pressure-pressure formulation. The capillary 

pressure function and relative permeability function used were based on VGM equations. 

 

Numerical modelings were compared with image interpretation. Comparing experimental and 

modeled recovered DNAPL volumes shows that the model fits well with the experiments 

(whose results were treated with image interpretation). For example, for experiments without 

enhancement, the linear regression curves VDNAPL modeled=f(VDNAPL measured) were 0.99 (R2=0.97) 

for 0.5 mm GB and 1.10 (R2=0.95) for 0.1 mm GB. Moreover, comparing experimental and 

modeled radius and height of the cone of depression showed that the model was valid. 

Accordingly, for experiments without enhancement, the linear regression curves  
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Vradii modeled=f(Vradii measured) were 1.08 (R2= 0.94) and 1.003 (R2=0.81) respectively for the 0.5 mm 

and 0.1 mm GB. For the cone of depression heights, linear regressions confirm that the model 

is valid: the curves were respectively 1.05 (R2=0.92) and 0.98 (R2=0.89). 

 

We also compared numerical model results with experimental results successfully for chemical 

enhancement and thermal enhancement. 

 

The results of modeling and experiments show that chemical enhancement has a beneficial 

effect on recovered DNAPL volumes. The use of chemical enhancement was proportionally 

more advantageous for lower flow rates than for higher flow rates. For the 0.1 mm GB the 

VDNAPL, chemical/VDNAPL, reference ratios were relatively stable over time and were higher for lower 

flow rates than for higher flow rates. Also, these ratios were on average 1.37, 1.22 and 1.18 

respectively for 50, 150 and 220 mL.min-1. For the 0.5 mm GB, the ratios were much higher at 

the start of the experiment (the ratios were at 2 min, 2.90, 1.60 and 1.40 respectively for 50, 

150 and 220 mL.min-1). The cone of depression radius and height increased with added 

surfactant. 

 

Thermal enhancement had no beneficial effect on DNAPL recovery rate or yield. Heating the 

porous media had a negative effect on cone of depression radius and height. 

 

For experiments without enhancement, the DNAPL-water interface shapes were less irregular 

for the 0.5 mm GB than for the 0.1 mm GB. Obviously, the higher the pumping flow rate, the 

more irregularities there are at the interface. For experiments with chemical enhancement, the 

order of magnitude of irregularities in the DNAPL-water interface shapes is similar to that 

without enhancement. However, we should underline that increasing the flow rate had limited 

influence on fingering. Finally, for experiments with thermal enhancement, fingerings were 

globally lower than without enhancement or with chemical enhancement. This makes sense 

since the μw/μnw ratios were lower. 

 

We also compared image interpretation results with measured permittivities. To do this, the 

average optical densities (corresponding to the area of detection for the TDR) were determined 

throughout the experiments. These optical densities were transformed by water saturation then 

into permittivities using the CRIM model (whose parameters were validated during 1D cell and 

1D column experiments). The results of comparing εmeasured and εestimated with image are compelling 

for experiments without enhancement, with chemical enhancement and with thermal 

enhancement. For example, the slopes of linear regressions (εmeasured = f(εestimated with image)) were 

close to 1 (0.95 for 0.5 mm GB and 0.96 for 0.1 mm GB), which shows that the measured 

permittivities agreed well with the image interpretation. As expected, we see that R2 for the  

0.5 mm GB was higher than for the 0.1 mm GB (0.96 vs 0.90), which shows better correlation 

of values for 0.5 mm GB. 

 

For all experiments we clearly distinguish four distinct zones: Srw zone (start of pumping), Srn 

zone (end of pumping), water zone (corresponding to Sw=1), and transition zone (this zone 

corresponds to values between the Srw and Srn zones). The correlations are very good for the 

first three zones. 

 

For the transition zone, we see that the majority of εmeasured were lower than εestimated. This is 

because when the detection zone is crossed by the migration front, the zone displays both Srn 

and Srw areas. So for two heterogeneous zones, the weight of the portion similar to Srw impacts 

global εmeasured more that the portion similar to Srn. This shows that the CRIM model is only 
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valid for homogeneous media. It will be necessary to quantify this transition zone using mixing 

models. 

 

However, if we consider all points (i.e. all four zones), the linear regressions are good for 

experiments without enhancement, with chemical enhancement and with thermal enhancement. 

For example, for experiments without enhancement, the slopes were 0.95 for 0.5 mm GB and 

0.96 for 0.1 mm GB (with R2= 0.96 and 0.90, respectively). 

 

We also compared image interpretation results with measured resistivities. The average optical 

densities (corresponding to the area of detection of the dipole-dipole injection and reception 

configurations) were determined throughout the experiments. These optical densities were 

transformed by water saturation into resistivity using Archie’s law. The results of comparing 

ρc,measured and ρc,estimated with image were not very promising for any of the experiments, with or 

without enhancements. The slopes of linear regressions (log(ρc,measured) = f(log(ρc,estimated with image)) 

varied between 1.12 and 1.37. The R2 varied between 0.64 and 0.87. The standard deviations 

for the measurements were of the order of 30%. The slopes of the lines further from 1 are due 

to the fact that the ρc,measured/ρc,estimated ratios were higher for low Sw (close to the Srw). Note that 

for low resistivities (i.e. high Sw), the ρc,measured-ρc,estimated correlations are good. 

 

Therefore, it is not possible to quantify water saturations accurately only by measuring electrical 

resistivities. However, the accuracy is sufficient (especially for values close to Sw) to highlight 

differences between the three treatment approaches. We also distinguished 4 distinct zones: Srw 

zone, transition zone, Srn zone, water zone. By combining electrical resistivity monitoring 

(which gives an integrative view of the cone of depression) with TDR (which gives precise but 

spatially limited data), we can better: i. closely calibrate resistivities with Sw; ii. better quantify 

remediation rates and yields. 

 

The technical and economic analysis of DNAPL free product recovery has demonstrated that 

the chemical enhancement used below CMC is cost-effective and could be easily implemented 

at field scale: the additional costs of using surfactants are between 17 and 24%. If there is a 

need to reduce residual saturations, a graduated approach with hydraulic and chemical 

enhancement is possible in view of the remediation goals being considered. 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

7. CONCLUSIONS AND PERSPECTIVES 

 

 



Chapter 7: Conclusions and perspectives 

 

268 

 

7. CONCLUSIONS AND PERSPECTIVES 
 

The work presented in this thesis contributes as a whole to improve knowledge in the area of 

polluted site remediation. It demonstrates that DNAPL recovery as free product can be 

increased by implementing chemical enhancement. It has also been demonstrated that 

experiments in 1D cells and 1D columns produce robust parameters that can be used to 

accurately model the behavior of DNAPL/water in a 2D tank. Finally, the monitoring of 

experiments with image interpretation, permittivity and electrical resistivity allows accurate 

quantification of DNAPL saturation in the laboratory. These experiments and monitoring at the 

laboratory scale, combined with multiphase flow modeling, open up perspectives for full-scale 

applications. 

 

Regarding the experimental section, we have designed and built all the 1D cells, 1D columns 

and the 2D tank used in this thesis. A patent filing is also in progress. A two-phase flow model 

was also built using COMSOL Multiphysics®. 

 

Rheological and chemical parameters were measured (interfacial tensions, contact angles, 

viscosity, density, concentrations in the aqueous phase). The addition of surfactant has a 

beneficial effect on capillary forces (decrease in interfacial tensions and contact angles) while 

heating has an effect on the dynamic viscosity. From measurements of interfacial tensions and 

COCs in the aqueous phase we determined the Critical Micelle Concentration (CMC). 

 

Drainage-imbibition experiments were performed in 1D cells in a saturated porous media 

(with 0.5 and 0.1 mm Glass Beads-GB). The experimental data fit the van Genuchten – Mualem 

(VGM) capillary pressure-saturation function well. We acquired α and n as well as Srn and Srw 

with the aim of comparing the different experiments and using them in multiphase flow 

modeling.  

 

These experiments were performed without enhancement and with enhancements. The 

concentrations of surfactants used were under their CMC, to avoid solubilization. The best 

remediation yield was obtained with SDBS: 27.6% for 0.5 mm GB and 46.3% for 0.1 mm 

GB. Experiments with thermal enhancement were also conducted at 50 °C (to avoid 

volatilization), but no significant improvement in the remediation yield has been reported. 

 

Regarding the permittivity measurements, the estimation of residual saturations fits well with 

the CRIM model in most cases (less than 8% difference between estimations and 

measurements). The estimated electrical resistivity data (with the Archie’s Law) correlates less 

with the measurements than permittivity. The ρc,measured/ρc,estimated ratios were respectively 3.14 

at the end of the drainage and 0.99 at the end of the imbibition for 0.5 mm GB whereas they 

were 12.84 at the end of drainage and 5.22 at the end of imbibition for 0.1 mm GB. The optical 

density experiments show that residual saturations can be estimated accurately (R2= 0.98). 

 

The drainage-imbibition experiments were carried out in 1D columns to characterize two-

phase flow (and in particular the displacement of the DNAPL-water interface according to the 

applied pressures). The two-phase flow model was conducted with the pressure-pressure 

formulation. The difference between the measured DNAPL volumes in the 1D columns (by 

volume balance) and the modeled volumes were very low (less than 5% on average). In 

addition, the displacement of the DNAPL-water interface modeled corresponds to what was 

measured visually within the 1D columns. 
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Measured values of Srn and Srw were similar to those determined in 1D cells (without 

enhancement and with chemical and thermal enhancements). The remediation yields with 

chemical enhancement were of the same order of magnitude as those reported in 1D cells 

(26.4% for 0.5 mm GB and 53.4% for 0.1 mm GB). No significant improvement in the 

remediation yield was observed with thermal enhancement. 

 

From permittivity monitoring, it was possible to monitor accurately the DNAPL-water interface 

migration front (modeled) as well as to determine the Sw. Estimated variations in resistivity as 

a function of Sw correlated less with these measurements than for permittivity. The results are 

close to those seen in the 1D cells.  

 

For 2D tank experiments, pumping was performed at different flow rates with 0.5 mm and 

0.1 mm GB. The experiments were also performed with and without enhancement. 

 

Modelings were compared with image interpretation (based on the optical density calibration). 

Comparing experimental and modeled recovered DNAPL volumes shows that the model fits 

well with the experiments (whose results were treated with image interpretation). The slopes of 

VDNAPL recovered modeled=f(VDNAPL recovered measured) for all the tests were between 0.88 and 1.14 (with 

R2 between 0.93 and 0.98). The comparison of radii and heights of the cone of depression, 

measured with image interpretation, were also very similar to those modeled. 

 

The use of chemical enhancement was proportionally more advantageous for lower flow rates 

than for higher flow rates. A few minutes after the start of the experiments, the VDNAPL, 

chemical/VDNAPL, reference ratios were for 50 and 220 mL.min-1 on average respectively 2.90 and 

1.40 for 0.5 mm GB. For 0.1 mm GB, these ratios varied on average between 1.37 and 1.18. 

These increases in recovery rates are related to the increase of cone of depression radius and 

height and, the decrease of Srn within the cone of depression. Thermal enhancement had no 

beneficial effect on DNAPL recovery rate or yield. 

 

The comparison of the image interpretations (allowing to estimate Sw and therefore ε within the 

area of detection for the TDR) with measured permittivities shows good agreement. Indeed, the 

slopes of εmeasured = f (εestimated with image) vary between 0.92 and 1.02 (with R2 between 0.89 and 

0.96). 

 

Conversely, image interpretations and measured resistivities compare less favorably. The 

slopes of linear regressions (log(εmeasured) = f(log(εestimated with image)) vary between 1.12 and 1.37. 

The R2 varies between 0.64 and 0.87. In addition, the standard deviations of the measurements 

are around 30%. For low resistivities (i.e. high Sw), the ρc,measured/ρc,estimated correlations are good. 

 

It is therefore not possible to quantify water saturations in an accurate way with electrical 

resistivity monitoring only. However, the accuracy is sufficient (especially for high values of 

Sw) to highlight differences between the three treatment technologies. Through a combination 

of electrical resistivity monitoring (which gives an integrative view of the cone of depression) 

and TDR (which gives accurate but spatially limited information) we can: i. finely calibrate 

resistivities with Sw; ii. better quantify the remediation rates and yields. 

 

The technical and economical analysis of DNAPL free product recovery shows that the 

chemical enhancement used below CMC is cost-effective: the additional costs of using 

surfactants are only between 17 and 24%. 
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Future work should focus on experiments using water and porous medium (including 

heterogeneities) from actual polluted sites. 

 

Concerning the experimental research, improvements can be implemented: 

 Selective pressure transducers should be installed in order to measure the average 

pressure of each phase within the porous medium. This would make it possible to 

determine the capillary pressure at different flow rates in 1D cells and 1D columns, 

 On the basis of these new experiments, the hysteretic dynamic effect should be 

integrated into the capillary pressure-saturation function for more realistic modeling, 

 A 1D cell and a 1D column (with slightly curved glass on the front) should be 

manufactured in order to be able to measure simultaneously permittivity, resistivity, 

pressures and optical density, 

 A new 2D tank with selective pressure transducers should be developed and built-up. 

 

More specifically, prospective improvements in terms of modeling with COMSOL 

Multiphysics® are: 

 The model should consider the three dimensions, 

 The heterogeneities of medium permeability must be accounted for, 

 Transient chemical and thermal phenomena should be integrated into the model, 

 The dissolution of the pure phase towards the aqueous phase can also be studied (in 

order to better assess the effects of surfactants if working at concentrations greater than 

the surfactant the CMC), 

 The variation of capillary pressure-saturation curves of drainage and imbibition could 

also be incorporated into the model (to take into account effects of hysteresis), 

 Fingering could also be considered, 

 Coupling of multiphase flow modeling with permittivity and resistivity mixing models 

may better estimate the measurement/model correlations; in the case of resistivity, this 

would help to study the phenomena of underestimation or overestimation that we 

highlighted. 

 

However, COMSOL Multiphysics® is not suitable for large scale modeling. It can be used as 

a first approach to validate multiphase parameters and small-scale experiments. Subsequently, 

the data acquired with such modeling could be integrated into other models more suitable for 

larger scales and which better account for the multiphasic phenomena (such as TMVOC and 

OpenFOAM® codes). 

 

The quantification methods developed with image interpretation can be used for 

experiments relating to: i. multiphase flow monitoring in porous or fractured media 

(injection/pumping of varied viscous and thixotropic fluids); ii. dissolution monitoring; iii. 

oxidant and reducer injection monitoring; iv. clogging monitoring. If the optical density 

contrasts are not sufficient, it is possible to add colored chemical tracers. 

 

With respect to the permittivities, the following future work could be performed: 

 Other frequencies should be tested, 

 The imaginary part of the resistivity needs to be processed, 

 Longer waveguides could be used to have a larger area of detection in the field. 
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As for electrical resistivities, the future work should focus on developing a better correlation 

between resistivities and DNAPL saturation. The improvements must relate to the following 

points: 

 Influence measurement zone of probes needs to be corrected, 

 Other frequencies must be tested, 

 The imaginary part of the conductivity needs to be processed, 

 The data must be acquired so that inversions are performed before and after the pumping 

in order to have a better image of the cone of depression, 

 Tests must be performed with other types of electrodes including polarizable electrodes 

(which are closer to what is in the field). 

 

As for applications at field conditions, the prospects are interesting. Remediation 

monitoring by geophysical methods (including resistivities for DNAPLs) are particularly 

successful. These are the main methods for indirectly interpolating data between boreholes 

(with soil analysis), piezometers (with water analysis) and soil-gas wells (with gas analysis). 

However, quantifying the Sn remains difficult. The main monitoring approach is based on 

differences in resistivities before, during and after treatment. Monitoring the permittivities 

continuously at the field would contribute to better quantify the Sn locally and to calibrate 

resistivity measures on these points. This permittivity/resistivity coupling, with multiphase 

modeling, would: i. better quantify Sn (during the diagnostic and remediation phases); ii. limit 

field investigations by direct measurements (boreholes, soil-gas wells and piezometers); iii. 

improve remediation operations (by optimizing pumping flow rates and radii of cone of 

depression as a function of the flows and pressures applied). 

 

Finally, the experiments developed throughout this thesis (associated with the SILPHES 

project) have already generated beneficial impacts on other on-going or future (soon to 

start) research projects: 

 The image interpretation, permittivity and resistivity monitoring developed for this 

thesis was used later in two theses in progress in relation with the BIOXYVAL project. 

 This monitoring can also be used to study surfactant foam injections. A new 2D tank 

was built on this same principle as part of the FAMOUS project. Pressure sensors have 

been integrated. The foam (as blocking agent or as mobility control agent) can be 

studied on the basis of the contrasts of optical densities, permittivities and resisitivities. 

It is planned to use these 2D tanks (as well as 1D cells and 1D columns) as part of the 

new project PAPIRUS (kick-off coming soon) dedicated to foam injection. 

 In addition, another 2D tank has also been built to take into account back-diffusion 

(based on the same image interpretation technique). In this case, a colored chemical 

tracer was added to quantify the solubilization and diffusion of pollutants from the 

aquitard to the aquifer (internal projects BRGM Bisotope and TraMoIs). 
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Appendix 1 

 

Characterization of the DNAPL without enhancement and 

with chemical/thermal enhancements 

 



Appendix 1 

 

A-2 

Appendix 1.1 

Variation of DNAPL dynamic viscosities as a function of temperature 

 

Temperature 

(°C) 

Dynamic viscosity (mPa.s) 

Test1 Test2 Test3 Average 
Standard 

deviation 

10.00 5.20 5.40 5.90 5.50 0.36 

15.00 4.80 4.90 5.10 4.93 0.15 

20.00 4.60 4.50 4.30 4.47 0.15 

30.00 3.70 3.70 3.80 3.73 0.06 

45.00 2.80 2.80 2.90 2.83 0.06 

60.00 2.42 2.36 2.24 2.34 0.09 
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A-3 

Appendix 1.2 

DNAPL-water interfacial tension with chemical enhancement 

 
Tests Interfacial tension (mN.m-1) 

Triton X-100 

 CMC/8 CMC/4 CMC/2 CMC 
CMC×

2 
CMC×4 

CMC×

8 

CMC× 

16 

CMC× 

32 

CMC× 

64 
   

Test 1 9.01 8.21 7.44 6.53 5.75 4.62 3.15 1.96 0.38 0.38    

Test 2 9.17 8.50 7.21 6.28 5.48 4.50 3.26 1.73 0.77 0.50    

Test 3 9.23 8.47 7.18 6.49 5.36 4.28 2.89 2.00 0.56 0.56    

Averag

e 
9.14 8.39 7.28 6.43 5.53 4.47 3.10 1.89 0.57 0.48    

Stand. 
deviat. 

0.09 0.13 0.12 0.11 0.16 0.14 0.16 0.12 0.16 0.09    

Tween 80 

 CMC/8 CMC/4 CMC/2 CMC 
CMC×

2 
CMC×4 

CMC×

8 

CMC× 

16 

CMC× 

32 

CMC× 

64 
   

Test 1 9.69 9.53 9.45 9.24 9.38 9.23 8.73 7.52 6.42 5.3    

Test 2 9.91 9.61 9.26 9.33 9.21 9.04 8.65 7.33 6.32 5.15    

Test 3 9.83 9.33 9.46 9.41 9.24 9.13 8.52 7.50 6.26 5.39    

Averag

e 
9.81 9.49 9.39 9.33 9.28 9.13 8.64 7.45 6.33 5.28    

Stand. 
deviat. 

0.09 0.12 0.09 0.07 0.08 0.08 0.09 0.09 0.06 0.12    

Aerosol MA-80 

 CMC/6 CMC/4 CMC/2 
CMC/ 

1,5 
CMC 

CMC× 

1,5 

CMC× 

3 
CMC×4 CMC×6 CMC×8 

CMC× 

16 

CMC× 

32 

CMC× 

64 

Test 1 10.14 10.01 9.69 9.53 9.18 9.09 8.22 8.11 6.88 6.13 3.34 1.63 1.15 

Test 2 10.05 9.96 9.72 9.37 9.07 9.18 8.40 7.95 6.96 6.16 3.21 1.53 1.05 

Test 3 10.26 9.74 9.53 9.51 9.13 8.99 8.30 8.06 7.04 6.00 3.40 1.70 1.09 

Averag

e 
10.15 9.90 9.65 9.47 9.12 9.09 8.31 8.04 6.96 6.10 3.32 1.62 1.10 

Stand. 
deviat. 

0.08 0.12 0.09 0.07 0.05 0.08 0.07 0.07 0.06 0.07 0.08 0.07 0.05 

SDBS 

 
CMC/ 

128 

CMC/ 

64 

CMC/ 

32 

CMC/1

6 

CMC/ 

8 
CMC/4 CMC/2 CMC      

Test 1 7.87 6.20 4.08 1.10 0.60 0.45 0.19 0.06      

Test 2 7.61 6.34 4.12 0.89 0.60 0.34 0.09 0.08      

Test 3 7.58 6.48 3.86 1.15 0.48 0.41 0.11 0.16      

Averag

e 
7.69 6.34 4.02 1.05 0.56 0.40 0.13 0.10      

Stand. 

deviat. 
0.13 0.12 0.12 0.11 0.06 0.05 0.04 0.04      
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Appendix 1.3 

DNAPL-water interfacial tension with thermal enhancement 

 

Temperature 

(°C) 

Interfacial tension (mN.m-1) 

Test1 Test2 Test3 Average 
Standard 

deviation 

10.00 12.11 12.23 12.18 12.17 0.06 

15.00 11.22 11.11 11.13 11.15 0.06 

20.00 10.99 10.90 11.00 10.96 0.05 

30.00 11.10 11.27 11.30 11.22 0.11 

45.00 12.29 12.12 12.10 12.17 0.10 

60.00 11.94 11.88 11.85 11.89 0.05 

 

 

  



Appendix 1 

 

A-5 

Appendix 1.4 

Contact angle DNAPL/water/glass with chemical enhancement 

 
Tests Contact angle (°) 

Triton X-100 

 
CMC

/8 

CMC/

4 

CMC/

2 
CMC 

CMC

×2 

CMC

×4 

CMC×

8 

CMC× 

16 

CMC× 

32 

CMC× 

64 
    

Test 1 125.00 126.50 121.20 120.80 124.00 121.00 122.00 117.50 112.00 111.50     

Test 2 130.00 123.00 124.20 124.00 123.30 127.00 125.00 114.80 115.50 111.60     

Test 3 132.00 124.20 126.80 122.00 120.50 123.50 119.00 113.60 113.20 115.00     

Avera

ge 
129.00 124.57 124.07 122.27 122.60 123.83 122.00 115.30 113.57 112.70     

Stand. 
deviat. 

3.61 1.78 2.80 1.62 1.85 3.01 3.00 2.00 1.78 1.99     

Tween 80 

 
CMC

/8 

CMC/

4 

CMC/

2 
CMC 

CMC

×2 

CMC

×4 

CMC×

8 

CMC×

16 

CMC×

32 

CMC×

64 
    

Test 1 127.50 126.00 124.00 127.50 122.00 122.00 127.00 124.00 116.00 113.50     

Test 2 129.00 127.00 126.00 124.00 125.00 125.50 121.00 118.00 113.00 111.50     

Test 3 128.00 129.00 128.50 128.00 127.00 126.00 125.00 121.00 118.00 115.50     

Avera

ge 
128.17 127.33 126.17 126.50 124.67 124.50 124.33 121.00 115.67 113.50     

Stand. 
deviat. 

0.76 1.53 2.25 2.18 2.52 2.18 3.06 3.00 2.52 2.00     

Aerosol MA-80 

 
CMC

/8 

CMC/

6 

CMC/

4 

CMC/

2 

CMC/ 

1,5 
CMC 

CMC×

1,5 

CMC×

3 

CMC×

4 

CMC×

6 

CMC

×8 

CMC×

16 

CMC×

32 

CMC×

64 

Test 1 114.00 111.00 108.00 109.00 114.00 113.00 105.00 106.00 105.00 100.00 96.00 90.00 88.00 87.00 

Test 2 120.00 117.00 116.00 118.00 115.00 105.00 112.00 104.00 109.00 98.00 90.00 89.00 90.00 89.00 

Test 3 118.00 120.00 118.00 113.00 111.00 110.00 109.00 109.00 102.00 101.00 98.00 95.00 89.00 88.00 

Avera

ge 
117.33 116.00 114.00 113.33 113.33 109.33 108.67 106.33 105.33 99.67 94.67 91.33 89.00 88.00 

Stand. 
deviat. 

3.06 4.58 5.29 4.51 2.08 4.04 3.51 2.52 3.51 1.53 4.16 3.21 1.00 1.00 

SDBS 

 

CMC

/ 

128 

CMC/
64 

CMC/
32 

CMC/
16 

CMC/
8 

CMC/
4 

        

Test 1 118.00 121.00 120.50 95.00 31.00 32.00         

Test 2 123.00 116.00 118.00 90.00 34.00 31.00         

Test 3 120.00 118.00 121.00 92.00 28.00 28.00         

Avera

ge 
120.33 118.33 119.83 92.33 31.00 30.33         

Stand. 
deviat. 

2.52 2.52 1.61 2.52 3.00 2.08         
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Appendix 1.5 

Contact angle DNAPL/water/glass with thermal enhancement 
 

Temperature 

(°C) 

Contact angle (°) 

Test1 Test2 Test3 Average 
Standard 

deviation 

10.00 131.00 122.00 126.00 126.33 4.51 

20.00 124.00 116.00 118.00 119.33 4.16 

30.00 115.00 119.00 110.00 114.67 4.51 

40.00 113.00 108.00 106.00 109.00 3.61 

50.00 108.00 110.00 105.00 107.67 2.52 

60.00 105.00 111.00 108.00 108.00 3.00 
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Appendix 1.6 

Contact angle DNAPL/water/glass beads with chemical enhancement 
 

Tests Contact angle (°) 

Triton X-100 

 
CMC

/8 

CMC/

4 

CMC/

2 
CMC 

CMC

×2 

CMC

×4 

CMC

×8 

CMC× 

16 

CMC× 

32 

CMC× 

64 
    

Test 1 130.00 127.00 124.00 128.10 128.00 130.50 129.50 122.00 120.10 118.50     

Test 2 133.00 132.00 125.00 126.00 129.00 125.40 123.50 121.00 122.20 122.00     

Test 3 135.00 125.00 130.00 127.80 124.50 128.80 126.60 118.00 118.40 118.00     

Avera

ge 
132.67 128.00 126.33 127.30 127.17 128.23 126.53 120.33 120.23 119.50     

Stand. 

deviat. 
2.52 3.61 3.21 1.14 2.36 2.60 3.00 2.08 1.90 2.18     

Tween 80 

 
CMC

/8 

CMC/

4 

CMC/

2 
CMC 

CMC

×2 

CMC

×4 

CMC

×8 

CMC×

16 

CMC×

32 

CMC×

64 
    

Test 1 135.00 130.50 128.00 128.50 131.00 130.00 128.00 127.50 124.00 122.00     

Test 2 130.00 132.00 125.00 129.00 130.00 128.00 125.50 125.00 122.00 118.50     

Test 3 133.00 128.00 130.00 128.00 128.50 131.00 130.50 124.00 126.00 126.00     

Avera

ge 
132.67 130.17 127.67 128.50 129.83 129.67 128.00 125.50 124.00 122.17     

Stand. 

deviat. 
2.52 2.02 2.52 0.50 1.26 1.53 2.50 1.80 2.00 3.75     

Aerosol MA-80 

 
CMC

8 

CMC/

6 

CMC/

4 

CMC/

2 

CMC/ 

1,5 
CMC 

CMC 

×1,5 

CMC×

3 

CMC×

4 

CMC×

6 

CMC

×8 

CMC×

16 

CMC×

32 

CMC×

64 

Test 1 139.00 128.00 125.00 122.00 122.00 115.00 112.00 112.00 110.00 112.50 116.00 112.00 100.00 97.00 

Test 2 130.00 131.00 132.00 132.00 115.00 118.00 114.00 118.00 115.00 116.80 110.00 108.00 105.00 105.00 

Test 3 129.00 126.00 126.00 124.00 119.00 122.00 120.00 111.00 113.50 110.50 109.00 111.00 99.00 97.50 

Avera

ge 
132.67 128.33 127.67 126.00 118.67 118.33 115.33 113.67 112.83 113.27 111.67 110.33 101.33 99.83 

Stand. 
deviat. 

5.51 2.52 3.79 5.29 3.51 3.51 4.16 3.79 2.57 3.22 3.79 2.08 3.21 4.48 

SDBS 

 
CMC 

/128 

CMC/

64 

CMC/

32 

CMC/

16 

CMC/

8 

CMC/

4 

CMC/

2 
       

Test 1 129.00 126.00 126.00 110.00 83.00 81.00 78.00        

Test 2 123.00 122.00 122.50 102.00 86.00 80.00 75.00        

Test 3 125.50 128.00 128.00 106.00 80.00 82.00 72.00        

Avera

ge 
125.83 125.33 125.50 106.00 83.00 81.00 75.00        

Stand. 
deviat. 

3.01 3.06 2.78 4.00 3.00 1.00 3.00        
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Appendix 1.7 

Contact angle DNAPL/water/glass beads with thermal enhancement 
 

 

Temperature 

(°C) 

Contact angle (°) 

Test1 Test2 Test3 Average 
Standard 

deviation 

10.00 130.00 135.00 139.00 134.67 4.51 

15.00 134.00 130.00 128.00 130.67 3.06 

20.00 124.00 116.00 120.00 120.00 4.00 

30.00 117.00 120.00 113.00 116.67 3.51 

45.00 110.00 116.00 107.00 111.00 4.58 

60.00 108.00 110.00 104.00 107.33 3.06 
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Appendix 1.8 

DNAPL density with thermal enhancement 

 

Temperature 

(°C) 

Density (kg.m-3) 

Test1 Test2 Test3 Average 
Standard 

deviation 

10.00 1670.00 1679.00 1676.00 1675.00 4.58 

15.00 1662.00 1670.00 1668.00 1666.67 4.16 

20.00 1654.00 1664.00 1661.00 1659.67 5.13 

30.00 1639.00 1653.00 1646.00 1646.00 7.00 

45.00 1626.00 1630.00 1627.00 1627.67 2.08 

60.00 1620.50 1630.00 1620.00 1623.50 5.63 
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Appendix 1.9 

Concentrations of COCs with chemical enhancement 
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Nom de l'échantillon Unité

C
LM

1

V
C

1

1
1
1
3
3
P

T
F

B
U

T
A

N
E

C
H

L
O

R
U

R
E

-E
T

H
Y

L
E

2
C

P
R

O
P

E
N

E
1

1
1
D

C
1
F

E
T

H
A

N
E

2
C

P
R

O
P

A
N

E

1
C

P
R

O
P

E
N

E
1
-C

IS

V
C

2
+

1
C

P
R

O
P

E
N

E
1
-T

R
A

N
S

C
L
M

2

C
A

L

1
C

P
R

O
P

A
N

E

1
2
D

C
E

T
H

Y
L
E

N
E

-T
R

A
N

S

1
1
D

C
E

T
H

A
N

E

1
2
D

C
E

T
H

Y
L
E

N
E

-C
IS

C
L
M

3

1
2
D

C
E

T
H

A
N

E

SDBS concentration 1 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

SDBS concentration 1 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03

SDBS concentration 1 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.03 #DIV/0!

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.75 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

SDBS concentration 2 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03

SDBS concentration 2 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

SDBS concentration 2 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.04 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

SDBS concentration 3 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

SDBS concentration 3 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03

SDBS concentration 3 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.04 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

SDBS concentration 4 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.04 <0.03

SDBS concentration 4 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

SDBS concentration 4 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.04 #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 2 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!
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Nom de l'échantillon Unité

1
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P
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E
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E
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D
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S
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e
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S
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 e
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é
e
 d

e
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 P

O
C

SDBS concentration 1 (a) mg/l 0.04 <0.03 0.12 <0.03 0.1 <0.03 <0.03 0.67 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 1.1 1.6

SDBS concentration 1 (b) mg/l 0.03 <0.03 0.11 <0.03 0.09 <0.03 <0.03 0.74 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.2 1.3 1.8

SDBS concentration 1 (c) mg/l 0.03 <0.03 0.08 <0.03 0.08 <0.03 <0.03 0.57 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 1 1.5

Moyenne 0.03333333 #DIV/0! 0.10333333 #DIV/0! 0.09 #DIV/0! #DIV/0! 0.66 0.04 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.13333333 #DIV/0! #DIV/0! 0.13333333 1.13333333 1.63333333

Facteur dilution 25

Moyenne (mg/L) 0.83333333 #DIV/0! 2.58333333 #DIV/0! 2.25 #DIV/0! #DIV/0! 16.5 1 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 3.33333333 #DIV/0! #DIV/0! 3.33333333 28.3333333 40.8333333

Ecart-type 0.14433757 #DIV/0! 0.5204165 #DIV/0! 0.25 #DIV/0! #DIV/0! 2.13600094 0 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.44337567 #DIV/0! #DIV/0! 1.44337567 3.81881308 3.81881308

SDBS concentration 2 (a) mg/l <0.03 <0.03 0.08 <0.03 0.07 <0.03 <0.03 0.68 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.3 1.4 1.9

SDBS concentration 2 (b) mg/l 0.03 <0.03 0.09 <0.03 0.07 <0.03 <0.03 0.61 0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.5 1.5 2

SDBS concentration 2 (c) mg/l 0.04 <0.03 0.12 <0.03 0.1 <0.03 <0.03 0.73 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.2 1.3 1.8

Moyenne 0.035 #DIV/0! 0.09666667 #DIV/0! 0.08 #DIV/0! #DIV/0! 0.67333333 0.03666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.2 #DIV/0! #DIV/0! 0.33333333 1.4 1.9

Facteur dilution 25

Moyenne (mg/L) 0.875 #DIV/0! 2.41666667 #DIV/0! 2 #DIV/0! #DIV/0! 16.8333333 0.91666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 8.33333333 35 47.5

Ecart-type 0.1767767 #DIV/0! 0.5204165 #DIV/0! 0.4330127 #DIV/0! #DIV/0! 1.50692844 0.14433757 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 8.4984E-16 #DIV/0! #DIV/0! 3.81881308 2.5 2.5

SDBS concentration 3 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.13 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.4 0.8

SDBS concentration 3 (b) mg/l <0.03 <0.03 0.05 <0.03 0.04 <0.03 <0.03 0.25 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 0.7 1.2

SDBS concentration 3 (c) mg/l <0.03 <0.03 0.05 <0.03 0.05 <0.03 <0.03 0.24 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 0.7 1.2

Moyenne #DIV/0! #DIV/0! 0.05 #DIV/0! 0.045 #DIV/0! #DIV/0! 0.20666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0! #DIV/0! 0.16666667 0.46666667 1.06666667

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! 2.5 #DIV/0! 2.25 #DIV/0! #DIV/0! 10.3333333 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 8.33333333 23.3333333 53.3333333

Ecart-type #DIV/0! #DIV/0! 0 #DIV/0! 0.35355339 #DIV/0! #DIV/0! 3.32916406 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! 2.88675135 - 11.5470054

SDBS concentration 4 (a) mg/l <0.03 <0.03 0.05 <0.03 0.05 <0.03 <0.03 0.21 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 0.5 1

SDBS concentration 4 (b) mg/l <0.03 <0.03 0.06 <0.03 0.05 <0.03 <0.03 0.27 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.7 1.2

SDBS concentration 4 (c) mg/l <0.03 <0.03 0.05 <0.03 0.04 <0.03 <0.03 0.3 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.6 1.1

Moyenne #DIV/0! #DIV/0! 0.05333333 #DIV/0! 0.04666667 #DIV/0! #DIV/0! 0.26 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0! #DIV/0! 0.1 0.6 1.1

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! 2.66666667 #DIV/0! 2.33333333 #DIV/0! #DIV/0! 13 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 5 30 55

Ecart-type #DIV/0! #DIV/0! 0.28867513 #DIV/0! 0.28867513 #DIV/0! #DIV/0! 2.29128785 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! 8.4984E-16 5 5
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TX-100 concentration 1 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

TX-100 concentration 1 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0,03 <0.03

TX-100 concentration 1 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

TX-100 concentration 2 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0,03 <0.03

TX-100 concentration 2 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

TX-100 concentration 2 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0,03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

TX-100 concentration 3 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

TX-100 concentration 3 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0,03 <0.03

TX-100 concentration 3 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0,03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

TX-100 concentration 4 (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0,03 <0.03

TX-100 concentration 4 (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

TX-100 concentration 4 (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!
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TX-100 concentration 1 (a) mg/l 0.05 <0.03 0.12 <0.03 0.14 <0.03 <0.03 1.37 0.06 <0.1 <0.1 <0.1 <0.1 <0.1 1.1 <0.1 <0.1 10.2 13 13.5

TX-100 concentration 1 (b) mg/l 0.06 <0.03 0.15 <0.03 0.09 <0.03 <0.03 1.53 0.06 <0.1 <0.1 <0.1 <0.1 <0.1 1.1 <0.1 <0.1 10.8 13.8 14.3

TX-100 concentration 1 (c) mg/l <0,03 <0.03 0.08 <0.03 0.03 <0.03 <0.03 0.15 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 3.8 4.1 4.6

Moyenne 0.055 #DIV/0! 0.11666667 #DIV/0! 0.085 #DIV/0! #DIV/0! 1.01666667 0.06 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.1 #DIV/0! #DIV/0! 8.26666667 10.3 10.8

Facteur dilution 25

Moyenne (mg/L) 1.375 #DIV/0! 2.91666667 #DIV/0! 2.125 #DIV/0! #DIV/0! 25.4166667 1.5 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 27.5 #DIV/0! #DIV/0! 206.666667 257.5 270

Ecart-type 0.1767767 #DIV/0! 0.87797115 #DIV/0! 1.94454365 #DIV/0! #DIV/0! 18.8701705 0 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! 96.9965635 134.605906 134.605906

TX-100 concentration 2 (a) mg/l 0.06 <0.03 0.24 <0.03 0.16 <0.03 <0.03 2.26 0.07 <0.1 <0.1 <0.1 <0.1 <0.1 2.1 <0.1 <0.1 19.2 24.2 24.7

TX-100 concentration 2 (b) mg/l 0.07 <0.03 0.27 <0.03 0.17 <0.03 <0.03 2.51 0.07 <0.1 <0.1 <0.1 <0.1 <0.1 2.2 <0.1 <0.1 20.1 25.5 26

TX-100 concentration 2 (c) mg/l 0.07 <0.03 0.27 <0.03 0.18 <0.03 <0.03 2.54 0.07 <0.1 <0.1 <0.1 <0.1 <0.1 2.3 <0.1 <0.1 21.3 26.8 27.3

Moyenne 0.06666667 #DIV/0! 0.26 #DIV/0! 0.17 #DIV/0! #DIV/0! 2.43666667 0.07 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 2.2 #DIV/0! #DIV/0! 20.2 25.5 26

Facteur dilution 25

Moyenne (mg/L) 1.66666667 #DIV/0! 6.5 #DIV/0! 4.25 #DIV/0! #DIV/0! 60.9166667 1.75 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 55 #DIV/0! #DIV/0! 505 637.5 650

Ecart-type 0.14433757 #DIV/0! 0.4330127 #DIV/0! 0.25 #DIV/0! #DIV/0! 3.84328419 0 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 2.5 #DIV/0! #DIV/0! 26.3391344 32.5 32.5

TX-100 concentration 3 (a) mg/l 0.03 <0.03 0.13 <0.03 0.09 <0.03 <0.03 1.25 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 1.2 <0.1 <0.1 14.7 17.4 17.9

TX-100 concentration 3 (b) mg/l 0.04 <0.03 0.14 <0.03 0.09 <0.03 <0.03 1.32 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 1.3 <0.1 <0.1 14.6 17.4 17.9

TX-100 concentration 3 (c) mg/l 0.03 <0.03 0.12 <0.03 0.09 <0.03 <0.03 1.2 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 1.2 <0.1 <0.1 13 15.6 16.1

Moyenne 0.03333333 #DIV/0! 0.13 #DIV/0! 0.09 #DIV/0! #DIV/0! 1.25666667 0.04 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.23333333 #DIV/0! #DIV/0! 14.1 0.46666667 17.3

Facteur dilution 50

Moyenne (mg/L) 1.66666667 #DIV/0! 6.5 #DIV/0! 4.5 #DIV/0! #DIV/0! 62.8333333 2 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 61.6666667 #DIV/0! #DIV/0! 705 23.3333333 865

Ecart-type 0.28867513 #DIV/0! 0.5 #DIV/0! 8.4984E-16 #DIV/0! #DIV/0! 3.01385689 0 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 2.88675135 #DIV/0! #DIV/0! 47.6969601 - 51.9615242

TX-100 concentration 4 (a) mg/l 0.04 <0.03 0.13 <0.03 0.08 <0.03 <0.03 1.15 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 1.1 <0.1 <0.1 12.1 14.6 15.1

TX-100 concentration 4 (b) mg/l 0.04 <0.03 0.15 <0.03 0.1 <0.03 <0.03 1.44 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 1.4 <0.1 <0.1 14.4 17.5 18

TX-100 concentration 4 (c) mg/l 0.03 <0.03 0.13 <0.03 0.08 <0.03 <0.03 1.17 0.03 <0.1 <0.1 <0.1 <0.1 <0.1 1.1 <0.1 <0.1 12.4 14.9 15.4

Moyenne 0.03666667 #DIV/0! 0.13666667 #DIV/0! 0.08666667 #DIV/0! #DIV/0! 1.25333333 0.03666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.2 #DIV/0! #DIV/0! 12.9666667 15.6666667 16.1666667

Facteur dilution 50

Moyenne (mg/L) 1.83333333 #DIV/0! 6.83333333 #DIV/0! 4.33333333 #DIV/0! #DIV/0! 62.6666667 1.83333333 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 60 #DIV/0! #DIV/0! 648.333333 783.333333 808.333333

Ecart-type 0.28867513 #DIV/0! 0.57735027 #DIV/0! 0.57735027 #DIV/0! #DIV/0! 8.09835374 0.28867513 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 8.66025404 #DIV/0! #DIV/0! 62.5166644 79.7391581 79.7391581
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T80 concentration 1 (a) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

T80 concentration 1 (b) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

T80 concentration 1 (c) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0!

Facteur dilution 10

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.6997E-16 #DIV/0!

T80 concentration 2 (a) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

T80 concentration 2 (b) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

T80 concentration 2 (c) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0!

Facteur dilution 10

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0!

T80 concentration 3 (a) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

T80 concentration 3 (b) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

T80 concentration 3 (c) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0!

Facteur dilution 12.5

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.25 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0!

T80 concentration 4 (a) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

T80 concentration 4 (b) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1

T80 concentration 4 (c) mg/l <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0!

Facteur dilution 16.6666667

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.66666667 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0!
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T80 concentration 1 (a) mg/l 0.1 <0.1 0.3 <0.1 0.2 <0.1 <0.1 2 0.1 0.1 0.1 <0.1 <0.1 <0.1 0.8 <0.1 <0.1 4.1 7.9 8.4

T80 concentration 1 (b) mg/l 0.1 <0.1 0.3 <0.1 0.3 <0.1 <0.1 1.7 0.1 0.1 0.1 <0.1 <0.1 <0.1 0.4 <0.1 <0.1 0.7 3.9 4.4

T80 concentration 1 (c) mg/l 0.1 <0.1 0.3 <0.1 0.2 0.1 <0.1 1.7 0.1 0.1 0.1 <0.1 <0.1 <0.1 0.4 <0.1 <0.1 0.9 4.1 4.6

Moyenne 0.1 #DIV/0! 0.3 #DIV/0! 0.23333333 0.1 #DIV/0! 1.8 0.1 0.1 0.1 #DIV/0! #DIV/0! #DIV/0! 0.53333333 #DIV/0! #DIV/0! 1.9 5.3 5.8

Facteur dilution 10

Moyenne (mg/L) 1 #DIV/0! 3 #DIV/0! 2.33333333 1 #DIV/0! 18 1 1 1 #DIV/0! #DIV/0! #DIV/0! 5.33333333 #DIV/0! #DIV/0! 19 53 58

Ecart-type 1.6997E-16 #DIV/0! 0 #DIV/0! 0.57735027 #DIV/0! #DIV/0! 1.73205081 1.6997E-16 1.6997E-16 0 #DIV/0! #DIV/0! #DIV/0! 2.30940108 #DIV/0! #DIV/0! 19.078784 22.5388553 22.5388553

T80 concentration 2 (a) mg/l 0.1 <0.1 0.3 <0.1 0.3 <0.1 <0.1 1.9 0.1 0.1 0.1 <0.1 <0.1 <0.1 0.4 <0.1 <0.1 0.7 4 4.5

T80 concentration 2 (b) mg/l 0.1 <0.1 0.3 <0.1 0.3 <0.1 <0.1 1.6 0.1 0.1 0.1 <0.1 <0.1 <0.1 0.4 <0.1 <0.1 0.4 3.5 4

T80 concentration 2 (c) mg/l 0.1 <0.1 0.3 <0.1 0.2 <0.1 <0.1 1.6 0.1 0.1 0.1 <0.1 <0.1 <0.1 0.4 <0.1 <0.1 0.4 3.4 3.9

Moyenne 0.1 #DIV/0! 0.3 #DIV/0! 0.26666667 #DIV/0! #DIV/0! 1.7 0.1 0.1 0.1 #DIV/0! #DIV/0! #DIV/0! 0.4 #DIV/0! #DIV/0! 0.5 3.63333333 4.13333333

Facteur dilution 10

Moyenne (mg/L) 1 #DIV/0! 3 #DIV/0! 2.66666667 #DIV/0! #DIV/0! 17 1 1 1 #DIV/0! #DIV/0! #DIV/0! 4 #DIV/0! #DIV/0! 5 36.3333333 41.3333333

Ecart-type 1.6997E-16 #DIV/0! 0 #DIV/0! 0.57735027 #DIV/0! #DIV/0! 1.73205081 1.6997E-16 1.6997E-16 1.6997E-16 #DIV/0! #DIV/0! #DIV/0! 6.7987E-16 #DIV/0! #DIV/0! 1.73205081 3.21455025 3.21455025

T80 concentration 3 (a) mg/l 0.1 <0.1 0.3 <0.1 0.2 <0.1 <0.1 1.4 0.1 0.1 <0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1 0.4 3 3.5

T80 concentration 3 (b) mg/l 0.1 <0.1 0.2 <0.1 0.2 <0.1 <0.1 1.4 0.1 0.1 <0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1 0.7 3.1 3.6

T80 concentration 3 (c) mg/l 0.1 <0.1 0.3 <0.1 0.2 <0.1 <0.1 1.4 0.1 0.1 <0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1 0.5 3.1 3.6

Moyenne 0.1 #DIV/0! 0.26666667 #DIV/0! 0.2 #DIV/0! #DIV/0! 1.4 0.1 0.1 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.3 #DIV/0! #DIV/0! 0.53333333 3.06666667 3.56666667

Facteur dilution 12.5

Moyenne (mg/L) 1.25 #DIV/0! 3.33333333 #DIV/0! 2.5 #DIV/0! #DIV/0! 17.5 1.25 1.25 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 3.75 #DIV/0! #DIV/0! 6.66666667 38.3333333 44.5833333

Ecart-type 2.1246E-16 #DIV/0! 0.72168784 #DIV/0! 4.2492E-16 #DIV/0! #DIV/0! 3.3993E-15 2.1246E-16 2.1246E-16 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! 1.90940654 0.72168784 0.72168784

T80 concentration 4 (a) mg/l 0.1 <0.1 0.2 <0.1 0.2 <0.1 <0.1 1.2 0.1 0.1 <0.1 <0.1 <0.1 <0.1 0.4 <0.1 <0.1 1.5 3.9 4.4

T80 concentration 4 (b) mg/l 0.1 <0.1 0.2 <0.1 0.1 <0.1 <0.1 1 0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1 0.9 2.8 3.3

T80 concentration 4 (c) mg/l 0.1 <0.1 0.2 <0.1 0.2 <0.1 <0.1 1.1 0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.4 2.3 2.8

Moyenne 0.1 #DIV/0! 0.2 #DIV/0! 0.16666667 #DIV/0! #DIV/0! 1.1 0.1 0.1 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.3 #DIV/0! #DIV/0! 0.93333333 3 3.5

Facteur dilution 16.6666667

Moyenne (mg/L) 1.66666667 #DIV/0! 3.33333333 #DIV/0! 2.77777778 #DIV/0! #DIV/0! 18.3333333 1.66666667 1.66666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 15.5555556 50 58.3333333

Ecart-type 2.8328E-16 #DIV/0! 5.6656E-16 #DIV/0! 0.96225045 #DIV/0! #DIV/0! 1.66666667 2.8328E-16 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.66666667 #DIV/0! #DIV/0! 9.17928425 13.6422546 13.6422546
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Aerosol concentration 1 (a) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 0.1 <0,03

Aerosol concentration 1 (b) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 1 (c) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0!

Facteur dilution 10

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Aerosol concentration 2 (a) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 2 (b) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 2 (c) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 0.03 0.04 <0,03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.03 0.04 #DIV/0!

Facteur dilution 10

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.3 0.4 #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Aerosol concentration 3 (a) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 3 (b) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 3 (c) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 16.6666667

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Aerosol concentration 4 (a) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 4 (b) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Aerosol concentration 4 (c) mg/l <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03 <0,03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 16.6666667

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!
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Aerosol concentration 1 (a) mg/l 0.09 <0,03 0.25 <0,03 0.2 <0,03 <0,03 1.31 0.11 0.1 0.1 <0,1 <0,1 <0,1 0.3 <0,1 <0,1 0.2 2.7 3.2

Aerosol concentration 1 (b) mg/l 0.11 <0,03 0.32 0.03 0.24 <0,03 <0,03 1.44 0.11 0.1 <0,1 <0,1 <0,1 <0,1 0.3 <0,1 <0,1 0.3 2.8 3.3

Aerosol concentration 1 (c) mg/l 0.09 <0,03 0.29 <0,03 0.2 <0,03 <0,03 1.33 0.1 0.1 0.1 <0,1 <0,1 <0,1 0.3 <0,1 <0,1 0.3 2.8 3.3

Moyenne 0.09666667 #DIV/0! 0.28666667 0.03 0.21333333 #DIV/0! #DIV/0! 1.36 0.10666667 0.1 0.1 #DIV/0! #DIV/0! #DIV/0! 0.3 #DIV/0! #DIV/0! 0.26666667 2.76666667 3.26666667

Facteur dilution 10

Moyenne (mg/L) 0.96666667 #DIV/0! 2.86666667 0.3 2.13333333 #DIV/0! #DIV/0! 13.6 1.06666667 1 1 #DIV/0! #DIV/0! #DIV/0! 3 #DIV/0! #DIV/0! 2.66666667 27.6666667 32.6666667

Ecart-type 0.11547005 #DIV/0! 0.35118846 #DIV/0! 0.23094011 #DIV/0! #DIV/0! 0.7 0.05773503 1.6997E-16 0 #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! 0.57735027 0.57735027 0.57735027

Aerosol concentration 2 (a) mg/l 0.11 <0,03 0.33 0.03 0.24 <0,03 <0,03 1.72 0.11 0.1 0.1 <0,1 <0,1 <0,1 0.4 <0,1 <0,1 0.5 3.5 4

Aerosol concentration 2 (b) mg/l 0.13 <0,03 0.39 0.03 0.26 <0,03 <0,03 1.8 0.11 0.1 0.1 <0,1 <0,1 <0,1 0.4 <0,1 <0,1 0.5 3.8 4.3

Aerosol concentration 2 (c) mg/l 0.2 <0,03 0.55 0.06 0.43 <0,03 <0,03 2.19 0.17 0.2 0.1 <0,1 <0,1 <0,1 0.4 <0,1 <0,1 0.5 4.9 5.4

Moyenne 0.14666667 #DIV/0! 0.42333333 0.04 0.31 #DIV/0! #DIV/0! 1.90333333 0.13 0.13333333 0.1 #DIV/0! #DIV/0! #DIV/0! 0.4 #DIV/0! #DIV/0! 0.5 4.06666667 4.56666667

Facteur dilution 10

Moyenne (mg/L) 1.46666667 #DIV/0! 4.23333333 0.4 3.1 #DIV/0! #DIV/0! 19.0333333 1.3 1.33333333 1 #DIV/0! #DIV/0! #DIV/0! 4 #DIV/0! #DIV/0! 5 40.6666667 45.6666667

Ecart-type 0.47258156 #DIV/0! 1.13724814 0.17320508 1.04403065 #DIV/0! #DIV/0! 2.5146239 0.34641016 0.57735027 1.6997E-16 #DIV/0! #DIV/0! #DIV/0! 6.7987E-16 #DIV/0! #DIV/0! 0 7.3711148 7.3711148

Aerosol concentration 3 (a) mg/l 0.1 <0,03 0.4 <0,03 0.21 <0,03 <0,03 3.9 0.12 0.2 <0,1 <0,1 <0,1 <0,1 3.7 <0,1 <0,1 36.8 45.4 45.9

Aerosol concentration 3 (b) mg/l 0.1 <0,03 0.39 <0,03 0.21 <0,03 <0,03 3.82 0.11 0.2 0.1 <0,1 <0,1 <0,1 3.5 <0,1 <0,1 35 43.4 43.9

Aerosol concentration 3 (c) mg/l 0.09 <0,03 0.36 <0,03 0.2 <0,03 <0,03 3.74 0.11 0.2 0.1 <0,1 <0,1 <0,1 3.5 <0,1 <0,1 36.4 44.7 45.2

Moyenne 0.09666667 #DIV/0! 0.38333333 #DIV/0! 0.20666667 #DIV/0! #DIV/0! 3.82 0.11333333 0.2 0.1 #DIV/0! #DIV/0! #DIV/0! 3.56666667 #DIV/0! #DIV/0! 36.0666667 44.5 45

Facteur dilution 16.6666667

Moyenne (mg/L) 1.61111111 #DIV/0! 6.38888889 #DIV/0! 3.44444444 #DIV/0! #DIV/0! 63.6666667 1.88888889 3.33333333 1.66666667 #DIV/0! #DIV/0! #DIV/0! 59.4444444 #DIV/0! #DIV/0! 601.111111 741.666667 750

Ecart-type 0.09622504 #DIV/0! 0.34694433 #DIV/0! 0.09622504 #DIV/0! #DIV/0! 1.33333333 0.09622504 5.6656E-16 0 #DIV/0! #DIV/0! #DIV/0! 1.9245009 #DIV/0! #DIV/0! 15.7527188 16.9148193 16.9148193

Aerosol concentration 4 (a) mg/l 0.09 <0,03 0.33 <0,03 0.19 <0,03 <0,03 3.58 0.1 0.3 0.1 <0,1 <0,1 <0,1 3.4 <0,1 <0,1 36.4 44.5 45

Aerosol concentration 4 (b) mg/l 0.09 <0,03 0.37 <0,03 0.2 <0,03 <0,03 3.62 0.11 0.2 <0,1 <0,1 <0,1 <0,1 3.4 <0,1 <0,1 35.1 43.1 43.6

Aerosol concentration 4 (c) mg/l 0.1 <0,03 0.37 <0,03 0.2 <0,03 <0,03 3.81 0.11 0.5 0.4 <0,1 <0,1 <0,1 3.4 <0,1 <0,1 33.8 42.7 43.2

Moyenne 0.09333333 #DIV/0! 0.35666667 #DIV/0! 0.19666667 #DIV/0! #DIV/0! 3.67 0.10666667 0.33333333 0.25 #DIV/0! #DIV/0! #DIV/0! 3.4 #DIV/0! #DIV/0! 35.1 43.4333333 43.9333333

Facteur dilution 16.6666667

Moyenne (mg/L) 1.55555556 #DIV/0! 5.94444444 #DIV/0! 3.27777778 #DIV/0! #DIV/0! 61.1666667 1.77777778 5.55555556 4.16666667 #DIV/0! #DIV/0! #DIV/0! 56.6666667 #DIV/0! #DIV/0! 585 723.888889 732.222222

Ecart-type 0.09622504 #DIV/0! 0.38490018 #DIV/0! 0.09622504 #DIV/0! #DIV/0! 2.04803429 0.09622504 2.54587539 3.53553391 #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! 21.6666667 15.7527188 15.7527188
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Nom de l'échantillon Unité

C
L
M

1

V
C

1

1
1
1
3
3
P

T
F

B
U

T
A

N
E

C
H

L
O

R
U

R
E

-E
T

H
Y

L
E

2
C

P
R

O
P

E
N

E
1

1
1
D

C
1
F

E
T

H
A

N
E

2
C

P
R

O
P

A
N

E

1
C

P
R

O
P

E
N

E
1
-C

IS

V
C

2
+

1
C

P
R

O
P

E
N

E
1
-T

R
A

N
S

C
L
M

2

C
A

L

1
C

P
R

O
P

A
N

E

1
2
D

C
E

T
H

Y
L
E

N
E

-T
R

A
N

S

1
1
D

C
E

T
H

A
N

E

1
2
D

C
E

T
H

Y
L
E

N
E

-C
IS

C
L
M

3

1
2
D

C
E

T
H

A
N

E

Solubilté bulle 12°C eau du robinet (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 12°C eau du robinet (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 12°C eau du robinet (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Solubilté bulle 20°C eau du robinet (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 20°C eau du robinet (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 20°C eau du robinet (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Solubilté bulle 35°C eau du robinet (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03

Solubilté bulle 35°C eau du robinet (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.04 <0.03

Solubilté bulle 35°C eau du robinet (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Solubilté bulle 45°C eau du robinet (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 45°C eau du robinet (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 45°C eau du robinet (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Solubilté bulle 60°C eau du robinet (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 60°C eau du robinet (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Solubilté bulle 60°C eau du robinet (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0!

Solubilté bulle 12°C eau casier (a) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03 <0.03 <0.03 <0.03 0.06 0.08 0.7 0.16

Solubilté bulle 12°C eau casier (b) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03 <0.03 <0.03 <0.03 0.06 0.08 0.7 0.17

Solubilté bulle 12°C eau casier (c) mg/l <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 <0.03 0.03 <0.03 <0.03 <0.03 <0.03 0.05 0.07 0.69 0.17

Moyenne #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.03 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.05666667 0.07666667 0.69666667 0.16666667

Facteur dilution 25

Moyenne (mg/L) #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.75 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.41666667 1.91666667 17.4166667 4.16666667

Ecart-type #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0 #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.14433757 0.14433757 0.14433757 0.14433757
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Solubilté bulle 12°C eau du robinet (a) mg/l 0.03 <0.03 0.1 <0.03 0.1 <0.03 <0.03 0.66 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 1.2 1.7

Solubilté bulle 12°C eau du robinet (b) mg/l 0.03 <0.03 0.11 <0.03 0.12 <0.03 <0.03 0.66 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 1.1 1.6

Solubilté bulle 12°C eau du robinet (c) mg/l 0.04 <0.03 0.13 <0.03 0.12 <0.03 <0.03 0.75 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.3 1.5 2

Moyenne 0.03333333 #DIV/0! 0.11333333 #DIV/0! 0.11333333 #DIV/0! #DIV/0! 0.69 0.04 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.13333333 #DIV/0! #DIV/0! 0.2 1.266666667 1.76666667

Facteur dilution 25

Moyenne (mg/L) 0.83333333 #DIV/0! 2.83333333 #DIV/0! 2.83333333 #DIV/0! #DIV/0! 17.25 1 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 3.33333333 #DIV/0! #DIV/0! 5 31.66666667 44.1666667

Ecart-type 0.14433757 #DIV/0! 0.38188131 #DIV/0! 0.28867513 #DIV/0! #DIV/0! 1.29903811 0 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.44337567 #DIV/0! #DIV/0! 2.5 5.204164999 5.204165

Solubilté bulle 20°C eau du robinet (a) mg/l 0.03 <0.03 0.08 <0.03 0.1 <0.03 <0.03 0.45 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 <0.1 0.8 1.3

Solubilté bulle 20°C eau du robinet (b) mg/l 0.03 <0.03 0.11 <0.03 0.11 <0.03 <0.03 0.64 0.04 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 1 1.5

Solubilté bulle 20°C eau du robinet (c) mg/l 0.04 <0.03 0.14 <0.03 0.13 <0.03 <0.03 0.8 0.05 <0.1 <0.1 <0.1 <0.1 <0.1 0.2 <0.1 <0.1 0.2 1.5 2

Moyenne 0.03333333 #DIV/0! 0.11 #DIV/0! 0.11333333 #DIV/0! #DIV/0! 0.63 0.04333333 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.13333333 #DIV/0! #DIV/0! 0.15 1.1 1.6

Facteur dilution 25

Moyenne (mg/L) 0.83333333 #DIV/0! 2.75 #DIV/0! 2.83333333 #DIV/0! #DIV/0! 15.75 1.08333333 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 3.33333333 #DIV/0! #DIV/0! 3.75 27.5 40

Ecart-type 0.14433757 #DIV/0! 0.75 #DIV/0! 0.38188131 #DIV/0! #DIV/0! 4.38035387 0.14433757 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 1.44337567 #DIV/0! #DIV/0! 1.76776695 9.013878189 9.01387819

Solubilté bulle 35°C eau du robinet (a) mg/l <0.03 <0.03 0.05 <0.03 0.05 <0.03 <0.03 0.3 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 0.8 1.3

Solubilté bulle 35°C eau du robinet (b) mg/l <0.03 <0.03 0.06 <0.03 0.06 <0.03 <0.03 0.31 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.7 1.2

Solubilté bulle 35°C eau du robinet (c) mg/l <0.03 <0.03 0.05 <0.03 0.05 <0.03 <0.03 0.27 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.7 1.2

Moyenne #DIV/0! #DIV/0! 0.05333333 #DIV/0! 0.05333333 #DIV/0! #DIV/0! 0.29333333 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0! #DIV/0! 0.13333333 0.733333333 1.23333333

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! 2.66666667 #DIV/0! 2.66666667 #DIV/0! #DIV/0! 14.6666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 6.66666667 36.66666667 61.6666667

Ecart-type #DIV/0! #DIV/0! 0.28867513 #DIV/0! 0.28867513 #DIV/0! #DIV/0! 1.040833 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 8.4984E-16 #DIV/0! #DIV/0! 2.88675135 2.886751346 2.88675135

Solubilté bulle 45°C eau du robinet (a) mg/l <0.03 <0.03 0.05 <0.03 0.05 <0.03 <0.03 0.27 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.7 1.2

Solubilté bulle 45°C eau du robinet (b) mg/l <0.03 <0.03 0.06 <0.03 0.05 <0.03 <0.03 0.3 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.7 1.2

Solubilté bulle 45°C eau du robinet (c) mg/l <0.03 <0.03 0.06 <0.03 0.05 <0.03 <0.03 0.3 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.1 0.7 1.2

Moyenne #DIV/0! #DIV/0! 0.05666667 #DIV/0! 0.05 #DIV/0! #DIV/0! 0.29 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0! #DIV/0! 0.1 0.7 1.2

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! 2.83333333 #DIV/0! 2.5 #DIV/0! #DIV/0! 14.5 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 5 35 60

Ecart-type #DIV/0! #DIV/0! 0.28867513 #DIV/0! 4.2492E-16 #DIV/0! #DIV/0! 0.8660254 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 8.4984E-16 #DIV/0! #DIV/0! 8.4984E-16 6.7987E-15 0

Solubilté bulle 60°C eau du robinet (a) mg/l <0.03 <0.03 0.03 <0.03 0.03 <0.03 <0.03 0.18 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 0.5 1

Solubilté bulle 60°C eau du robinet (b) mg/l <0.03 <0.03 0.04 <0.03 0.04 <0.03 <0.03 0.24 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 0.5 1

Solubilté bulle 60°C eau du robinet (c) mg/l <0.03 <0.03 0.03 <0.03 0.03 <0.03 <0.03 0.2 <0.03 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2 0.5 1

Moyenne #DIV/0! #DIV/0! 0.03333333 #DIV/0! 0.03333333 #DIV/0! #DIV/0! 0.20666667 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 0.1 #DIV/0! #DIV/0! 0.2 0.5 1

Facteur dilution 50

Moyenne (mg/L) #DIV/0! #DIV/0! 1.66666667 #DIV/0! 1.66666667 #DIV/0! #DIV/0! 10.3333333 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 5 #DIV/0! #DIV/0! 10 25 50

Ecart-type #DIV/0! #DIV/0! 0.28867513 #DIV/0! 0.28867513 #DIV/0! #DIV/0! 1.52752523 #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! #DIV/0! 8.4984E-16 #DIV/0! #DIV/0! 1.6997E-15 0 0

Solubilté bulle 12°C eau casier (a) mg/l 0.25 <0.03 0.68 0.35 1.02 0.89 <0.03 2.88 0.35 0.6 0.7 <0.1 <0.1 <0.1 1.5 <0.1 <0.1 3.2 13.7 14.1

Solubilté bulle 12°C eau casier (b) mg/l 0.25 <0.03 0.7 0.36 1.02 0.89 0.03 3 0.36 0.7 0.7 <0.1 <0.1 <0.1 1.7 <0.1 <0.1 5.1 16 16.4

Solubilté bulle 12°C eau casier (c) mg/l 0.24 <0.03 0.65 0.34 0.98 0.86 0.03 2.64 0.34 0.6 0.7 <0.1 <0.1 <0.1 1.5 <0.1 <0.1 2.8 12.7 13.1

Moyenne 0.24666667 #DIV/0! 0.67666667 0.35 1.00666667 0.88 0.03 2.84 0.35 0.63333333 0.7 #DIV/0! #DIV/0! #DIV/0! 1.56666667 #DIV/0! #DIV/0! 3.7 14.13333333 14.5333333

Facteur dilution 25

Moyenne (mg/L) 6.16666667 #DIV/0! 16.9166667 8.75 25.1666667 22 0.75 71 8.75 15.8333333 17.5 #DIV/0! #DIV/0! #DIV/0! 39.1666667 #DIV/0! #DIV/0! 92.5 353.3333333 363.333333

Ecart-type 0.14433757 #DIV/0! 0.62915287 0.25 0.57735027 0.4330127 0 4.58257569 0.25 1.44337567 3.3993E-15 #DIV/0! #DIV/0! #DIV/0! 2.88675135 #DIV/0! #DIV/0! 30.7205143 42.30346715 42.3034672
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1D cells experiments without enhancement 
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Appendix 2.1 

Permeability tests 

 

 
 

GB 1.0 mm GB 1.0 mm GB 1.0 mm GB 0.5 mm GB 0.5 mm GB 0.5 mm

Q/A ΔH/L K (m/s) Q/A ΔH/L K (m/s)

1.99E-02 3.33E+00 5.06E-03 6.10E-03 3.33E+00 1.27E-03
8.15E-03 1.93E+00 k (m2) 2.03E-03 2.33E+00 k (m2)

4.38E-03 9.33E-01 5.16E-10 7.63E-04 1.33E+00 1.30E-10
2.02E-02 3.33E+00 4.75E-03 3.33E+00

1.09E-02 2.20E+00 2.03E-03 2.17E+00

5.19E-03 1.20E+00 8.14E-04 8.33E-01

1.53E-02 3.33E+00 2.33E-04 1.67E-01

7.28E-03 1.93E+00 3.87E-03 3.33E+00

3.90E-03 6.00E-01 2.44E-03 2.07E+00

1.82E-02 3.33E+00 1.16E-03 1.07E+00

1.48E-02 2.50E+00 4.36E-04 4.00E-01

4.26E-03 1.17E+00 4.58E-03 3.33E+00

1.46E-02 3.33E+00 4.07E-03 2.83E+00

7.28E-03 2.00E+00 2.71E-03 2.17E+00

1.65E-03 6.67E-01 1.53E-03 1.50E+00

3.31E-03 6.67E-01 3.49E-04 5.00E-01

4.07E-03 3.33E+00

3.99E-03 3.33E+00

2.29E-03 2.40E+00

2.44E-03 1.40E+00

2.91E-04 4.00E-01
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GB 0.1 mm GB 0.1 mm GB 0.1 mm GB 0.1-0.2 mm GB 0.1-0.2 mm GB 0.1-0.2 mm Tavaux sample Tavaux sample Tavaux sample

Q/A ΔH/L K (m/s) Q/A ΔH/L K (m/s) Q/A ΔH/L K (m/s)

2.43E-04 3.33E+00 6.60E-05 1.72E-03 3.33E+00 4.84E-04 1.29E-03 3.33E+00 3.51E-04
1.78E-04 2.67E+00 k (m2) 9.10E-04 2.00E+00 k (m2) 5.91E-04 1.92E+00 k (m2)

1.30E-04 2.00E+00 6.73E-12 5.20E-04 1.33E+00 4.93E-11 3.92E-04 1.32E+00 3.58E-11
7.83E-05 1.33E+00 1.65E-04 6.67E-01 1.08E-04 6.50E-01

3.34E-05 6.67E-01 1.52E-05 0.00E+00 1.20E-05 0.00E+00

8.31E-06 0.00E+00 1.29E-03 3.33E+00 8.49E-04 3.33E+00

1.28E-04 3.33E+00 4.55E-04 1.07E+00 3.44E-04 1.05E+00

2.27E-04 3.33E+00 1.46E-04 4.00E-01 9.50E-05 3.86E-01

2.02E-04 2.83E+00 6.42E-05 6.67E-02 4.84E-05 6.50E-02

1.27E-04 1.83E+00 2.08E-05 0.00E+00 1.59E-05 0.00E+00

9.25E-05 1.33E+00 1.82E-03 3.33E+00 1.37E-03 3.33E+00

5.20E-05 8.33E-01 1.21E-03 2.50E+00 7.94E-04 2.53E+00

1.49E-05 5.00E-01 9.10E-04 1.83E+00 6.03E-04 1.89E+00

2.31E-04 3.33E+00 5.20E-04 1.17E+00 3.34E-04 1.20E+00

1.82E-04 2.70E+00 1.55E-04 5.00E-01 1.18E-04 5.10E-01

1.30E-04 1.87E+00 6.28E-06 0.00E+00 4.80E-06 0.00E+00

7.91E-05 1.37E+00 1.76E-03 3.33E+00 1.27E-03 3.33E+00

2.67E-05 7.00E-01 9.10E-04 2.37E+00 7.67E-04 2.28E+00

3.14E-06 3.33E-02 9.10E-04 1.70E+00 6.85E-04 1.64E+00

2.24E-04 3.33E+00 4.04E-04 1.03E+00 3.23E-04 9.98E-01

1.21E-04 2.10E+00 1.52E-04 3.67E-01 1.29E-04 3.58E-01

6.39E-05 7.67E-01 1.48E-05 0.00E+00 1.28E-05 0.00E+00

4.23E-05 4.33E-01 1.67E-03 3.33E+00 1.26E-03 3.33E+00

2.58E-05 2.67E-01 1.21E-03 2.57E+00 8.92E-04 2.66E+00

9.01E-06 0.00E+00 8.09E-04 1.90E+00 5.28E-04 1.89E+00

2.91E-04 3.33E+00 6.07E-04 1.23E+00 4.79E-04 1.27E+00

1.62E-04 2.67E+00 7.66E-05 5.67E-01 5.79E-05 5.92E-01

1.28E-04 2.00E+00 1.64E-03 3.33E+00 1.41E-03 3.33E+00

8.99E-05 1.33E+00 1.21E-03 2.53E+00 9.28E-04 2.52E+00

4.28E-05 6.67E-01 1.04E-03 1.87E+00 7.96E-04 1.80E+00

1.26E-05 3.33E-01 5.20E-04 1.20E+00 3.92E-04 1.19E+00

0.00E+00 0.00E+00 1.69E-04 5.33E-01 1.13E-04 5.15E-01

2.23E-05 0.00E+00 7.43E-06 0.00E+00

1.74E-03 3.33E+00 1.02E-03 3.33E+00

1.04E-03 1.90E+00 6.92E-04 1.94E+00

5.60E-04 1.23E+00 3.71E-04 1.25E+00

2.14E-04 5.67E-01 1.42E-04 5.72E-01

3.93E-05 0.00E+00 2.97E-05 0.00E+00
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Appendix 2.2 

Drainage-imbibition experiments for 0.5 and 0.1 mm GB with membrane 

 

0.5 mm GB  
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0.1 mm GB  
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Appendix 2.3 

Drainage imbibition experiments for 0.5 and 0.1 mm GB without 

membrane 

 

0.5 mm GB  
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0.1 mm GB 
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Appendix 2.4 

Permittivity and resistivity monitorings of the drainage-imbibition 

experiments with 0.5 and 0.1 mm GB with membrane 

 
0.5 mm GB  

 

 

A-PC+MBR-20°C-BG-0,5mm-DNAPL 
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A-PC-20°-BG 0,5mm-MBR-DNAPL 

 

 

 
 

 

 
 

 

 

 

  



Appendix 2 

 

A-37 

 

 

W-PC+MBR-20°C-BG 0,5mm-DNAPL 
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W-PC+MBR-20°C-BG 0,5mm-DNAPL f 
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W-PC-20°-BG 0,5mm-MBR-DNAPL 
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0.1 mm GB  

 

P-PC-20°-BG 0,1mm-MBR-DNAP 
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R-PC-20°-BG 0,1 mm-MBR-DNAPL 
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W-PC+MBR20°C-GB 0,1-M-W 
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W-PC-20°C-MBR-0,1mm-M-DNAPL 
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W-PC-20°C-0,1mm-MBR-DNAPL 
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W-PC+MBR-20°C-BG 0,1DNAPL 
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Appendix 2.5 

Permittivity and resistivity monitorings of the drainage-imbibition 

experiments with 0.5 and 0.1 mm GB without membrane 
 

 

0.5 mm GB  

 

A-PC-20°C-BG 0,5mm-DNAPLM 
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A-PC-20°C-BG 0,5mm-DNAPL 
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W_PC-20°C-0,5GB-DNAPL 
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0.1 mm GB  
 

A-PC-20°C-BG 0,1mm DNAPL 
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A-PC-20°C-0.1mmGB-DNAPL 
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P PC-20-0,1-GB-DNAPL 
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R PC-20-0,1-GB-DNAPL 
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Appendix 2.6 
Sensitivity tests for van Genuchten-Mualem model  

 

Variation of n values for different α values (Srw=0.243 and Srn=0.109) – 0.5 mm GB 

α = 38 α = 26 

  
α = 14 α = 9 

  

n values:   
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Variation of n values for different α values (Srw=0.309 and Srn=0.127) – 0.1 mm GB 

α = 38 α = 26 

  
α = 14 α = 9 

  

n values:   
 

 

 



Appendix 3 

 

A-55 

 

 

 

 

 

 

Appendix 3 

 

1D cells experiments with chemical enhancement 
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Appendix 3.1 

Drainage-imbibition experiments for 0.5 and 0.1 mm GB with chemical 

enhancement 
 

0.5 mm GB  
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0.1 mm GB  
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Appendix 3.2 

Permittivity and resistivity monitorings of the drainage-imbibition 

experiments with 0.5 and 0.1 mm GB with chemical enhancement 
 

 

0.5 mm GB  

 

 

P-PC-20°C-BG 0,5mm-W-Triton1 
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P-PC-20°C-BG-0,5-mm-W-Tween1 
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R-PC-20°C-GB 0,5mm W-SDBS1 
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R-PC-20°C-BG-0,5-mm-W-SDBS2 
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P-PC-20°C-BG 0,5mm W-AEROSOL1 
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P-PC-20°C-BG 0,5mm W-SDBS3 
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R-PC-20°C-BG 0,5mm W-AEROSOL2 
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R-PC-20°C-BG 0,5mm W-TRITON2  
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0.1 mm GB  
 

R-PC-GB0.1-w-Aerosol1 
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P-PC-20°-0.1mm-w-Tween 
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W PC-20-0.1-W-SDBS1 
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W PC-20-0.1-DNAP W-SDBS2 
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A PC-20-0.1-DNAPL W-Aerosol2 
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R PC-20-0.1-DN-W-Triton 
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1D cells experiments with thermal enhancement 
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Appendix 4.1 

Drainage-imbibition experiments with 0.5 and 0.1 mm GB with thermal 

enhancement 
 

 

0.5 mm GB  
 

 
 

 

  



Appendix 4 

 

A-77 

 

0.1 mm GB  
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Appendix 4.2 

Permittivity and resistivity monitorings of the drainage-imbibition 

experiments with 0.5 and 0.1 mm GB with thermal enhancement 
 

 

0.5 mm GB  

 
A PC-0.5GB-DNAPL-W-D.20-I.50 
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W PC-0.5GB-DNAPL-W-D.20-I.50 
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0.1 mm GB  
 

R PC-0.1-0.2-DNAPL-W-D.20-I.50 
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W PC-0.1-DNAPL-W-D.20-I.50 
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1D columns experiments without enhancement 
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0.5 mm GB with membrane 
 

D-GC+MBR-20°C-BG 0.5mm-DNAPL  
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D-GC+MBR-20°C-BG 0.5mm-DNAPL 
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0.5 mm GB without membrane 
 

 

N-GC-20°C BG 0,5 mm DNAPL 2 
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N_GC-20-0,5GB-DNAPL 
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D-GC-20°C-BG-0,5-DNAPl 
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0.1 mm GB without membrane 

 

 
N-GC-20°C-BG-0.1-DNAPL 
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D-GC-20°C-BG-0.1-DNAPL 
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1D columns experiments with chemical enhancement 
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0.5 mm GB  
 

D-GC-20°c-GB 0,5mm w-SDBS 
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N-GC-20°C-BG-0,5-mmW-SDBS 
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N GC-20-0,5GB-DNAPL-W-SDBS10 
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0.1 mm GB  
 

D GC-20°C-0,1-0,2GB-DN-W-SDBS10 
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N-GC-20°C-GB0,1-0,2mw-SDBS 
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1D columns experiments with thermal enhancement 
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0.5 mm GB  
 

N-GC-0.5-DNAPL-D.20-I.50 
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0.1 mm GB  
 

D-GC-0.1-DNAPL-D.20-I.50 
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2D tank experiments without enhancement 
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0.5 mm GB Reference Q=50 mL.min-1   

 

0.5 mm GB Reference Q=50 mL.min-1 t=0 min N°996 
  

 

0.5 mm GB Reference Q=50 mL.min-1 t=5 min N°1006 

   

0.5 mm GB Reference Q=50 mL.min-1 t=10 min N°1013 

   

0.5 mm GB Reference Q=50 mL.min-1 t=21 min N°1021 

   

0.5 mm GB Reference Q=50 mL.min-1 t=32 min N°1025 

   

0.5 mm GB Reference Q=50 mL.min-1 t=42 min N°1027 
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0.5 mm GB Reference Q=150 mL.min-1   

 

0.5 mm GB Reference Q=150 mL.min-1 t=0 min N°1092 
  

 

0.5 mm GB Reference Q=150 mL.min-1 t=5 min N°1103 

   

0.5 mm GB Reference Q=150 mL.min-1 t=10 min N°1108 

   

0.5 mm GB Reference Q=150 mL.min-1 t=16 min N°1114 

   

0.5 mm GB Reference Q=150 mL.min-1 t=24 min N°1120 
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0.5 mm GB Reference Q=150 mL.min-1   

 

0.5 mm GB Reference Q=150 mL.min-1 t=0 min N°3853 
  

 

0.5 mm GB Reference Q=150 mL.min-1 t=5 min N°3863 

   

0.5 mm GB Reference Q=150 mL.min-1 t=10 min N°3868 

   

0.5 mm GB Reference Q=150 mL.min-1 t=16 min N°3871 

   

0.5 mm GB Reference Q=150 mL.min-1 t=25 min N°3874 
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0.5 mm GB Reference Q=220 mL.min-1   

 

0.5 mm GB Reference Q=220 mL.min-1 t=0 min N°1193 
  

 

0.5 mm GB Reference Q=220 mL.min-1 t=5 min N°1203 
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0.5 mm GB Reference    
 

Statistical representation of fingerings of the DNAPL-water interface - 50 mL.min-1 

 

  

 
Statistical representation of fingerings of the DNAPL-water interface - 150 mL.min-1 

  

 
Statistical representation of fingerings of the DNAPL-water interface - 220 mL.min-1 

  

 
Statistical representation of fingerings of the DNAPL-water interface - Total 
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0.1 mm GB Reference Q=50 mL.min-1   

 

0.1 mm GB  Reference Q=50 mL.min-1 t=0 min N°3560 
  

 

0.1 mm GB  Reference Q=50 mL.min-1 t=5 min N°3569 

   

0.1 mm GB  Reference Q=50 mL.min-1 t=10 min N°3574 

   

0.1 mm GB  Reference Q=50 mL.min-1 t=14 min N°3576 

 

 

 

0.1 mm GB  Reference Q=50 mL.min-1 t=20 min N°3579 

   

0.1 mm GB  Reference Q=50 mL.min-1 t=28 min N°3583 
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A-106 

 

0.1 mm GB Reference Q=150 mL.min-1   

 

0.1 mm GB  Reference Q=150 mL.min-1 t=0 min N°3511 
  

 

0.1 mm GB  Reference Q=150 mL.min-1 t=5 min N°3520 

   

0.1 mm GB  Reference Q=150 mL.min-1 t=10 min N°3522 

   

0.1 mm GB  Reference Q=150 mL.min-1 t=14 min N°3523 

   

0.1 mm GB  Reference Q=150 mL.min-1 t=18 min N°3524 

   

 

 

  



Appendix 8 

 

A-107 

 

0.1 mm GB Reference Q=220 mL.min-1   

 

0.1 mm GB  Reference Q=220 mL.min-1 t=0 min N°3637 
  

 

0.1 mm GB  Reference Q=220 mL.min-1 t=5 min N°3646 

   

0.1 mm GB  Reference Q=220 mL.min-1 t=10 min N°3651 

   

0.1 mm GB  Reference Q=220 mL.min-1 t=14 min N°3653 

   

0.1 mm GB  Reference Q=220 mL.min-1 t=20 min N°3656 

   

0.1 mm GB  Reference Q=220 mL.min-1 t=30 min N°3658 
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A-108 

 

0.1 mm GB Reference    

 

Statistical representation of fingerings of the DNAPL-water interface - 50 mL.min-1 

  

 
Statistical representation of fingerings of the DNAPL-water interface - 150 mL.min-1 

  

 
Statistical representation of fingerings of the DNAPL-water interface - 220 mL.min-1 

  

 

Statistical representation of fingerings of the DNAPL-water interface - Total 
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A-109 
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2D tank experiments with chemical enhancement 
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A-110 

 

0.5 mm GB Chemical enhancement Q=50 mL.min-1   

 

0.5 mm GB Chemical enhancement Q=50 mL.min-1 t=0 min N°1912 
  

 

0.5 mm GB Chemical enhancement Q=50 mL.min-1 t=5 min N°1922 

   

0.5 mm GB Chemical enhancement Q=50 mL.min-1 t=10 min N°1928 

   

0.5 mm GB Chemical enhancement Q=50 mL.min-1 t=14 min N°1931 

   

0.5 mm GB Chemical enhancement Q=50 mL.min-1 t=23 min N°1934 
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A-111 

 

0.5 mm GB Chemical enhancement Q=150 mL.min-1   

 

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=0 min N°1714 
  

 

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=5 min N°1726 

   

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=10 min N°1731 

   

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=14 min N°1733 

   

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=20 min N°1736 

   

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=30 min N°1738 
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A-112 

0.5 mm GB Chemical enhancement Q=150 mL.min-1 t=40 min N°1740 
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A-113 

 

0.5 mm GB Chemical enhancement Q=220 mL.min-1   

 

0.5 mm GB Chemical enhancement Q=220 mL.min-1 t=0 min N°1786 
  

 

0.5 mm GB Chemical enhancement Q=220 mL.min-1 t=5 min N°1802 

   

0.5 mm GB Chemical enhancement Q=220 mL.min-1 t=10 min N°1807 

   

0.5 mm GB Chemical enhancement Q=220 mL.min-1 t=14 min N°1809 

   

0.5 mm GB Chemical enhancement Q=220 mL.min-1 t=19 min N°1812 
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A-114 

 
0.5 mm GB Chemical enhancement    

 
Statistical representation of fingerings of the DNAPL-water interface – 50 mL.min-1 

  
 
Statistical representation of fingerings of the DNAPL-water interface – 150 mL.min-1 

  
 
Statistical representation of fingerings of the DNAPL-water interface – 220 mL.min-1 

  

 
Statistical representation of fingerings of the DNAPL-water interface – Total 
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A-115 

 

0.1 mm GB Chemical enhancement Q=50 mL.min-1   

 

0.1 mm GB Chemical enhancement Q=50 mL.min-1 t=0 min N°3948 
  

 

0.1 mm GB Chemical enhancement Q=50 mL.min-1 t=5 min N°3958 

   

0.1 mm GB Chemical enhancement Q=50 mL.min-1 t=10 min N°3963 

   

0.1 mm GB Chemical enhancement Q=50 mL.min-1 t=20 min N°3968 

   

0.1 mm GB Chemical enhancement Q=50 mL.min-1 t=30 min N°3970 

   

0.1 mm GB Chemical enhancement Q=50 mL.min-1 t=40 min N°3972 
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A-116 

0.1 mm GB Chemical enhancement Q=150 mL.min-1   

 

0.1 mm GB Chemical enhancement Q=150 mL.min-1 t=0 min N°3920 
  

 

0.1 mm GB Chemical enhancement Q=150 mL.min-1 t=5 min N°3930 

   

0.1 mm GB Chemical enhancement Q=150 mL.min-1 t=10 min N°3935 

   

0.1 mm GB Chemical enhancement Q=150 mL.min-1 t=14 min N°3937 

   

0.1 mm GB Chemical enhancement Q=150 mL.min-1 t=18 min N°3939 
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A-117 

 

0.1 mm GB Chemical enhancement Q=220 mL.min-1   

 

0.1 mm GB Chemical enhancement Q=220 mL.min-1 t=0 min N°3978 
  

 

0.1 mm GB Chemical enhancement Q=220 mL.min-1 t=2 min N°3982 

   

0.1 mm GB Chemical enhancement Q=220 mL.min-1 t=5 min N°3988 

   

0.1 mm GB Chemical enhancement Q=220 mL.min-1 t=10 min N°3993 

   

0.1 mm GB Chemical enhancement Q=220 mL.min-1 t=14 min N°3995 
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A-118 

 

0.1 mm GB Chemical enhancement    

 

Statistical representation of fingerings of the DNAPL-water interface - 50 mL.min-1 

  
 
Statistical representation of fingerings of the DNAPL-water interface - 150 mL.min-1 

  
 

Statistical representation of fingerings of the DNAPL-water interface - 220 mL.min-1 

  
 

Statistical representation of fingerings of the DNAPL-water interface - Total 
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A-119 
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2D tank experiments with thermal enhancement 
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A-120 

 

0.5 mm GB Thermal enhancement Q=50 mL.min-1   

 

0.5 mm GB Thermal enhancement Q=50 mL.min-1 t=0 min N°1352 
  

 

0.5 mm GB Thermal enhancement Q=50 mL.min-1 t=5 min N°1359 

   

0.5 mm GB Thermal enhancement Q=50 mL.min-1 t=10 min N°1360 

   

0.5 mm GB Thermal enhancement Q=50 mL.min-1 t=15 min N°1361 

   

0.5 mm GB Thermal enhancement Q=50 mL.min-1 t=20 min N°1362 
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A-121 

 

0.5 mm GB Thermal enhancement Q=150 mL.min-1   

 

0.5 mm GB Thermal enhancement Q=150 mL.min-1 t=0 min N°1284 
  

 

0.5 mm GB Thermal enhancement Q=150 mL.min-1 t=5 min N°1292 

   

0.5 mm GB Thermal enhancement Q=150 mL.min-1 t=10 min N°1299 

   

0.5 mm GB Thermal enhancement Q=150 mL.min-1 t=14 min N°1301 

   

0.5 mm GB Thermal enhancement Q=150 mL.min-1 t=19 min N°1304 
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A-122 

0.5 mm GB Thermal enhancement Q=220 mL.min-1   
 

0.5 mm GB Thermal enhancement Q=220 mL.min-1 t=0 min N°1363 
  

 

0.5 mm GB Thermal enhancement Q=220 mL.min-1 t=5 min N°1373 

   

0.5 mm GB Thermal enhancement Q=220 mL.min-1 t=10 min N°1378 

   

0.5 mm GB Thermal enhancement Q=220 mL.min-1 t=14 min N°1380 

   

0.5 mm GB Thermal enhancement Q=220 mL.min-1 t=20 min N°1383 

   

0.5 mm GB Thermal enhancement Q=220 mL.min-1 t=30 min N°1386 
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A-123 

 

0.5 mm GB Thermal enhancement    

 

Statistical representation of fingerings of the DNAPL-water interface – 50 mL.min-1 

  
 

Statistical representation of fingerings of the DNAPL-water interface – 150 mL.min-1 

  
 

Statistical representation of fingerings of the DNAPL-water interface – 220 mL.min-1 

  
 

Statistical representation of fingerings of the DNAPL-water interface – Total 
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A-124 

 

0.1 mm GB Thermal enhancement Q=50 mL.min-1 

 

0.1 mm GB Thermal enhancement Q=50 mL.min-1 t=0 min N°3744 
  

 

0.1 mm GB Thermal enhancement Q=50 mL.min-1 t=5 min N°3754 

   

0.1 mm GB Thermal enhancement Q=50 mL.min-1 t=10 min N°3759 

   

0.1 mm GB Thermal enhancement Q=50 mL.min-1 t=21 min N°3767 

   

0.1 mm GB Thermal enhancement Q=50 mL.min-1 t=31 min N°3772 

   

0.1 mm GB Thermal enhancement Q=50 mL.min-1 t=42 min N°3778 
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A-125 

 

0.1 mm GB Thermal enhancement Q=150 mL.min-1 

 

0.1 mm GB Thermal enhancement Q=150 mL.min-1 t=0 min N°3678 
  

 

0.1 mm GB Thermal enhancement Q=150 mL.min-1 t=5 min N°3687 

   

0.1 mm GB Thermal enhancement Q=150 mL.min-1 t=10 

min 

N°3692 

   

0.1 mm GB Thermal enhancement Q=150 mL.min-1 t=14 

min 

N°3694 

   

0.1 mm GB Thermal enhancement Q=150 mL.min-1 t=20 

min 

N°3697 
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A-126 

 

0.1 mm GB Thermal enhancement Q=220 mL.min-1   

 

0.1 mm GB Thermal enhancement Q=220 mL.min-1 t=0 min N°3808 
  

 

0.1 mm GB Thermal enhancement Q=220 mL.min-1 t=5 min N°3819 

   

0.1 mm GB Thermal enhancement Q=220 mL.min-1 t=10 min N°3824 

   

0.1 mm GB Thermal enhancement Q=220 mL.min-1 t=14 min N°3826 

   

0.1 mm GB Thermal enhancement Q=220 mL.min-1 t=18 min N°3828 
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A-127 

 

0.1 mm GB Thermal enhancement    
 

Statistical representation of fingerings of the DNAPL-water interface – 50 mL.min-1 

 
 

 

Statistical representation of fingerings of the DNAPL-water interface – 150 mL.min-1 

 
 

 

Statistical representation of fingerings of the DNAPL-water interface – 220 mL.min-1 

  

 

Statistical representation of fingerings of the DNAPL-water interface – Total 

 
 



 

 

 

 

La pollution des eaux souterraines par des composés organochlorés constitue un problème majeur. En effet, ces 
polluants, particulièrement toxiques, dégradent durablement les sols et les eaux souterraines. Leur dispersion (par 
solubilisation et volatilisation) à partir des sources de pollution peut générer des panaches de contamination 
importants. La récupération de ces composés sous forme de produit pur (DNAPL) est principalement basée sur les 
techniques de pompage/traitement. Pour autant, cette technique est lente et ne permet pas de récupérer le DNAPL 
de manière efficace. Une quantité de DNAPL reste piégée dans le sol sous forme de saturation résiduelle (Srn).  
L'objectif de cette thèse est d'améliorer le rendement et la vitesse de récupération du DNAPL en utilisant les 
soutiens chimiques et thermiques au cours du pompage. L’augmentation de la température vise à diminuer la 
viscosité du DNAPL (et donc à augmenter sa mobilité) alors que l’ajout de surfactant vise à diminuer les forces 
capillaires qui piègent le DNAPL. Des expérimentations à l’échelle du laboratoire (basées notamment sur des 
suivis de permittivités, résistivités électriques et densités optiques) et une modélisation multiphasique ont été 
réalisées afin de pouvoir quantifier les effets de ces soutiens. 
Le chauffage du DNAPL, réalisé jusqu’à 50 °C (afin d’éviter la volatilisation), diminue la viscosité par un facteur 
2. L’ajout d’un surfactant, le Sodium Dodecyl Benzene Sulfonate-SDBS, à sa Concentration Micellaire Critique 
(afin d’éviter la solubilisation du DNAPL) diminue la tension interfaciale par un facteur 12. 
Les essais de drainage-imbibition ont été réalisés dans des cellules 1D afin d’obtenir les courbes de rétention du 
système diphasique (pression capillaire en fonction de la saturation en eau). Les diminutions des Srn obtenues avec 
le SDBS sont de 28% pour les billes de verre (BV) de 0,5 mm de diamètre et 46% pour les BV de 0,1 mm. Aucune 
amélioration significative du rendement épuratoire a été obtenue avec le chauffage. Les courbes ont été calées avec 
le modèle de van Genuchten - Mualem dans le but de fournir les données pour la modélisation. 
Les expériences de drainage-imbibition ont été réalisées dans des colonnes 1D pour caractériser les écoulements 
diphasiques (notamment le déplacement de l'interface DNAPL-eau en fonction des pressions appliquées). Le 
modèle d'écoulement diphasique a été réalisé avec la formulation de pression-pression (à l'aide de COMSOL 
Multiphysics®). La modélisation des volumes récupérés et du déplacement de l’interface sont en accord avec les 
résultats expérimentaux. Les rendements épuratoires avec les soutiens chimiques et thermiques étaient du même 
ordre de grandeur que pour les cellules 1D. 
Des essais de pompage ont été effectués dans un bac 2D à différents débits avec les BV de 0,5 mm et 0,1 mm. Les 
expériences ont également été réalisées avec et sans soutien. Les modélisations ont été comparées à l'interprétation 
d'images (basée sur l'étalonnage de la densité optique). Les valeurs expérimentales sont en adéquation avec les 
valeurs modélisées. Les rapports VDNAPL,chimique/VDNAPL,blanc pour des débits lents et élevés, étaient en moyenne 
respectivement de 2,90 et 1,40 pour les BV de 0,5 mm et, de 1,37 et 1,18 pour les BV de 0,1 mm. Le chauffage 
n'a aucun effet bénéfique sur la récupération du DNAPL. 
Les mesures indirectes des saturations en eau (Sw) pour les expériences 1D ou 2D aboutissent aux résultats 
suivants: i. les permittivités mesurées sont très proches des valeurs modélisées avec le modèle de CRIM ; ii. les 
modélisations des résistivités électriques avec la loi d’Archie sont moins probantes ; iii. les densités optiques 
permettent d’estimer Sw avec précision. A l’échelle terrain, la combinaison des suivis avec la résistivité électrique 
(qui permet d’avoir une vision intégratice) et la permittivité (qui fournit des données précises mais spatialement 
limitées), permettrait de mieux quantifier les Srn. 
 

 

Groundwater pollution by chlorinated organic compounds is a major problem. Actually, these particularly toxic 
pollutants, permanently degrade soil and groundwater quality. Their dispersion (by solubilization and 
volatilization) from the pollution source zone can generate large contaminants plumes. Chlorinated organic 
compounds are recovered as pure product (Dense Non-Aqueous Phase Liquids-DNAPL) mainly using pump/treat 
technologies. However, these technologies are time-consuming and do not recover the pure product in an efficient 
way. A significant amount of DNAPL remains trapped in soil as residual saturation (Srn). 
The objective of this PhD project was to enhance DNAPL recovery rate and yield using chemical and thermal 
enhancements during the pumping process. Temperature increases aimed to reduce the viscosity of DNAPL (and 
therefore to increase its mobility) while the addition of surfactant aimed to reduce the capillary forces that trap the 
DNAPL. Experiments at the laboratory scale (based on monitoring of permittivities, electrical resistivities and 
optical densities) and two-phase flow modeling were performed to quantify the effects of these enhancements. 
Heating the DNAPL up to 50 °C (to avoid volatilization) decreases the viscosity by a factor of two. The addition 
of surfactant, Sodium Dodecyl Benzene Sulfonate-SDBS, at its Critical Micelle Concentration (to prevent DNAPL 
solubilization) decreases interfacial tensions by a factor of 12. 
Drainage-imbibition experiments were carried out in 1D cells to obtain the retention curves of the two-phase 
system (capillary pressure as a function of water saturation). The decreases of Srn obtained with SDBS were 28% 
for 0.5 mm glass beads (GB) diameter and 46% for 0.1 mm GB. We reported no significant improvement in the 
remediation yield with thermal enhancement. The curves were fitted with the van Genuchten – Mualem model to 
generate data for modeling. 
Drainage-imbibition experiments were carried out in 1D columns to characterize two-phase flow (and in particular 
the displacement of the DNAPL-water interface according to the pressures applied). The two-phase flow model 
used a pressure-pressure formulation (using COMSOL Multiphysics®). The modeling of recovered volumes and 
the displacement of the interface agreed with the experimental results. The remediation yields with chemical and 
thermal enhancements were of the same order of magnitude as those reported in 1D cells. 
For 2D tank experiments, pumping was performed at different flow rates with 0.5 mm and 0.1 mm GB. The 
experiments were also performed with and without enhancement. Models were compared with image interpretation 
(based on the optical density calibration). Comparing experimental and modeled values shows that the model fitted 
well with the experiments. The VDNAPL, chemical/VDNAPL, reference  ratios were for low and high flow rates on average 
respectively 2.90 and 1.40 for 0.5 mm GB and 1.37 and 1.18 for 0.1 mm GB. Thermal enhancement had no 
beneficial effect on DNAPL recovery rate or yield. 
Indirect measurements of water saturations (Sw) for 1D or 2D experiments yielded the following results: i. the 
measured permittivities were very similar to the values modeled with the CRIM model; ii. modeling of electrical 
resistivities with Archie's Law was less accurate; iii. optical densities allow accurate Sw estimation. At field scale, 
the combination of monitoring both electrical resistivities (which provide a global picture) and permittivities 
(which provide precise but spatially limited data), is expected to provide Srn data. 
 



 

 

 

 


