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Abstract

English
Direct numerical simulations (DNS) are computed in order to study the complete

laminar-to-turbulent transition process of a boundary layer developing over a concave sur-
face. It is found that the flow passing through such geometry is prone to develop centrifu-
gal instabilities in the form of Görtler vortices. Transition is triggered by means of wall-
roughness elements that are also utilized to preset the spanwise wavelength of the Görtler
vortices. The different regions encountered in the transition process, i.e. linear, nonlinear,
transition, and fully turbulent, are identified and characterized. Primary and secondary
(varicose and sinuous) instabilities are identified and analyzed as well. Parametric studies
showing the effect of several physical parameters (radius of curvature, the vortices wave-
length, the perturbation amplitude and streamwise location, and the wall-roughness per-
turbation geometry) on the transition starting point are presented. Furthermore, thermal
analyses are conducted in order to study the modification of the thermal boundary layer due
to the Görtler vortices swirl motion. The streamwise evolution of the surface heat transfer is
investigated finding that it is considerably enhanced in the non-linear region surpassing the
turbulence-region values. It is also found that the Reynolds analogy between streamwise-
momentum and heat transfer is followed throughout the whole transition process.

Français
Des simulations numériques directes (DNS) sont calculées afin d’étudier le processus

complet de transition laminaire-turbulent d’une couche limite qui se développe sur une sur-
face concave. On constate que l’écoulement traversant une telle géométrie est susceptible
de développer des instabilités centrifuges sous forme de tourbillons de Görtler. La transi-
tion est déclenchée au moyen d’éléments de rugosité de paroi qui sont également utilisés
pour prédéfinir la longueur d’onde transversale des tourbillons de Gortler. Les différentes
régions rencontrées dans le processus de transition, c’est-à-dire linéaire, non-linéaire, tran-
sition et completement turbulente, sont identifiées et caractérisées. Les instabilités pri-
maires et secondaires (sinueux et variqueux) sont également identifiées et analysées. Des
études paramétriques montrant l’effet de plusieurs paramètres physiques (le rayon de cour-
bure, la longueur d’onde des tourbillons, l’amplitude et la localisation de la perturbation,
et la géométrie des eléments de rugosité de paroi) sur le point de départ de la transition
son presentées. De plus, des analyses thermiques sont menées afin d’étudier la modifica-
tion de la couche limite thermique produite par le mouvement rotatif des tourbillons de
Görtler. L’évolution du transfert thermique de la surface est étudiée et on constate qu’il est
considérablement augmenté dans la région non-linéaire dépassant les valeurs de la région
turbulente. On constate également que l’analogie de Reynolds entre la quantité de mou-
vement dans le sens de l’écoulement et le transfert de chaleur est suivie tout au long du
processus de transition.
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Chapter 1
Introduction

1.1 General context

This research project was funded by the Mexican CONACYT (National Council of Science
and Technology) - SENER (Secretariat of Energy) sectoral fund of sustainable energy. The
goal of this joint effort being the training of highly specialized human resources for facing
the coming challenges of the energetic sector in Mexico. One of them is the sustainable
development of the Mexican society that has to take care of the environment for the future
generations. Under that context, Mexico has the objective of diversifying its energy sources
in order to produce more electricity from clean and renewable sources. All these objectives
are part of Mexico’s Energy Reform of 2013 (SEGOB 2013).

This research study, apart from training human resources at the doctoral level, has also
the objective of understanding the flow behavior when passing over a concave surface. From
the renewable energetic sector point of view, this topic is quite relevant because this type
of geometry can be found on the blades of the Savonius-style Vertical Axial Wind Turbines
(VAWT), which have found some emerging interest, especially for off-grid applications, due
to their technical and economic feasibility (Bortolini et al. 2014, Grieser et al. 2015). Con-
sequently, the understanding of the flow development over such geometry, with the aid of
a proper computational methodology, can help to improve their design, aerodynamic perfor-
mance and energy conversion rate (Roy & Saha 2013).

This project has, therefore, the main objective of studying, analyzing and characterizing
the complete laminar-to-turbulent transition process of a boundary layer passing over a con-
cave surface by means of high-fidelity Direct Numerical Simulations (DNS); as it has been
shown that these type of costly Computational Fluid Dynamics (CFD) simulations of basic
geometries (flow passing over a concave surface) are required for completely capturing the
transition phenomenon and computing its physical impact on the aerodynamic performance
parameters of a Savonius-style VAWT blade (Ducoin et al. 2017). Subsequently, the nu-
merical simulations were computed on the research super-computing center CRIANN (Cen-
tre Régional Informatique et d’Applications Numériques de Normandie) since this research
study demands high-level of computational performance.

1.2 Motivation

The laminar-to-turbulent transition process of a boundary layer has always been a complex
phenomenon of fundamental importance in the field of Fluid Mechanics. As the boundary
layer evolves over a surface, the flow changes from a laminar state, that is characterized by

1
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a smooth movement of well-ordered layers alongside each other, to a turbulent state, where
this orderly flow is replaced by highly chaotic variations in the flow field properties (velocity
and pressure) and strong mixing effects are noticed.

However, the transitional phase, along with the relevant parameters that have an effect
on it, has not been completely understood and characterized. Moreover, compared to a flat
plate, that has been largely studied, the transition process of a boundary layer developing
over a concave surface occurs in a completely different manner. Over a concave wall, the
curved motion of the flow is naturally unstable (Rayleigh 1917). And, it is highly suscepti-
ble to develop centrifugal instabilities when perturbations are introduced into the boundary
layer (e.g. wall-roughness, free-stream turbulence intensity, etc.). These centrifugal insta-
bilities, that initiate the transition process, have the from of steady streamwise-oriented
counter-rotating vortex pairs and are known as Görtler vortices (Görtler 1940).

This transitional scenario is therefore quite particular for a concave surface and its un-
derstanding and characterization is utterly relevant for the numerous engineering applica-
tions where it can be found. Apart from the already mentioned wind turbines (Ducoin et al.
2016, 2017), this transition type can also be found in several engineering devices, such as
turbomachinery blades (Han & Cox 1982, Wang et al. 2005), airfoils (Mangalam et al. 1985,
Dagenhart & Mangalam 1986) and nozzles (Beckwith & Holley 1981, Chen et al. 1993).
Furthermore, the presence of Görtler vortices significantly modifies and enhances the sur-
face heat transfer, making their characterization relevant for thermal applications such as
heat exchangers (McCormack et al. 1970) or jet engines with extremely hot conditions (Peer-
hossaini & Wesfreid 1988a, Toe et al. 2002). Moreover, the increase of wall-shear stresses
produced by the Görtler vortices is capable of provoking erosion on the surface over which
they develop (Kieffer & Sturtevant 1988, Hopfinger et al. 2004).

On this context, the main motivation of this project comes from the fact that the outcome
of these research studies can help to better understand and clarify one of the most complex
questions in the field of Fluid Mechanics, which is how and why the flow transitions from
a laminar to a turbulent state. This can be done by characterizing the boundary layer over
its different transitional phases and by analyzing the parameters that play a role on the
triggering of the phenomenon. Moreover, the obtained results can also help to improve
the performance and to better design several engineering devices that are utilized mainly
in the renewable energies and aerospace sectors. Furthermore, the outcome results of the
present investigation, performed using high-fidelity DNS, are expected to be considered as
a benchmark test case for future studies and for turbulence model development.

1.3 Basic notes of the boundary layer

The concept of boundary layer was first introduced by Ludwig Prandtl in 1904 (Prandtl
1904). He suggested to divide a viscous flow into two regions; one thin region adjacent to
the solid boundaries, where the viscosity effects are experienced by the flow, and another
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one covering the rest of the flow, where the viscosity effects are negligible and the fluid can
be considered as inviscid. Hence, the boundary layer is the confined region in between the
wall and the inviscid outer free-stream flow. Inside it, the flow experiences a steep gradient
of shearing stresses that is caused by a rapid change of the fluid velocity, in the wall-normal
direction, that goes from zero at the wall (no-slip condition) up to the free-stream velocity at
the boundary layer edge.

The boundary layer exists whether the flow is laminar or turbulent. On a laminar state,
the boundary layer is formed by layers of fluid that slide over each other and the particles
travel without crossing to the adjacent layers. On the other hand, on the turbulent case, the
fluid particles move parallel and perpendicular to the flow direction and they do cross to the
adjacent layers in a seemingly random manner. Consequently, due to the different degrees
of fluid mixing in laminar and turbulent flows, the properties, characteristics and, there-
fore, the shape (velocity distribution) of the two boundary layers are different. The main
descriptive characteristics of the boundary layer for both cases are defined in the following
subsections.

1.3.1 Laminar boundary layer

For the laminar boundary layer over a flat plate, it was Heinrich Blasius (Blasius 1907)
who analytically solved the Prandtl boundary layer equations and found a self-similar solu-
tion for the velocity profile of the laminar boundary layer, i.e., regardless of the streamwise
position, x, the velocity profile will always keep the same velocity distribution. The veloc-
ity profiles of the streamwise and wall-normal velocity components (U and V , respectively)
are shown in Figure 1.1. On the presented charts, the wall-normal space coordinate, y, is
normalized with the boundary layer thickness, δ. The velocity U is normalized with the
free-stream velocity, U∞, whereas the velocity V is normalized with the product of U∞ and
the Reynolds number based on x, Rex, to the power of −1/2.

This dimensionless number, Rex, firstly proposed by Osborne Reynolds (Reynolds 1883),
relates the inertial to the viscous forces and is used to assure a mechanical similarity of two
flows passing through the same geometry. It is also useful for determining the streamwise
location on the analyzed surface and is defined as:

Rex = U∞x
ν

, (1.1)

where ν is the fluid kinematic viscosity.
The boundary layer extent in the wall-normal direction, i.e. the boundary layer thick-

ness, δ, is normally measured up to the point at which the streamwise velocity component
has reached 99% of the outer free-stream velocity. δ increases during the development of the
flow and, for the Blasius laminar case, follows the law:

δ= 5x√
Rex

. (1.2)
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Figure 1.1: Blasius velocity profiles. a) Streamwise component. b) Wall-normal component.

The viscosity reduces the mass flow rate of the flow passing next to a solid surface. In
order to quantify this loss, the boundary layer displacement thickness, δ∗, can be used.
It measures the distance by which the surface would have to be moved upward in its normal
direction so that an inviscid flow with velocity U∞ would have the same mass flow rate as
the one that occurs through the viscous boundary layer flow. For an incompressible flow, it
can be computed using the following integral over the wall-normal direction:

δ∗ =
∫ ∞

0

(
1− U(y)

U∞

)
d y. (1.3)

The displacement thickness increases as the boundary layer evolves over the surface.
For the flat plate laminar case, its value, according to its streamwise position, is given by:

δ∗ = 1.721x√
Rex

. (1.4)

Another relevant parameter is the boundary layer momentum thickness, θ. The mo-
mentum thickness serves to quantify the reduction of momentum on the boundary layer
relative to that of a inviscid flow. In other words, it is the distance by which a surface would
have to be moved upward in the wall-normal direction in an inviscid flow of velocity U∞ so
that it can have the same momentum as a real viscous flow. For an incompressible flow, it is
computed with the following integral:

θ =
∫ ∞

0

U(y)
U∞

(
1− U(y)

U∞

)
d y. (1.5)

For a laminar incompressible flow over a flat plate, the evolution of the boundary layer
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momentum thickness is given by:

θ = 0.664x√
Rex

. (1.6)

Another useful parameter is the boundary layer shape factor, H. It is used to determine
the nature of the flow and its streamwise sudden change can help to determine the transition
starting point or, rather, the transition region. It is obtained by computing the ratio of the
two previous lengths:

H = δ∗

θ
. (1.7)

For a laminar boundary layer, it normally has the value of H = 2.59.
Next, the tangential friction forces per unit area exerted by the flow over the wall can be

quantified with the wall shear stress parameter, τw. Its magnitude is proportional to the
velocity gradient next to wall and it can be computed with the Newton’s law of friction:

τw(x)=µ
(
∂U
∂y

)
w

. (1.8)

where µ is the fluid dynamic viscosity. τw can also be quantified in a non-dimensional way
with the skin friction coefficient, C f , which is equal to:

C f =
τw(x)
1
2ρU2∞

, (1.9)

where ρ is the fluid density.
For a laminar boundary layer over a flat plate, the skin friction coefficient evolves ac-

cording to the following law:

C f =
0.664√

Rex
. (1.10)

1.3.2 Turbulent boundary layer

Now that the main boundary layer parameters have been defined for the laminar case, they
are going to be introduced for the turbulent boundary layer. For the turbulent case, a
more intense mixing is responsible for steeper velocity gradients that will produce higher
wall-shear stresses. Thus, the velocity profile is expected to be different from the laminar
one. Besides, unlike the laminar case, the turbulent boundary layer is naturally unsteady
and, therefore, time-averaged quantities, instead of instantaneous ones, are normally re-
ported. Hence, we can introduce:

U=U+u′, (1.11)



6 Chapter 1. Introduction

where the instantaneous velocity field, U, is decomposed in its time-averaged part, indicated
by an overline, U, and its temporal fluctuation, indicated by the prime symbol, u′.

Moreover, the turbulent boundary layer is normally analyzed using viscous scales (or
wall-units). To that end, the characteristic velocity for turbulent flows at a given wall shear
stress, i.e. the wall friction velocity, uτ, is introduced:

uτ =
√
τw(x)
ρ

. (1.12)

With uτ, the coordinates in wall-units can also be introduced. Thus, the wall-normal
coordinate is given by:

y+ = yuτ
ν

. (1.13)

The velocity can also be non-dimensionalized with the aid of the friction velocity. The
streamwise component is given by:

U+ = U
uτ

. (1.14)

It was Ludwig Prandtl (Prandtl 1925) who postulated that the velocity profile inside
the turbulent boundary layer is determined by the viscous scales and that U+ depends solely
on y+. It is important to remark that this velocity distribution, U+ = f (y+), is universal in
the sense that, for large Reynolds numbers, it can be found in almost all turbulent flows; as
it has been largely verified experimentally and numerically for channel flows, pipe flows and
flows over flat plates (Pope 2000).

A typical velocity profile of a turbulent boundary layer is shown in Figure 1.2. This pre-
sented profile was obtained experimentally, and also replicated numerically, by Schlatter
et al. (2009) at a Reynolds number based on the momentum thickness of Reθ = 2400. Sev-
eral regions can be differentiated from the velocity profile that are in accordance with the
universal law of the wall. They are summarized in Table 1.1.

Region Location Properties
Viscous sublayer y+ ≤ 5 U+ = y+

Buffer layer 5< y+ ≤ 30 Region between the two other regions
Log-law region y+ > 30 U+ = κ−1 log y++B

Table 1.1: Wall regions of the turbulent boundary layer.

The entire turbulent flow field can be divided into two regions; a turbulence free region
that is outside the boundary layer (the free-stream) and the boundary layer itself that is
characterized by random fluctuations of the flow field properties. At the same time, the
turbulent boundary layer can also be divided into several regions.
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Figure 1.2: Velocity profile of a turbulent boundary layer in viscous units. ( ) U+ = f (y+) from
Schlatter et al. (2009) at Reθ = 2400, ( ) U+ = y+ and ( ) U+ = κ−1 log y+ +B; with κ = 0.41 and
B = 5.2.

The region that is adjacent to the wall is called the viscous sublayer and it is the part of
the boundary layer where the viscosity effects can be noticed. It is extended from the wall,
y+ = 0, up to y+ ≤ 5 and the streamwise velocity follows the law U+ = y+. Next, there is a
transition region between the viscosity-dominated flow and the turbulence-dominated flow.
It goes from y+ > 5 to y+ ≤ 30 and it is called the buffer region.

Finally, from y+ > 30, there is the log-law region where the effects of viscosity can be
neglected and the flow is highly dominated by turbulent chaotic motion. It was Theodore
von Kármán (von Kármán 1930) who first determined that, inside this region, the velocity
follows the logarithmic law U+ = κ−1 log y++B, where κ is the von Kármán constant and B
is also a constant. This constants present some variations in the literature but they are
normally within 5% of κ= 0.41 and B = 5.2 (Pope 2000).

Once that the turbulent boundary layer structure has been described, the different
parameters that characterize it can be defined. The integral parameters can be defined
with Prandtl’s one-seventh power law relationships (Prandtl 1927) that have been proved
to be in good agreement with turbulent flat plate experimental data (White 1991). Hence,
the boundary layer thickness, displacement thickness and momentum thickness
streamwise evolution are respectively given by:

δ= 0.16x
Re1/7

x
, (1.15)

δ∗ = 0.02x
Re1/7

x
, (1.16)
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and

θ = 0.016x
Re1/7

x
. (1.17)

As seen, the turbulent boundary layer grows at a faster rate compared to the laminar
case. Besides, with these relations, it is also possible to define a shape factor for the
turbulent flat plate which has the value of H = 1.25.

Regarding the wall-shear stresses, they are also considerable higher due to the intense
mixing inside the boundary layer that causes a greater velocity gradient next to the wall.
Their streamwise evolution can also be obtained from Prandtl’s relationships:

C f =
0.027
Re1/7

x
. (1.18)

Even though Equation (1.18) produces a good estimation of C f , a more exact relation for
flat plate turbulent skin friction is presented by White (1991) and it is preferred to be used:

C f =
0.455

log2 (0.06Rex)
. (1.19)

The most general characteristics for a laminar and turbulent boundary layer evolving
over a flat plate have been introduced and for further details the reader can consult the
following references: Schlichting & Gersten (2017), Pope (2000) and White (1991).

1.4 Transition

Laminar and turbulent boundary layers have been briefly described in the previous sections
and they have also been largely studied and characterized over the last centuries. However,
the process through which the boundary layer changes from the laminar to the turbulent
state, i.e. transition, is still not understood completely. Moreover, since this phenomenon
can occur in practically every flow in nature, either internal (pipes, channels) or external
(boundary layer development over a surface), its comprehension is utterly relevant for its
numerous engineering applications in the Aerodynamics and Fluid Mechanics fields.

Laminar-to-turbulent transition has been observed experimentally for a long time. It
was first visualized and documented by Osborne Reynolds (Reynolds 1883) on a fluid flowing
through a straight pipe. He observed how the flow suddenly changed as the Reynolds num-
ber was increased. It went from a laminar state with well-ordered layers moving alongside
each other to a turbulent state with strong mixing effects. He also introduced the concept of
critical Reynolds number, Recr, which is the Re at which transition occurs. In other words,
when Re < Recr, the flow is laminar and when Re > Recr the flow is turbulent. For his pipe ex-
periments, O. Reynolds found that Recr = 2300. However, it was later found that Recr varies
and becomes larger as the disturbances at the pipe entrance become smaller. In general, it
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Figure 1.3: Different paths leading to turbulence (Morkovin 1994).

has been observed that the transition of a flow depends mainly on the Reynolds number, the
pressure distribution, the wall roughness and the free-stream turbulence intensity.

1.4.1 Paths to turbulence

Even though the phenomenon has been observed for a long time, the transition mechanism
itself is still not understood completely. In order to clarify the different possible mecha-
nisms through which transition can occur, Morkovin (1994) proposed a map for the different
transition paths, which is shown in Figure 1.3.

The first stage on the transition process is the receptivity. The receptivity, whose concept
was firstly introduced by Morkovin (1969), is defined as the process through which external
disturbances enter the boundary layer. These external perturbation can come from many
sources, such as free-stream turbulence, wall-roughness or sound, and they provide the ini-
tial conditions (amplitude, frequency and phase) of the boundary layer instabilities that,
depending on the flow characteristics, will either grow and cause transition or decay (and
the flows stays in laminar state) (Saric et al. 2002).

Once that the disturbances have entered into the boundary layer, transition can occur by
one of the five different paths shown in Figure 1.3. Path A is followed if weak disturbances
enter to the boundary layer. The growth of the primary modes can be described with Linear
Stability Theory (LST) (Reed et al. 1996), and it occurs over long streamwise distances.
Later, secondary instabilities occurs in the form of three-dimensional nonlinear interactions
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Figure 1.4: Sketch of the laminar-to-turbulent transition of a boundary layer over a flat plate (White
1991).

and the disturbances grow much faster followed by breakdown into turbulence. In this path,
transition due to Tollmien-Schlichting (TS) waves can be categorized. Görtler vortices, which
later evolve into secondary instabilities, also follow this path.

Sometimes the disturbances are so strong (high free-stream turbulence or roughness)
that the growth of linear instabilities is bypassed (Morkovin 1993). In this case, Path E is
followed and it is identified with the sudden appearance of turbulence spots or subcritical
instabilities. Also, for this case, LST is not able to predict transition.

Finally, transient growth of the disturbances can also happen. It occurs when two, non-
orthogonal, stable modes interact, undergo algebraic growth, and then decay exponentially
(Saric et al. 2002). Depending of the initial conditions, large amplitudes can be achieved.
Moreover, depending on these amplitudes, the disturbances can either follow path B, where
spanwise modulations of two-dimensional waves occur, path C, where secondary instabilities
or subcritical instabilities are generated, or path D, that bypasses primary and secondary
instabilities.

1.4.2 Transition over a flat plate

Over a flat plate, the boundary layer is initially always laminar but after certain distance it
becomes turbulent. Transition normally takes place at the critical Reynolds number based
on the streamwise position of Rexcr = 3.5×105 to 106 (Schlichting & Gersten 2017). Similar
to the pipe case, Rexcr is increased when the perturbations are small.

The overall transition process of an incompressible boundary layer past a flat surface is
represented in Figure 1.4, which was depicted by White (1991). At first, transition starts
with the introduction of disturbances to the laminar boundary layer, i.e. receptivity. As a
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FIGURE 6. Instantaneous contours of streamwise velocity (xz-plane at y/�inlet = 0.6): (a)
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The streamwise passing period of ⇤ vortices in H-type transition is also twice that
seen in K-type transition (Herbert 1988). The structure of the streamwise velocity field
in the later stages of transition is in close qualitative agreement with the particle image
velocimetry (PIV) measurements of Berlin et al. (1999) and hot-wire measurements
of Borodulin et al. (2011). In the present H- and K-type simulations, the (time- and
spanwise-averaged) skin-friction maxima occur near Rex = 6.2 ⇥ 105 (Re✓ = 720) and
Rex = 3.7 ⇥ 105 (Re✓ = 550), respectively.

Figure 7 shows instantaneous snapshots of vortical structures in a domain extending
from Rex = 6.0⇥105 to 7.0⇥105 for the H-type transition and Rex = 3.2⇥105–4.3⇥105

for the K-type transition. These regions are downstream of the region shown in
figure 5 and near the skin-friction maximum. Here, organized vortical structures are
seen that resemble those observed by Wu & Moin (2009). Experimental observations
suggest that these very late stages of transition are insensitive to incoherent
background noise and that, while coherent hairpin vortices may tend to become
asymmetric and more complicated due to such effects, their mean transport properties
are robust (Bake et al. 2002; Borodulin, Kachanov & Roschektayev 2006; Kim et al.
2008). We therefore claim the autogeneration mechanism that sustains these forests
of hairpins and reproduces the statistical properties of developed turbulence in the
late stages of transition to resemble the dynamics of higher-Reynolds-number wall
turbulence.

3.4. Streamwise development of flow statistics

For both H- and K-type transition scenarios, the evolution of mean streamwise velocity
and turbulence intensities normalized by the local friction velocity, u⌧ , are shown
in figures 8 and 9. These profiles are from time- and spanwise-averaged data. The
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and turbulence intensities normalized by the local friction velocity, u⌧ , are shown
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Figure 1.5: Contours of the instantaneous streamwise velocity, U /U∞, on a flat-plate transition
process. The different patterns of Λ-shaped vortices that are formed are shown. (a) H-type transition
with staggered Λ structures. (b) K-type transition with aligned Λ structures. DNS results of Sayadi
et al. (2013).

consequence of that, instabilities in the form of two-dimensional (2D) Tollmien-Schlichting
waves (or TS waves) are generated. When they are initially formed, their amplitude is so
small that they are not capable of triggering transition. However, as they travel in the
streamwise direction, they amplify and eventually produce nonlinear effects, characteris-
tics of the transition process (Duck et al. 1996). Transition due to TS waves were firstly
seen experimentally and confirmed by Schubauer & Skramstad (1948). However, they had
been investigated and predicted theoretically several years before by Tollmien (1931) and
Schlichting (1933), who computed the first neutral stability curves for a flat plate by means
of LST.

Downstream, the TS waves start to present some three-dimensional (3D) effects and
spanwise variations become noticeable. Saric & Thomas (1984) visualized experimentally, by
varying the amplitude and frequency of the vibrations of a ribbon, the growth process of the
TS waves and observed two different types of breakdown scenarios. They both produced dif-
ferent patterns of Λ-shaped vortices, which are characterized for having two elongated legs
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of oppositely signed streamwise vorticity and a tip of spanwise vorticity. The first pattern
consisted in an in-line alignment (peak-following-peak) of the Λ vortices which were found
to have the same wavelength as the TS waves (see Figure 1.5b). This transition scenario
is called K-type transition after Klebanoff, who experimentally investigated it by triggering
transition with a vibrating-ribbon technique (Klebanoff et al. 1962). The second observed
pattern consisted in an staggered arrangement of the Λ vortices in a peak-following-valley
structure with streamwise wavelength that is about two times the one of the TS waves (see
Figure 1.5a). This type of transition is called H-type transition after Herbert, who provided
the theoretical formulation for this secondary instability (Herbert 1988). Recently, the two
transition scenarios have been investigated numerically by Sayadi et al. (2013), by means
of DNS, finding that, even though transition is delayed for the H-type, both transition sce-
narios collapse after the skin friction coefficient maximum near Reθ = 900. Their computed
transition scenarios are illustrated in Figure 1.5; where the spanwise coordinate, z, is non-
dimensionalized with the spanwise wavelength of the Λ-shaped vortices, λz.

Later downstream, the Λ vortices begin to breakdown into smaller units, until the rel-
evant frequencies and wavenumbers become random. Then, turbulence bursts locally and
arbitrarily in time and space. These localized regions, which were first documented by Em-
mons (1951), are called turbulence spots. Later on, these turbulence spots start to merge into
a region where they continually exist. This region marks the beginning of the fully turbulent
flow and the culmination of the laminar-to-turbulent transition process over a flat plate.

The transition process, however, as explained previously, can follow another path when
the external disturbances entering the boundary layer are high. When the free-stream tur-
bulence intensity, Tu, is of the order of 1% or more, the Tollmien-Schlichting route is by-
passed and the region of intermittent turbulent spots formation is reached directly. This
transition scenario has been studied numerically by Jacobs & Durbin (2001) who triggered
transition using a Tu = 3.5%. They observed that once fully formed, the turbulence spots
spread laterally and grow longitudinally. They maintain their upstream edge, which is a
zone of juxtaposed laminar streaks and fully turbulent areas. Downstream, once the transi-
tion is over, the boundary layer is turbulent across its entire span. Wu & Moin (2009) trig-
gered bypass transition, numerically, by inserting periodically short regions of free-stream
turbulence. This method resulted in the generation of abundant packages of hairpin vortices
which were responsible of the boundary layer breakdown to turbulence.

1.5 Transition over a concave surface

The transition of a boundary layer passing over a concave plate is very different from that
of a flat plate. The curved motion of the flow creates a centrifugal force acting in the wall-
normal direction that is balanced by a negative pressure gradient generated in the same
direction. The resulting force field makes the boundary layer susceptible to develop cen-
trifugal instabilities that can be easily triggered by a radial displacement of the fluid par-
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1. I N T R O D U C T I O N  

The special feature of flows along curved walls is the occurrence of the centrifugal force 
associated with the change of direction of fluid motion. In the boundary layer on concave 
walls the force decreases from the outer margin of the boundary layer towards the wall. If in 
the resulting force field a particle is deflected by a disturbance from its equilibrium position 
towards the inner or outer edge of the boundary layer, then it reaches zones of lesser or 
greater centrifugal force respectively and in each case its movement is reinforced. Taylor ~1 ss~ 
in 1923 was the first to study the stability of such a flow both theoretically and experi- 
mentally for the flow between concentrically rotating cylinders. He found that for certain 
combinations of the rotation rates and geometry the flow in the gap between the two 
cylinders became unstable with respect to disturbances in the form of counter-rotating 
vortex pairs with axes in the circumferential direction. 

G6rtler ~63) showed in 1940 on the basis of the theoretical analysis that a similar instability 
would occur in boundary layers over curved walls provided that a parameter defined as 

G = (Uoorr/v) (rr/R) 1/2 

and later referred to as the Grr t ler  number, exceeds a certain critical value. Here, U~o 
denotes free stream velocity, 6r = (vY~/U~) x/2 is related to the boundary layer thickness, v is 
the kinematic viscosity, 2 is the distance from the leading edge and R denotes the radius of 
curvature of the wall. In the analysis, the flow was assumed to consist of a superposition of 
the boundary layer and counter-rotating vortex pairs whose axes were parallel to the 
direction of the external stream, as shown in Fig. 1. Before the theoretical work of 
Gfrtler,  t63~ Clauser and Clause¢ 27~ noted in 1937 that the laminar boundary layer on a 
concave wall becomes turbulent at smaller Reynolds numbers than on flat and convex 
walls. Liepmann t ~ o 7. ~ o s~ in 1943 attributed this effect to the occurrence of Grr t ler  instability 
and showed that the G6rtler number gives a good description of the stability conditions. 
The first direct experimental evidence of the existence of G6rtler vortices was provided by 
Gregory and Walker t64J in 1956 on the basis of china-clay flow visualization method and by 
Tani txs2~ in 1962 on the basis of direct in-flow measurements. Since then numerous 
theoretical and experimental studies have been carried out in order to improve the 
understanding of this phenomenon and to assess its influence on the laminar-turbulent 
transition process in boundary layers. 

This paper reviews the existing state of knowledge of the G6rtler instability. Section 2 
discusses the instability mechanism, Section 3 gives description of the linear range of the 

FIG. 1. Vortex-like disturbances in a boundary layer flow over a curved wail. 
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Figure 1.6: Sketch of the Görtler vortices developing over a concave surface (Saric 1994). The radius
of curvature, R, and the Görtler vortices wavelength, λ, are indicated. The three-axis coordinate
system (ξ,η, z) for a concave surface is also shown.

ticles which can be caused by different types of perturbations such as wall-roughness or
free-stream turbulence intensity. These centrifugal instabilities, that initiate the transition
process, have the form of steady streamwise-oriented counter-rotating vortex pairs and are
known as Görtler vortices.

A sketch of these vortices developing over a concave surface is shown in Figure 1.6, which
was depicted by Saric (1994); where R is the surface radius of curvature and λ is the Görtler
vortices spanwise wavelength, that remains constant during their development. Moreover,
the coordinate system (ξ,η, z) utilized for the flow analysis over a concave surface is also
shown. ξ is the tangential streamwise coordinate, η the wall-normal coordinate and z the
spanwise coordinate. Another helpful sketch can be found in Figure 1.7 which depicts the
cross-section (η-z plane) of the Görtler flow. Basically, due to the swirl motion of the Görtler
vortices, spanwise variations of the flow are generated where two particular regions can
be distinguished: (i) a region where two vortices meet having an upward motion, which is
called upwash, and, (ii) a region where two vortices meet having a downward motion, which
is called downwash.

1.5.1 Some engineering applications

The study and characterization of the Görtler vortices is relevant because they are known
to be the cause of transition in many flows of practical importance. Regarding aerodynamic
applications, they can appear on the pressure side of an airfoil due to its concave geometry.
Mangalam et al. (1985, 1987) experimentally visualized, by means of a chemical sublima-
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Figure 1.7: Sketch of the Görtler vortices on a cross-section η-z plane.

tion method, their development and evolution into secondary instabilities over a wing model
developed at NASA Langley Research Center (see Figure 1.8). The authors suggested that
the vortices may also play an important transition role on the modern supercritical laminar-
flow-control wings which have concave regions near the leading and trailing edges of the
pressure surfaces. Reed & Saric (2008) reviewed the transition mechanisms that can be
encountered on a swept transport-aircraft wing; pointing out that Görtler vortices can de-
velop, but can also be controlled by choosing an appropriate airfoil design. However, these
vortices appear over supercritical airfoils for high subsonic transports since they have been
designed with sharp leading edges requiring a concave surface to provide section thickness
downstream. Pfenninger et al. (1980) studied the minimization of their growth in order to
prevent transition and, hence, reduce drag over the wing. They suggested to deflect the
flow towards areas of shorter concave curvature, combined with a boundary layer suction
technique.

The development of Görtler vortices over the pressure side of a Savonius-style VAWT
blade was investigated, by means of DNS, by Ducoin et al. (2016, 2017) (see Figure 1.19).
They found that the vortices alter the blade aerodynamic performance by modifying the
pressure and wall friction distribution which consequently alter the drag and lift forces.
Moreover, they compared their DNS results with 3D Unsteady Reynolds-Averaged Navier-
Stokes (URANS) simulations finding that the average C f along the blade is two times higher
when using DNS. This is due to the development and breakdown of the longitudinal vortices
that cannot be observed in the URANS computations; which highlights the necessity of
accurate data coming from DNS computations for such engineering geometry.

Görtler vortices development has also been reported over the pressure side of a gas tur-
bine blade. These components have to withstand extremely high temperatures when placed
at the exit of a combustion chamber and the components materials cannot cope with such hot
environments. It is therefore quite relevant to understand the boundary layer development
when formed over them in order to mitigate the frictional losses and increase the surface
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Figure 1.1. Gortler vortices in the concave section of a Laminar Flow Wing. From a NASA
photograph.

remainder of this paper we shall highlight the major structural differences
between the two vortex modes. Almost all of our discussion will concern
two-dimensional boundary-layer flows but a restricted discussion of weakly
three-dimensional boundary-layer flows will be included. In the latter situation
there is the possibility of yet another stationary vortex mode; we refer here to
the so-called crossflow vortex instability whose structure was elucidated so
clearly by Gregory, Stuart and Walker (1955). This mode is a Rayleigh
instability of an effective velocity profile which has an inflection point at the
critical layer and is thought to be the most likely cause of transition in flows
over swept wings. In fact there is yet another stationary vortex instability
possible in a three-dimensional boundary layer and this was described by Hall
(1986). This disturbance is a Tollmien-Schlichting wave with an effective
velocity profile having zero shear stress at the wall. We shall see later that the
Gortler mechanism is destroyed by an asymptotically small spanwise mean
flow so it appears likely that stationary vortex structures in three-dimensional
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Figure 1.8: Görtler vortices developing over an aircraft wing designed at NASA Langley Research
Center (Mangalam et al. 1985).

heat transfer. Han & Cox (1982) observed, experimentally, that the laminar-to-turbulent
transition on the blade pressure side occurred due to an interaction between TS waves and
Görtler vortices, that were originated by the blade high curvature. They also noticed that the
Görtler vortices tend to modify the Karman vortices that are formed near the trailing edge
and normally interact with a downstream turbine cascade as they are convected through
the blade wake. Wang et al. (2005, 1999) found, experimentally, that, over the turbine blade
pressure side, Görtler vortices were generated due to the blade leading edge roughness;
which is normally formed during the component casting. They varied this wall-roughness
observing that, when the disturbance is higher, stronger Görtler vortices appear enhancing
significantly the mass transfer (up to 100% increase of the Sherwood number). Noticing that
mass transfer rate is not as strongly enhanced by the free-stream turbulence as it is by the
Görtler vortices. Cui et al. (2016) observed, by means of Large Eddy Simulations (LES), that
the Görtler vortices are more likely to form, over the blade pressure side, when the turbu-
lence intensity is low. This is due to the fact that the momentum thickness, which is a key
parameter for their appearance, tends to be higher on this scenario. Morata et al. (2012)
and Gourdain et al. (2011), also using LES, reported a clear raise on the wall heat transfer
of up to 80%, on the blade pressure side, caused by the Görtler vortices that perturbed the
thermal boundary layer.

Görtler vortices can also develop over the walls of a jet-engine nozzle due to its concave
geometry. These devices are very noisy and an utilized control technique to reduce the noise
levels is the boundary layer transition delay. Chen et al. (1985) and Beckwith & Holley
(1981) observed experimentally that transition in the wall boundary layers of nozzles for
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Figure 1.9: Examples of the Rayleigh circulation criterion.

Mach numbers from 3 to 5 was caused by the Görtler instability mechanism in the concave
curvature regions rather than by TS waves. Based on these transition findings, Chen et al.
(1993, 1992, 1990) proposed a quiet nozzle design, for supersonic and hypersonic velocities,
with slower expansion rates that postponed the initiation and decreased the growth of the
Görtler vortices so that lower noise levels could be reached.

1.5.2 Inviscid instability

The stability of an inviscid shear flow passing over a curved surface, either concave or con-
vex, can be studied with the Rayleigh circulation criterion (Rayleigh 1917). This criterion
analyses a velocity profile with a velocity vector: U =U(r), V =W = 0; over a circular geometry
with cylindrical coordinates (ξ, r, z), where ξ is the streamwise coordinate, r the radial coor-
dinate and z the spanwise coordinate. It establishes that the sole condition for the existence
of an inviscid instability is:

d(Γ2)
dr

< 0, (1.20)

where Γ is the circulation defined as Γ = rU. Basically, the criterion was derived from an
analysis of the angular momentum conservation of an inviscid fluid particle suffering a ra-
dial displacement product of a perturbation. When the instability condition (Eq. 1.20) is not
met, the local pressure gradient is able to return the particle to its original position. On the
other hand, when the condition (Eq. 1.20) is met, the local pressure gradient is not able to
restrain the excess in angular momentum of the deflected particle and, therefore, its radial
displacement is reinforced. The cases of the Rayleigh stability criterion for convex and con-
cave walls are shown in Figure 1.9. Over a convex wall, the flow with U =U(r) is naturally
stable since d(Γ2)/dr > 0. On the other hand, the flow over a concave surface is unstable since
d(Γ2)/dr < 0.

Centrifugal instabilities can occur in several types of flow where the Rayleigh circulation
criterion is met. One of them is the Couette flow over two rotating coaxial cylinders which
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traveling upstream and one traveling downstream along the 
same path. The basic equations  for calculating propagation 
times in the UFM can be written as:
∫ d

u
dt = tdown =

∫ d

u

ds
c + v · e

,
∫ u

d
dt = tup =

∫ u

d

ds
c − v · e

,

 (7)
where v is the fluid velocity vector, c is the speed of sound, 
e is a unit vector of sound path, ds is an infinitesimal length 
element along the path, and d and u  indicate the positions 
of the downstream and upstream sensors respectively. The 
approximation of the true flow speed measured by the UFM 
is obtained as:

Ui =
L

2 cos(φ)
· tup − tdown

tup · tdown
, (8)

where φ is the path axial angle with the pipe centreline, L is 
the path length, and tup and tdown are the times the pulse takes 
to travel upstream and downstream respectively [21].

If multiple paths are present, the ultimate estimate of the 
flow speed is obtained by a weighted average of the flow 
speed measured along each path:

UUFM =
k∑

i=1

wiUi, (9)

where k is the total number of paths, and different choices of 
weights are possible. Finally, the flow rate is approximated by 
multiplying the flow speed with the pipe cross-sectional area:

ṁUFM = UUFM · π
D2

4
. (10)

2.2. Flow physics

If a fluid is moving along a straight pipe that after some point 
becomes curved, the bend will cause the fluid particles to 
change their principle direction of motion. A high streamwise 
velocity region close to the outer part of the bend and a low 
streamwise velocity region close to the inner part of the bend 
are formed. At the same time, a secondary motion consisting 
of a pair of Dean vortices symmetrically counter-rotating with 

respect to the pipe symmetry plane is created, as shown in 
figure 2 [13], [22–24]. This distorted flow profile persists for 
many diameters downstream of the bend exit [5].

For a 90-degree bend, the flow in the low velocity region 
can either be separated or not. This depends on the flow 
speed and on the curvature ratio κ = Ra

Rc
, where Ra = D/2 

is the pipe radius, Rc being the pipe curvature radius. If the 
flow is separated, unsteadiness can be generated thus adding 
an extra layer of complexity to the flow rate measurements 
with ultrasonic flow metering principles as presented in 
section 2.1.

2.3. Experimental configurations

The observed data were gathered during an experiment car-
ried out at the Dutch Metrology Institute (VSL). An uncali-
brated two-path OPTISONIC 7300 flow meter from Krohne 
GmbH [25] was used to measure the flow rate.

(a) (b)

Figure 2. Qualitative images of some characteristics of the flow in a pipe with a bend. (a) Scheme of the Dean vortices produced 
downstream of a pipe bend. (b) Scheme of the flow development in a pipe with a bend.

Figure 3. Sketch of the geometry under investigation. P1 and 
P2 are path 1 and path 2 respectively. The origin of the reference 
system is placed at the pipe centre immediately after the bend.
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(b)

Figure 1.10: Other types of counter-rotating streamwise vortices developing when the Rayleigh
circulation criterion (Equation 1.20) is met. (a) Taylor vortices developing in the gap between two
rotating cylinders (Lueptow 2009). (b) Dean vortices developing inside a curved pipe (Belligoli et al.
2017).

results in an instability in the form of counter-rotating toroidal vortices normally called
Taylor vortices (Taylor 1923). This flow type is a closed system since the streamlines are
closed on themselves and the instability appears in a confined system. Thus, a permanent
feedback exists and the rolls are auto-regenerated by themselves (Petitjeans & Westfried
1996). Moreover, it is also a parallel flow, i.e. only the streamwise velocity component of the
base flow is different from zero and, therefore, by solving the continuity equation, it does
not depend on the streamwise coordinate. Centrifugal instabilities can also occur in curved
pipes and channels. The resulting instabilities are the Dean vortices (Dean 1928) which have
the form of streamwise oriented rolls. In this case, the flow is an open system, since it does
not shape a loop, with a parallel basic state. An schematic representation of both types of
secondary flows is illustrated in Figure 1.10.

Lastly, the Rayleigh instability criterion (Equation 1.20) can also be met when the flow
is passing over a concave wall. In this case, the developing instabilities are called Görtler
vortices (Görtler 1940), which are shown in Figure 1.6. This flow type is an open system
in the sense that the flow is not closed on itself as in the in the Taylor instability. The
Görtler problem is also a nonparallel flow since both the base flow and the perturbations
are spatially inhomogeneous. It is thus the ensemble of the characteristics (open system,
nonparallel flow, spatially-evolving) which make the Görtler flow quite unique and different
from the other centrifugal instabilities, i.e. Taylor and Dean vortices.

Floryan (1986) developed another simple stability criterion in order to identify the shear
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layers that are potentially unstable to develop centrifugal instabilities in the form of Görtler
vortices. It was found that monotonic velocity profiles (such as the Blasius profile) are stable
over a convex wall but unstable over a concave wall; and that non-monotonic profiles (such
as a wall jet) are unstable over both convex and concave walls.

With respect to the development of Görtler vortices on convex walls due to wall jets, very
little attention has been given to the subject and quite few studies can be found confirming
their possible appearance by means of LST, which has been used to produce the neutral
curves of the stability problem (Le Cunff & Zebib 1996, Wadey 1992, Floryan 1986, Kahawita
1975). Nevertheless, the appearance of Görtler vortices on convex walls, as well as their
evolution into secondary instabilities, has been confirmed experimentally, through smoke
visualization, by Matsson (1998); who also found that transition due to wall jets occurs
further downstream on a convex wall compared to a concave wall.

1.5.3 Linear stage of the Görtler flow

As shown in the previous section, the flow developing over a concave wall is highly suscepti-
ble to develop centrifugal instabilities in the form of Görtler vortices. It was Henry Görtler
(Görtler 1940) who proposed a non-dimensional parameter that determines the appearance
of the longitudinal vortices in a boundary layer over a concave surface. This parameter,
known as the Görtler number Gθ, is defined as:

Gθ = U∞θ
ν

√
θ

R
= Reθ

√
θ

R
. (1.21)

Gθ consists in the product of the Reynolds number and a curvature parameter. Therefore,
it represents a ratio of the destabilizing inertial and centrifugal forces to the stabilizing
viscous forces.

1.5.3.1 Linear stability theory

Most of the first theoretical studies of the Görtler vortices were focused in finding the ex-
istence of a unique critical Görtler number, Gθcr , that would determine their onset. Those
analysis were performed using linear stability theory and an extensive review can be found
in the works of Saric (1994), Floryan (1991) and Hall (1990).

LST studies the growth, or decay, of a small perturbation superimposed to a basic flow.
That way, the flow stability can be deduced and it can be determined whether transition will
occur or not. The velocity flow field have thus the form:

U=Ub+u, (1.22)

where Ub is the basic-flow velocity vector and u is the perturbation velocity vector. Later,
Eq. (1.22) is inserted into the Navier-Stokes equations which are linearized by assuming
that all quadratic terms of the perturbation are small and can be neglected.
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For the Görtler problem, it has been largely seen experimentally that, during the stream-
wise development of the longitudinal vortices, the disturbance velocities grow while their
spanwise wavelength, λ, remains constant; which have led to the conclusion that the vor-
tices can be described by a single spanwise Fourier mode (Saric 1994). Hence, the LST
equations can be obtained by superimposing small, steady, spanwise disturbances to the
basic flow. The disturbance velocity vector has then the form of:

u= [u(ξ,η),v(ξ,η),w(ξ,η)]cos(αz), (1.23)

where (u,v,w) are the components in the streamwise, ξ, wall-normal, η, and spanwise, z,
directions, respectively. α is the spanwise wavenumber which is defined as: α = 2π/λ. The
Görtler flow disturbance equations can be then obtained. They can be found in the work of
Floryan & Saric (1982), who proposed their correct form for the first time. The authors ob-
tained the equations by using optimal curvilinear coordinates, by introducing two different
scales for the disturbance velocities in order to capture the weakness of the vortex motion,
and, by considering only spatial LST since the disturbances evolve spatially rather than
temporally.

Once that the disturbance equations are formulated, they can be solved by one of two
approaches. One of them is the so-called normal-mode method, or local approximation, which
let the disturbances take the form:

u= [u(η),v(η),w(η)]cos(αz)exp(βξ), (1.24)

where β is the spatial growth rate. This leads to an exponential approximation of the distur-
bances streamwise growth and to an eigenvalue problem of the form F(Gθ,α,β) = 0. The so-
lution of Floryan & Saric (1982) disturbances equations, by using the normal-mode method,
is shown in Figure 1.11 where curves of constant amplification rate, β, are plotted. Figure
1.11a plots the Görtler number, Gθ, versus the wavenumber, α; whereas Figure 1.11b plots
Gθ versus the nondimensional spanwise wavelength, Λ, which is defined as:

Λ= U∞λ
ν

√
λ

R
. (1.25)

Some interesting remarks can be obtained from the LST diagrams. One of them is that
the curve of maximum amplification for a given Görtler number occurs in the range ofΛ= 190
to 260 for the range of Gθ = 1 to 20. Also, the presented experimental points preserve their
wavelength, Λ, during their development. Moreover, a neutral stability curve (β = 0) can
be obtained, above which the flow is unstable, and can breakdown into turbulence, since
the disturbances will grow (β > 0). Additionally, based on these LST diagrams, Floryan &
Saric (1984) studied the wavelength selection mechanism suggesting that if vortices are not
established until at least Gθ ' 2, then the vortices of Λ' 200 should have the highest growth
rates and should dominate the instability. Nevertheless, since the minima of the curves of
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Figure 1.11: Linear stability diagrams of the Görtler problem showing lines of constant amplifi-
cation rate β from Floryan & Saric (1982). (a) Gθ versus α. (b) Gθ versus Λ. Experimental points,
©,�,4,5, from Tani & Sakagami (1962); and, ., from Bippes (1972).

constant growth rate in Figure 1.11b are relatively flat, a whole band of wavelengths may
be equally predestined to emerge.

However, there is an issue when solving the LST Görtler problem. It comes from the fact
that the normal-mode solution utilizes a separation of variable method where the flow de-
pendence on the streamwise coordinate is lost and results in the wrong assumption of paral-
lel flow. However, in the linear stage, nonparallel effects completely govern the disturbances
growth and parallel flow theories do not capture correctly the vortices development. Hence,
LST studies use the parallel flow assumption that disregards the streamwise dependence
of the disturbance velocity field and results in the generation of incorrect neutral stability
curves (Hall 1990). Nevertheless, Floryan (1991) argues that the normal-mode method can
be seen as a local approximation analysis.

It was thus Hall (1982, 1983) who showed, by solving numerically the Görtler problem
perturbation equations using a marching solution, that the position of the neutral stability
curve depends on the boundary layer receptivity, i.e., the location and character of the initial
disturbances. Hence, the concept of a unique critical number, so familiar in hydrodynamic-
stability theory, is not suitable in the Görtler flow, except for asymptotically small wave-
lengths. Therefore, it was concluded that the most appropriate approach for solving the
Görtler instability analysis is the numerical integration of the governing hydrodynamic
equations, rather than using LST, which needs to use the normal-mode method.
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Day et al. (1990) compared both methods, the normal-mode method and the marching so-
lution. They found that, when the perturbation initial conditions are provided from the local
theory eigenfunctions, the normal method tends to overestimate the growth rates by modest
amounts and that, with some corrections, the LST diagrams can be used for engineering
studies. However, they agree with Hall (1983) in the fact that the small wavenumber part
of the neutral stability curve cannot be estimated since it depends on the receptivity. Later
on, Bottaro & Luchini (1999) showed that nonparallel effects can be accounted for, on local
analysis, by using a WKB (Wentzel-Kramers-Brillouin) expansion method. This method is
used for finding approximate solutions to linear differential equations with spatially varying
coefficients. The highest derivative is multiplied by a small parameter, which was taken as
the inverse of the Görtler number, and the solution is derived in the form of an asymptotic
series expansion continuable to all orders. The authors computed the growth rate of several
wavelegths, Λ, and showed that their method produces a perfect match with the marching
solution, except for Gθ . 7. Above this value, there is an asymptotic behavior independent
of the initial stage. Below it, the influence of the inlet condition is felt which supports Hall’s
argument that a unique neutral curve cannot be defined.

1.5.4 Early studies and visual evidence

Several experimental studies have been performed in order to visualize and characterize the
development of the Görtler boundary layer. Among the most relevant early experimental
studies, the work of Tani (1962) can be mentioned. He analyzed a concave surface model in-
side a wind tunnel with Tu < 0.3% and confirmed the appearance of the streamwise-aligned
vortices predicted by LST by measuring the spanwise periodic variation of the streamwise
velocity. Moreover, he noticed that this wavelength, Λ, remains constant as the vortices de-
velop (as shown in Figure 1.11). He was also able to compute the growth rate of the vortices
which was slightly smaller compared to LST prediction. Bippes (1972) and Bippes & Görtler
(1972) provided one of the first detailed observations of the Görtler vortices development by
means of the hydrogen-bubble visualization technique. They utilized a water towing tank
that allowed them to work with a low turbulence intensity flow. They introduced isotropic
disturbances by placing screens ahead of the test section in order to measure the most dom-
inant wavelengths, along with their growth rates, which were found to be in the range of
Λ= 195 to 212 (see Figure 1.11). Moreover, they preset the spanwise periodicity by placing
longitudinally oriented heating wires and observed the growth, or damping, of several wave-
lengths which allowed them to generate a neutral stability curve for high wavenumbers, α.
This curve was found to be slightly shifted to right compared to the one generated by LST
in the (α,Gθ) diagram. They also studied qualitatively the effect of the wall curvature and
observed that transition occurs faster on more strongly curved surfaces since the Görtler
number is higher.

Several experimental studies have been focused in the visualization of the phenomenon.
Mangalam et al. (1985) visualized the emergence of Görtler vortices over the concave re-
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On the inner structure of streamwise Gortler rolls: H. Peerhossaini and J. E. Wesfreid 
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Figure 4 LIF photographs showing a pair of Gbrtler rolls in the straight after-section at different distances 
from the test-section exit; U = 3.48 cm/s and G6rtler number at the test-section exit is Go = 5.16 

a nonlinear analysis of evolution of GiSr tler rolls in a nonparallel 
boundary layer. By manipulating the initial conditions of the 
disturbances (in the analysis), a pair of leaning cells was 
produced. However, the cells become vertical downstream of 
the flow, according to Hall, so that the experimental observa- 
tion of these cells over any reasonable length scale is not to be 
expected. Winoto and Crane 15 also attributed the larger scatter 
in their measurement of the streamwise component of the 
perturbation velocity at the upwash plane to a low-frequency 
(<0 .5Hz)  unsteadiness. They found it consistent with the 
spanwise wandering of the rolls over a distance considerably less 
than the rolls' wavelength. Wandering was also reported by 
Bippes. 6 However, the oscillation we have observed here occurs 
before the onset of the wandering motion. Oscillations were also 
predicted by Aihara 16 in the context of the existence of 
imaginary roots in the dispersion relation. From this analysis, it 
is not yet evident if these oscillations correspond to the 
travelling waves (spanwise wandering) or the stationary 

waves. Analysis of this behavior and comparison with 
experimental results are in progress. 

Higher amplification of the aforementioned state results in an 
alternating rapid jump of flanks from one side to another with a 
long residence time at each side (the jump-and-stay motion). 
This interesting steady behavior is being further studied. Figure 
5 represents a typical jump-and-stay motion of a pair of rolls 
visualized only by wall dye injection and LIF to keep side 
motions easy to follow. If the velocity is increased further, the 
jumps of the mushroom flanks become so profound that the 
interface plane of the rolls bends to the sides and so bring the 
rolls' centers close to the wall, hence causing drastic changes in 
the transfer characteristics of the boundary layer. Figure 6 
shows such a situation. Winoto and Crane 15 also refer to this 
jump-and-stay motion but in the context of the meandering 
motion. They displayed the analogue output from the frequency 
tracker on a chart recorder and observed a "step-like 
appearance ofu(t) records (which) suggested the existence of two 

16 Int. J. Heat and Fluid Flow, Vol. 9, No. 1, March 1988 

Figure 1.12: Mushroom-like structure which is formed by a pair of Görtler rolls (Peerhossaini &
Wesfreid 1988b).

gion of a wing prototype designed at the NASA Langley Research Center (see Figure 1.8).
The wing black surface was covered with white biphenyl whose rate of sublimation is propor-
tional to the surface shear stress. Later, the chemical sublimated on the downwash locations
and the authors were able to visualize a pattern of streamwise streaks with fixed uniform
spanwise spacing. This occurred because the Görtler instability increases the shear stresses
at the downwash regions and decreases them at the upwash regions (see Figure 1.7). Peer-
hossaini & Wesfreid (1988b,c) carried out some water experiments and presented some dye
visualization results. They captured the emergence of a mushroom-like structure, which is
formed by a pair of Görtler rolls and is typically present in the Görtler flow (Figure 1.12). Ba-
sically, due to the swirl action of the vortices, the injected dye is pushed away of the wall at
the upwash and then forced downwards at the downwash to form the contour of the Görtler
rolls. As Gθ increased, they observed lateral oscillations of this structure which they related
to the appearance of a secondary instability. The spectra of the observed oscillations showed
a peak at a frequency between 0.2 and 0.275 Hz. Downstream, the flow became turbulent
and they reported an intermittent presence of the Görtler rolls.

1.5.5 Receptivity and wavelength selection mechanism

It is recognized that the onset and development of the Görtler instability is influenced by
the character and location of the of the initial disturbances, and that receptivity plays an
important role in the resulting flow structure (Hall 1983). Regarding the wavelength, Λ, of
the Görtler vortices that is preserved along their streamwise development, several values
have been observed experimentally and it seems that there is no natural wavelength selec-
tion mechanism. According to LST, vortices of Λ' 200 should have the highest growth rates
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and should dominate the linear regime of the transition process (Floryan & Saric 1984).
Guo & Finlay (1994) studied the wavelength selection mechanism and determined that the
growth rate of the primary instability does not vary significantly from Λ= 175 to 400. There-
fore, if the perturbations near the leading edge are dominated by a wavelength within this
widen wavelength range, this wavelength will have a better chance to develop into dominant
vortices. Moreover, if all wavelengths in the perturbation have equal energy, wavelengths
near Λ= 210 are more likely to be observed due to their slightly higher growth rate. Kottke
(1988) studied the effect of the test upstream facilities on the wavelength selection mecha-
nism. The author demonstrated that the amplified wavelength is imposed by the upstream
disturbance promoters such as screens, grids or honeycombs. He was able to manipulate the
free-stream disturbance characteristics (amplitude and wavelength), by varying the mesh
size and the distance of the screen to the leading edge, which excited Görtler vortices of dif-
ferent scale and strength. This is considered to be the reason of the results differences of
various experimental studies.

Several types of perturbations can disturb the boundary layer and trigger the inception
of the Görtler vortices. Relevant and realizable disturbances include surface wall-roughness
and free-stream turbulence. The receptivity of the Görtler vortices to these disturbances was
reviewed by Bassom & Seddougui (1995), who acknowledged the fact that very few attention
has been given to the Görtler receptivity problem and only sparse results can be found in
the literature. They pointed out that the importance of each mechanism depends on Λ. For
small wavelengths, wall-roughness is an extremely poor mechanism because large vortices
would be provoked by free-stream variations long before wall-roughness generated modes
could be noticed. However, for O(1) wavelength modes, the relative importance of the free-
stream/roughness disturbances is largely determined by the form of the wall imperfection.
An isolated roughness patch appears to be less important than the free-stream disturbance
but a distributed roughness can often prove to be the dominant mechanism. Luchini & Bot-
taro (1998) computed Green’s functions, for different boundary layer perturbations, which
can be multiplied by the external disturbances in order to yield the downstream amplitude
of the excited Görtler vortices. For free-stream fluctuations, they found that the receptivity
is mostly governed by the spanwise wavenumber and it is maximum for the range of the
most unstable Görtler vortices (Λ= 220 to 270) combined with a zero wall-normal wavenum-
ber. Regarding wall disturbances, maximum receptivity occurs when they are placed at the
leading edge with zero streamwise wavenumber and Λ also in the most unstable range.

Denier et al. (1991), whose work was later corrected by Bassom & Hall (1994), studied
the excitation of the vortices due to wall-roughness. They showed that, for the case of O(1)
wavelength vortices, streamwise distributed roughness is much more efficient to generate
vortices than isolated roughness or free-stream disturbances. Moreover, they predicted that
in the absence of distributed roughness, isolated roughness elements would have a prevail-
ing role in triggering vortices only in an environment virtually free of free-stream distur-
bances. Bottaro & Zebib (1997) studied numerically the receptivity to wall-roughness of a
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boundary layer over a concave surface. They showed that ribleted surfaces of sufficiently
large Λ are extremely efficient in triggering Görtler vortices whereas small wavelength ri-
blets (Λ< 50) do not promote the vortex development. Besides, they observed that a spanwise
thin strip of localized roughness is more efficient to excite the vortices compared to a wall
completely covered of random roughness elements. Furthermore, they found that under a
broad-band distribution of spanwise roughness wavenumbers, Görtler vortices of average
wavelength close to that of largest growth predicted by LST (Λ = 210) develop. Sescu &
Thompson (2015) studied numerically the effect of several roughness geometrical parame-
ters (shape, height, diameter and spanwise separation) on the excitation of Görtler vortices.
They found that bell-shaped distributed roughness elements are more likely to excite the
Görtler instabilities than the cylindrical ones. Also, the increase of the roughness height
produces an increases in the amplitude and size of the vortices for both roughness shapes.
Additionally, by increasing the roughness diameter, the bell-shaped roughness elements are
able to excite stronger vortices but the inverse effect is observed for the cylindrical elements.

As explained, the characteristics of free-stream turbulence influence the onset location
and the amplitude of the Görtler vortices (Kottke 1988). Free-stream turbulence consists of
acoustic, vortical and entropy modes of which free-stream vortical disturbances are consid-
ered to be the most significant. The excitation of Görtler vortices by free-stream vortical dis-
turbances has been studied by Wu et al. (2011). Their numerical results showed that there
is a critical value for Λ over which the induced perturbation exhibits exponential growth and
under which it decays. Over the critical value, the perturbation acquires the modal shape
of Görtler vortices rather quickly, and its growth rate approaches that predicted by local
instability theories farther downstream. Moreover, the amplitude of the excited Görtler vor-
tices is found to decrease as the frequency increases, with steady vortices being dominant.
Similar conclusions were obtained by Schrader et al. (2011) who found that the boundary
layer is most receptive to zero and low-frequency free-stream vortices which excite steady
and slowly traveling Görtler modes and that this receptivity mechanism is linear. They also
observed that vortical modes are more efficient at generating Görtler vortices than localized
roughness.

1.5.6 Görtler vortices growth and nonlinear development

The Görtler vortices do not cause transition directly; instead, they distort the original flow
field in such a way that it becomes unstable to secondary instabilities that breakdown into
turbulence.

During the linear growth of the vortices, a 3D boundary layer with a spanwise peri-
odic variation is generated due to their rotating motion. Mitsudharmadi et al. (2004) and
Winoto et al. (2005) presented a quite vast experimental visual study that reveals this be-
havior. They forced the spanwise wavelength of the Görtler vortices by placing vertical wires
equally spaced at the inlet of a concave surface. They plotted the velocity contours at sev-
eral streamwise positions in order to observe the evolution of the Görtler vortices. A wavy
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rather than eliminating them, 5 points are chosen to be the number of smoothing passes to perform 
with the relaxation factor for each pass of smoothing is 0.5. Each pass of smoothing shifts the value of 
a variable at a data point towards an average of the values at its neighboring data points. Smoothing 
can also be used after inverse-distance interpolation to reduce the artificial peaks and plateaus. For 
comparison, the mean velocity contours as shown in Fig. 3 have also been plotted using the raw data 
as reported by Mitsudharmadi et al. (2003). 

 
 
 
 

At x = 200 mm (Fig. 3(a)), the contours are wavy in the spanwise direction, indicating the 
occurrence of Görtler vortices at this location where Gθ = 2.393. The waviness becomes more 
pronounced as the flow developed downstream indicating amplification of the vortices, for example, 
at x = 500 mm (Fig. 3(d)) and when transformed into horseshoe vortices at x = 600 mm (Fig. 3(e)). The 
transformation of the horseshoe vortices that propagate downstream into mushroom-like structure 

Fig. 3. Mean velocity (U/U∞) contours showing the evolution of Görtler vortices of pre-set wavelength of 
15 mm in boundary layer flow on concave surface of 2.0 m radius of curvature at free-stream velocity 
U∞ = 3 m/s. (Note: ! is the Blasius boundary layer thickness). 
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Figure 1.13: Streamwise velocity contours at a η-z plane showing the development of mushroom-
like structures (Winoto et al. 2005).

spanwise variation of the streamwise velocity caused by the swirl motion of the vortices
was captured and the upwash and downwash regions were identified. In the upwash re-
gion, the upward movement of the vortices pushes low velocity flow close to wall towards
the boundary layer edge; on the other hand, in the downwash region, the vortices downward
movement pushes high velocity flow from the free-stream towards the wall. As the flow
develops, the nonlinear region of the transition process was reached and the inception of a
mushroom-like structure was observed (see Figure 1.13). Later, this region was followed by
lateral oscillations of the vortices indicating the presence of secondary instabilities.

The region where the mushroom-like structures (Figure 1.12 and Figure 1.13) dominate
the flow was studied by Lee & Liu (1992) by means of nonlinear marching computations.
They studied the Görtler vortices development from the linear region to the fully nonlinear
region just prior to the development of secondary instabilities. They found that these co-
herent structures are caused by strong nonlinearities created in the η-z plane, rather than
in the streamwise direction. Downstream, the mushroom-like structures are destroyed due
to development of secondary instabilities as well as the appearance of fine-scale turbulence.
The authors also measured the perturbation energy of the primary instability realizing that
when nonlinearities become significant its exponential growth stabilizes, i.e. it saturates.

The distortion of the flow also results in velocity profiles with high shear layers that be-
come unstable due to the inflection point instability (Tollmien 1935) which eventually cause
the flow to transition. These unstable profiles were documented by Ito (1980, 1987) who pro-
vided experimental measurements of the distribution U(η) and U(z) at several streamwise
locations. The profile U(η) was measured at downwash and upwash regions realizing that
on the upwash the boundary layer thickness grows faster and an inflection point is acquired
because low speed flow is riding over high speed flow. This behavior generates an S-shape
distribution which is highly unstable and subject to the Kelvin-Helmholtz (von Helmholtz
1868) instability. On the other hand, the downwash velocity profile becomes fuller and more
stable. At the same time, the spanwise distribution U(z) generates high shear layers due to
the spanwise wavy pattern of the flow which are also unstable and subject to the Rayleigh
instability.
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observed frequently. 

Figure 7 represents the streamwise evolution of the am-
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their Fourier modes. Here, because of the two-dimensionality 
of the basic state and the three-dimensionality of the distur-
bances, the amplitudes are defined by the integral measures 
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Figure 1.14: Distortion of the streamwise velocity distribution resulting in unstable inflectional
profiles (Benmalek & Saric 1994). (a) U(η) at the upwash. (b) U(z).

Nonlinear marching computations have also been used to observe the development of the
unstable inflectional profiles. Hall (1988) computed the highly inflectional U(η) upwash pro-
file and suggested that the distorted velocity distribution makes the flow highly receptive
to rapidly growing secondary instabilities. Benmalek & Saric (1994) computed both unsta-
ble inflectional profiles, U(η) and U(z). Their evolution is shown in Figure 1.14. Moreover,
the authors studied the stabilization of the inflectional profiles by changing the concave
curvature downstream of their generation. By placing a convex curvature, the inflection
points from spanwise and wall-normal profiles were eliminated and, therefore, the onset of
secondary instabilities was prevented. A slower stabilization of the Görtler flow was also
observed by placing a flat surface after the generation of the inflectional profiles.

Another important aspect of the nonlinear stage of the Görtler flow is the saturation of
the disturbance growth. Several formulas for measuring the perturbation amplitude and
its growth have been proposed (Petitjeans et al. 1990); and, even though some differences
can be expected on the computed growth rate value, all of them lead to the same conclusion
regarding the perturbation growth behavior and its eventual saturation. Finnis & Brown
(1989, 1997) measured the vortex growth by proposing a perturbation amplitude parame-
ter: K(η)= (Udown(η)−Uup(η))/2U∞; where Udown and Uup are the streamwise velocities at the
downwash and upwash locations, respectively. By plotting the streamwise evolution of the
maximum disturbance, Kmax, they observed its exponential growth which followed a law of
the type: Kmax(ξ)= Aeβξ, where β is the spatial growth rate. They utilized a concave surface
with R = 3m and experimentally produced naturally developing vortices of several wave-
lengths finding a growth rate of β= 3.7m−1. However, the surface streamwise length did not
allow to reach the nonlinear stage. The streamwise evolution of Kmax has also been studied
experimentally by Mitsudharmadi et al. (2004) and by Tandiono et al. (2008). Both studies
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Figure 1.15: Comparison of the disturbances amplitude streamwise evolution. It is shown that
Görtler vortices with the same wavelength, Λ, have the same growth rate and saturate at the same
point (Tandiono et al. 2008). Case-1: Λ= 250 (λ= 12 mm, U∞ = 2.85 m/s, R = 1 m). Case-2: Λ= 250 (λ=
15 mm, U∞ = 2.1 m/s, R = 1 m). Case-3: Λ= 250 (λ= 20 mm, U∞ = 1.33 m/s, R = 1 m). Mitsudharmadi
et al. (2004): Λ= 249 (λ= 15 mm, U∞ = 3.0 m/s, R = 2 m). Finnis & Brown (1997): natural developing
vortices of several wavelengths, Λ (U∞ = 7.5 m/s and 10 m/s, R = 3 m).

analyzed vortices with Λ= 250 but different growth rates in the linear stage were found due
to the radius of curvature of their experimental setup. Mitsudharmadi et al. (2004), who
utilized a R = 2m, obtained a growth rate of β= 4.7m−1; whereas Tandiono et al. (2008), who
utilized a R = 1m, obtained β = 7.0m−1. As expected, higher curvatures resulted in higher
growth rates. However, Tandiono et al. (2008) found that the growth rates of vortices with
same Λ collapse when Kmax is plotted vs. Gθ (see Figure 1.15). Mitsudharmadi et al. (2004)
was also able to identify three regions in the plot of Kmax vs. Gθ: (i) a linear region, where
Kmax grows exponentially and β is higher; (ii) a nonlinear region, where the growth rate
is much more moderate and the finite amplitude of the disturbance is reached; and, (iii) a
mushroom-decay region, where Kmax decreases exponentially indicating the saturation of
the disturbance amplitude.

Benmalek & Saric (1994) utilized a numerical marching solution, in which they included
ten Fourier modes, for studying the disturbances growth. For all of the modes, they observed
an initial linear growth followed by a saturation state product of the modes nonlinear inter-
action which was also associated to the appearance of the mushroom-like structure. Later,
Peerhossaini & Bahri (1998), by performing spectral analyses on their experimental stream-
wise velocity profiles in the spanwise direction, showed that seven Fourier modes suffice to
describe the velocity field in the nonlinear regime.
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1.5.7 Secondary instabilities

As explained, the distorted flow field, product of the Görtler vortices growth, becomes sus-
ceptible to develop secondary instabilities. Swearingen & Blackwelder (1987) provided one
of the most relevant works for the clarification of the secondary instabilities development
and their breakdown into turbulence. They studied experimentally the natural development
of the vortices which had a wavenumber of Λ ∼ 670. They observed that the generated in-
flectional velocity profiles (Figure 1.14) develop some temporal fluctuations that grow quite
rapidly and, thus, the breakdown into turbulence occurs within a short timescale. Prior to
turbulence breakdown, they distinguished two different modes of secondary instability: (i)
a sinuous mode, which is identified with the meandering motion of the vortices, and, (ii)
a varicose mode, which is recognized by the emergence of horseshoe vortices. Their main
finding was the association of the secondary instability with high shears in the spanwise di-
rection rather than with those in the wall-normal direction; which was deduced by noticing
that high turbulence intensity peaks correlate better with high dU/dz regions. Moreover,
by comparing the streamwise growth rate of the temporal velocity fluctuations, Tu, with
the growth rate of the primary instability amplitude, they found that secondary instabilities
grow ∼ 2.5 times faster. This finding agrees with the experimental results of Mitsudharmadi
et al. (2005) who observed a growth rates ratio of 6.5:1.

The two secondary modes occur due to the high shears in the inflectional profiles. The
sinuous mode, which was the predominant one in the Swearingen & Blackwelder (1987) ob-
servations, is associated to the Rayleigh instability originated by high shear dU /dz regions.
This mode was also observed by Bippes (1972) (Figure 1.16) who documented an oscillatory
motion of the vortices. This movement is explained due to the generation of the low-velocity
mushroom-like structures that block the path of the high speed fluid which therefore must
change direction (Floryan 1991). On the other hand, the varicose mode is linked to the
Kelvin-Helmholtz instability originated by high shear dU /dη regions. Basically, the high
shear layers located on the upwash generate spanwise vortices which are then bent towards
the wall by the streamwise Görtler vortices. This motion results in the generation of horse-
shoe vortices (Floryan 1991). This type of secondary instability was also observed by Aihara
et al. (1985) (Figure 1.17).

The development of secondary instabilities has also been studied by means of numeri-
cal marching computations. Yu & Liu (1991) used the distorted nonlinear flow product of
the Görtler vortices as the basic flow to which they added perturbations in the form of the
sinuous and varicose modes. Flow conditions (Reynolds number, streamwise and spanwise
wavenumbers) were supplied according to the experimental observations of Swearingen &
Blackwelder (1987), finding that the sinuous mode grows faster and prevails over the vari-
cose one. Similar results were obtained by Hall & Horseman (1991) who identified the 2D
odd and even eigenfunctions that, respectively, represent the sinuous and varicose modes.
They showed that the odd mode growth rate is twice as large as that of the even mode. Yu &
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Experimentelle Untersuchung des laminar -turbulenten Umschlags
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Bei dem vorliegenden Experiment konnte nun unmittelbar sichtbar
gemacht werden, wie durch die Schlängelbewegung der laminar-turbu-
lente Umschlag herbeigeführt wird (Abb. 30 und 52). Trotzdem muß die
Frage offenbleiben, ob es sich dabei wirklich um eine Instabilität
3. Ordnung handelt oder lediglich um eine Begleiterscheinung der sekun -
dären Instabilität. Für letztere Möglichkeit spricht die Tatsache, daß das
Schlängeln vielfach, aber nicht notwendig mit der Querwirbelbildung
verbunden ist. Selbst in einer momentanen Strömungsaufnahme wie
Abb. 50 sind neben welligen auch gerade Längswirbelstraßen zu beob-
achten. Das gleiche gilt für die bei 1. Tani und J. Sakagami [11] und
für die bei den Visualisationsversuchen an erwärmten Wänden ge-
machten Bilder. Allein bei den Taylor-Zylindern, wo eventuell auftre-
tende Staustellen nur seitlich umströmt werden können, ist eine regel-
mäßige Schlängelbewegung vorzufinden. Auf der in Abb.51 wieder-
gegebenen Aufnahme fehlt das Schlängeln nahezu vollständig. Der
Grund dafür mag darin zu sehen sein, daß sich in diesem Falle die Wellen-
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Figure 1.16: Secondary instability in the form of sinuous mode (Bippes 1972).

Liu (1994) arrived to the same conclusion by means of a global energy balance that showed
that the sinuous mode is the dominant one. By performing a kinetic energy balance of the
secondary perturbations, they showed that, for the sinuous mode, the energy-conversion
mechanism from the primary motion to the secondary instabilities is mainly dominated by
the dU /dz rate of shear strain, whereas of less importance is the effect of dU /dη. On the
other hand, the varicose mode is more attributable to the energy-conversion mechanism
associated with dU /dη. Viscous dissipation, though not large enough to overcome the pro-
duction mechanisms, is nevertheless prominent in the global balance.

The development of secondary instabilities was also studied numerically by Li & Malik
(1995). They realized that the odd mode is initially more unstable; however, the even mode
has higher growth rates further downstream. They showed that the relative significance of
these two secondary modes depends on the Görtler vortices wavelength, Λ, in such a way
that the even mode is predominant for large wavelengths whereas the odd mode is pre-
dominant for short wavelengths. This conclusion explains why sometimes the Görtler vor-
tices break down to turbulence through a meandering motion and sometimes by developing
horseshoe vortices. Bottaro & Klingmann (1996) showed that the secondary instability is of
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Figure 1.17: Secondary instability in the form of varicose mode (Aihara et al. 1985).

sinuous type at the onset, independently of the spanwise wavenumber. The onset coincides
with the development of mushroom-like structures or more precisely with the appearance of
an inflection point in the spawise-averaged velocity distribution. They also found out that
the varicose mode rapidly acquires importance and may dominate the instability develop-
ment when the spanwise wavenumber is large enough. This is due to the intensification of
vertical shear close to the mushroom head. They also observed that the Reynolds number,
Re, has only a minor influence on the sinuous mode, which implies that this secondary in-
stability mechanism is mainly inviscid. On the other hand, for small spanwise wavelengths,
the varicose mode becomes more unstable as Re progresses.

1.5.8 Streamwise development of the wall-shear stresses

As explained before, the initial basic flow, in the form of a 2D Blasius boundary layer, is
clearly modified during the laminar-to-turbulent transition process. The Görtler vortices
generate a wavy boundary layer in the spanwise direction resulting in thicker velocity pro-
files at the upwash location and thinner ones at the downwash location. This distorted
flow also has an impact on the wall-shear stresses. Tandiono et al. (2009) measured experi-
mentally the skin friction coefficient, C f , at upwash and downwash locations and identified
three regions based on its streamwise development, namely linear, nonlinear and transi-
tion to turbulence regions (see Figure 1.18). At first, C f follows the Blasius solution but,
after certain distance, the onset of the nonlinear region takes place and C f departs from the
laminar solution in such a way that it decreases at the upwash location (up to 59% of the
Blasius value) and increases at the downwash location. Finally, in the third region, which
is marked by the decay of the mushroom-like structure, C f tends to converge to the same
spanwise value. The same downstream evolution was observed experimentally by Swearin-
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Figure 1.18: Streamwise evolution of the wall-shear stresses (Tandiono et al. 2009). Downwash
(©), upwash (4) and spanwise-average (+).

gen & Blackwelder (1987). Girgis & Liu (2006), by means of marching computations, studied
the increase of skin friction caused by the Reynolds stresses of the secondary instabilities
that modify the basic steady flow. They split their flow computation into a time independent
mean flow and the time-dependent secondary instabilities that could be switched on and off.
They showed that in the absence of the secondary instabilities, the spanwise-averaged skin
friction due to the nonlinear steady Görtler flow can nearly bridge the transition from the
laminar skin friction values to that of turbulent skin friction. On the other hand, when the
secondary instabilities are included in the computation, an overshoot of C f can be observed
which increases well beyond the local turbulent values. This overshoot surpassing the the-
oretical turbulent flat-plate C f values was also observed experimentally by Tandiono et al.
(2009).

1.5.9 DNS of the transition process

There are two types of direct numerical simulations (DNS) of a transitional boundary layer:
the spatial one and the temporal one. The spatial approach is the closest realization of a
transition experiment, however, it is significantly more expensive than the temporal ap-
proach. Temporal DNS employ a local parallel flow assumption and the inflow/outflow
boundary conditions are replaced by periodic boundary conditions. In order to study the
effect of a growing boundary layer on transition, the computational box is allowed to move
downstream at a speed close to the group speed of the instability waves, and the boundary
layer grows in time. Temporal DNS has, thus, the main drawback of being unable to take
into account the flow nonparallel effects (Guo et al. 1994).

A study of the Görtler flow development by means of temporal DNS can be found in the
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work of Liu & Domaradzki (1993). They used the experimental parameters of Swearingen
& Blackwelder (1987). However, they recognize that, with temporal DNS, the experimental
results cannot be reproduced exactly because there is no one-to-one correspondence between
their simulated temporally evolving flow and the experimental spatially evolving flow and
also because of the parallel-mean-flow assumption. They observed the growth of the vortices
and the development of the strong inflectional profiles which resulted in the development of
secondary instabilities of sinuous and varicose types. Moreover, they performed a kinetic
energy balance analysis finding that most of the production of perturbation energy at the
start of the transition stage occurs in the large spanwise shear regions which reinforces the
importance of high dU /dz regions in the transition process.

Very few spatial DNS studies of the Görtler flow development have been reported in the
literature. The first spatial DNS study was recently reported by Schrader et al. (2011). They
investigated the receptivity of the Görtler vortices to bump-dimple wall-roughness struc-
tures and to free-stream vortical modes. They found that receptivity is linear for both dis-
turbances but free-stream vortical modes are more effective for generating high-amplitude
Görtler modes. In a second part, the authors forced transition by generating free-stream tur-
bulent intensity. This method set a flow field where steady Görtler vortices of several wave-
lengths (with average of Λ = 273) grew and merged among them before they broke down to
turbulence. They also observed that transition can be speed-up by concentrating the turbu-
lence intensity in the low-frequency range due to the excitation of travelling Görtler modes
which saturate and break down before the steady Görtler rolls. For a detailed study of the
unsteady travelling Görtler vortices, the reader can be referred to Boiko et al. (2010). How-
ever, Schrader et al. (2011) pointed out the fact that the most energetic turbulent eddies do
not normally occur in the low-frequency range that excites travelling Görtler modes. There-
fore, transition due to steady Görtler rolls is more likely to occur and normally prevails in
experimental conditions.

Spatial DNS studies of the Görtler flow also include the work of Ducoin et al. (2017).
The authors investigated the transition to turbulence occurring on the blade pressure side
of a Savonius-style VAWT in static condition. In their study, the flow is disturbed using inlet
random perturbations, which are convected through a semi-circular domain that is represen-
tative of a Savonius-blade geometry. They observed inception and development of Görtler
vortices, which eventually cause the flow to transition (Figure 1.19 depicts the observed
complete transition process). Furthermore, they compared their DNS results with URANS
simulations finding that the average C f along the domain was two times higher when com-
puting the flow with DNS simulations. This is due to the development and breakdown of the
longitudinal streaks that cannot be observed in the URANS computations; which highlights
the necessity of accurate data coming from DNS computations of such geometry. Souza
(2017) investigated the effect of imposing multi-frequency unsteady disturbances (pulses)
on the development of secondary instabilities. An in-phase configuration excites the even
(varicose) mode, whereas a phase shift of 90◦ excites the odd (sinuous) mode. Moreover,
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vortices. When streaks appear, the boundary layer thickness starts
to stagnate (Fig. 11(b)), whereas the low speed region suddenly
increases due to the presence of streaks (Fig. 11(a)). With the
development of secondary instabilities, periodic structures are
observed in the stream-wise direction, until the flow transition to
turbulence near the trailing edge, highlighted by higher velocities.

To demonstrate that the centrifugal instabilities are correctly
captured, the evolution of G€ortler number is shown in Fig. 12. At
first, the present DNS calculation match the typical values for a
laminar boundary layer (where qt ¼ 0:664=

ffiffiffiffiffiffi
Re

p
). A sudden increase

is observed around Gqt ¼ 8 at q ¼ 40" , which is the typical value
where the G€ortler vortices appear, also observed for example in
Refs. [18] and [16]. The DNS solution doesn't match anymore with
the laminar solution for a flat plate, since the flow becomes three-
dimensional where a progressive transition to turbulence occurs.

Fig. 13 shows the variation of the velocity magnitude in the (z,h)
plane. Streaks are seen in the first stage of the physical mechanism,
with the wavelength enforced by the inflow conditions. The first
span-wise modulation is observed at q ¼ 30" (Fig. 13(a)). The
streaks then develop in the wall normal direction and form low
speed streaks (Fig. 13(b)) that progressively form mushroom
structures (Fig. 13(c)). Since the wavelength is relatively small
compared to the mushroom overall size, the structures compete
with each other. As a consequence, the structures close to each
other are merging whereas they continue to develop in the wall
normal direction (Fig. 13(b) to (d)). At this stage, the wavelength
reaches a periodic state, which are directly related to the Reynolds
number. In Fig. 13(e) to (g) two distinct behavior are observed. The
right side of the domain shows a characteristic mushroom devel-
opment, where the upper structure moves in the wall normal di-
rection and detaches, after what multi-scale structures are
observed. The left side mushroom competes again with another
mushroom structure and merges during the development, which
keep larger coherent structures andmaintain the laminar flow. This
is also highlighted by Fig. 10. This behavior seems consistent with
the validation case, where faster transition to turbulence was
observed with less variations of the physic in the span-wise di-
rection. This is mainly because the Reynolds number is lower for
the blade case, combined with a longer domain size in streamwise
direction that includes development of a G€ortler flow in a lower
speed condition.

To get a full observation on the development of G€ortler flow
throughout the domain, slices in the (x,h) plane are shown in Fig.14.

Fig. 10. Coherent structure at the blade surface, iso surfaces of l2.

Fig. 11. (a) Velocity field in the (x,h) plane, (b) boundary layer thickness, z ¼ 0:06 m.

Fig. 12. Variation of the G€ortler number along the blade chord.

A. Ducoin et al. / Renewable Energy 105 (2017) 374e385380

Figure 1.19: Vortical coherent structures observed during the transition process over the blade
pressure side of a Savonius-style VAWT. Direct Numerical Simulation of Ducoin et al. (2017).

they observed that a phase shift of 45◦ excites both modes but the odd mode grows first
and dominates the transition process. Sharma & Ducoin (2018) investigated the effect of
inlet isotropic turbulence on the triggering of Görtler vortices. They observed that transi-
tion occurs earlier as the turbulence intensity increases (Tu = 1%) and that a more random
longitudinal-streak distribution in the spanwise direction occurs. On the other hand, a de-
creased turbulence intensity (Tu = 0.1%) leads to a more uniform distribution of the streaks
and to a larger transitional region. Malatesta et al. (2013, 2015) studied the influence of
the Görtler vortices development on surface heat transfer by means of DNS. The authors
observed that in the downwash region, where the boundary layer is compressed towards the
wall, there is an increase in the heat transfer rate; whereas the opposite occurs in the up-
wash. Moreover, on the nonlinear region, the upwash region becomes narrow and, because
of that, the spanwise-average heat transfer rate is higher than that for a Blasius boundary
layer. They also found that they primary instability increases the spanwise average heat
transfer to values above the turbulent ones, i.e. the spanwise-averaged Stanton number
was reported to be 20% higher than the theoretical flat plate turbulent value. However, dur-
ing the development of secondary instabilities, the heat transfer high rates are kept only in
a short region before they decay to turbulent values downstream.
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1.5.10 Fully turbulent flow

The fully turbulent is also subject to centrifugal effects, which can alter the turbulence struc-
ture as well as the flow statistical properties. These turbulence structure changes can be
induced either by the wall curvature itself or by secondary flows that are generated in the
form of longitudinal vortices (Görtler vortices). A review of the generation of Görtler vor-
tices on the fully turbulent regime can be found on the work of Floryan (1991). From his
review, the author concludes that the Görtler vortices are triggered from the most energetic
eddies with motion consistent with the instability mechanism, that are normally present in
the turbulent boundary layer, which are amplified as they convect downstream. A random
distribution of the eddies leads to spanwise uniform turbulent statistics; however, upstream
disturbances, such as screens, can lead to time-average spanwise variations because some
vortex locations can become more probable than others. Also, the spanwise wavelength is
usually two-times the boundary layer thickness; however, the spacing and amplitude are
influenced by the initial disturbances. Another review of the turbulent boundary layer over
a concave surface was performed by Piquet (2013). The author concluded that the concave
curvature has a destabilizing effect which increases the levels of Reynolds shear stresses
and of turbulence kinetic energy (TKE). Also, turbulence mixing is enhanced. Regarding the
velocity profile, the author points out that it is fuller, compared to the flat plate case, and
it tends to drop under the log-law and to remain below it. This feature is associated to the
increased turbulence scale.

Jeans & Johnston (1983) studied experimentally the turbulent boundary layer over a
concave curvature. In their experiment, the authors did not observe stationary roll-cells;
instead, they observed that the vortices appear, wander about, merge, separate and dis-
appear in a seemingly random manner without causing spanwise periodicity in the mean
flow. Moreover, as the flow developed downstream, the author observed some effects of the
longitudinal vortices. The mean velocity profile became fuller due to an increased mixing
caused by the vortices. Besides, it was observed that the log-law region migrate away from
the wall as the flow develops. Furthermore, turbulence intensity profiles indicated that ad-
ditional turbulence is produced in the outer flow region. Similar conclusions were presented
by Barlow & Johnston (1988). The authors observed an enhanced mixing across the bound-
ary layer (compared to the flat plate case), bringing high-momentum fluid closer to the wall
and causing a significant increase in the wall shear stresses. Besides, they measured in-
creases in turbulence intensity, in the Reynolds shear stresses and in triple products across
the outer layer, which were associated with the more energetic large-scale eddy structure.
Furthermore, they observed that the triggered vortices have a strong influence on the flow
structure in the near-wall region. However, when the local friction velocity is used for scal-
ing, the Reynolds-averaged profiles show minor differences between the flat and concave
cases. The authors included a visualization study of the randomly-appearing roll cells by
means of the laser-induced-fluorescence technique. This structures could be seen with 2-
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Structure of a turbulent boundary layer on a concave surface 153 

FIGURE 1 1 .  2 s LIF exposures at 60' in the natural flow, showing distinct outflow regions that seem 
to appear randomly in space and time. 

Figure 10 shows a sequence of coloured-dye pictures taken at  half-second intervals. 
These give a sense of the global behaviour and temporal development of the roll cells. 
The field of view extends from roughly 25" to  50" of turn. I n  the first picture, a 
relatively strong outflow is located in the lower portion of the span. As time 
progresses and the outflow region moves downstream, the streak lines a t  the 
upstream end of the outflow structure begin to diverge, and a large-scale inflow 
region appears. This inflow follows directly behind the outflow and can be thought of 
as splitting the outflow apart or terminating the original outflow while creating two 
new outflows that appear on either side. This is clearly not an example of the 
spanwise wandering of a longitudinal roll cell that is coherent through the entire 
length of the curve. 
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FIGUEE 12. 60 s LTF exposure a t  60" in the natural flow, showing a relatively uniform 
distribution of dye. 

Another view of the behaviour of the transitory roll cells in the natural flow was 
provided by time exposures with the LIF technique. Several 2 s exposures taken at 
random intervals at the 60" location are included in figure 11.  The number of outflow 
regions, as well as their sizes and spanwise positions, varied from frame to frame. 
This unsteady behaviour resulted in a relatively uniform image in a 60-second 
exposure shown in figure 12. 

3.2. Mean velocity profiles 
The large-scale mixing induced by destabilizing curvature brings high-momentum 
fluid closer to the wall, causing a steeper velocity gradient near the wall than in a 
corresponding flat boundary layer. As shown in figure 13, the mean velocity profiles 
become fuller as the boundary layer develops along the concave surface. When the 
velocity profiles are scaled on local wall variables (figure 14), one finds that the 
boundary layer can be considered in two parts. There is an inner region where profiles 
collapse very well according to the universal u, scaling, and there is an outer region 
where major changes are evident. The inner region extends only as far as y' z 50 for 
the present case of strong curvature and relatively low Reynolds number. So & 
Mellor found a similar, limited region of near-wall similarity in the mean velocity 
profiles for their case of strong curvature, but more extended log regions have 
generally been found in flows with mild curvature and in flows a t  higher Reynolds 
numbers. This behaviour is not unexpected, since the ratio of the extra strain rate 
to the mean shear is largest across the outer layer. However, i t  is still interesting that 
the mean-velocity profiles near the wall show no indication of the changes in 
visualized near-wall structure discussed above. 

Outside the region of near-wall similarity, concave curvature causes the 
development of a negative wake function. That is, the mean velocity profile drops 
below the log law and remains below it out to the free stream. There appears to be 
a delay in the response of the mean velocity profiles to the onset of curvature, in that 
the change in profile shape between the 15" and 30" stations is much greater than 
that between the flat and 15" stations. The response rate of the boundary layer will 
be discussed further in $3.4. 

Data on the streamwise development of the integral thicknesses, S,,, S*, and 0, 
and of the shape parameters H and G, for the natural flow case are summarized in 
table 1 .  Data in the curved region of the flow are based on two-component profiles 
obtained a t  z = - 5  cm. I/-component measurements a t  60", as well as visual 
observations, showed this to be a location having nearly equal probability of inflows 
and outflows. Furthermore, C, values for z = - 5  cm a t  the 30" and 60" stations are 
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Figure 1.20: Laser-induced-fluorescence flow visualization of a turbulent boundary layer over a
concave plate on a η− z plane (Barlow & Johnston 1988). (a) 2-second exposure showing the random
appearance of the transitory roll cells. (b) 60-second exposure showing a relative uniform distribution
of the dye.

second exposure pictures (Figure 1.20a). However, with 60-second exposure pictures (Figure
1.20b), a more uniform distribution of the dye was observed because the vortices appear
randomly in space and time covering completely the span. Barlow & Johnston (1985) ob-
served that the spanwise-average skin friction coefficient of a turbulent boundary layer over
a concave surface is 40% higher than that over a flat plate. The same increase was seen
with naturally developing flow (with roll cells appearing randomly) or with the utilization
of vortex generators that lock the spanwise location of the roll cells. Similar results were
obtained by Meroney & Bradshaw (1975) who observed an increase of 20% in the spanwise-
average skin friction coefficient of the concave surface turbulent boundary layer. Hoffmann
et al. (1985) pointed out that a convex curvature has a stabilizing effect because it attenu-
ates the pre-existing turbulence; on the other hand, a concave curvature has a destabilizing
effect because it can lead to the generation of longitudinal (Görtler) vortices. Moreover, they
presented vast turbulence measurements and showed that significant changes in the tur-
bulence structure are induced both directly by the curvature and indirectly by the vortices.
However, they deduced that the wall curvature effect is more important than the one of the
vortices. This deduction led them to conclude that calculation methods representing the cur-
vature effect, with spanwise averages to eliminate the vortex spanwise variations effects,
may be quite satisfactory for engineering purposes.

Numerically, the turbulent boundary layer over a concave surface has been studied by
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Moser & Moin (1987). They simulated a turbulent channel flow at Rex = 2990 utilizing an in-
compressible DNS code with periodic boundary conditions in the streamwise and spanwise
directions. They compared the convex and concave surfaces of the channel observing that
many of the turbulence statistics of interest (turbulence intensities and root-mean-squared
vorticity fluctuations) are the same on both sides of the channel when scaled in local wall
variables. However, the most significant differences are in the Reynolds shear stress (with
enhanced peaks for the concave side) and in their budget equation terms; skewness and flat-
ness factors were also affected. Moreover, the authors attributed partially the turbulence
structure difference to the appearance of Görtler vortices on the concave side which were
considered to modify the wall-shear stresses as well. LES have also been used to study the
fully turbulent regime. Lund & Moin (1996) simulated a spatially evolving incompressible
turbulent boundary layer with Reθ = 1300 at the inlet in order to match the experimental
conditions of Barlow & Johnston (1988). They found a good agreement with the experimen-
tal results on the velocity profiles which were found to become fuller due to the concave effect
that enhances the mixing. However, for the Reynolds shear stress profiles, the simulation
was only able to replicate qualitatively the experimental concave effects since the profiles
peaks were slightly under-predicted. The authors related the difference to the sensitivity to
the applied turbulent inflow conditions since a better agreement was obtained by using an
inflow boundary condition with higher fluctuations and with artificially enhanced stream-
wise coherence. Formation of Görtler vortices was also visualized. Another LES study of a
spatially developing turbulent boundary layer was presented by Arolla & Durbin (2015). A
boundary layer with Reθ = 1520 at the inlet was imposed. The authors presented profiles of
mean velocity and of turbulence statistics at different streamwise locations. They found that
the effect of the concave curvature is largest on the wall-normal component of the Reynolds
stress. The budget of the wall-normal Reynolds stress also confirmed this observation since
an increase of the production term was clearly noticed as the flow moves farther into the
concave curvature. Finally, they observed that the curvature effect is also large on the tur-
bulent transport term of the turbulent-kinetic-energy budget, which is in agreement with
earliest DNS observations (Moser & Moin 1987).

1.5.11 Surface heat transfer

Surface heat transfer and Görtler vortices are coupled phenomena in the sense that the
evolution of the Görtler vortices is affected by the buoyancy forces while the additional flow
motion related to the Görtler vortices also modifies the surface heat transfer.

The first mechanism, which is the buoyancy effect on the Görtler vortices development,
was theoretically studied using LST by Garg & DiPrima (1984). The authors studied the
effect of wall heating and cooling by extending the iso-thermal non-parallel LST study of
Hall (1982); finding that, for the short-wavelength Görtler instability, the vortices can be
significantly accelerated (the neutral stability curve occurs at a lower Görtler number) by
heating the plate while the reverse occurs when cooling it. This destabilizing effect of heat-
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ing on the Görtler instability was studied experimentally by Kamotani et al. (1985). The
authors showed that the vortices amplitude increases with ∆T (where ∆T = Tw −T∞; with
Tw and T∞ being the wall and free-stream temperatures, respectively) and, in terms of di-
mensionless numbers, the strength (or amplitude) increases with the ratio Gr/G2

θ
(where Gr

is the Grashof number, that is proportional to ∆T). Furthermore, they found that the vor-
tices grow exponentially with the combined parameter (G2

θ
+ f Gr)1/2, where f is a constant,

until the nonlinear effects become important. Regarding the temperature distribution, the
authors observed that it follows a sinusoidal periodicity in the spanwise direction similar to
the one of the velocity. Moreover, temperature profiles on the nonlinear region were mea-
sured finding similar distributions compared to the velocity ones, a fuller profile developed
in the downwash while an inflectional S-shape developed in the upwash.

In fact, Liu & Sabry (1991) showed theoretically the similarity between heat, mass and
streamwise-momentum for the nonlinear Görtler problem; which results in an analogy (i.e.
equality) between the dimensionless temperature and concentration profiles and the dimen-
sionless streamwise velocity profile, for Prandtl (Pr) and Schmidt (Sc) numbers of unity.
This analogy also allows to draw conclusions about the local and spanwise averaged surface
heat and mass transfer rates directly from the momentum problem results (i.e. the Nusselt
number, Nu, and the Sherwood number, Sh, follow the same behavior as the skin friction
coefficient). Later, Liu (2008, 2007) extended the analogy analysis for a flow with secondary
instabilities and Prandtl number of unity showing that St = C f /2, where St is the Stanton
number. This implies that, similar to the C f analysis of Girgis & Liu (2006), the nonlin-
ear steady Görtler flow can nearly bridge the laminar St values with the higher turbulent
ones. Also, that an overshoot beyond the turbulent St values occur due to an intensified heat
transfer coming from the eddy heat flux effect of the secondary instabilities.

The second mechanism of the coupled phenomena, which is the effect of the swirl flow
motion produced by the Görtler vortices on the surface heat transfer, has also been stud-
ied. McCormack et al. (1970) performed one of the first experimental analysis on the sub-
ject. They demonstrated that over a concave surface with presence of the vortices there is
a significant increase of Nu of ∼ 110% compared to a flat plate. Crane & Sabzvari (1989)
experimentally studied the spanwise variations of the heat transfer coefficient finding that
St at the downwash exceeds the value at the upwash by a factor as much as two to three.
Moreover, the spanwise-averaged St was found to exceed the flat-plate value only after the
nonlinear stage has set in. The authors related this heat transfer enhancement to the fact
that the downwash region, where a local thinning of the boundary layer occurs, occupies
a greater part of the span in the nonlinear phase. Later, Toe et al. (2002) distinguished
three zones in the streamwise evolution of St: (i) a first zone where the Görtler vortices are
weak and St follows the laminar solution; (ii) a second zone where St is constant (it does
not vary with Gθ) and the Görtler vortices develop, amplify and saturate; and, (iii) a third
zone, where St increases rapidly reaching values slightly higher than those of a flat plate
turbulent boundary layer. Liu & Lee (1995) studied the heat transfer problem by means of
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marching computations for Prandtl numbers different from unity. The case with Pr = 0.72,
that simulates air in standard conditions, shows no significant differences from the Pr = 1
situation presenting less diffused mushroom-like structures in the iso-thermal plots. On the
other hand, for the case with Pr = 7.07, that simulates water at standard conditions, the
iso-temperature structures develop into thin, palm-tree-like structures. Moreover, it was
found that the heat transfer rate, i.e. Nu, is significantly enhanced in both cases; about
400% higher than the flat-plate laminar value for Pr = 7.07 and about 340% for Pr = 0.72. It
was also shown that the inlet velocity perturbation is an important controlling parameter
for heat transfer enhancement. Momayez et al. (2004a,b) experimentally studied the effect
of the Görtler vortices wavelength, Λ, on heat transfer enhancement by measuring St. They
found that when Λ is closer to the zone of maximum linear amplification in the stability
diagram, heat-transfer amplification is higher. Later, Momayez et al. (2009) analyzed the
experimental data of the Stanton number streamwise evolution for several wavelengths, Λ,
and free-stream velocities realizing that, when St is plotted against Gθ or Rex, the curves do
not collapse showing certain dispersion. Hence, the authors utilized a genetic algorithm in
order to find a proper relation for the St streamwise evolution which was found to be of the
form: St = a(Reθ)b(x/R)c(λ/θ)d, where a, b, c and d are correlation constants that depend on
the streamwise transition region (linear, nonlinear, transition, turbulent).

The surface heat transfer enhancement caused by the Görtler vortices has also been
studied by means of DNS, as it was explained in the section 1.5.9. Malatesta et al. (2013,
2015) found that the primary instability increases the spanwise average heat transfer to
values above the turbulent ones (i.e. the spanwise-averaged St was 20% higher than the
flat plate turbulent value). However, during the development of secondary instabilities, the
heat transfer high rates are kept only in a short region before they decay to turbulent values
downstream.
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1.6 Scope of the present study

After discussing the existing literature on the subject, it is clear that, although comprehen-
sive research investigations have been performed regarding the boundary layer development
over a concave surface, there are still fundamental questions concerning the impact of vari-
ous physical parameters on the onset of transition. Furthermore, the transition process role
on the surface heat transfer enhancement has not been completely understood. Moreover, as
pointed out previously, studies utilizing high-fidelity DNS, performed to completely charac-
terize and analyze the transition phenomenon, are very scarce on the literature. Therefore,
the present work mainly aims at numerically investigate, by means of DNS, the boundary
layer transition over a concave surface in the presence of Görtler vortices and the physical
parameters that play a role on it. Besides, the transition mechanisms that modify the ther-
mal boundary layer and modify the heat transfer rate are also investigated. To that end, the
following specific objectives have been defined:

1. To study and characterize the momentum boundary layer modification due the incep-
tion and growth of Görtler vortices throughout the different transition stages (linear,
nonlinear and transition to turbulence).

2. To understand the local effect of the Görtler vortices on the streamwise evolution of the
wall-shear stresses and on the boundary layer thicknesses at upwash and downwash
locations, where the parameters present maxima and minima.

3. To study the effect of several physical parameters that can play a role on the onset of
transition such as the radius of curvature, the vortices wavelength, the perturbation
amplitude and streamwise location, and the wall-roughness perturbation geometry.

4. To analyse the thermal boundary layer modification due to the Görtler vortices swirl
motion as well as the resultant surface heat transfer enhancement.

5. To study the Reynolds analogy between the streamwise-momentum and heat transfer
problems for a flow over a concave plate with Pr = 1 throughout the whole transition
process.

6. To analyse and characterize the fully turbulent regime (momentum and thermal
boundary layers) product of the transition initiated by the Görtler vortices.

The present study will focus on the development of Görtler vortices with maximum am-
plification according to LST (Λ = 250). To that end, wall-roughness elements equally dis-
tributed in the spanwise direction are utilized in order to trigger the inception of Görtler
vortices and to pre-set their spanwise wavenumber. Moreover, this excitation method allows
to obtain a clear spanwise characterization of the streamwise streaks development and their
breakdown into turbulence. Furthermore, for the thermal analyses, three different Prandtl
numbers are considered (Pr = 0.72, Pr = 1 and Pr = 7.07) and the temperature is treated as a
passive scalar.
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1.7 Outline of the dissertation

In this doctoral thesis, the numerical results and the performed analyses of the laminar-to-
turbulent transition of a boundary layer passing over a concave surface together with the
parameters that play a role on its onset are documented. This documentation is organized
as following:

Chapter 1: In this chapter, the general context and motivation that drove the present in-
vestigation are described. Moreover, an extensive literature review of the different aspects
of the laminar to-turbulent transition of a boundary layer over a concave surface caused by
the growth of Görtler vortices is presented. Furthermore, the scope and objectives of the
present investigation are also described.

Chapter 2: This chapter elaborately describes the Fluid Mechanics governing equations
as well as the numerical method (Spectral Element Method) employed by the utilized DNS
code (NEK5000). The validation of the DNS solver and of the utilized numerical set-up (i.e.
computational domain, boundary conditions, grid refinement and perturbation method) for
a transitional flow over a concave surface is also presented.

Chapter 3: In this chapter, an extensive analysis and characterization of the complete
laminar to-turbulent transition process over a concave surface using DNS is presented. The
flow modification due to the Görtler vortices growth, evolution into secondary instabilities
and the turbulence break-down of these, is also studied. The different regions encountered
in the transition process, i.e., linear, nonlinear, transition and fully turbulent, are identified
and characterized. Additionally, parametric studies showing the effect of several physical
parameters (radius of curvature, the vortices wavelength, the perturbation amplitude and
streamwise location, and the wall-roughness perturbation geometry) on the transition onset
are presented. These results are published in: Computers and Fluids (Méndez et al. 2018).

Chapter 4: In this chapter, the thermal boundary layer development during the transition
process is analyzed by treating the temperature as a passive scalar. Three different Prandtl
numbers are studied: (i) Pr = 1, in order to verify the Reynolds analogy between heat and
streamwise-velocity, (ii) Pr = 0.72, which corresponds to air at standard conditions, and (iii)
Pr = 7.07, which corresponds to water at standard condition. The sudden increase of the
surface heat transfer due the Görtler vortex swirl motion is analyzed. Furthermore, the
characterization of a turbulent thermal boundary layer over a concave surface is presented.

Chapter 5: The summary of the performed research work along with the concluding re-
marks are given in this chapter. Moreover, for the future continuation of this research work,
some possible points that can be addressed in the direction of better understanding the tran-
sition process over a concave surface are proposed.



Chapter 2
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2.1 Governing equations

The motion of a three-dimensional unsteady viscous flow is governed by a set of equations
known as the Navier-Stokes equations. This set of coupled partial differential equations,
that express conservation laws for mass, momentum and energy, describe how the flow ve-
locity, pressure, temperature and density are related. For the current studies, their full
incompressible form is utilized. A fluid is said to be incompressible when its density is con-
stant (that is the case for low-velocity flows with Mach number lower than 0.3 since the
density variation is less than 5%).

Using the incompressible assumption, the continuity (Eq. 2.1) and momentum (Eq. 2.2)
equations become uncoupled from the energy equation (Eq. 2.4) and they are sufficient to
determine the velocity and pressure fields. The incompressible Navier-Stokes equations in
their dimensional form are, then, the following ones:

∇·U= 0, (2.1)

ρ(∂tU+∇·∇U)=−∇p+∇·τ+ρf, (2.2)

where t is the time, p is the pressure, f accounts for the body forces such as gravity and τ is
the viscous stress tensor, which is given by:

τ=µ[∇U+∇UT ]. (2.3)

As mentioned, a computing advantage of the Navier-Stokes incompressible formulation
is that the energy equation can be decoupled. This approach enables to solve the energy
equation as complementary equation. This means that its solution is not necessarily needed
to advance the flow and the temperature can be treated as a passive scalar. Therefore, after
solving for the velocity, U, and the pressure, p, fields using Equations (2.1) and (2.2), the
temperature, T, field can be obtained by computing the conservation of energy equation:

ρcp(∂tT +U ·∇T)=∇· (kth∇T)+ qvol , (2.4)

where cp is the fluid specific heat at constant pressure, kth is the thermal conductivity and
qvol accounts for the volumetric heat sources.

41
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Figure 1: Scaling of Nek5000 on Jugene

transport.

Accomplished Objectives

Nek5000 was successfully run on all 72 racks of the Julich Supercomputing
Centre’s Blue Gene/P system. Unexpected issues related to non-power-of-two
processor partitioning resulted in non-optimal performance at 72 racks, but
excellent scaling was observed for up to 262,144 cores (64 racks). The plot
above shows strong scaling results for a simulation with a (128 x 128 x 128)
spectral element mesh of order N=15 (7.1 billion gridpoints).

The vertical axis is the measured Flop rate for the first 50 time steps of the
simulation. The horizontal axis is the number of nodes used, with 4 processor
cores per node. Over 71% parallel efficiency is realized for strong scaling from
8192 nodes (32,768 cores) to 65,536 nodes (262,144 cores).

In additional to scalability, Nek5000 was measured to achieve 27% of peak
performance per core on the Blue Gene/P at 8192 nodes, and 19.3% of peak at
65,536 nodes a peak floating point of 172 TFLOPS.

20

Figure 2.1: NEK5000 scaling study performed on Julich Supercomputing Centre’s Blue Gene/P
system (Mohr & Frings 2010). The plot shows a strong scaling (over 71% parallel efficiency) from
32,768 cores to 262,144 cores. The simulation was performed with 7.1 billion gridpoints.

2.2 Numerical solver (NEK5000)

In the current study, the full incompressible Navier-Stokes equations are solved using
NEK5000, an open-source DNS code developed and maintained by Fischer et al. (2008),
at the Argonne National Laboratory. This CFD solver was designed to simulate laminar,
transitional, and turbulent incompressible or low Mach-number flows with the capacity of
including heat transfer and species transport. As NEK5000 was developed to performed
DNS, it is a well-suited code for performing scientific research and it is therefore used by
several institutions world-wide in a broad range of applications, including the study of ther-
mal hydraulics in nuclear reactor cores, the modeling of ocean currents, the simulation of
combustion in mechanical engines and the analysis of transition to turbulence in vascular
flows.

The NEK5000 solver consists of 100,000 lines of code that are mainly written in For-
tran77 (70,000 lines of code), with the exception of the communication library written in C
(30,0000 lines of code). Via Fortran programming, it allows to create user-defined modules
and functions as well as to access and modify the code intrinsics. NEK5000 is optimized
for parallel computing on distributed memory supercomputers by using a Message Passage
Interface (MPI) programming model and domain decomposition. The code scales extremely
effectively and an excellent scalability (higher than 70%) has been demonstrated on up to
262,144 processors producing more than 170TFlops, with problem sizes exceeding 7 billion
grid-points (Mohr & Frings 2010) (see Figure 2.1). Moreover, the code won a Gordon Bell
prize in 1999 for its algorithmic quality and outstanding sustained parallel performance.
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2.2.1 NEK5000 spatial discretization

The Navier-Stokes equations are partial differential equations (PDE) that need to be spa-
tially discretized to be solved numerically. NEK5000 employs a spatial discretization based
on the Spectral Element Method (SEM), which was proposed by Patera (1984). The objective
of using this method is to combine the best aspects of high-order spectral methods with finite
element methods (FEM). SEM can thus benefit from the geometrical flexibility of the FEM,
by splitting the computational domain into a series of smaller sub-domains (called spectral
elements), along with the accuracy and exponential convergence of the spectral methods.

Using the SEM, NEK5000 divides the domain in a finite number E of hexahedral (brick)
elements. Inside each element the solution and data are approximated by Nth-order tensor-
product polynomials. Typical discretizations involve E = 100 to 10,000 elements of order
N = 7 to 15 (corresponding to 512 to 4096 nodal points per element). Within each spectral
element, a local cartesian mesh is constructed that corresponds to (N +1)3 Gauss-Lobatto-
Legendre (GLL) collocation points where the Lagangre polynomial interpolants are defined
(Figure 2.2 shows the GLL points distribution for two 2D cases with N = 7 and N = 9). The
field dependent variables (U, p, T) are expanded in terms of these Lagrangian interpolants
through the GLL points; for instance, for the temperature, T, we have:

T e(xr, yr, zr)=
N∑

i=0

N∑
j=0

N∑
k=0

T e
i jkφi(xr)φ j(yr)φk(zr), (2.5)

where the φ functions are the Nth-order Lagrangian interpolants, known as nodal basis
functions. (xr, yr, zr) are the coordinates of the reference element ((xr, yr, zr) ∈ [−1,1]3) onto
which each spectral element e is mapped; and, T e

i jk is the nodal spectral temperature co-
efficient. The spatial discretization is based on the weak form of the governing equations
and follows the formulation PN −PN−2, proposed by Maday & Patera (1989), in which the
pressure is solved in Gauss-Lobatto (GL) staggered points (with respect to the GLL points)
and the pressure grid is of order N −2.

Regarding solution convergence, it can be reached by two methods. The first one is the
p-refinement in which the SEM ensures exponential convergence for problems with smooth
solutions as the mesh is refined by increasing the order of the polynomial N. An example
of the p-refinement by increasing the polynomial order (which increases the number of GLL
points per element) can be seen in Figure 2.2. The second strategy is the h-refinement in
which the number of spectral elements E is increased. In this case the error is decreased
algebraically like E−N . Important is to notice that this second refinement type also allows
for localized and adaptive refining of the computational domain (Feng & Mavriplis 2002).
Moreover, the particular effect on the computational cost of each convergence refinement
technique should be taken into account since the cost of a SEM 3D simulation is estimated
to be of the order O(EN4) (Tufo & Fischer 1999).

For a detailed explanation of the SEM implementation in the NEK5000 DNS code, the
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(a) (b)

Figure 2.2: Distribution of the GLL nodal points for a 2D mesh with 3×3 spectral elements, for two
Nth order polynomials. (a) N = 5 with 36 GLL points per element. (b) N = 7 with 64 GLL points per
element.

reader can be referred to the NEK50000 manuals and documentation, which can be found
in Fischer et al. (2008).

2.3 Spectral element method theory

2.3.1 Galerkin method

The spectral element method is part of a family of approximation schemes based on the
Galerkin method, or weighted residual method, for numerically solving PDEs. Other meth-
ods included in this family are the finite element method and the spectral method. PDEs
discretized using this method have to be solved in what is known as the weak form or varia-
tional form.

2.3.1.1 Variational formulation

To introduce the Galerkin method, it will be applied to the simplest and most famous elliptic
PDE, which is the Poisson equation. We have then that the one-dimensional (1D) Poisson
problem subject to Dirichlet boundary conditions is:

−∇2u = f in Ω,

u = 0 in ∂Ω.
(2.6)
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The domain considered is Ω := x ∈ [a,b]. Equation (2.6) is called the strong form of the Poisson
equation. To obtain the weak form, the product of the strong form and a test function v f

belonging to a Sobolev space H1
0 has to be integrated over the domain. We have then that:

−
∫
Ω

v f ∇2udx =
∫
Ω

v f f dx. (2.7)

Integrating by parts the left hand side of Equation (2.7), we have that:∫
Ω
∇v f ·∇udx−

∫
dΩ

v f
du
dn

∇uds =
∫
Ω

v f f dx. (2.8)

Since the boundary integral vanishes because of the Dirichlet boundary conditions, the
Galerkin formulation reads: find u ∈ H1

0, such that∫
Ω
∇v f ·∇udx =

∫
Ω

v f f dx. (2.9)

It can be noticed that the integration by parts helps to reduce the continuity requirements
on u. A u that is once differentiable has to be found; which means that u has to be continuous
but not necessarily ∇u.

2.3.1.2 Obtaining a set of equations

Once that the weak form (Eq. 2.9) has been obtained, we can start to discretize the problem
and derive a system of equations. For that, we can now consider a set of N+1 basis functions
φi(x) such that:

v f =
N∑

i=0
φi(x)v f i ,

u =
N∑

j=0
φ j(x)u j.

(2.10)

Introducing these expansions of u and v f into the weak formulation of the Poisson equation
(2.9), we have that:

N∑
i=0

N∑
j=0

v f i

(∫
Ω
∇φi ·∇φ jdx

)
u j =

N∑
i=0

v f i

∫
Ω
φi f dx. (2.11)

Next, we can define the following parameters:

A i j :=
∫
Ω
∇φi ·∇φ jdx, (2.12)

bi :=
∫
Ω
φi f dx, (2.13)
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v f := (v f0 ,v f1 , ...,v fN )T , (2.14)

u := (u0,u1, ...,uN )T . (2.15)

Using these parameters, the discrete Galerkin formulation reads: find u ∈RN+1, such that

N∑
i=0

N∑
j=0

v f i A i ju j =: v f
T Au = v f

T b, (2.16)

which is equivalent to:

Au = b. (2.17)

This is the system of linear equations that has to be solved for the basis coefficients, u j,
with A being an invertible matrix. The Galerkin method is basically a method of undeter-
mined coefficients where there are N +1 unknown basis coefficients [u0,u1, ...,uN] and N +1
equations are generated by successively choosing the basis functions [φ0,φ1, ...,φN].

2.3.1.3 Extension to more complex PDEs

The Galerkin method is relatively straightforward to derive and it can be extended to more
complex systems of PDEs. For instance, for a 1D non-linear convection-diffusion equation:

∂u
∂t

+ c
∂u
∂x

= ν∂
2u
∂x2 , (2.18)

where c is a constant convection velocity, the procedure given above leads to the following
system of equations:

M
∂u
∂t

+ cCu+νAu = 0, (2.19)

where M is the mass matrix, C the convective operator and A is the stiffness matrix. M and
C are defined as:

Mi j :=
∫
Ω
φi ·φ jdx, (2.20)

Ci j :=
∫
Ω
φi ·∇φ jdx. (2.21)

To this point, any method of the Galerkin family should follow the same derivation pro-
cedure. Hence, Equation (2.19) (or also Eq. 2.17 for a simpler system of PDEs) is the point of
departure for the finite element, spectral element, and spectral formulations. These meth-
ods mainly vary in the choice of the basis functions φi and the way in which the integrals
are solved. Noting that these choices influence the computational cost of the given problem.
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2.3.2 Spectral element method

The main specific characteristics of the SEM are the utilization of orthogonal polynomials
and of the Gauss quadrature method (a numerical approximation of the integral of a func-
tion). Orthogonality between basis functions is where the SEM greatly differs from the
FEM. It will be assured due to the topological (local extension) and analytical nature of the
chosen basis functions, φ.

The second specificity of the SEM is that the inner products appearing of the integrals
of the stiffness (Eq. 2.12), mass (Eq. 2.20) and convective (Eq. 2.21) matrices are performed
using Gauss quadrature. For SEMs, two implementations have been utilized which are
based on Chebyshev and on Legendre polynomials. In both cases Lagrangian interpolation
is used over a GLL quadrature grid for ensuring continuity of the solution. Chebyshev
polynomials present the advantage of using fast transform techniques and the expected
exponential accuracy on the solution for smooth problems has been proved. However, they
have been abandoned and currently Legendre polynomials are more utilized due to their
straightforward implementation. The basis functions φi utilized on NEK5000 are also based
on Legendre polynomials; therefore, we will focus on them.

2.3.2.1 Domain decomposition and reference element

The method starts by partitioning the global integration domain Ω := [a,b] into several
smaller E elements. Let ∆E denote a partition of [a,b]:

∆E : a = x0 < x1 < x2 < ...< xE−1 < xE = b. (2.22)

We can define the local (element) domain by Ωe := [x; xe−1 < x < xe] with 1 ≤ e ≤ E. Next, we
can define a reference (or parent) element, with domain Ω̂ := [xr;−1 ≤ xr ≤ 1], onto which
each spectral element Ωe can be mapped. This mapping can be done using the following
coordinate transformation:

x = xe−1 + he

2
(xr +1), (2.23)

where he = xe − xe−1 is the length of the element e.
The SEM procedure follows by introducing polynomial basis functions at the level of the

reference element that will be later on mapped onto each interval Ωe of ∆E. The reference
element basis functions are then the building blocks that will be then assembled together
on ∆E, element by element, to form a global basis.

2.3.2.2 Legendre polynomial and spectral basis

As mentioned, the spectral basis functions will be first defined on the reference element
domain Ω̂ := [xr;−1≤ xr ≤ 1] onto which each spectral element Ωe will be mapped later. Inside
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Figure 2.3: Example of the first four Legendre-spectral element basis functions for N = 7 (L7 =
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the reference domain Ω̂, we define the ordered set of N+1 GLL quadrature points as ΞN+1 =
[xr0 , xr1 , ..., xrN ]. These nodal points are the roots of the following equation:

(1− x2
r )L′

N (xr)= 0, (2.24)

where L′
N is the derivative of the Legendre polynomial of degree N. The Lagrange interpo-

lation polynomial of any function u(xr) on the GLL quadrature points is given by:

IN u(xr)=
N∑

j=0
u(xr j )φ j(xr), (2.25)

where [φ j(xr)]N
j=0 is the associated interpolation spectral basis of degree N; with the basis

elements given by:

φ j(xr)= −1
N(N +1)

(1− x2
r )L′

N (xr)

(xr − xr j )LN (xr)
, 0≤ j ≤ N. (2.26)

As an example, in Figure 2.3, the first four basis functions (Eq. 2.26) for a Legendre polyno-
mial of degree N = 7 are plotted in the GLL quadrature points.

Based on the computed basis, φ j(xr), the spectral element approximation ue
N (x) of degree

N in Ωe can be mapped onto the reference element Ω̂:

ue
N (xr)=

N∑
j=0

ue
jφ j(xr), (2.27)

where (ue
j)

N
j=0 are nodal values of the unknown vector field u in Ωe.
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2.3.2.3 Gauss quadrature and local spectral element matrices

Next, using the mapping shown in Equations (2.23) and (2.27), it is possible to obtain local
matrices for the stiffness (Eq. 2.12), mass (Eq. 2.20) and convective operator (Eq. 2.21) by
mapping them from Ωe onto the reference element Ω̂ :

Me
i j :=

∫
Ωe
φi(x) ·φ j(x)dx = he

2

∫ 1

−1
φi(xr) ·φ j(xr)dxr, (2.28)

Ae
i j :=

∫
Ωe

∇φ(x)i ·∇φ(x) jdx = he

2

∫ 1

−1
∇φ(xr)i ·∇φ(xr) jdxr, (2.29)

Ce
i j :=

∫
Ωe
φ(x)i ·∇φ(x) jdx = he

2

∫ 1

−1
φ(xr)i ·∇φ(xr) jdxr. (2.30)

Once that the matrices have been mapped onto the reference element, their integrals can
be evaluated using the Gauss quadrature method. This is an exact method of a quadrature
for a polynomial of degree 2N−1 or less; with N+1 number of points over which the integral
is evaluated. Hence, for a function f (x) we have:

∫ 1

−1
f (x)dx ≡

N∑
k=0

ρk f (xrk ), (2.31)

where (xrk )N
k=0 denotes the roots of an orthogonal polynomial which in this case is the deriva-

tive of a Legendre polynomial L′
N (whose roots are obtained with Eq. 2.24). ρk are the

quadrature weights given by:

ρk =
2

N(N +1)
1

[LN (xrk )]2 . (2.32)

Due to the use of GLL points, the Gauss quadrature can thus assure exact integration
(up to machine precision) of the integrals presented on the mass (Eq. 2.28), stiffness (Eq.
2.29), and convective operator matrices (Eq. 2.30). Hence, applying Gauss quadrature, for
the mass matrix we have that:

Me
N,i j := he

2

N∑
k=0

ρkφi(xrk ) ·φ j(xrk )= he

2
ρ iδi j, (2.33)

since φi(xr) ·φ j(xr)= δi j; where δi j is the identity matrix. The mass matrix is then a diagonal
matrix which holds the weights of the quadrature rule on the diagonal. For the stiffness
matrix, we have that:

Ae
N,i j := he

2

N∑
k=0

ρk∇φ(xrk )i ·∇φ(xrk ) j = he

2

N∑
k=0

ρkDN,kiDN,k j, (2.34)



50 Chapter 2. Numerical methodology and validation

where DN,i j is the differentiation matrix given by:

DN,i j := dφ j

dxr

∣∣∣∣
xr=xri



LN (xr i )

LN (xr j )

1

xr i − xr j

, i 6= j,

−
(N +1)N

4
i = j = 0,

(N +1)N

4
i = j = N,

0 otherwise.

(2.35)

The elements of DN,i j are the nodal values of the first derivative of the GLL interpolation
polynomials (Eq. 2.26). For the convective operator matrix, we have that:

Ce
N,i j := he

2

N∑
k=0

ρkφ(xr)i ·∇φ(xr) j = he

2

N∑
k=0

ρkφ(xr)iDN,k j. (2.36)

2.3.2.4 Assembly of the global matrices

Once that the local matrices have been obtained, it is possible to assemble the contribution
of all the elements Ωe to the global matrices through the application of the direct stiffness
summation method. This is an element-by-element process of fetching and summing where
the individual contributions are entered into the appropriate components of the global ma-
trices and continuity between the adjacent elements is ensured. The details of the method
are outside of the scope of this SEM introduction and the reader can be referred to Deville
et al. (2002) for further details. Applying this method, we can obtain the algebraic system of
equations that governs the spectral-element solution:

M
∂u
∂t

+ cCu+νAu= 0. (2.37)

In this system of equations, u, which is composed of EN+1 components, has to be found. The
structure of the global stiffness A and mass M matrices (for a partition into three spectral
elements with N = 7) resulting from the direct stiffness summation method is shown in
Figure 2.4. As seen, the stiffness matrix A exhibits a block-diagonal structure, whereas
the mass matrix M presents a diagonal structure resulting from the Gaussian quadrature
integration method.

Once that the algebraic system of equations has been derived by assembling the global
matrices, it can be solved in order to find the unknown vector u and the SEM procedure
can be considered to end up at this point. The main characteristics of the spectral element
method, together with their utilized mathematical tools (Galerkin method, Gauss quadra-
ture, etc.), have been presented here. In order to thoroughly review the details of the SEM,
the reader can be referred to Deville et al. (2002) and to the SEM and Galerkin method
documentation for the NEK5000 code found in Fischer et al. (2008).
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(a) (b)

Figure 2.4: Structure of the global matrices for E = 3 and N = 7. (a) Stiffness matrix A. (b) Mass
matrix M.

2.4 Time integration

In order to compute the flow field at a later time step in NEK5000, the time integration is
done using an implicit-explicit method (IMEX). The convective terms are computed explicitly
(i.e. only data from the current time steps is used) by using a third-order extrapolation
scheme (EX T) whereas the diffusion terms are treated implicitly (i.e. data from both the
current and the later time step are used) with a third-order backward differentiation scheme
(BDF).

Considering thus the convection-diffusion equation obtained from the SEM approach:

M
∂u
∂t

∣∣∣∣
tn+1

+ cC u|tn+1 +νA u|tn+1 = 0, (2.38)

where the superscript n+1 indicates the new time-level (e.g. tn+1). By discretizing with the
IMEX method, we have that:

kt∑
j=0

b j

∆t
Mun+1− j +

kt∑
j=1

a j cCun+1− j +νAun+1 = 0, (2.39)

where ∆t is the time step, kt the order of the EX T and BDF schemes; and, a j and b j the
schemes coefficients. Next, the first coefficient of the BDF scheme, b0, is taken out of the
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summation. This leads to:

b0

∆t
Mun+1 +νAun+1 =−

kt∑
j=1

a j cCun+1− j −
kt∑

j=1

b j

∆t
Mun+1− j. (2.40)

The equation can be further simplified to:

Houn+1 =−∆tcC
kt∑

j=1
a jun+1− j −M

kt∑
j=1

b jun+1− j, (2.41)

where we have introduced the Helmholtz operator Ho := b0M +∆tνA; and the system can
now be solved for the flow field at the new-time level un+1. For the third-order scheme case
(kt = 3):

Houn+1 =−∆tcC(3un −3un−1 +un−2)−M
−18un +9un−1 −2un−2

6
, (2.42)

with Ho = 11
6 M+∆tνA.

The truncation error of using this BDF/EX T scheme is of the order O(∆t3). The reason
of choosing an explicit scheme for treating the convective terms is the fact that it avoids
the solution of a non-linear non-symmetric system of equations every time step. However,
it enforces a temporal constraint that limits the size of ∆t in order to obtain stability. This
stability restriction (Courant condition) reads:

∆t < CFL ·min
{
∆x
u

,
∆y
v

,
∆z
w

}
, (2.43)

where CFL is the Courant number (also known as the Courant-Friedrichs-Lewy number);
which is set to CFL ≈ 0.5 in NEK5000 in order to ensure stability.

For further details about the time integration method used in NEK5000, the reader is
referred to its documentation (Fischer et al. 2008).

2.5 Validation

2.5.1 Previous validation studies of NEK5000

As previously mentioned, NEK5000 is a well-validated DNS code that is used for a large
range of applications. As such, it has been widely used and validated for the case of flow
undergoing laminar-to-turbulent transition as well as in fully turbulent regime for the three
canonical flows, namely: flat plate, channel and pipe flow.

The transitional boundary layer over a flat plate has been investigated by several authors
who have also validated the NEK5000 code results. Fischer & Choudhari (2004) validated
the code for this test case by exciting TS waves (at a dimensionless frequency F = 70×10−6

with a suction-blowing strip at Rex = 0.5×106) and comparing their propagation with the
one predicted theoretically with LST obtaining a perfect agreement (see Figure 2.5). More-
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Figure 2.5: Validation of the spectral element code NEK5000 for Tollmien-Schlichting wave prop-
agation (F = 70×106). Top: contours of v downstream of source (an unsteady suction-blowing strip
at Rex = 0.5×106). Bottom: Magnitude of v versus x at y = 1, compared with linear stability theory
(dashed line). Study performed by Fischer & Choudhari (2004).

over, the transient growth induced by roughness elements was studied and the results were
compared with experimental ones (White & Ergin 2003). Good agreement was found for the
root-mean-squared (rms) disturbance amplitudes as well as for the evolution of the modal
energy on the dominant Fourier components. Schrader et al. (2010) studied the receptivity
to free-stream vorticity of flow past a flat plate. The authors validated their simulations
by comparing some of their results with a parabolized stability equations (PSE) theoreti-
cal model, which was developed (and validated by comparing with experimental results) by
Bertolotti & Kendall (1997). A comparison of the growth and decay of an excited TS wave
(with frequency F = 96) was done finding a good agreement in terms of streamwise rms
disturbance amplitude. Besides, the disturbance modal evolution of a perturbed boundary
layer (excited with axial free-stream vorticity at F = 0) was compared finding also a good
match. Shahriari et al. (2016) studied the receptivity to acoustic waves of flow past a flat
plate finding an excellent agreement of the computed receptivity coefficients with previous
DNS results (Murdock 1980) as well as with theoretical results (Giannetti & Luchini 2006,
Turner 2012).

The turbulent channel flow has also been investigated and validated using NEK5000.
Sprague et al. (2010) performed a code validation by comparing the computed turbulence
statistics with previous DNS results (Kim et al. 1987) at Re = 2800 (based on the mean
center-line velocity, Um, and the channel half-width). Using a polynomial order N = 7, excel-
lent agreement was found for the time-average streamwise velocity profile (with normalized
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Figure 2.6: Mesh convergence study for a fully turbulent channel flow at Re = 2800 using NEK5000
performed by Sprague et al. (2010). (a) Profile of the Reynolds stress u′2 for three meshes with
different resolution (low: ny = 29; med: ny = 64; high: ny = 127; where ny is the number of nodal
points in the wall-normal direction). They are compared with the DNS benchmark results of Moser
et al. (1999). (b) Decrease of the normalized rms error for the Reynolds stresses (u′2, v′2, w′2) as ny is
increased.
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Fig. 6 a Profiles of mean axial velocity U+
z at Reb = 5,300, 11,700, 19,000 and 37,700 in inner scaling.

b Reτ ≈ 1,000. Pipe: , present DNS; channel: ◦ , Lenaers et al. [18]; boundary layer:
◃ , Schlatter and Örlü [27]. U+

z = (1 − r)+ and U+
z = κ−1 ln(1 − r)+ + B with κ = 0.41 and

B = 5.2 are given as dashed lines

log-law region and deviate from each other in the outer layer. As the wake region
is approached, the turbulent boundary layer and channel profiles attain the highest
and lowest scaled velocity values, respectively, with the pipe flow in between.

Jiménez et al. [14] studied extensively the behaviour of the velocity and pressure
fluctuations in the outer layer of zero-pressure-gradient boundary layer and channel
flows conducting detailed comparisons between the two. They reported that the
pressure fluctuations are stronger in the outer layer of boundary layers due to the
intermittency between the potential and rotational flow regions. Accordingly, this
results in a higher mean velocity in the wake region for boundary layers. Nagib
and Chauhan [23] looked at the Coles wake parameter # [6] in order to study the
mean and large-scale outer structures in pipes, channels and boundary layers. In their
work, the authors considered a large data set with a wide range of Reynolds number
and reported that the wake parameter was highest in boundary layers and lowest in
channels in agreement with our results. While the higher value of # in the boundary
layer was due to its spatial development and interaction with the outer region, the
origin of the difference between channel and pipe is still unclear.

Another Reynolds-number effect in turbulent pipe and other wall-bounded flows
is in the variation of the axial/streamwise turbulence intensity with the Reynolds
number. This is shown in Fig. 7a in wall units for the present pipe DNS. It is easy to
see that in the viscous sublayer the profiles collapse well although it is clear that the
inner scaling does not hold for larger wall distances where substantial discrepancies
in the profiles are observed for (1 − r)+ > 20. In particular, the peak in u+

z,rms is seen
to increase slightly with Reτ and the maximum is consistently located around y+ = 15
as in the case of channel and boundary layers. This increase is related to the growing
importance of large structures with increasing Reτ , leaving their footprint at the wall
[7]. At the pipe centre, on the other hand, the values of u+

z,rms reach approximately
the same values for the pipe flow and are in good agreement with channel flow. The
maximum of inner scaled radial and azimuthal turbulence intensity shows a larger
increase with Reτ in comparison with the axial component. The position of this peak
is moving further away from the wall with Reτ for u+

r,rms while it is located around
y+ = 40 for u+

θ,rms. For the only non-vanishing Reynolds shear stress ⟨uzur⟩+, it can
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4.3 Turbulent kinetic energy

The turbulent kinetic energy (TKE) budget is half the sum of the diagonal terms of
the Reynolds stress budget and is given by

Dk
Dt

= Pk + ε + "k + Dk + Tk (7)

where k = (
〈
u2

r

〉
+

〈
u2

θ

〉
+

〈
u2

z

〉
)/2 and the right-hand side of the above equation is iden-

tified as: Pk = −
〈
uiu j

〉
∂Ui/∂ x j: production; ε = −ν

〈
∂ui/∂ x j∂ui/∂ x j

〉
: viscous dissi-

pation; "k = −(1/ρ)∂ ⟨pui⟩ /∂ x i: pressure-related diffusion; Dk = (ν/2)∂2 ⟨uiui⟩/∂ x 2
j :

viscous diffusion and Tk = −(1/2)∂
〈
uiuiu j

〉
/∂ x j: turbulent velocity related diffusion,

respectively. The mean advection term is zero and only present in boundary layer
flows. The TKE budget for the present simulations for Reτ = 180, 360 and 550 are
shown in Figs. 14a, b and c and for Reτ = 1,000 together with that for channels and
boundary layers in Fig. 14d. The sum of all terms in the TKE equation is of the order
10−4 in plus units indicating that all terms are sufficiently converged. The overall
behaviour of the budget terms at the different Reynolds number is very similar and
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Fig. 14 Turbulent kinetic energy budget normalised by u4
τ /ν. a Pipe, Reτ = 180; b pipe, Reτ = 360;

c pipe, Reτ = 550; d Reτ = 1,000; pipe: , present DNS; channel: , Lenaers et al. [18];
boundary layer: (grey), Schlatter and Örlü [27]; the profiles for the three canonical cases are
indistinguishable at this Reτ . ◦ , Production Pk; ◃ , viscous dissipation ε; ! , pressure-
related diffusion "k; × , viscous diffusion Dk; ⋄ , turbulent velocity related diffusion Tk
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Figure 2.7: Validation of the fully turbulent flow inside a pipe at Reτ = 1000 using NEK5000 per-
formed by El Khoury et al. (2013). The results are compared with previous DNS studies of a turbulent
channel flow (Lenaers et al. 2012) and a turbulent boundary layer over a flat plate (Schlatter & Örlü
2010). (a) Profile of mean streamwise velocity, U+. ( ) Pipe (El Khoury et al. 2013), ( ) channel
(Lenaers et al. 2012), ( ) flat-plate (Schlatter & Örlü 2010). (b) TKE budget normalized by u4

τ/ν.
The profiles of the three cases collapse and are indistinguishable. ( ) Pipe (El Khoury et al. 2013),
( ) channel (Lenaers et al. 2012), ( ) flat-plate (Schlatter & Örlü 2010).
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rms error of order O(10−3)) as well as for the Reynolds stresses profiles (normalized rms error
of order O(10−2)). Some of the results are shown in Figure 2.6. A similar study was done by
Ohlsson et al. (2011) who compared their turbulent channel simulations at Reτ = 180 with
previous DNS results of Moser et al. (1999). Reτ being the Reynolds number based on the
channel half-width and on the wall-friction velocity, uτ. Using N = 7 and a h-type refinement
technique in which the spectral elements number is increased, the authors found that, when
grid convergence is reached, an excellent agreement of velocity profiles, Reynolds stresses
and pressure fluctuations is obtained.

Furthermore, the turbulent pipe flow has also been studied using NEK5000. El Khoury
et al. (2013) simulated the flow at Reτ = 180,360,550 and 1000 in order to compare the mean
statistics with previous DNS studies (Lenaers et al. 2012, Schlatter & Örlü 2010). Using
N = 7, the mean velocity profile collapsed well in both the viscous sub-layer and the log-law
region. Moreover, the TKE budget was also compared finding out that at Reτ = 1000 the
budgets of the three canonical cases (boundary layer, channel and pipe flows) are indistin-
guishable. The results are shown in Figure 2.7.

These previous studies lead to conclude that NEK5000 is well validated for the canoni-
cal flow cases under transitional and fully turbulent conditions. Moreover, the transitional
flow over a concave plate has also been studied using NEK5000. Schrader et al. (2011)
utilized it to compute receptivity coefficients for wall-roughness and free-stream vorticity
perturbations. Ducoin et al. (2017) studied the transition over the geometry of a Savonius-
style VAWT which resembles a concave surface geometry (with some differences such as
the blunt leading and trailing edges) by perturbing the flow with free-stream turbulence
intensity. Moreover, Sharma & Ducoin (2018) studied the effect of high and low free-stream
turbulence intensity on the transition onset over a concave plate.

For the validation study of the current work (Section 2.5.3), some of the obtained results
of the transitional boundary layer over a concave surface will be compared with the DNS
reference data of Schrader et al. (2011) due to the fact that the same perturbation method
(wall-roughness) was employed.

2.5.2 Simulation set-up

Flow properties and computational domain

The development of a boundary layer over a concave surface is investigated using the DNS
SEM code NEK5000. The flow is considered to be incompressible (constant density) and it
is simulated with a free-stream velocity of U∞ = 2.85 m/s and kinematic viscosity ν = 1.5×
10−5 m2/s in order to match both the numerical conditions of Schrader et al. (2011) and the
experimental set up of Tandiono et al. (2009). To that end, a 3D computational domain
(shown in Figures 2.8 and 2.9) is designed with an outer radius of R = 1 m, an inner radius
Ri = 0.9 m, an arc length of Φ = 180◦ and a spanlength Lz = 0.048 m. Compared to the
reference study (Schrader et al. 2011), the current domain is 4 and 2.67 times larger in the
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Figure 2.8: Sketch of the computational domain together with the utilized boundary conditions.

spanwise and streamwise directions, respectively. This allows to compute three more pairs of
Görtler vortices (four in total) and helps characterizing how they transition and break down
into turbulence. Besides, since the boundary layer thickness at the inlet is δin = 3×10−3 m,
the domain dimensions are Lξ/δin = 1054.1, Lη/δin = 33.6 and Lz/δin = 16.1; where Lξ, Lη and
Lz are the lengths in the streamwise ξ, wall-normal η and spanwise z directions, respectively.

Boundary and initial conditions

Regarding the boundary conditions, a laminar Blasius profile with Reξ = 1.33×104 is imposed
at the inlet. At the outer radius surface, a wall boundary condition is imposed (no slip con-
dition, U= 0), whereas, at the inner radius, a tangential velocity, U, equal to the free-stream
velocity, U∞, is imposed. At the exit, an outflow boundary condition was prescribed, where
the normal stresses are zero. Moreover, the computational domain is considered to be peri-
odic in the spanwise direction. Regarding the initial condition (t = 0), the two-dimensional
Blasius flow solution is computed and imposed along the concave plate.

Domain discretization

With respect to the grid, the results presented in the current study have been obtained
using a polynomial order N = 7 and a total number of spectral elements of E = 43200 which
resulted in a total number of GLL nodal points of Nt ≈ 1.5× 107. The spectral elements
were distributed as nξ× nη× nz = 240×15×12, where n is the number of elements in each
axial direction (ξ,η, z). This corresponds to an average space resolution of ∆ξ+×∆η+×∆z+ =
19.1×0.55×5.8 in viscous units of the next-to-wall GLL nodes at the inflow. A two-dimensional
cut-view (near the inlet) of the numerical domain used for the current studies is shown in
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Figure 2.9: 2D cut-view of the numerical domain showing the spectral element distribution: nξ×
nη×nz = 240×15×12; as well as the GLL nodal points for N = 7. Here the axes, ξ, η and z are oriented
in the streamwise, wall-normal and spanwise directions, respectively.

Figure 2.9. The spectral element distribution and the polynomial order employed are based
on the reference study (Schrader et al. 2011).

Perturbation method

In order to excite the Görtler vortices, and to break down the laminar inherence of the im-
posed Blasius flow, a perturbation is needed. For this study, the flow perturbation is imposed
by means of wall-roughness elements equally distributed along the spanwise direction and
located close to the inlet. The spanwise of the roughness elements presets the Görtler vor-
tices wavelength λ and is selected for obtaining a normalized wavelength parameter Λ= 250,
where Λ was defined in Eq. (1.25): Λ= U∞λ

ν

√
λ
R .

The value of Λ = 250 is selected in order to trigger the Görtler vortices with maximum
growth rate; which, according to linear stability theory, occurs when Λ is in the range of
200−270 (see Section 1.5.3.1 and 1.5.5). Additionally, a non-dimensional wavelength of Λ=
250 has also been preset in the experimental studies of Mitsudharmadi et al. (2004) and
Tandiono et al. (2008, 2009) as well as in the numerical receptivity studies of Schrader et al.
(2011).

Four bump-dimple elements with a smooth sinusoidal shape have been placed on the
concave plate with their center located at the streamwise location ξ= 0.02618 m, which cor-
responds to an angular location of φloc = 1.5◦ from the inlet. Regarding the wall-roughness
elements height, h, the baseline case utilized for the transition analysis uses a series of
bump-dimple structures with h = 0.01δ∗, where δ∗ is the boundary layer displacement thick-
ness at the center location of the wall-roughness elements. The geometry of one spanwise
wavelength of the wall-roughness elements is shown in Figure 2.10.
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Figure 2.10: Roughness element utilized for the excitation of the Görtler vortices with a height of
h = 0.01δ∗.

2.5.3 Validation of the results

Since the code has been largely validated for the transitional and turbulent flow, this section
is mostly based on verifying the correctness of the utilized grid, domain and boundary con-
ditions. For that, a mesh convergence study is performed by comparing the results of three
grids constructed with a different polynomial order (N = 5, 7 and 9). The characteristics of
the tested meshes are shown in Table 2.1.

Grid N nξ×nη×nz Nt ∆ξ+×∆η+×∆z+

A 5 240×15×12 5.57×106 26.7×1.00×8.1
B 7 240×15×12 1.51×107 19.1×0.55×5.8
C 9 240×15×12 3.20×107 14.5×0.34×4.5

Table 2.1: Characteristics of the SEM grids used for the validation and mesh convergence studies.
N is the polynomial order; nξ× nη× nz are the number of spectral elements in each axial direction
(ξ,η, z); Nt = (nξN +1)(nηN +1)(nzN +1) is the total number of GLL points; and, ∆ξ+×∆η+×∆z+ is the
average space resolution in viscous units at the inflow.

For comparing the results of the different meshes, two different validation studies are
performed. In the first one, the base flow is computed (no perturbation is used) and the
obtained results are compared with the theoretical Blasius solution. In the second one, the
boundary layer response to localized wall-roughness elements with h = 0.01δ∗ is computed
and compared with the reference DNS data of Schrader et al. (2011).
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Figure 2.11: Velocity contours of Ub/U∞ showing its evolution as Gθ progresses for the base-line
case without perturbation (result of grid B). To note is that the highest contour line has the value
Ub/U∞ = 0.99, which represents the boundary layer thickness, δ. ( ) Theoretical Blasius boundary
layer thickness, δBlasius.

2.5.3.1 Simulating the base flow

Before simulating the transitional flow, we would like to check whether the solver is capable
of computing correctly the base flow without any perturbation, i.e. the laminar case. This
simple test case allows to verify very basic but important parameters such as the correctness
of the imposed boundary conditions, the utilized domain dimensions and the grid refinement.
In the case of computing an incorrect base flow with the proposed set-up parameters, the
generated results would not be physically significant.

First, we recall Eq. (1.22): U = Ub +u; where the velocity flow field, U, is decomposed
into a velocity basic flow, Ub, and a perturbation velocity field, u. This test case aims thus
at computing Ub. Figure 2.11 shows the computed spanwise-averaged Ub for the grid B
(with N = 7); results for grid A and C are not shown since no differences were found. This
plot shows the streamwise evolution of the boundary layer as Gθ progresses. As seen, the
computed boundary layer thickness, δ, follows very well the Blasius solution, δBlasius.

Next, the displacement and momentum thicknesses obtained with the three constructed
meshes (see Table 2.1) are shown in Figure 2.12a. As it can be seen, the three meshes
are capable of producing the same results regardless of the polynomial order N. Besides,
the computed results collapse with the Blasius theoretical solution. The same conclusions
can be drawn for the computed wall-shear stresses which are plotted in Figure 2.12b. The
computed velocity profile was also compared with the Blasius solution in Figure 2.12c and
it was shown that the three meshes are capable of computing the self-similar Blasius profile
all along the domain. In this chart, the profile at Gθ = 20 (Reξ = 4.07×105) was plotted.

Finally, as mentioned before, a particularity of the flow over a concave surface is that the
curved motion tends to generate a negative pressure gradient in the wall-normal direction.
In Figure 2.12d, the non-dimensional pressure profile at the inlet was plotted and compared
with the DNS reference data of Schrader et al. (2011) showing that the same pressure distri-
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Figure 2.12: Comparison of the computed base flow using the three different grids. (a) Displacement
and momentum thicknesses (δ∗,θ). (b) Skin-friction coefficient. (c) Boundary layer profile U /U∞ at
Gθ = 20 (Reξ = 4.07× 105). (d) Wall-normal pressure profile all along the inlet at Gθ = 1.5 (Reξ =
1.33× 104). Figures (a), (b) and (c) are compared with the Blasius theoretical solution; whereas,
Figure (d) is compared with the DNS reference data (Schrader et al. 2011). ( ) Grid A (N = 5), ( )
grid B (N = 7), ( ) grid C (N = 9), ( ) Blasius solution, and ( ) Schrader et al. (2011).
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bution is obtained. Here, p is the local static pressure, p∞ is the free-stream static pressure
and p0 is the free-stream stagnation pressure.

In conclusion, all these results verify the correct computation of the laminar flow over a
concave surface. In fact, it has been demonstrated theoretically (Floryan & Saric 1982) that
the base flow is not affected by the curvature as Reξ→∞ and, therefore, it should follow the
Blasius theoretical solution.

2.5.3.2 Response to wall-roughness perturbation

Once that the basic flow field has been correctly computed, the correct computation of the
boundary layer response to localized wall-roughness is verified. For that, four bump-dimple
wall-roughness elements with h = 0.01δ∗ are used to perturb the boundary layer and the
computed solution is compared with the DNS reference data of Schrader et al. (2011). This
second test case will allow to determine whether a correct transitional Görtler flow over a
concave surface can be computed with the set-up parameters and proposed grid refinement.

For this test case, the correct computation of the disturbance velocity field, u, is checked
(u = U−Ub). The computed field of u/U∞, using grid B (N = 7), is illustrated in Figure 2.13.
Two different streamwise positions are shown; they correspond to a region where the pri-
mary instability is in its linear growth phase (Gθ = 4, in Figure 2.13a) and to a region where
the primary instability has saturated (Gθ = 12, in Figure 2.13b), as it will be explained sub-
sequently. As seen, the disturbance flow field is wavy and periodic in the spanwise direction,
which makes it is amenable to be deconstructed in Fourier modes. This test will be then
focused in computing the amplitude growth of each component of u and in computing the
growth of the harmonics that compose the disturbance streamwise velocity, u.

For that, the disturbance velocity rms (root-mean-square) in the spanwise direction is
computed in order to observe the evolution of their wall-normal maximum value (umax

rms , vmax
rms ,

wmax
rms ) at each streamwise position. This evolution can be seen as the growth of the spatial

disturbances caused by the primary instability. For the streamwise disturbance component,
u, we have for each streamwise location:

umax
rms =max(urms(η))=max

√
1
Z

∫ Z

0
[u(η, z)]2dz

. (2.44)

The two other components, vmax
rms and wmax

rms , are computed similarly. The streamwise evolu-
tion of the three components is plotted in Figure 2.14a. As seen, the behavior of the per-
turbation velocity components does not change by increasing the polynomial order and the
results match the ones obtained numerically by Schrader et al. (2011), who also used a grid
with N = 7. Moreover, the primary instability growth rate is the same and its saturation
occurs at the same streamwise position. The perturbation mostly affects the streamwise
velocity component and a clear modification of the original laminar state of the flow can be
noticed, which can be explained due to the inception of the Görtler vortices.
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(a) (b)

Figure 2.13: Contour plots of the disturbance streamwise velocity, u/U∞, computed with grid B
(N = 7). (a) Gθ = 4. (b) Gθ = 12. ( ) δBlasius
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û
/
U

∞

γ2

γ0 γ3

γ1

(b)

Figure 2.14: Comparison of the boundary layer response to localized wall-roughness with reference
DNS data (Schrader et al. 2011). (a) Streamwise evolution of umax

rms for different polynomial orders.
(b) Streamwise evolution of the first four Fourier modes of the streamwise disturbance velocity, u.
Spanwise spatial frequencies of the plotted modes: γ0 = 0, γ1 = 1/λ, γ2 = 2/λ and γ3 = 3/λ. N = 5 ( ),
N = 7 ( ), N = 9 ( ) and Schrader et al. (2011) ( ).
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(a) Gθ = 9, N = 5 (b) Gθ = 12, N = 5

(c) Gθ = 9, N = 7 (d) Gθ = 12, N = 7

(e) Gθ = 9, N = 9 (f) Gθ = 12, N = 9

Figure 2.15: Velocity contours of U /U∞ at Gθ = 9 and 12 for N = 5, 7 and 9. ( ) δBlasius.

Next, the disturbance flow field is decomposed in several Fourier modes, where the higher
harmonics start to appear as the flow becomes nonlinear. The growth, as well as the satu-
ration, of the first four modes (with spanwise spatial frequencies γ0 = 0, γ1 = 1/λ, γ2 = 2/λ and
γ3 = 3/λ) of the streamwise disturbance velocity, u, is plotted in Figure 2.14b. To note is that
only the wall-normal maximum value at each streamwise position is plotted. In the chart,
û indicates the modes amplitude. Once again, it is shown that the results obtained with the
three polynomial orders match the reference DNS data of Schrader et al. (2011). In conclu-
sion, these two results are able to verify the correct computation of the transitional flow over
a concave surface, with Görtler vortices developing, with the three proposed meshes.

Next, the streamwise velocity contours computed with different polynomial orders are
shown in Figure 2.15. At Gθ = 9, the flow starts to have a wavy shape in the spanwise
direction with a lower boundary layer thickness at the downwash regions and a higher one at
the upwash regions. Downstream, at Gθ = 12, a mushroom-like structure, which is inherent
to the Görtler flow, appears in the upwash regions to exceed the theoretical Blasius boundary
layer thickness. The mushroom-like structure evolution is almost the same regardless of the
polynomial order employed.

Even though the three polynomial orders seem to correctly compute the transitional flow,
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a mesh with N = 7 (grid B) was chosen to be used for the current research study. This choice
is conform with the previous Görtler vortices SEM numerical investigations of Schrader
et al. (2011), who used N = 7, and of Ducoin et al. (2017), who showed that N = 7 is sufficient
to get a full DNS resolution and that the increase of this polynomial order does not affect
the simulation results.



Chapter 3
Boundary layer transition caused by
centrifugal instabilities

3.1 Introduction

The results presented in this chapter were published in the scientific journal Computers and
Fluids (Méndez et al. 2018). The article cover is presented in the following page.

In this chapter, the laminar-to-turbulent transition process over a concave surface is
studied using direct numerical simulations (DNS). It is found that the flow passing over
such surface is highly susceptible to develop centrifugal instabilities in the form of Görtler
vortices. Transition is triggered by means of wall-roughness elements which also serve to
preset the wavelength of the Görtler vortices that remains constant during their stream-
wise development. This allows to obtain a clear spanwise characterization of the Görtler
boundary layer, and its breakdown into turbulence. The different regions encountered in
the transition process, i.e., linear, nonlinear, transition and fully turbulent, are identified
and characterized. Parametric studies are presented showing that the transition starting
point is delayed when the radius of curvature is increased, however, it occurs at the same
critical Görtler number. Additionally, an increase of the height of the wall-roughness el-
ements advances the transition onset upstream. Moreover, a linear relation between the
critical Görtler number and the Reynolds number based on the wall-roughness streamwise
location has been found. Furthermore, it is observed that, compared to a wall-roughness
bump element, a bump-dimple geometry is more efficient for exciting the transition process.

The results were obtained with the simulation set-up (i.e. computational domain, bound-
ary conditions, grid refinement and perturbation method) that was described in detail in
Section 2.5.2.
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1. Introduction 

The development of a boundary layer passing over a concave 
surface is very different from that of a flat plate. The curved mo- 
tion of the flow creates a centrifugal force acting in the wall- 
normal direction that is balanced by a negative pressure gradient 
generated in the same direction. The resulting force field makes 
the boundary layer susceptible to develop centrifugal instabilities 
that can be easily triggered by a radial displacement of the fluid 
particles caused by different types of perturbations [1] , e.g. wall- 
roughness or free-stream turbulent intensity. 

These centrifugal instabilities, that initiate the transition pro- 
cess, have the form of steady streamwise-oriented counter-rotating 
vortex pairs and are known as Görtler vortices [2] . Their study and 
characterization is relevant because it can help to improve the per- 
formance of many engineering components such as wind turbines 
[3] , turbomachinery blades [4] , nozzles [5] and airfoils [6] . 

It was Görtler [2] , in 1941, who proposed a non-dimensional 
parameter that determines the appearance of the longitudinal vor- 
tices in a boundary layer over a concave surface. This parameter, 

∗ Corresponding author. 
E-mail address: msshadloo@coria.fr (M.S. Shadloo). 

known as the Görtler number G θ , is defined as: 
G θ = U ∞ θ

ν

√ 
θ
R , (1) 

where U ∞ is the free-stream velocity, θ is the boundary layer mo- 
mentum thickness based on the laminar Blasius solution, ν is the 
kinematic viscosity and R is the surface radius of curvature. The 
Görtler number represents a ratio of the destabilizing inertial and 
centrifugal forces to the stabilizing viscous forces. 

Most of the first theoretical studies of the Görtler vortices were 
focused in finding the existence of a unique critical Görtler number 
that would determine their onset. Those analyses were performed 
using linear stability theory and an extensive review of them can 
be found in the works of Floryan [7] , Saric [8] and Hall [9] . How- 
ever, Hall [10] determined that the most appropriate method for 
the Görtler instability analysis is the numerical integration of the 
governing hydrodynamics equations. The author showed that the 
position of the neutral stability curve depends on the boundary 
layer receptivity, i.e. , location and character of the initial distur- 
bances; so that the concept of a unique critical number, so familiar 
in the hydrodynamic-stability theory, is not suitable in the Görtler 
flow, except for the asymptotically small wavelengths. 

Several experimental studies have been performed in order to 
visualize and characterize the development of the Görtler bound- 

https://doi.org/10.1016/j.compfluid.2018.06.009 
0045-7930/© 2018 Elsevier Ltd. All rights reserved. 
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(a) Gθ = 4 (b) Gθ = 8 (c) Gθ = 9

(d) Gθ = 10 (e) Gθ = 12 (f) Gθ = 18

Figure 3.1: Streamwise evolution of U /U∞. On subfigure (d), the velocity vectors are plotted to
appreciate the rotating movement of the Görtler vortices. The Blasius boundary layer thickness,
δBlasius, is plotted for comparison ( ).

3.2 Boundary layer transition

3.2.1 Base flow modification due to Görtler vortices

The boundary layer transition starts with the inception of the Görtler vortices which modify
the original laminar base flow. During their development, the associated rotational move-
ment generates a wavy velocity profile in the spanwise direction, where two regions can be
clearly distinguished: upwash and downwash. In the upwash region, the boundary layer is
elongated due to the upward movement of the vortices, whereas a compression of the bound-
ary layer, due to the downward movement of the vortices, occurs in the downwash region. In
Figure 3.1, the evolution of the instantaneous streamwise velocity component, U, highlights
the explained phenomenon. At Gθ = 4, the flow is in the linear region where it follows the
laminar Blasius solution and the effect of the Görtler vortices is not noticeable yet. Down-
stream, the swirl motion of the vortices starts to affect the flow and a wavy shape can start
to be appreciated (Gθ = 8). This wavy pattern tends to become more pronounced (Gθ = 9)
until a mushroom-like structure, formed of low-momentum flow, emerges from the upwash
region (Gθ = 10). This mushroom-like structure is typical in the development of the Görtler
vortices and is caused by the strong non-linearities created in the η− z plane (Lee & Liu
1992). At Gθ = 10, the velocity vectors are plotted in order to observe the rotational motion
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(a) Gθ = 4 (b) Gθ = 8

(c) Gθ = 10 (d) Gθ = 12

Figure 3.2: Streamwise evolution of V /U∞. ( ) δBlasius.

of the Görtler vortices and identify the upwash and downwash regions. As the flow evolves,
the mushroom-like structure continues its growth and elongation, clearly surpassing the
thickness of the Blasius boundary layer (Gθ = 12). Farther downstream, the flow enters into
the transition region and the mushroom-like structure is destroyed due to the inception of
the secondary instabilities and the turbulence development (Gθ = 18).

In order to extend the characterization of the streamwise evolution of the Görtler vor-
tices, the two cross velocity components, V and W, the vorticity component in the streamwise
direction, ωξ, and the pressure coefficient, Cp are plotted in Figures 3.2, 3.3, 3.4 and 3.5, re-
spectively. These quantities are plotted in the linear (Gθ = 4,8) and nonlinear (Gθ = 10,12)
regions of the transition process.

Regarding the wall-normal velocity component (Figure 3.2), it is observed that, at Gθ = 4,
it still follows the distribution of the Blasius profile. However, downstream, the Görtler
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(a) Gθ = 4 (b) Gθ = 8

(c) Gθ = 10 (d) Gθ = 12

Figure 3.3: Streamwise evolution of W /U∞. ( ) δBlasius.

vortices clearly modify this velocity profile and a symmetric distribution, with respect to
the upwash location, can be appreciated. This distribution has a local maximum at the
upwash location and a local minimum at the downwash location. As the flow continues to
evolve, the same distribution is kept but the velocity increases in magnitude; which occurs
in accordance with the evolution of vmax

rms in Figure 2.14a.

With respect to the spanwise velocity component (Figure 3.3), an anti-symmetric dis-
tribution with respect to the upwash location is observed. Four points of local maximum
and minimum values can be appreciated, with higher values corresponding to the anti-
symmetric pair closer to the wall, which indicates a higher rotational speed of the vortices
in their lower region (between their center and the wall). The same velocity distribution is
maintained as the flow evolves; however, the magnitude of the velocity component increases.
It is worth noticing that most of the previous experimental and numerical studies have been
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(a) Gθ = 4 (b) Gθ = 8

(c) Gθ = 10 (d) Gθ = 12

Figure 3.4: Streamwise evolution of ωξ (units in s−1). ( ) δBlasius.

focused in characterizing only the streamwise velocity component of the Görtler vortices.
Tandiono et al. (2013), for instance, measured experimentally the spanwise velocity compo-
nent for the first time. However, a clear characterization could not be obtained because of
the difficulties in perfectly aligning the center-line of the wind tunnel with the one of the
concave surface test section. As a result, their vortex structures are slightly skewed to the
left and the velocity field of W is dominated by regions of negative values.

Regarding the vorticity component in the streamwise direction (Figure 3.4), ωξ, it is also
distributed anti-symmetrically with respect to the upwash location. An anti-symmetric pair,
of local maximum and minimum values, is located near the wall due to the high shears in
the wall-normal direction. Besides, a second anti-symmetric pair is located at the center
of the Görtler vortices. In accordance with the increase in magnitude of the cross velocity
components, V and W, the streamwise vorticity component magnitude also increases as the
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(a) Gθ = 4 (b) Gθ = 8

(c) Gθ = 10

Figure 3.5: Streamwise evolution of Cp. ( ) δBlasius.

flow evolves downstream.

The evolution of the pressure coefficient is plotted in Figure 3.5. It is defined as Cp =
(p− p∞)/(p0 − p∞), where p is the local static pressure, p∞ is the free-stream static pressure
and p0 is free-stream stagnation pressure. From the contour plots, a clear negative gradient
in the radial direction can be observed. This similar radial distribution of Cp is kept during
the streamwise development of the flow. However, at Gθ = 8 and 10, two local maxima are
noticed in the wall at the downwash regions. These regions of higher pressure occur at the
location where the flow impacts the wall guided by the swirl motion of the vortices. Moreover,
at Gθ = 10, two local minima, located at η = 5 mm, can be appreciated. These local minima
correspond to the center location of the Görtler vortices.

As it has been shown in this section, the initial Blasius profile is clearly modified once
the Görtler vortices appear in the flow. From Figure 3.1, it is seen that on the head of
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Figure 3.6: Streamwise evolution of the velocity profile U /U∞ at the upwash and downwash regions.
( ) Blasius solution, ( ) Gθ = 4, ( ) Gθ = 8, ( ) Gθ = 9, ( ) Gθ = 10 and ( ) Gθ = 12.

the mushroom-like structure, there is low velocity flow riding over high velocity flow. This
behavior causes the appearance of inflection points, which are known to be the main source
of instability, in the wall-normal velocity profile. On the other hand, the boundary layer in
the downwash region becomes more stable because it is shortened. The streamwise evolution
of U(η), at upwash and downwash locations, is plotted in Figure 3.6 in order to observe how
these instabilities arise. Initially, at Gθ = 4, the velocity profiles, at upwash and downwash
regions, fit with the Blasius velocity profile. However, in the upwash location, as the flow
develops, the velocity profile departs from the initial solution and tends to get thinner and
more elongated (Gθ = 8,9). Further downstream, the upwash velocity profile gets a highly
inflectional S-shape form containing inflection points (Gθ = 10,12). From Figure 2.14, it
is seen that the S-shape profile arises once the primary instability has saturated. More
specifically, this flow feature occurs in the nonlinear region of the transition process. This
type of velocity profile is known to be highly unstable and susceptible to develop secondary
instabilities (Saric 1994). Regarding the downwash region, it is observed that the boundary
layer thickness is shortened which results in a lower deficit velocity profile less susceptible
to develop instabilities.

3.2.2 Development of secondary instabilities

It is noted that the temporal velocity fluctuations start to become noticeable in the flow
field once the secondary instabilities start to develop, as it will be shown. Thus, recalling
Equation (1.11), the instantaneous velocity field, U=U+u′, is decomposed in a mean (time-
averaged) component, indicated by the overline, U, and its respective temporal fluctuation,
indicated by the prime symbol, u′.
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(a) dU /dη (b) dU /dz

(c) Tu

Figure 3.7: Iso-shear contours of dU /dη, dU /dz (both in s−1) and Tu (in %) at Gθ = 12.

As it has been reported before (Swearingen & Blackwelder 1987), the development of
secondary instabilities can be associated to the inflectional velocity profile in the spanwise
direction, i.e. U(z), rather than in the wall-normal direction, U(η). In fact, the secondary
instability of sinuous type is associated with high shears in the spanwise direction, dU /dz,
and the varicose type is linked to the high shears in the wall-normal direction, dU /dη (Saric
1994, Yu & Liu 1991).

In Figure 3.7, the iso-contours of both dU /dη and dU /dz are plotted at Gθ = 12, which is a
location where the primary instability has already evolved and secondary instabilities start
to appear. Regarding dU /dη, it is observed that its highest values occur in the near-wall
region; a positive maximum can also be observed in the upwash region where the head of
the mushroom-like structure is located and corresponds to the upper inflection point of the
S-shape profile. Two local negative minimum, located closer to the wall, are also observed
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and they correspond to the lower inflection point of the S-shape profile. With respect to
dU /dz, high shear regions, product of the wavy velocity profile in the spanwise direction,
can also be observed. The anti-symmetric pair of local maximum and minimum located near
the wall corresponds to a region where the Görtler vortices turn towards the boundary layer
edge; whereas the second anti-symmetric pair corresponds to the zone where the vortices
turn towards the wall. In general, the dU /dη and dU /dz shear distribution obtained in this
study matches the experimental distributions previously reported by Tandiono et al. (2008).

The turbulence intensity is defined as

Tu =
√

2k/3

U
2 +V

2 +W
2 , (3.1)

where k is the turbulence kinetic energy and is defined as k = (u′2 +v′2 +w′2)/2. Besides, U,
V and W are the mean velocity components. Meanwhile, u′2, v′2 and w′2 represent the mean
of the instanteneous velocity fluctuations squared. In Figure 3.7c, the contours of Tu are
plotted at Gθ = 12. As observed, the region with the highest values of Tu occurs on the head
of the mushroom-like structure and it is quite correlated with the region of maximum shear
dU /dη. This suggests that the secondary instability is triggered by the inflection point close
to the boundary layer edge in the wall-normal boundary layer profile. Thus, as mentioned
before, a secondary instability produced by high shears dU /dη is associated with the varicose
mode and with the emergence of horseshoe vortices.

In order to observe the type of secondary instabilities that develop from the Görtler vor-
tices, the vortical coherent structures are shown using the λ2 vortex criterion (Jeong & Hus-
sain 1995) in Figure 3.8. Only the first half of the domain is depicted, from φloc = 0◦ to 90◦,
or equivalently, from Gθ = 1.5 to 16.4. Basically, iso-surfaces of λ2 = −125 are plotted in or-
der to highlight the development of the primary and the secondary instabilities. At first,
the inception of the Görtler vortices is observed, which are identified with the four pairs of
elongated streaks in the streamwise direction. As they develop, it is seen how they evolve
into secondary instabilities of the varicose type which are identified with horseshoe vortices.
In this simulation, only the varicose mode could be observed; the employed parameters (i.e.,
the chosen wavelength Λ) did not allow to excite the sinuous mode. In fact, Li & Malik (1995)
showed that the even mode (varicose) is stronger for large wavelengths while the odd mode
(sinuous) is stronger for short wavelengths. Basically, a shorter spanwise wavelength Λ

would allow to produce greater spanwise shears which will help to excite the sinuous mode.
In Section 3.3.3, a parametric study, where the spanwise wavelength is varied, is performed.
It is shown that a smaller wavelength of Λ= 162 is able to excite the odd mode.

It has been shown that the Görtler vortices are primary instabilities and that they do not
directly break down into turbulence, they rather set up an unstable flow field susceptible to
develop secondary instabilities. Primary instabilities are steady and they can be associated
with a wavy and periodic velocity profile in the spanwise direction. Hence, the disturbance
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Figure 3.8: Vortical coherent structures obtained with iso-surfaces of λ2 = −125. Sub-domain
bounded from φloc = 0◦ to 90◦.
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Figure 3.9: (a) Streamwise development of the maximum spatial velocity disturbances, urms, vrms

and wrms, and of the maximum temporal velocity fluctuations, Tu. ( ) umax
rms , ( ) vmax

rms , ( ) wmax
rms

and ( ) Tumax. (b) Growth rate, β, of each instability. ( ) βu, ( ) βv, ( ) βw and ( ) βTu.

field is normally related to spatial fluctuations and in the stability analyses is assumed
to have the form u = u(η)eβξ cos(αz), where β is the streamwise growth rate and α is the
spanwise wavenumber (α= 2π/λ) (see Eq. 1.24). With respect to the secondary instabilities,
they are unsteady and related to velocity fluctuations that lead to turbulence. Therefore, the
turbulence intensity, Tu, can be used to measure the growth of the secondary instabilities
as it has been done by Swearingen & Blackwelder (1987).

In Figure 3.9a, umax
rms (see Eq. 2.44) is plotted to observe the growth and saturation of the

spatial disturbances. The wall-normal maximum value of the turbulence intensity, Tumax, is
also plotted to show the growth and saturation of the temporal velocity fluctuations. The first
peaks in the development of the spanwise spatial disturbances correspond to the location of
the wall-roughness elements. Then, a growth of the three components can be observed. It
corresponds to the linear region of the transition process and it is related to the growth of
the primary instability, which, as it is seen, develops in a steady manner (since the levels
of turbulence intensity are smaller than 0.01%). The linear development of the primary
instability ends with the saturation of the spatial disturbances which occurs at Gθ = 9.6, for
the streamwise component and followed shortly after by the other components. After the
saturation, the nonlinear region of the transition process is followed, which it is still steady
but only at its beginning. During this steady part of the nonlinear region, the mushroom-
like structures start to develop in the upwash location as seen in Figure 3.1. Later, the
flow field starts to develop unsteady secondary instabilities which can be correlated with
the exponential increase of the turbulence intensity that starts at the streamwise position
of Gθ = 10.9. From the slope of Tu, it can be seen that the secondary instabilities grow faster
than the primary one.
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The slope of the curves plotted in Figure 3.9a represents the streamwise growth rate, β,
of the primary and secondary instabilities (a positive value indicates their amplification).
The value of β at every streamwise position is shown in Figure 3.9b. The primary instability
growth rate increases fast at first and then a region with a more moderated increment is
reached with a maximum value of 12.2 m−1 for the streamwise position of Gθ = 7.1 (for the
growth rate measured in the streamwise velocity component u). Regarding the secondary
instability, a higher growth rate was measured; its maximum value, βTu = 44.8m−1, was
registered at Gθ = 11.0; downstream, a continuous decrease of its value is observed. It is
evident that the secondary instability grows faster compared to the first one. This observa-
tion agrees with the experimental results of Swearingen & Blackwelder (1987) and of Bippes
(1972). The ratio of the maximum growth rate value of the secondary instability to the one
of the first instability is equal to 3.7 (compared to 2.5 which was observed by Swearingen &
Blackwelder (1987)).

3.2.3 Streamwise development of the boundary layer thickness and skin
friction coefficient

As shown before, the inflow Blasius profile is clearly modified during the laminar-to-
turbulent transition process in a concave plate. The Görtler vortices generate a wavy bound-
ary layer in the spanwise direction resulting in thicker velocity profiles at the upwash lo-
cation and thinner ones at the downwash location. In order to quantify this change in the
boundary layer, the displacement thickness, δ∗, as well as the momentum thickness, θ, are
plotted in Figure 3.10. A spanwise average value of this parameters is shown, along with the
local values at the upwash and downwash regions. Additionally, the theoretical laminar and
turbulent solutions of a flat plate are plotted for comparison. The laminar curves show the
Blasius solution which is not affected by the surface curvature if Re →∞ (Floryan & Saric
1982). In fact, simulations without any perturbation were performed and there were only
negligible differences between the obtained flow field and the Blasius solution (see Section
2.5.3.2), similar to the findings of Schrader et al. (2011). Regarding the plotted turbulent
theoretical solutions of δ∗ and θ, they are computed using the Prandtl’s one-seventh-power
law relationships (Eq. 1.16 and 1.17, respectively).

From Figure 3.10, it is seen that the boundary layer follows the laminar Blasius solution
at first. However, as the flow evolves downstream, the Görtler vortices modify the base
flow and a departure from the laminar theoretical solution is observed. From Gθ ∼ 5.5, a
noticeable divergence of δ∗ can be seen in such a way that the thickness increases in the
upwash region and decreases in the downwash region. Nevertheless, the spanwise average
curve follows the Blasius solution for a little longer. Downstream, maximum and minimum
values, of δ∗ and θ, are reached, which are followed by a convergence behavior of the upwash
and downwash curves. A spanwise homogeneous flow is observed from Gθ ∼ 21 which can
be explained by the increased mixing in the turbulent region. It is noted that the spanwise
average curve of δ∗ follows closely the turbulent theoretical solution but in the case of θ
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Figure 3.10: (a) Streamwise development of δ∗. (b) Streamwise development of θ. ( ) Span-
wise average, ( ) upwash, ( ) downwash, ( ) Blasius solution and ( ) turbulent theoretical
solution.

lower values are found, indicating a less momentum boundary layer deficit in the concave
surface, compared to the flat plate case. A similar flow behavior of δ∗ and θ was observed
experimentally by Swearingen & Blackwelder (1987) and Tandiono et al. (2008). However,
the spanwise homogeneous region was not reached (just the convergence tendency of the
upwash and downwash regions) because the streamwise length of their experiment set up
did not allow it.

The local wall shear stresses in the streamwise direction, τw, are also a pertinent pa-
rameter to understand the transition process. As expected, due to the spanwise variation
of the boundary layer thickness, they also vary with maximum and minimum values at
the downwash and upwash regions, respectively. In the upwash region, the boundary layer
is elongated which relaxes the wall shear stresses. In the downwash region, the flow is
pushed towards the wall producing thereby an increase in the wall shear stresses. The non-
dimensional parameter for the representation of τw is the skin friction coefficient, C f , which,
recalling Eq. (1.9), is expressed as: C f = τw

0.5ρU∞2 .
The skin friction coefficient is plotted in Figure 3.11, where it is observed that C f follows

very well the laminar Blasius solution at the beginning (with a small variation at the loca-
tion of the wall-roughness elements). Later, due to the development of the Görtler vortices,
a departure from the laminar theoretical curve becomes noticeable from Gθ ∼ 5.2. Neverthe-
less, the spanwise average curve keeps following the Blasius curve longer after and reaches
a minimum value at Gθ = 7.8. After this point, a sudden increase in the wall shear stresses
occur, which is correlated with the growth of the mushroom-like structure in the upwash re-
gion (Figure 3.1). In fact, it corresponds to the nonlinear region in the transition process (the
region that occurs once the primary instability has saturated). The sudden increase culmi-
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Figure 3.11: Streamwise development of the skin friction coefficient, C f . ( ) Spanwise average,
( ) upwash, ( ) downwash, ( ) Blasius solution and ( ) turbulent theoretical solution.

nates with a local maximum value of the spanwise average curve occurring at Gθ = 11.8. The
region followed after this point, is called the transition region, by Tandiono et al. (2009), and
it is a region where the secondary instabilities develop. This region is also characterized by
the converging behavior of the upwash and downwash curves towards a spanwise homoge-
neous turbulent flow, which occurs due to increased mixing taking place once the secondary
instabilities break down into turbulence. The convergence point occurs at Gθ = 21.8 and it
marks the end of the transition process, and the start of the full turbulent region.

It is also interesting to highlight that the flat plate turbulent values of C f are clearly
surpassed by the spanwise average curve, by up to 70%, during the transition process. This
behavior was also observed, both experimentally (Swearingen & Blackwelder 1987, Tan-
diono et al. 2009) and numerically (Schrader et al. 2011). Girgis & Liu (2006) explain the
overshoot of the wall shear stresses by the effects of the unsteady secondary instabilities. In
this study, similar to the experimental data of Swearingen & Blackwelder (1987), after the
overshoot, the C f spanwise average curve tends to follow the theoretical flat plate turbulent
curve. However, on other studies (Tandiono et al. 2009, Schrader et al. 2011), this behavior
could not be observed because the streamwise length of the analyzed concave plate was not
long enough.

3.3 Parametric studies

In this section, a set of parametric studies are presented in which the roughness elements
height, h, the radius of curvature, R, the streamwise location of the wall-roughness ele-
ments, Rergh

ξ
, as well as the spanwise wavelength, Λ, are varied, separately, in order to

study their influence on the starting point of the transition process. Moreover, a paramet-
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ric study using a wall-roughness bump geometry, instead of a bump-dimple geometry, is
presented.

3.3.1 Effect of the wall-roughness elements height

For this parametric study, the height of the wall-roughness elements, h, is varied from 0.01δ∗

to 0.2δ∗. The streamwise location of the wall-roughness elements center is the same as for
the baseline case, i.e., Reξ = 18274. The computational domain is the same as that used for
the baseline simulation which has a radius of curvature R = 1 m. For these studies, the start-
ing point of the transition is measured at the location where the spanwise average of the wall
shear stresses has its minimum value. This point is called the critical Görtler number, Gθcr ,
and it occurs just before the sudden increase of C f that characterizes the nonlinear region of
the transition process. In Figure 3.12, it can be observed that the onset of the transition pro-
cess is highly receptible to the variation of the roughness elements height. Moreover, a clear
trend for Gθcr can be found. The transition starting point is brought forward as the height of
the wall-roughness elements is increased, following a power law scale of Gθcr ∝ (h/δ∗)−0.1095.
This power law was determined by a least-square fit. The observed trend is in accordance
with the receptivity study of Schrader et al. (2011) where it is found that the Görtler mode
saturates earlier as the height of their utilized wall-roughness elements is increased.

3.3.2 Effect of the radius of curvature

As a second parametric study, the radius of curvature, R, of the concave surface is varied
from 0.75 m to 1.5 m. The transition is triggered by using the baseline wall-roughness
elements, which have a height of h/δ∗ = 0.01 and their center at Reξ = 18274, for all the cases.
In Figure 3.13, the streamwise development of the skin friction coefficient is plotted for the
four cases. In Figure 3.13a, Reξ is used in the horizontal axis to show the effect of the radius
of curvature on the onset of the transition process; the critical Reynolds number, Recr, is
clearly delayed as R decreases. However, when the Görtler number is used in the horizontal
axis (Figure 3.13b), a common transitional point for all cases is observed. In fact, there is
a slight increase of Gθcr as R decreases, going from Gθcr = 7.6 to 7.9, and following a linear
behavior. However, more cases would be needed to observe if this linear behavior remains
outside the computed range. The development of the local C f at the upwash and downwash
regions is plotted in Figure 3.13c in order to extend the spanwise characterization of the
transition process for different R. An interesting trend is that, in the downwash location,
the maximum C f , reached after the sudden increase, decreases as R increases. On the other
hand, the lowest C f in the upwash location, is much less affected by the change in R. The
general effect can be seen in the spanwise average of C f that reach higher values as R
decreases. Nevertheless, Figure 3.13a shows that, downstream, C f tends to have a same
magnitude regardless of R.
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Figure 3.12: Streamwise development of C f for different h/δ∗. (a) Spanwise-averaged C f versus
Gθ. ( ) h/δ∗ = 0.01, ( ) h/δ∗ = 0.05, ( ) h/δ∗ = 0.10, ( ) h/δ∗ = 0.15 , ( ) h/δ∗ = 0.20 and ( )
Blasius solution. (b) C f at upwash and downwash versus Gθ. ( ) Downwash curves, ( ) upwash
curves (c) Critical Görtler number versus roughness elements height, h/δ∗. ( ) Gθcr at different h/δ∗,
( ) Gθcr ∝ (h/δ∗)−0.1095.



82 Chapter 3. Boundary layer transition caused by centrifugal instabilities

0 1 2 3 4

Reξ ×105

0

0.4

0.8

1.2

C
f

×10−2

(a)

0 5 10 15 20

Gθ

0

0.4

0.8

1.2

C
f

×10−2

(b)

0 5 10 15 20

Gθ

0

0.4

0.8

1.2

C
f

×10−2

(c)

Figure 3.13: Streamwise development of C f for different R. (a) Spanwise-averaged C f versus
Reξ. ( ) R = 0.75 m, ( ) R = 1 m, ( ) R = 1.25 m, ( ) R = 1.5 m and ( ) Blasius solution.
(b) Spanwise-averaged C f versus Gθ. (c) C f at upwash and downwash versus Gθ. ( ) Downwash
curves, ( ) upwash curves.
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Figure 3.14: Gθcr as a function of the wall-roughness elements streamwise location. (a) Gθcr versus
Rergh

δ∗ . ( ) Gθcr at different Rergh
δ∗ , ( ) Gθcr = 1.03× 10−4(Rergh

δ∗ )2 + 8.71× 10−4(Rergh
δ∗ )+ 7.01. (b) Gθcr

versus Rergh
ξ

. ( ) Gθcr at different Rergh
ξ

, ( ) Gθcr = 4.43×10−5(Rergh
ξ

)+6.94.

3.3.3 Effect of the wall-roughness elements streamwise location

In this parametric study, the streamwise location of the wall-roughness elements, Rergh
ξ

, is
varied from 18274 to 115271 in order to observe how the transition starting point is affected.
This is equivalent to a variation of the Reynolds number based on δ∗, Rergh

δ∗ , from 90 to 225.
The height of the wall-roughness elements is equal to h = 0.01δ∗ for all the cases. Moreover,
the baseline computational domain is used, which has a radius of curvature R = 1 m. In
Figure 3.14a, Gθcr is plotted versus Rergh

δ∗ showing how the transition point is delayed as the
location of the wall-roughness elements is moved downstream. A least-square fit determined
a second-order polynomial behavior:

Gθcr = 1.03×10−4(Rergh
δ∗ )2 +8.71×10−4(Rergh

δ∗ )+7.01. (3.2)

However, Figure 3.14b shows that when Gθcr is plotted against Rergh
ξ

, a linear behavior
is followed. A least-square fit determined a linear equation:

Gθcr = 4.43×10−5(Rergh
ξ

)+6.94. (3.3)

Even though an extrapolation of the results should be done with caution, both obtained
equations suggest that, for the utilized bump-dimple geometry with h = 0.01δ∗, the starting
point of the transition process will not occur before Gθ

∼= 7, i.e., for the limiting case when
Rergh

ξ
→ 0 , or Rergh

δ∗ → 0.
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Figure 3.15: Streamwise transition location, Gθcr , for different spanwise wavelengths, Λ.

3.3.4 Effect of the wall-roughness elements spanwise wavelength

Here, the impact of the wall-roughness elements dimensionless wavelength on the transition
location is analyzed. The wall-roughness elements wavelength, which presets the Görtler
vortices wavelength, is varied from Λ = 88.3 to 349.1. The computational domain used for
each case had a Radius of curvature R = 1 m. However, the spanwise length was adapted
so that in each case four Görtler vortices could develop. The obtained results are plotted in
Figure 3.15. It is observed that transition starts earlier for the cases within the range from
Λ= 162 to 250. These results are in accordance with the ones obtained from linear stability
theory where it was found that a maximum growth of the Görtler vortices occurs when Λ is
within the range of 200-270 (Floryan 1991, Smith 1955, Meksyn 1950).

Another point to highlight is that the spanwise wavelength of the Görtler vortices has an
impact on the type of secondary instability that develops. The baseline case with Λ= 250 only
allowed to excite the varicose mode that is linked to the appearance of horseshoe vortices
(see Section 3.2.2). On the other hand, the sinuous mode, linked to the meandering motion
of the Görtler vortices, could not be excited. In order to appreciate weather this secondary
mode is present or not, the streamwise velocity contours at the wall-normal location η =
0.1δBlasius are plotted, for two wavelengths, in Figure 3.16. In the baseline case (Figure
3.16a), the sinuous mode is absent and a straight development of the upwash (at z/λ= 0.25)
and downwash regions (at z/λ= 0.75) is observed. However, by plotting the velocity contours
for a case with a smaller wavelength (Λ= 162), in Figure 3.16b, a clear oscillatory motion can
be observed. From Gθ = 14.6, a wavy (or sinuous) motion on the upwash region (mushroom-
like structure location) can be appreciated, which indicates the presence of the odd secondary
mode. These results are in accordance with the observations of Li & Malik (1995) who
measured the growth of the secondary instabilities for three different cases, i.e ., Λ = 159,
451 and 1275, finding that the shorter wavelength cases have a stronger tendency to develop



3.3. Parametric studies 85

(a) Λ= 250

(b) Λ= 162

Figure 3.16: Streamwise velocity U /U∞ contours at the wall-normal location η= 0.1δBlasius showing
the presence or absence of the secondary sinuous instability for Λ= 250 and 162.

odd modes. This behavior being associated to a an increase in the spanwise shear gradients
with respect to the wall-normal shear gradients.

3.3.5 Effect of a wall-roughness bump geometry

In this section, in order to investigate the effect of the wall-roughness geometry on the tran-
sition location, a bump geometry, instead of a bump-dimple geometry, is utilized for exciting
the Görtler vortices. Three different configurations for the sinusoidal bump geometry are
utilized. The tested geometries are illustrated in Figure 3.17 in which, for a better appre-
ciation, the complete domain in the spanwise direction is shown. In the first configuration
(case-A, see Figure 3.17a), the bump has a spanwise length of 6 mm followed by a flat space
of 6 mm. This configuration allowed to have four bumps in the spanwise direction. It is noted
that this case is identical to the baseline case with the difference that the dimple is replaced
by a flat surface. The second configuration (case-B, see Figure 3.17b) consists in a bump
with a spanwise length of 12 mm without any flat space in between the bumps. This config-
uration also allowed to have four bumps. For case-B, the roughness element wavelength is
the same as the one used in the baseline case; only the half-bump/half-dimple geometry is
replace by a full length bump geometry. The third configuration (case-C, see Figure 3.17c)
consists in a bump with a spanwise length of 12 mm and a flat empty space of 12 mm in
between the bumps. This configuration allowed to have two bumps. This third configuration
is in between the two previous cases in the sense that while it has a flat space between two
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Figure 3.17: Gθcr vs. h/δ∗ for different wall-roughness bump geometries. (a) Geometry case-A.
(b) Geometry case-B. (c) Geometry case-C. (d) ( ) Case-A, ( ) Gθcr ∝ (h/δ∗)−0.0993, ( ) case-B, ( )
Gθcr ∝ (h/δ∗)−0.0941, (+) case-C, ( ) Gθcr ∝ (h/δ∗)−0.0962.
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Figure 3.18: Streamwise velocity, U /U∞, contours at Gθ = 12 for case-C.

bumps (similar to case-A), the bump has a spanwise length of 12 mm (similar to case-B).
In this parametric study, the height of the bumps, h, for the three configurations, is

varied from 0.01δ∗ to 0.20δ∗. Besides, the computational domain is the same as that used
for the baseline simulation which has a radius of curvature R = 1 m. It is noted that all
three configurations allowed to excite four pairs of Görtler vortices. However, in case-C, two
mushroom-like structures start to grow later than the other two (see Figure 3.18), delaying
the transition starting point location. Meanwhile, in case-A and case-B the four pairs of
Görtler vortices grow at the same time (not shown here), similar to the baseline case.

In Figure 3.17d the transition point, Gθcr , is plotted against the bump height, h/δ∗. It is
observed that, with the case-A configuration, transition starts earlier. On the other hand,
the transition is delayed when the case-C is used. Similar to the bump-dimple geometry, the
different cases for the bump geometries also follow power laws, which were determined by a
least-square fit. Also, the variation of the transition starting point with the wall-roughness
geometry height has the same order of magnitude and it is followed by Gθcr ∝ (h/δ∗)−0.0993,
Gθcr ∝ (h/δ∗)−0.0941 and Gθcr ∝ (h/δ∗)−0.0962, for case-A, case-B and case-C, respectively. As it
can be seen, although all three cases generate the same flow features, when compared to a
bump-dimple geometry, they are less efficient for exciting the transition of the laminar flow.

3.4 Fully turbulent flow

In this section, the fully turbulent region, product of the transition initiated by the Görtler
vortices, is analyzed. It is reminded that the baseline case with R = 1 m and wall-roughness
elements with h = 0.01δ∗ is utilized for the current analysis.

As mentioned before, after the streamwise position Gθ = 21.8 the flow reaches a fully
turbulent regime where the upwash and downwash regions are no longer distinguishable
and a spanwise homogeneity can be observed. In order to characterize this flow region, in
Figure 3.19, the spanwise averaged velocity profile is plotted in wall units at Gθ = 23.8, which
corresponds to Reθ = 1006; where Reθ =U∞θ/ν. The wall units are defined as U+ = 〈U〉/uτ and
y+ = uτη/ν; where uτ is the friction velocity defined as uτ =

√〈τw〉/ρ (noticing that the brackets
〈 〉 represent a spanwise-averaged quantity). In the viscous sublayer, which corresponds to
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Figure 3.19: U+ vs. y+ at Reθ = 1006. ( ) Concave plate, ( ) flat plate from Schlatter & Örlü
(2010), ( ) U+ = y+ and ( ) U+ = κ−1 log y++B; where κ= 0.47 and B = 5.6.
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Figure 3.21: Reynolds stresses, normalized by the turbulence kinetic energy, at Reθ = 1006. ( )
〈u′2/k〉, ( ) 〈v′2/k〉 , ( ) 〈w′2/k〉 and ( ) 〈u′v′/k〉.

y+ < 5, the velocity profile follows the linear relation U+ = y+. The buffer layer situated
between the viscous sublayer and the log-law region corresponds to 5 < y+ < 30. The log-
law region corresponds to 30< y+ < 80; it follows the law U+ = κ−1 log y++B with κ= 0.47 and
B = 5.6. The DNS results obtained by Schlatter & Örlü (2010) over a flat plate are also shown
for comparison; this data corresponds to the streamwise position Reθ = 1006, where the flow
is in fully turbulent regime. The Reynolds stresses normalized by the friction velocity, at
the same streamwise position, are shown in Figure 3.20. The results obtained by Schlatter
& Örlü (2010), also at Reθ = 1006, are shown for comparison. The profiles of the Reynolds
stresses normalized by the turbulence kinetic energy, k, are shown in Figure 3.21. It is
observed that they are uniform in a great range; their values are given in Table 3.1.

Reynolds stress Peak Log-law
y+ = 7.9 y+ = 80

〈u′2/k〉 1.67 0.95
〈v′2/k〉 0.02 0.46
〈w′2/k〉 0.31 0.59
〈u′v′/k〉 -0.09 -0.34

Table 3.1: Reynolds stresses statistics at Reθ = 1006

Finally, in order to highlight the breakdown into turbulence of the secondary instabilities,
the vortical coherent structures are depicted in the second half of the domain using the λ2

criterion in Figure 3.22.
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Figure 3.22: Vortical coherent structures obtained with iso-surfaces of λ2 = −125. Sub-domain
bounded from φloc = 90◦ to 180◦.



Chapter 4
Transitional thermal boundary layer
and surface heat transfer

4.1 Introduction

The results presented in this chapter have been accepted, with minor revisions, to be pub-
lished in the scientific journal Physics of Fluids (Méndez et al. 2020).

The development of a thermal-boundary layer during the laminar-to-turbulent transi-
tion process over a concave surface is studied in this chapter. Direct numerical simulations
(DNS) are performed where the temperature variable is treated as a passive scalar. The
laminar flow is perturbed with wall-roughness elements that are able to produce centrifu-
gal instabilities in the form of Görtler vortices with maximum growth rate. It is found that
Görtler vortices are able to greatly modify the surface heat-transfer by generating a span-
wise periodic distribution of the temperature. Similar to the Görtler momentum boundary
layer, elongated mushroom-like structures of low-temperature are generated in the upwash
region, whereas, in the downwash the thermal boundary layer is compressed. Consequently,
temperature gradients are increased and decreased in the downwash and upwash regions,
respectively, generating thereby an overall enhancement of the heat-transfer rate of ∼ 400%
for the investigated Prandtl numbers (Pr = 0.72, Pr = 1 and Pr = 7.07). This enhancement
surpasses the turbulent heat-transfer values during the transitional region, characterized
by the development of secondary instabilities. However, downstream, the heat-transfer rate
decays to the typical turbulent values. Streamwise evolution of several thermal quanti-
ties such as temperature wall-normal distribution, thermal boundary layer thickness and
Stanton number are reported in the different regions encountered in the transition process,
namely linear, nonlinear, transition and fully turbulent regions. These quantities are re-
ported locally at upwash and downwash regions, where they present minima and maxima, as
well as globally as spanwise-averaged quantities. Furthermore, it is found that the Reynolds
analogy between streamwise-momentum and heat-transfer holds true throughout the whole
transition process for the Pr = 1 case. Moreover, the turbulent thermal boundary layer over
a concave surface is analysed in detail for the first time. The viscous sub-layer as well as the
log-law region are described for each investigated Pr. Besides, the rms (root-mean-squared)
temperature fluctuations are computed finding that its wall-normal distribution exhibits a
higher peak when Pr is increased.

91
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4.2 Simulation setup

The same numerical approach and computational set-up utilized for the momentum bound-
ary layer analyses presented in Chapter 3 are used here. They were described in Chapter
2. However, some additional considerations have to be taken into account for computing the
temperature field, which had not been computed for the previous analyses.

4.2.1 Energy equation

Regarding the fluid dynamics equations that govern the flow motion, as explained in Sec-
tion 2.1, the incompressible assumption enabled to uncouple the continuity (Eq. 2.1) and
momentum (Eq. 2.2) equations from the energy equation (Eq. 4.1). This approach allowed
to avoid the computation of the energy equation since its solution was not needed to advance
the flow. Nevertheless, for the current thermal analyses, the temperature variable, T, has to
be obtained and it is done by treating it as a passive scalar. For that, after obtaining velocity
and pressure fields by solving the continuity and momentum equations, the temperature
field is computed by solving the energy equation. This equation is recalled here:

ρcp(∂tT +U ·∇T)=∇· (kth∇T)+ qvol , (4.1)

It is important to mention that on a passive scalar analysis, the species that is trans-
ported within the flow, which in this case is the temperature, has no dynamical effect on the
fluid motion itself. This approach is valid for small temperature differences throughout the
flow whose influence in the flow dynamics is rather weak and can be neglected. The energy
conservation equation (4.1) is then considered a convection-diffusion transport equation for
the temperature scalar quantity.

4.2.2 Computational setup

Flow properties

As for the fluid properties, as mentioned previously, three different fluid Prandtl numbers
are considered, namely Pr = 0.72, Pr = 1 and Pr = 7.07. This non-dimensional number relates
the momentum diffusivity (or kinematic viscosity), ν, to the thermal diffusivity, αth, as:

Pr = ν

αth
= µ/ρ

kth/ρcp
= cpµ

kth
. (4.2)

It is important to point out that one of the main objectives of the current study is to anal-
yse and compare the modification of the thermal boundary suffered by fluids with different
thermal properties, i.e. different Pr. This is done with an analysis in which the spatial
development of the momentum boundary layer is the same regardless of the fluid Prandtl
number. Such analysis is possible to be performed due to the fact that the temperature is
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treated as a passive scalar, which means that it does not have any influence in the flow dy-
namics, as previously explained. However, since the kinematic viscosity, ν, is different for
each fluid, the free-stream velocity is changed in order to ensure a mechanical similarity in
all the analysed situations (see Table 4.1). This similarity is imposed in such a way that the
Reynolds number based in the streamwise position, Reξ, varies equally in the three anal-
ysed cases. The domain thus goes from Reξ = 1.33×104, at the inlet, to Reξ = 6.1×105, at the
outlet, in every case.

Each Prandtl number case is then simulated differently. Table 4.1 summarizes the pa-
rameters that were varied for each Pr case. The kinematic viscosity, ν, as well as the thermal
diffusivity, αth, are selected according to the standard conditions of the simulated fluid. The
Pr = 0.72 case simulates air at standard conditions. To notice is that this case matches the
numerical conditions of Méndez et al. (Méndez et al. 2018) as well as the experimental
set up of Tandiono et al. (Tandiono et al. 2009). The thermal boundary layer computed in
the current study is compared with the momentum boundary layer presented by Méndez et
al. (Méndez et al. 2018), mainly to verify the Reynolds analogy. Nevertheless, a comparison
with the results of Tandiono et al. (Tandiono et al. 2009) was not possible due to the fact that
in the authors’ experiments some free-stream turbulence intensity (∼ 0.45%) was presented
and produced an earlier transition. For the Pr = 1 case, the same free-stream velocity is
utilized (U∞ = 2.85 m/s) . However, in order to have a Prandtl number of unity, it is imposed
that αth = ν. Next, the case with Pr = 7.07 correspond to the properties of water at standard
conditions. Finally, it is reminded that the flow is considered to be incompressible (constant
density) in all the cases.

Pr U∞ ν αth
m/s m2/s m2/s

0.72 2.85 1.5×10−5 2.1×10−5

1.00 2.85 1.5×10−5 1.5×10−5

7.07 0.21 1.1×10−6 1.6×10−7

Table 4.1: Free-streamwise velocity, U∞, kinematic viscosity, ν and thermal diffusivity, αth, imposed
in each analysed case.

Furthermore, every case is simulated with a free-stream temperature of T∞ = 288K .
However, the non-dimensional temperature, θth:

θth = T −Tw

T∞−Tw
, (4.3)

will be preferred for the characterization of the temperature field. Hence, the non-
dimensional free-stream temperature is θth = 1.
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Boundary and initial conditions

Regarding the boundary conditions, the same ones utilized for the momentum boundary
layer are kept (see Figure 2.8). A laminar Blasius profile with Reξ = 1.33×104 is imposed
at the inlet. At the outer radius surface, a wall boundary condition is imposed (no slip
condition, U = 0), whereas, at the inner radius, a tangential velocity, U, equal to the free-
stream velocity, U∞, is imposed. At the exit, an outflow boundary condition was prescribed,
where the normal stresses are zero. Nevertheless, some extra boundary conditions have
to imposed for solving the energy equation. The theoretical thermal boundary layer profile
for an incompressible steady flow was computed, for each Prandtl number, and imposed at
the inlet. At the outer radius surface, a non-dimensional temperature θth = 0 was imposed;
whereas, at the inner radius, θth = 1 was imposed, which is equal to the free-stream non-
dimensional temperature. An outflow boundary condition was imposed at the outlet and
periodic boundary conditions were imposed in the lateral surfaces.

Regarding the initial condition (t = 0), the two-dimensional (2D) Blasius flow solution is
computed and imposed along the concave plate. Furthermore, in a similar fashion, for the
temperature, the 2D theoretical thermal boundary layer profile for an incompressible steady
flow was also computed and imposed along the computational domain.

Domain, grid and perturbation method

The same computational domain utilized for the momentum boundary layer analyses (see
Figure 2.8 and Figure 2.9), that was presented in Section 2.5.2, is utilized for the current
thermal studies. Furthermore, the same grid with polynomial order N = 7 is utilized as well
(see Figure 2.9).

Besides, the same perturbation method, also presented in Section 2.5.2, is utilized. It
consist of four wall-roughness elements with a wavelength of Λ= 250 that allows to trigger
the Görtler vortices with maximum growth rate. Regarding the wall-roughness elements
height, h, the baseline case (h = 0.01δ∗) is utilized for the current thermal studies (see Figure
2.10).

4.3 Validation of the results

As shown in Section 2.5.1, the NEK5000 DNS solver has been largely validated for tran-
sitional and turbulent flows. Moreover, in Section 2.5.3, the correctness of the employed
computational setup (grid, domain and boundary conditions) was verified. The correct com-
putation of the perturbation-free base flow (i.e. laminar) was performed by comparing the
solver results with the Blasius theoretical solution. Besides, the transitional flow was also
validated by comparing the boundary layer response to localized wall-roughness with pre-
vious numerical studies. Furthermore, those validation studies allowed to conclude that a
grid with N = 7 was sufficient to get a full DNS resolution of the transitional flow and that
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the increase of this polynomial order does not affect the simulation results.

However, since the previously performed validation studies did not include the energy
equation, the temperature field was not computed and its correct computation could not be
validated. Therefore, a validation study of the thermal problem is performed in order to
ensure the correct computation of the temperature field. For that, a perturbation-free flow,
similar to the one analyzed in Section 2.5.3, is computed in order to analyse a laminar flow
over a concave plate and compare the obtained results with the theoretical thermal bound-
ary layer. Moreover, for this thermal validation test, the three different Prandtl numbers
(Pr = 1, Pr = 0.72 and Pr = 7.07) are considered. Figure 4.1a shows the wall-normal profile
of the non-dimensional temperature, θth, at Gθ = 20, which corresponds to a Reynolds num-
ber based on the streamwise location of Reξ = 4.07× 105. To note is that the wall-normal
coordinate, η, is non-dimensionalized with the theoretical thermal boundary layer thickness
of a flow with Pr = 1, δth,Pr=1. As seen, the obtained temperature profiles perfectly match
the theoretical ones for the three Prandtl number cases. Furthermore, it is observed that
the thermal boundary layer thickness is shortened with the increase of Pr; which results
from the thermal diffusivity decrease. In Figure 4.1b, the streamwise development of the
thermal boundary layer thickness, δth, along the concave plate is plotted and compared with
the theoretical laminar values. It is shown that the computed results match the theoretical
ones for the three cases. Moreover, the thickness of the theoretical thermal boundary layer
behave as δth = δPr−1/3; which indicates a similarity between δth and δ when Pr = 1. It is
interesting to point out that these results allow to conclude that the centrifugal effects does
not affect the laminar thermal boundary layer development; which is similar to the laminar
momentum boundary layer over a concave wall that follows the Blasius solution as Reξ→∞
(Floryan & Saric 1982).

Next, the Stanton number, St, is plotted. This non-dimensional number measures the
ratio of the heat transferred into the fluid to the thermal capacity of the fluid; and it is used
to characterize heat transfer in forced convection flows. It is defined as:

St = hconv

ρcpU∞
, (4.4)

where hconv is the convection heat transfer coefficient. hconv can be computed by assuming
that the heat transfer at the surface occurs due to conduction, which leads to:

Qw = hconv(Tw −T∞)= kth
∂T
∂η

∣∣∣∣
η=0

, (4.5)

where Qw is the heat transfer from the wall with units of energy per unit area per unit time.
The streamwise evolution of the Stanton number is then plotted in Figure 4.1c for the three
cases. As it is seen, the computed heat transfer perfectly matches the one predicted theo-
retically. Moreover, it is seen that the heat transfer increases as the fluid Prandtl number
decreases. This increase occurs due to a better thermal conductivity, kth, of the fluid, which
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Figure 4.1: Comparison of the computed thermal laminar boundary layer developing over a concave
surface with the theoretical solution. Three cases are shown: Pr = 0.72, Pr = 1 and Pr = 7.07. (a) Wall-
normal profile of the non-dimensional temperature, θth, at Gθ = 20. (b) Streamwise development of
the thermal boundary layer thickness, δth. (c) Streamwise development of the Stanton number, St.
( ) Pr = 0.72, ( ) Pr = 1, ( ) Pr = 7.07, and ( ) theoretical thermal laminar boundary layer.
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directly enhances the convection heat transfer coefficient, hconv. Moreover, it can be noticed
that the similarity between heat and streamwise-momentum, for the case Pr = 1, occurs
since St = C f /2.

In general, these results are able to validate the correct computation of a laminar and
transitional boundary layer developing over a concave plate. Furthermore, the computed
temperature field was validated for the laminar condition. The thermal behavior under
transitional conditions can be considered to be validated by comparing the temperature field
with the streamwise-velocity one for the case with Pr = 1 and showing that an analogy (i.e.
equality) exists between these fields. This is done in the following section.

4.4 Thermal behavior of a transitional boundary layer

4.4.1 Temperature distribution

As mentioned, the flow is disturbed with wall-roughness elements that trigger the inception
of four pairs of Görtler vortices. These primary instabilities clearly modify the original lam-
inar Blasius flow by means of their rotating motion that creates a wavy velocity profile in
the spanwise direction, where two regions are distinguished: upwash and downwash. Apart
from modifying the velocity field, the vortex motion is also able to modify the temperature
field (i.e. the original thermal laminar boundary layer) in the same fashion. In the upwash,
thermal and momentum boundary layers are elongated due to the upward movement of the
vortices; on the other hand, in the downwash, both boundary layers are compressed due to
the vortices downward movement. The development of the thermal boundary layer for the
three Prandtl number cases (Pr = 1 , Pr = 0.72 and Pr = 7.07) is shown in Figures 4.2, 4.3
and 4.4, respectively. For that, contour plots of the non-dimensional temperature (contours
from θth = 0.1 to 0.9 with a step of 0.1) are shown for the streamwise positions Gθ = 8, 9, 10
and 12. This positions correspond to the non-linear region of the transition process (primary
instability growth and saturation). Furthermore, the theoretical thermal boundary layer
thickness of a fluid with Pr = 1, δth,Pr=1, is plotted in all charts for comparison. The first
case to analyze is the one with Pr = 1, which is shown in Figure 4.2. As mentioned, this case
is particularly relevant because of the analogy between non-dimensional temperature, θth,
and non-dimensional streamwise velocity, U /U∞. The depicted temperature distribution can
be then compared with the velocity contours previously obtained (see Figure 3.1) in order
to realize that both distributions are completely the same. This means that a mushroom-
like structure, formed of low θth, also appears in the temperature field as the flow enters to
the non-linear region. Furthermore, it is seen that this mushroom-like structure, located
at the upwash, clearly surpasses the theoretical thermal laminar boundary layer thickness
(Gθ = 12); whereas, at the downwash, a reduction of δth is clearly noticed. The same behavior
of the non-dimensional temperature distribution for Pr = 1 has also been observed by Liu &
Lee (1995), who computed θth using a marching solution method and compared their results



98 Chapter 4. Transitional thermal boundary layer and surface heat transfer

with the velocity contours obtained experimentally by Swearingen & Blackwelder (1987).

With respect to the case with Pr = 0.72, which simulates air at standard conditions, it
can be seen that a very similar development of the temperature distribution occurs (Fig-
ure 4.3). A spanwise wavy distribution is first noticed (Gθ = 8,9) which is then followed by
the development of a mushroom-like structure that also surpasses the theoretical thermal
boundary layer thickness (Gθ = 10,12). However, comparing the two cases, it is observed
that the mushroom-like structures of the Pr = 1 case are less diffused. The same behavior
was also observed by Liu & Lee (1995). The case with Pr = 7.07, which simulates water at
standard conditions, is depicted in Figure 4.4. Here, the temperature wavy pattern is also
observed (Gθ = 8); however, the upwash growing structure is concentrated near the wall and,
compared to the other cases, δth is clearly smaller. Downstream, in the non-linear region, at
Gθ = 10, the mushroom-like structure evolves into a thermal thin structure with a particu-
lar shape, different from the two previous cases, that presents two low-temperature regions
"hanging" from the mushroom head at each extremity. Finally, a palm tree-like structure
(as described by Liu & Lee (1995)) is observed at Gθ = 12 with two regions of low temper-
ature (θth = 0.9 to 0.7) at its sides. The effect of a lower thermal diffusivity then results in
lower-height palm tree-like structures. Nevertheless, it should be reminded that the mo-
mentum boundary layer is the same for the three cases (which is equal to the thermal one
with Pr = 1).

In order to observe the growth and evolution of the mushroom-like structure, Figure 4.5
depicts the streamwise development of the non-dimensional temperature field, θth, in the
non-linear transition region for the three Pr cases. Basically, equidistant contour plots of θth

are shown at different streamwise positions (Gθ = 7.6,8.5,9.3,10,10.8,11.5,12.3) together with
an iso-surface, in yellow, with value of θth = 0.9.

As explained, in the three cases the Görtler vortices swirl motion causes the appearance
of a mushroom-like structure of low θth that is pushed from the surface. This phenomenon
occurs at the upwash location. Then, in order to better appreciate the vortex effect at up-
wash and downwash locations during the non-linear region of the transition process, the
evolution of the thermal boundary layer profile is shown in Figure 4.6 (locations at Gθ = 4,
8, 9, 10 and 12 are plotted). For the case with Pr = 1, which is plotted in Figure 4.6a and
Figure 4.6b, the non-dimensional temperature profiles have exactly the same shape as the
streamwise velocity profiles that were previously computed (see Figure 3.6). As explained,
the profiles match due to the Reynolds analogy. Moreover, for the three cases, at the first
streamwise position that is plotted (Gθ = 4), the Görtler vortices are not yet capable of mod-
ifying the temperature profile and it thus keeps the same shape as the theoretical profile,
at both upwash and downwash locations. Nevertheless, in the upwash location, as the flow
develops, the temperature profile departs from the initial solution and tends to become thin-
ner and more elongated (Gθ = 8,9). Further downstream, similar to the streamwise velocity
profile (Figure 3.6), the upwash temperature profile also gets a highly inflectional S-shape
form (Gθ = 10,12). However, some differences can be noticed among the three cases. For
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(a) Gθ = 8 (b) Gθ = 9

(c) Gθ = 10 (d) Gθ = 12

Figure 4.2: Streamwise development of θth for the case with Pr = 1. Contours for θth = 0.1 to 0.9
with a step of 0.1. ( ) Theoretical thermal boundary layer thickness of a fluid with Pr = 1, δth,Pr=1.
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(a) Gθ = 8 (b) Gθ = 9

(c) Gθ = 10 (d) Gθ = 12

Figure 4.3: Streamwise development of θth for the case with Pr = 0.72. Contours for θth = 0.1 to 0.9
with a step of 0.1. ( ) Theoretical thermal boundary layer thickness of a fluid with Pr = 1, δth,Pr=1.
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(a) Gθ = 8 (b) Gθ = 9

(c) Gθ = 10 (d) Gθ = 12

Figure 4.4: Streamwise development of θth for the case with Pr = 7.07. Contours for θth = 0.1 to 0.9
with a step of 0.1. ( ) Theoretical thermal boundary layer thickness of a fluid with Pr = 1, δth,Pr=1.
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Figure 4.5: Streamwise evolution of the temperature field, θth, in the non-linear region showing the
growth of the mushroom-like structure for the three Prandtl number cases. Contour plots at different
streamwise positions are shown together with an iso-surface (in yellow) with value of θth = 0.9. (a)
Pr = 1. (b) Pr = 0.72. (c) Pr = 7.07.
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the case with the smallest thermal diffusivity (Pr = 7.07), it is noticed that the inflectional
S-shape thermal profile starts to appear before since at Gθ = 9 it can be already noticed.
Furthermore, the early appearance of the inflectional profile produces a more accentuated
S-shape which can be appreciated at Gθ = 10. It indicates that there is a low-temperature
region ridding over a high-temperature one. Another difference in the upwash profile, is
the higher boundary layer thickness for smaller Prandtl numbers which had been already
mentioned. With respect to the downwash location, it is observed that, in all the cases, the
thermal boundary layer is shortened due to the downward vortex movement which occurs
in the same fashion as for the momentum boundary layer. The Prandtl number also affects
the thermal boundary layer in the downwash location and a smaller thickness is observed
for larger values of Pr.

4.4.2 Streamwise development of the thermal boundary layer thickness
and Stanton number

As shown before, the original laminar flow (thermal and momentum boundary layers) is
clearly modified during the laminar-to-turbulent transition process over a concave plate.
The Görtler vortices modify the thermal boundary layer profile in such a way that it becomes
thicker at the upwash and thinner at the downwash. In order to quantify this change in the
boundary layer, the streamwise evolution of the thermal boundary layer thickness, δth, is
plotted in Figure 4.7. The three different cases are plotted separately. For each case, a
spanwise-averaged value of δth is shown along with the local values at the upwash and
downwash locations. Additionally, the theoretical laminar value is plotted for comparison.
As already shown in Figure 4.1, in the absence of any flow perturbation, this theoretical
laminar solution is not affected by the surface curvature.

By comparing the three cases, it can be seen that δth becomes smaller as the Prandtl
number is increased. As explained, this occurs due to the fact that the thermal diffusiv-
ity decreases as the Prandtl number increases. Despite this difference, a similar behav-
ior can be observed, for the three cases, with respect to the streamwise evolution of δth

at upwash and downwash locations. It is shown that, initially, the three cases perfectly
follow the theoretical laminar solution at every spanwise location (upwash, downwash and
spanwised-averaged curves collapse). However, as the flow enters into the non-linear region,
a departure from the laminar solution is observed. Interesting is to notice that this depar-
ture initially occurs at upwash and downwash location, but the spanwise-averaged curve is
able to follow the theoretical solution for a longer distance; which means that upwash and
downwash effects are counteracted for a short length after the divergence point. The point
where this divergence can be perceived occurs at Gθ ∼ 7.5 for the case with Pr = 1; and it
occurs slightly downstream, Gθ ∼ 7.8, for the case with Pr = 0.72. However, for the case with
Pr = 7.07, a clear earlier divergence can be noticed starting at Gθ ∼ 5.9. This early divergence
comes along with a higher difference of δth at upwash and downwash locations in the non-
linear region. At the downwash point where δth is the shortest, δth is 82% smaller compared
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(b) Downwash. Pr = 1.
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(c) Upwash. Pr = 0.72.
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(d) Downwash. Pr = 0.72.
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(e) Upwash. Pr = 7.07.
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(f) Downwash. Pr = 7.07.

Figure 4.6: Streamwise evolution of the non-dimensional temperature profile, θth, at the upwash
and downwash locations for the three cases (Pr = 1, Pr = 0.72 and Pr = 7.07). ( ) Theoretical solu-
tion, ( ) Gθ = 4, ( ) Gθ = 8, ( ) Gθ = 9, ( ) Gθ = 10 and ( ) Gθ = 12.
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(a) Pr = 1 (b) Pr = 0.72

(c) Pr = 7.07

Figure 4.7: Streamwise development of the thermal boundary layer thickness, δth, for the three
analyzed cases. ( ) Spanwise average, ( ) upwash, ( ) downwash and ( ) laminar theoretical
solution.

to the upwash value. However, for the Pr = 1 case, at the downwash lowest δth point, δth is
only 33% shorter compared to the upwash value at the same location.

Another interesting location to characterize is the convergence point where the δth value
is the same again along the spanwise direction (upwash, downwash and spanwise-averaged
curves collapse again). This point is related to the culmination of the transition process
because it shows that the thermal field is homogeneous in the spanwise direction due to an
intense turbulent mixing that does not allow to distinguish upwash and downwash locations
anymore. For the three cases, this point occurs at Gθ ∼ 18.2; which means that the spanwise
homogeneity of the turbulent thermal field occurs at the same streamwise location regard-
less of the Prandtl number. The same behavior of the momentum boundary layer (upwash
and downwash locations as well as spanwise-average) has been observed numerically in the
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Görtler vortices studies of Méndez et al. (2018) who computed the streamwise development
of the boundary layer displacement and momentum thicknesses. Nonetheless, to the au-
thor’s knowledge, there are no previous DNS studies showing the behavior of a transitional
thermal boundary layer over a concave surface.

Another pertinent parameter for characterizing the boundary layer thermal behavior,
and more specifically the surface heat transfer in forced convection flows, is the Stanton
number, St. As expected, due to the spanwise variation of the thermal boundary layer
thickness, St also varies with maximum and minimum values at downwash and upwash
locations, respectively. Basically, in the upwash, the thermal boundary layer is elongated
which relaxes the temperature gradient at the wall, and, subsequently, the convection heat
transfer is decreased. On the other hand, the inverse effect occurs in the downwash, where
the thermal boundary layer is compressed producing thereby an increase in the surface heat
transfer. The streamwise development of the Stanton number, for the case with Pr = 1, is
plotted in Figure 4.8. Local values, at upwash and downwash locations, as well as spanwise-
averaged values are shown. A particularity of this case, is the fact that the analogy between
the Stanton number and the skin-friction coefficient, C f , can be verified. As it has been
demonstrated before Liu & Sabry (1991), Liu (2008, 2007), the same behaviour is followed
by these two quantities, C f and St; and a relationship can be established: St = C f /2. Hence,
in order to verify this similarity, C f /2 curves are also included in the chart. The first re-
mark to point out is the fact that the surface heat transfer curves, indeed, match the ones
of the wall-shear stresses. Only some negligible differences can be observed after the point
where St is the highest and before the region where the spanwise homogeneity occurs. As
explained by Méndez et al. (2018), this is the region where the secondary instabilities are
broke-down by the increased turbulence mixing. Nonetheless, downstream, in the fully tur-
bulence region, these negligible differences are no longer noticeable.

Regarding the surface heat transfer behavior in the laminar-to-turbulence transition pro-
cess, which is also shown in Figure 4.8, it can be seen that, initially, the St is the same along
the spanwise direction when the flow is laminar. As seen, in this laminar region, the surface
heat transfer is also rather low. As the flow evolves, the primary instabilities produce the
divergence of the surface heat transfer in such a way that it is enhanced in the downwash
location but diminished in the upwash. Nevertheless, the spanwise-averaged curve follows
the theoretical laminar solution for a longer distance until it reaches a minimum value at
Gθ = 7.8. Later on, the flow enters into the non-linear region, which is also characterized
by the growth of the mushroom-like structures (Figure 4.2) and by the primary instability
saturation (Figure 2.14), and a sudden increase of the spanwise-averaged Stanton number
is observed. This sudden heat transfer enhancement occurs due to the downward movement
of the vortices that compress the thermal boundary layer at the downwash location which
causes an increase of the temperature gradient (∂T/∂η) at the next-to-the-wall region. Be-
sides, the decrease of this temperature gradient at the upwash region is not that high that it
is not able to counteract the downward movement effect and an overall enhancement of the
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Figure 4.8: Streamwise development of the Stanton number, St, for the case with Pr = 1. The
streamwise evolution of the skin-friction coefficient, C f , is also included in the graph. Curves for
St: ( ) Spanwise average, ( ) upwash, ( ) downwash, ( ) laminar theoretical solution and
( ) turbulent theoretical solution. Curves for C f /2: ( ) Spanwise average, ( ) upwash and ( )
downwash. To notice is that theoretical solutions are valid for St as well as for C f /2.

heat transfer occurs. Crane & Sabzvari (1989) related this heat transfer enhancement to the
fact that the downwash region occupies a greater part of the span in the nonlinear phase. As
seen from the temperature contours graphs (Figure 4.2), the downwash indeed occupies a
greater section of the span whereas the mushroom-like structure occupies a smaller region.
This nonlinear region of the transition process culminates with a local maximum value on
the spanwise-averaged curve occurring at Gθ = 11.8. After this point, the flow reaches the
transition region (Méndez et al. 2018), which is characterized by the development of sec-
ondary instabilities and also by their breakdown into turbulence. As seen, in this region,
upwash and downwash curves have a converging behavior which ends at Gθ = 21.8, where
upwash, downwash and spanwise-averaged collapse. After this point, the flow is spanwise
homogeneous and it is considered that it has entered into the fully turbulent region.

It can be seen that, with the sudden increase of the Stanton number, the spanwised-
averaged surface heat transfer is increased by a factor of 3.8 (compared to the minimum
laminar value). Furthermore, it is interesting to point out that theoretical turbulent values
of the Stanton number are clearly surpassed by the spanwise average curve by up to 70%
during the transition process. This behavior was also observed by Malatesta et al. (2013,
2015) who concluded that that the primary instability increases the spanwise average heat
transfer to values above the turbulent ones. Besides, similar to the present results, the heat
transfer high rates were kept only in a short region before they decayed to the turbulent
values downstream; which occurred due to the development of secondary instabilities. Fur-
thermore, Liu (2008, 2007) studied theoretically the overshoot of the Stanton number con-
cluding that the nonlinear steady Görtler flow can nearly bridge the laminar St values with
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(a) Pr = 0.72 (b) Pr = 7.07

Figure 4.9: Streamwise development of the Stanton number, St, for the cases with Pr = 0.72 and
Pr = 7.07. ( ) Spanwise average, ( ) upwash, ( ) downwash and ( ) laminar theoretical solu-
tion.

the higher turbulent ones. However, the overshoot beyond the turbulent St values occurs
due to an intensified heat transfer coming from the eddy heat flux effect of the secondary
instabilities.

The local, at upwash and downwash, and spanwise-averaged evolution of the Stanton
number is also plotted for the other two cases in Figure 4.9. As expected, a similar behavior
occurs locally as well as for the spanwise-average. The main difference being the value of
the Stanton number which is higher for the fluids with lower Prandtl numbers. This occurs
due to a better thermal conductivity, kth, of the fluid, which enhances the convection heat
transfer. Furthermore, the sudden increase of the spanwise-averaged Stanton number can
be quantified for each case: for the Pr = 0.72 case, the heat transfer is enhanced by a factor
of 3.9, whereas for the Pr = 7.07 the enhancement has a factor of 4.4. Similar values of heat
transfer rates enhancement were found by Liu & Lee (1995) who found a 400% increase for
the Pr = 7.07 and 340% for the Pr = 0.72 case.

Finally, it is also important to mention that, for the three Pr cases, the point at which
the transition process starts (critical Görtler number) and the point where it ends com-
pletely depends on the receptivity. For this problem, wall-roughness elements are utilized
to excite the transition process; however, it has been demonstrated, by Méndez et al. (2018),
that many parameters could affect these locations. Hence, the location where the thermal
boundary layer deviates from its laminar solution depends on the wall-roughness elements
height, their streamwise location as well as their shape. Other parameters that can modify
the transition process are the surface radius of curvature and the spanwise-wavelength of
the vortices, which can be preset by the wall-roughness elements. The effect that such pa-
rameters have on the surface heat transfer are out of the scope of this study; however, some
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Figure 4.10: Temperature profile in the turbulent regime in viscous units, Θ+ vs. y+, at Reθ = 1006;
for the case Pr = 1. ( ) Temperature in wall-units, ( ) velocity in wall units U+ from Méndez et al.
(2018), ( ) Θ+ = y+, ( ) Θ+ = κ−1 log y++B; where κ= 0.43 and B = 4.5.

effects can be inferred from the parametric studies of Méndez et al. (2018), where the evolu-
tion of the skin friction coefficient, which is analogous to the Stanton number, was studied
by varying these parameters. It is, for instance, expected that a higher curvature (smaller
radius) will increase the heat transfer rate in the non-linear region because a higher St peak
is expected. Also, that the transition process will start earlier, and the surface heat trans-
fer enhancement that comes with it as well, when the Görtler vortices wavelength is in the
range of maximum growth (Λ= 200−270).

4.5 Thermal boundary layer in fully turbulent regime

In this section, the thermal boundary layer in the fully turbulent regime is analyzed. Ac-
cording to the author’s knowledge, this is the first time that a Direct Numerical Simulation
of a turbulent thermal boundary layer over a concave plate is reported in the literature.
Results for three different Prandtl numbers are presented: Pr = 1, Pr = 0.72 and Pr = 7.07.
Besides, for this turbulence analysis, the instantaneous temperature field, θth = θth +θ′th, is
decomposed in a mean (time-averaged) component, indicated by the overline, θth, and its
respective temporal fluctuation, indicated by the prime symbol, θ′th.

As mentioned, according to the transition analysis based on the Stanton number devel-
opment, the flow reaches the fully turbulent regime after the streamwise position Gθ = 21.8,
where a spanwise homogeneity is observed. In order to characterize the thermal boundary
layer in the turbulent regime, the spanwise-averaged temperature profile is plotted in Fig-
ure 4.10 and Figure 4.11 in viscous units at Gθ = 23.8, which corresponds to Reθ = 1006. The
temperature in wall units is defined as Θ+ = (〈T〉−Tw)/θτ, where θτ is the friction temper-
ature (noticing that the brackets 〈〉 represent a spanwise-averaged quantity). The friction
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(a) Pr = 0.72 (b) Pr = 7.07

Figure 4.11: Turbulent temperature profile for the cases Pr = 0.72 and Pr = 7.07, at Reθ = 1006.
( ) Temperature in wall-units, ( ) Θ+ = Pry+, ( ) Θ+ = κ−1 log y++B. The log-law constants for
the case with Pr = 0.72 are κ= 0.42 and B = 1.99; whereas, for the case with Pr = 7.07 they are κ= 0.44
and B = 36.12.

temperature, which is analogous to the friction velocity, uτ, is defined as θτ =Qw/ρcpuτ.
Figure 4.10 shows the turbulent temperature profile in wall units for the case with Pr = 1.

It can be seen, that similar to the velocity profile, different regions, that are in accordance
with the universal law of the wall, can be distinguished. First, the viscous sublayer, which
is the region located next to the wall, can be observed which follows the law Θ+ = y+. This
region covers the range y+ ≤ 5. Next, the buffer region is followed, which is a transition
region between the viscosity-dominated flow and the turbulence-dominated flow. This region
covers the range 5 < y+ ≤ 30. Finally, we can observed the log-law region which corresponds
to the range 30 < y+ ≤ 100. It follows the law Θ+ = κ−1 log y++B with constants κ = 0.43 and
B = 4.5. Since the analogy between the streamwise-momentum and the heat is expected to
hold in the turbulent boundary layer, the velocity profile in wall units, U+, from the studies
of Méndez et al. (2018) is also plotted for comparison. This velocity profile of a boundary
layer developing on a concave surface was also obtained in the fully turbulent region at the
position Reθ = 1006. As seen, temperature and velocity profiles collapse and they have the
same previously mentioned law-of-the-wall regions.

The temperature profiles in the fully turbulent regime for the cases with Pr = 0.72 and
Pr = 7.07 are shown in Figure 4.11a and Figure 4.11b, respectively. The three law-of-the-
wall regions are also observed. It is seen that the viscous sublayer region follows the law
Θ+ = Pry+ for both cases. Regarding the log-law region, the law Θ+ = κ−1 log y++B is also
followed. However, the log-law constants are different for each case. For the case with
Pr = 0.72, they are κ= 0.42 and B = 1.99; whereas, for the case with Pr = 7.07 they are κ= 0.44
and B = 36.12.
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Figure 4.12: Second order temperature statistics, 〈θ′th,rms〉/θτ, as a function of y+ for the different
Prandtl number cases. ( ) Pr = 1, ( ) Pr = 0.72, ( ) Pr = 7.07 and ( ) 〈u′

rms〉/uτ from Méndez
et al. (2018).

Finally, in order to characterize the second order temperature statistics, the wall-normal
profiles of the rms (root-mean squared) temperature fluctuations, θ′th,rms, are plotted in Fig-
ure 4.12 for the different Prandtl number cases at the location Reθ = 1006. The rms velocity
fluctuation u′

rms, from Méndez et al. (2018), are also plotted for comparing with the Pr = 1
case. As seen, the Reynolds analogy holds between temperature and velocity fluctuations
in the near-to-the-wall region but in the outer layer (y+ > 100) a departure is noticed with
higher values for θ′th,rms. Besides, a higher peak can be observed for Pr = 1. It is located at
y+ = 14.3 and it has the value of 2.86. A higher peak for the rms temperature fluctuations,
compared to the one of the streamwise velocity, was also observed in the DNS studies of Wu
& Moin (2010) who simulated an incompressible turbulent boundary layer over a flat plate.
With respect to the other cases, a lower peak occurs for the Pr = 0.72 case with value of 2.41;
whereas, for the Pr = 7.07, a higher peak occurs with a value of 8.39. The differences are
partially related to the variation of the friction temperature which increases as the Prandtl
number decreases. It is also interesting to point out that the three cases tend to collapse in
the outer layer, y+ > 100.



Chapter 5
Conclusions and perspectives

5.1 Conclusion

This research work was performed with the objective of characterizing and analyzing the
laminar-to-turbulence transition of a boundary layer transition passing over a concave sur-
face. The outcome of this work is expected to be utilized for many engineering applications
where this type of geometry can be found. With respect to the renewable energy field, it
was described in Chapter 1 that a concave surface can be found in the Savonius-style VAWT
blades. Therefore, the obtained results are certainly relevant for their design and develop-
ment. Furthermore, in the aerospace sector, as explained, the studied transition scenario
has also an impact on the performance of several components where it has been observed,
such as aircraft wings, turbomachinery blades and nozzles. It is thus also expected that the
outcome of this PhD thesis can be used for a better design and performance improvement of
these engineering components.

From the literature review, which was performed in Chapter 1, it can be concluded that
the flow physics of a boundary layer over a concave surface is quite different from that of a
boundary layer developing over a flat plate, that has been largely investigated. The main
difference coming from the fact that the flow passing over a concave surface is naturally
unstable to the developed wall-normal pressure gradient, which is absent in a flat-plate
flow. Therefore, any perturbation introduced to the boundary layer capable of producing a
radial particle displacement (e.g. wall-roughness or free-stream turbulence intensity), will
trigger the transition phenomenon which starts with the development of the Görtler vortices.
This leads to conclude that the behavior of a boundary layer over a a concave geometry is
quite unique and therefore an extensive analysis and characterization is needed by means
of high-fidelity tools such as DNS.

Moreover, also during the literature review, it was explained that the concept of a unique
critical number, so familiar in hydrodynamic-stability theory, is not suitable in the Görtler
flow, except for asymptotically small wavelengths. This is because the position of the neutral
stability curve depends on the boundary layer receptivity, i.e., the location and character
of the initial disturbances (Hall 1982, 1983). Therefore, it was concluded that the most
appropriate approach for solving the Görtler instability analysis is the numerical integration
of the governing hydrodynamic equations, rather than using linear stability theory. This
numerical integration can be done by solving the Navier-Stokes equations by means of DNS.

In Chapter 2, the utilized numerical method, i.e. the spectral element method, was exten-
sively described. It was seen that the SEM is an advantageous numerical method because
it can benefit from the geometrical flexibility of the FEM as well as from the high accuracy

112



5.1. Conclusion 113

and exponential convergence of the spectral methods. It was also shown that NEK5000,
the utilized DNS solver, has been largely validated for transitional and fully-turbulent flow
on the canonical flow cases (i.e. flat plate, channel and pipe flows) by several authors that
compared the solver results with previous experimental and numerical data. This leads to
conclude that the solver, NEK5000, is perfectly capable of computing accurately the laminar-
to-turbulent transition phenomenon. Moreover, a validation and a mesh convergence study
was performed in order to verify whether the utilized simulation set-up (i.e. computational
domain, boundary conditions, grid refinement and perturbation method) is capable of com-
puting correctly the flow over a concave surface. For that, the computed results were com-
pared with the theoretical Blasius solution and with the DNS reference data of Schrader
et al. (2011). It was shown that the base flow (laminar flow without perturbation) and the
perturbed flow (boundary layer response to wall-roughness) match the laminar theoretical
solution and the DNS reference data, respectively, for three polynomial orders that were
used (N = 5, 7 and 9). This led to conclude that the utilized numerical set-up can be used for
the boundary layer transition analysis.

In Chapter 3, a spatially evolving boundary layer over a concave plate with R = 1 m
was investigated by means of Direct Numerical Simulations. Four wall-roughness elements,
equally distributed in the spanwise direction, were used to trigger the transition of the
flow. Their wavelength, Λ = 250, was chosen such as it matches previous numerical and
experimental studies (Tandiono et al. 2008, Schrader et al. 2011, Tandiono et al. 2013). As
shown by linear stability analysis, the selected dimensionless parameter produced the most
amplified Görtler vortices (Floryan 1991, Smith 1955, Meksyn 1950). Moreover, the utilized
excitation method allowed to preset the wavelength of the Görtler vortices that emerged as
primary instabilities in the laminar-to-turbulent transition process. Unlike the free-stream
turbulence imposed at the inlet, where Görtler vortices of several wavelengths develop and
merge among each other during the transition process (Ducoin et al. 2017, Schrader et al.
2011), the wall-roughness elements allowed to obtain a clear spanwise characterization of
the streamwise streaks development and their breakdown into turbulence.

A wavy flow field in the spanwise direction was characterized, where the upwash and
downwash regions have been clearly identified. The growth of a mushroom-like structure,
typical of the Görtler flow, was observed in the upwash region. This structure appears and
grows in the nonlinear region of the transition process; once the primary stability has satu-
rated. The analysis of V and W velocity contours helped to extend the characterization of the
Görtler vortices. These quantities, being one order of magnitude lower than the streamwise
velocity component, are usually not captured or measured in the experimental studies (only
W has been reported (Tandiono et al. 2013)).

As it had been reported experimentally (Swearingen & Blackwelder 1987), the devel-
opment of the secondary instabilities can be correlated with high shear regions dU /dz and
dU/dη. High dU /dz regions trigger the sinuous mode, while high dU /dη regions trigger the
varicose mode. For the baseline case with Λ= 250, only the varicose mode could be excited. It
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was observed that the high dU /dz regions correlate quite well with high regions of Tu; which
at same time correlate with one of the inflection points of the U(η) profile (the one closer to
the boundary layer edge). In order to observe the primary and secondary instabilities, the
vortical coherent structures have been extracted using the λ2 criterion. They highlight the
Görtler vortices as well as the horseshoe vortices.

It was shown that the primary instability can be associated with spatial disturbances
in the spanwise direction, while the secondary instability can be related to temporal fluctu-
ations. The secondary instability grows faster than the primary one with a ratio of 3.7 to
1.

The streamwise development of the boundary layer during the transition process was
also quantified through the measurement of the main parameters of the boundary layer,
such as δ∗, θ and C f . Local measurements at the upwash and downwash locations using
DNS computations were reported for the first time. Moreover, a spanwise average of those
quantities was also included. The different regions of the transition process could be clearly
identified. In the linear region, the Blasius theoretical solution is followed very well until the
presence of the Görtler vortices starts to affect the base flow. Basically, δ∗ and θ decrease at
the downwash region and increase at the upwash region. Regarding C f , the inverse behavior
was noticed. The nonlinear region could be identified with the departure from the Blasius
solution and with the sudden increase of C f , which reaches higher values compared to the
turbulent ones (by up to 70%). The transition region is characterized by the development of
secondary instabilities that eventually break down into turbulence. Finally, the increased
mixing generates a flow field where upwash and downwash regions are no longer noticed
and a spanwise homogeneous turbulent flow is reached.

Some parametric studies were also presented in order to analyze the effect of the surface
radius, R, the wall-roughness elements height, h, the wall-roughness elements streamwise
location, Rergh

ξ
, the spanwise wavelength, Λ, and the wall-roughness geometry, on the crit-

ical Görtler number, Gθcr . It was shown that a higher radius of curvature, R, delays the
transition starting point. However, when the streamwise direction is non-dimensionalized,
it occurred at a very similar Gθcr (Gθcr

∼= 7.75, for the baseline case with h = 0.01δ∗). The
wall-roughness elements height, h, was also varied and it was found that when it increases,
the transition starting point occurs earlier, following a power law of Gθcr ∝ (h/δ∗)−0.1095. Fur-
thermore, a linear relation between the critical Görtler number and the Reynolds number
based on the wall-roughness streamwise location was found. This relation suggests that,
for the baseline case with h = 0.01δ∗, transition will not start before Gθcr

∼= 7 (for the limit-
ing case when Rergh

ξ
→ 0). Besides, the variation of the Görtler vortices wavelength showed

that transition starts earlier when Λ is within the range Λ = 162 to 250. Moreover, it was
shown that, with a bump geometry, a power law between Gθcr and h is also followed. It is ob-
served that the variation of Gθcr with h has the same order of magnitude for all the utilized
wall-roughness geometries. However, compared with the baseline bump-dimple geometry,
transition is delayed when using a bump geometry.
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In Chapter 4, the spatial evolution of a thermal boundary layer during the laminar-to-
turbulent transition process over a concave plate was investigated. Three different Prandtl
numbers were utilized: (i) Pr = 1, in order to verify the Reynolds analogy between heat and
streamwise-velocity, (ii) Pr = 0.72, which corresponds to air at standard conditions, and (iii)
Pr = 7.07, which corresponds to water at standard conditions. Furthermore, the temperature
variable was treated as a passive scalar, which means that it has no dynamical effect on
the fluid motion. This approach allows to create an analogy between the obtained thermal
results and the flow species transport through the Schmidt and Prandtl numbers.

During the validation study, it was verified that the disturbance-free laminar flow over a
concave plate is able to follow perfectly the theoretical laminar solution of a flat plate ther-
mal boundary layer for the three Pr cases. For that, temperature wall-normal distribution,
thermal boundary layer thickness evolution and surface heat transfer evolution were com-
puted and compared. It could then be concluded that the centrifugal effects does not affect
the laminar thermal boundary layer. This test case also allowed to find that, similar to the
flat plate, the theoretical thermal boundary layer over a concave wall behave as δth = δPr−1/3

in laminar conditions.

Similar to the momentum problem, it was observed that mushroom-like structures of
low-temperature develop in the non-linear region of the transition process. For the Pr = 1
case, a perfect match between the computed temperature distribution and the streamwise
velocity contours was obtained; which allowed to corroborate the analogy between heat and
streamwise momentum. Furthermore, the Pr = 0.72 case produced a very similar develop-
ment of the temperature distribution. However, slightly more diffused mushroom-like struc-
tures were produced. With respect to the Pr = 7.07 case, thermal thin structures with two
low-temperature regions hanging from the mushroom head at each extremity were observed
(called palm tree-like structures). Same observations for the Pr = 0.72 and Pr = 7.07 cases
were reported by Lee & Liu (1992) whose results were obtained through marching-solution
computations. Furthermore, similar to the momentum boundary layer, temperature profiles
plotted at the upwash region presented elongated forms which evolved into S-shape profiles.

The thermal development during the laminar-to-turbulent transition process was char-
acterized by quantifying the evolution of δth and St. This allowed to identify the different
transition regions. For the three cases, in the linear region, the laminar theoretical solution
is perfectly followed until the Görtler vortices effect starts to be noticed. They produce an
increase of St in the downwash and a decrease in the upwash. This means that the sur-
face heat transfer is enhanced due to to the downward vortex movement that compresses
the thermal boundary layer (which produces higher temperature gradients ∂T/∂η). This de-
parture from the theoretical solution is followed by the non-linear region where a sudden
increase of the spanwise-averaged St occurs. Transition can thus increase the spanwise-
averaged heat transfer by a factor of 3.9 for the case of Pr = 1, of 3.8 for Pr = 0.72 and of 4.4
for Pr = 7.07 (to note that the computed heat transfer rates enhancement factors agree with
the ones observed by Liu & Lee (1995)). Downstream, secondary instabilities develop in the



116 Chapter 5. Conclusions and perspectives

transition region which increase the flow mixing. This results in a homogeneous flow where
St tends to a same value at upwash and downwash locations. When this convergence point
is reached, the flows enters into the fully turbulent region where a decrease of St occurs (but
still higher that laminar values).

Another important result from this study is the corroboration of the Reynolds analogy
between the heat and the momentum problem for the case with Pr = 1. When the computed
non-dimensional temperature field, θth, is compared with the non-dimensional streamwise
velocity field, U /U∞, no differences could be noticed (as it was shown in the temperature
contours and profiles that were plotted). This analogy was reflected when the streamwise
development of the Stanton number was compared with the one of the skin-friction coeffi-
cient. A perfect match of the analogy St = C f /2 was found throughout the complete laminar-
to-turbulence transition process.

Finally, the thermal boundary layer in fully turbulent regime over a concave surface
was characterized by the first time by means of DNS. It was concluded that in the viscous
sublayer the law Θ+ = Pry+ is followed for the three Pr cases. With respect to the log-law
region, a match for the temperature profile with Pr = 1 and the momentum boundary layer
profile occurs. Also, the log-law constant B increases as Pr increases. Finally, the rms
temperature fluctuations, θ′th,rms were computed finding that they have a higher peak as Pr
increases; however, the three Pr cases collapse in the outer layer.

5.2 Perspectives

The characterization and analysis presented in this PhD thesis undoubtedly enhanced
our knowledge on the laminar-to-turbulent transition phenomenon over a concave surface.
Moreover, the implication of the physical and geometrical parameters, that play a role on
the triggering of the transitional phenomenon as well as on the behavior and the topology of
the flow, was extensively investigated.

Nevertheless, there are still many open questions and relevant investigations that
should be addressed on the topic. Therefore, the future works in continuation of the present
research study could focus on the following points:

• The characterization of the turbulent boundary layer over a concave surface can be
looked deeper in details. The centrifugal effects on the turbulence structure (log-law
constants, Reynolds stresses, TKE budget, etc.) and higher order statistics can be
studied by means of DNS. Moreover, parametric studies of the turbulence structure
change as a function of R and Gθ should be included.

• The surface heat transfer phenomenon can be studied with more complete DNS models
where the temperature is treated as an active scalar. That way, unlike to the presented
passive scalar analysis, the temperature would be able to modify the flow physical
properties such as density and viscosity according to its local concentration. Such ap-
proach would allow to study the wall heating/cooling effect on the transition process,
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as it has been shown theoretically, through LST, that the Görtler vortices growth can
be accelerated or slowed down (Garg & DiPrima 1984).

• The effects of wall heating on the turbulence structure of a fully turbulent boundary
layer developing on a concave plate have also not been studied numerically. An active
scalar approach could also be used for such investigation. Lee et al. (2013) performed a
DNS study on a turbulent boundary layer passing over a heated flat plate. They found
that a significant reduction of the skin friction coefficient can be achieved by heating
the plate. Regarding the turbulence structure, on the heated plate case the log-law
region of the mean streamwise velocity was shifted upward whereas the turbulence
intensity and the Reynolds shear stresses were decreased. The TKE budget terms
(production and dissipation) were also affected. It is thus propose to study if similar
effects can occur on a fully turbulent boundary layer developing over a heated concave
surface.

• As mentioned during the literature review, very little attention has been given to the
development of Görtler vortices over convex geometries. Wall-jet profiles are naturally
unstable and prone to trigger this type of centrifugal instabilities over convex surfaces,
as it has been shown through LST (Floryan 1986) and also observed experimentally
(Matsson 1998). Therefore, an extensive characterization and analysis can be done
due to the great number of engineering devices where this type of geometry can be
found.

• Regarding the engineering applications, DNS can be performed using geometries and
conditions that reassemble more to the engineering components and to their physical
environment. For the Savonius-style VAWT, simulations including the rotational ef-
fect are suggested by using a rotating frame of reference that takes into account the
additional rotating speed.
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