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sa gentillesse, les évènements qu’elle organise, et pour m’avoir aidée à imprimer ma thèse dans
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en moi pour les sciences. Hadrien – qui questionne tout et rend tous les sujets intéressants, qui
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Abstract

Spontaneous Raman scattering is a physical process that provides a unique knowledge of mate-

rials at the molecular level. Its high chemical specificity with no labels motivates its use in many

different fields, ranging from biomedical research to industrial quality control. Nevertheless, the

efficiency of this simple process is limited by its extremely weak cross-section.

Typically, the Raman scattered light is dispersed and collected onto an array detector, for sev-

eral spatial positions of the sample, resulting in a hyperspectral image. Yet, this leads to the

generation of overwhelmingly large data sets and to lengthy acquisitions. In situations where hy-

perspectral measurements simply aim to map the spatial distribution of molecules, the spectral

data is unmixed in a postprocessing step, in order to detect molecular species and/or estimate

their concentrations. In those cases, acquiring a complete vibrational spectrum per spatial pixel

may be inefficient, and a massive speed-up can be achieved by encompassing compressive tech-

niques in the acquisition process. Some strategies, including compressive Raman technology

(CRT), use spectral a priori information to integrate chemometric analysis directly into the

spectrometer hardware: the measurement is designed to directly probe quantities of interest to

be estimated (e.g., molecular concentrations), rather than deducing them from complete hy-

perspectral measurements. In CRT, this is made possible by replacing the array detector by a

single-pixel-detector, combined with a programmable optical filter. Based on the a priori known

spectra of pure molecular species contained in the sample, these filters select accurately chosen

spectral components and combine them into the detector.

This thesis develops some theoretical and technological aspects of CRT and applies it to several

concrete applications. In a first part of the work, we investigate the estimation precision achieved

by CRT, show that our method of estimation is efficient, and experimentally validate this

analysis. In a second part of the work, we compare CRT, to some extent, to commercial state-

of-the-art instrumentation. We find some clear advantages in terms of acquisition speed and limit

of detection. We also show some preliminary results that suggest its usefulness for fields related

to biomedical imaging, pharmaceutical industry and the environment. Last, we take further

advantage of the single-pixel architecture of CRT to perform multiplexed line-scan imaging.

We quantify the potential gain of this approach in terms of signal-to-noise ratio, when the

measurements are shot-noise limited.
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Résumé en français

La diffusion Raman spontanée permet de caractériser la composition d’un système chimique

avec une forte sélectivité moléculaire. Ne nécessitant pas de marqueur, elle est utilisée dans

de nombreux domaines, aussi variés que la recherche biomédicale ou que le contrôle qualité

industriel. Néanmoins, l’efficience de ce simple processus est limitée par sa très faible section

efficace.

Généralement, le signal Raman est dispersé et détecté par une caméra, et ce pour plusieurs

positions spatiales de l’échantillon, pour in fine former une image hyperspectrale. Cependant,

cela génère de conséquents volumes de données, ainsi que des temps d’acquisition très longs. Dans

les cas où l’acquisition d’une image hyperspectrale vise à cartographier la distribution spatiale

des molécules, les données spectrales sont dé-mélangées dans une étape de post-traitement,

afin de détecter les espèces moléculaires présentes ou estimer leurs concentrations. Dans ces

situations, l’acquisition d’un spectre Raman complet par pixel spatial semble inefficace, et des

vitesses plus rapides peuvent être obtenues grâce à des techniques d’acquisition comprimées.

Certaines de ces stratégies, dont la technologie Raman comprimée (CRT), utilise de l’information

a priori sur les spectres pour intégrer la chimiométrie directement dans le spectromètre: les

mesures sont conçues pour sonder directement les quantités d’intérêt à estimer (ex. concentration

des espèces), plutôt que de les déduire de l’image hyperspectrale. Dans CRT, la caméra est

remplacée par un détecteur monocanal couplé à un filtre optique programmable. En utilisant

les spectres Raman des espèces pures de l’échantillon – connus a priori – ces filtres sélectionnent

des combinaisons de longueurs d’ondes bien choisies, qui sont ensuite sommées au niveau du

détecteur.

Cette thèse développe certains aspects théoriques et technologiques du CRT, et l’applique à des

applications concrètes. Dans une première partie, nous étudions la précision d’estimation at-

teignable par CRT, montrons que notre méthode d’estimation est efficiente, et validons expérim-

entalement cette analyse. Dans un deuxième temps, nous comparons CRT, dans une certaine

mesure, à l’état de l’art des spectromètres Raman commerciaux. Nous trouvons des avantages

clairs en termes de vitesse d’acquisition et de limite de détection. Nous montrons aussi des

résultats préliminaires qui suggèrent l’utilité de CRT pour certaines applications dans les do-

maines de l’imagerie biomédicale, de l’industrie pharmaceutique et de l’environnement. Enfin,

nous utilisons l’architecture de CRT pour scanner l’échantillon ligne-par-ligne par multiplexage

spatial. Nous quantifions le gain potentiel de cette approche en termes de rapport signal sur

bruit, quand la mesure est limitée par le bruit de photon.
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Résumé en français v
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Introduction

Macroscopic observations constitute our primary understanding of the surrounding world. Our

ability to recognize spatial features informs us on the size and morphology of objects, while their

color and appearance tell us about their chemical composition. It is the interaction of light with

matter that makes metals appear shiny, water transparent, and fruits colorful to the human

eye. Despite our capability to perceive many different colors [1], this perception is subjective;

our eyesight is not only limited spatially – to features larger than about ten micrometers, but

also spectrally - to a narrow range of wavelengths - called the ‘visible’ spectrum. Undeniably,

extending our vision to smaller objects, with a more quantitative perception of colors, is essen-

tial to broaden our understanding of the world.

To discern parts of the microscopic realm, simple magnifying instruments have been used for

millennia [2, 3], but the advent of optical microscopes in the XVII century revolutionized our

knowledge of it. They enabled to observe in detail yet invisible sub-micrometric structures,

leading to countless breakthroughs. Optical microscopes are now routinely employed in medical

laboratories or for fundamental research, while their performance and practicality are continu-

ously improved [4–6].

Optical microscopes, in their standard form, enhance our spatial vision, but do not ameliorate

our color vision. Instead, they essentially reproduce it at the microscopic scale, by using the

photoreceptors of our own eyes or a color camera. Nevertheless, when studying living organ-

isms, most molecules appear transparent. Then, with no colors, the optical microscope lacks

fundamental information about the chemical nature of the sample. To overcome this problem,

colored labels - that target specific molecules – may be employed. For example, in histology,

different stains attach to distinct parts of cells: this leads to colorful cell images with violet

nuclei and pinkish cytoplasm and membranes [7]. Another technique relies on fluorescent labels:

they are designed to attach to specific targets (e.g. proteins, antibodies), or to genetically label

the organism under study [8, 9]. These fluorescent probes emit visible light under adequate

illumination. This method generally results in chemically specific and highly contrasted images,

which greatly improve our understanding of biological structures. Nevertheless, the need for la-

bels may influence the behavior of the target and surrounding organism, and certainly requires

time-consuming sample preparation.

To obtain chemically specific images in a label-free way, one solution is to leave the visible spec-

trum and exploit light-matter interaction in the infrared. Indeed, while most biological molecules

1



Introduction 2

do not absorb visible light, they do absorb infrared light. More interestingly, the wavelengths

at which absorption happens are characteristic of the molecular vibration: they provide signa-

tures for molecules, in the form of spectra [10]. Measuring this spectrum directly gives access

to the molecular composition of a sample, with high specificity. In order to do so, vibrational

spectroscopy is employed. In infrared spectroscopy, infrared light is shined onto a sample and

the absorbed frequencies are detected [11]. In spontaneous Raman spectroscopy, visible light is

shined onto a sample and the energy absorbed by the molecules during a vibrational transition

is indirectly measured by detecting a change of energy in the scattered radiation [12]. Both

mechanisms provide a molecular fingerprint solely based on low-energetic light-matter interac-

tion: they are thus label-free and non-destructive. In addition, unlike fluorescence, they are not

subject to bleaching. Yet, due to the strong water absorption at infrared wavelengths, Raman

spectroscopy is generally preferred for studying samples containing water, such as biological

tissues [13]. Overall, combining optical microscopy with Raman spectroscopy results in highly

informative content. The resulting hyperspectral images – associating a Raman spectrum in

each image pixel - provide quantitative knowledge at the molecular level. Our vision of the

microscopic world is not only retrieved, but greatly improved.

Although the advantages of Raman hyperspectral imaging are manifold, two main factors hinder

its wider use. Firstly, the Raman signal is inherently weak [14]: this leads to lengthy acquisi-

tions. With the current instruments, imaging an area of a few hundreds of micrometers can

easily take minutes to hours. This limits the implementation of spontaneous Raman imaging to

slow dynamics and ex-vivo studies. Coherent Raman Scattering could be used to increase the

signal, but at the expense, for example, of spectral range or resolution, cost, and complexity [15].

Secondly, while the information contained in a hyperspectral image is considerably more infor-

mative than its white light counterpart, it also comprises an incommensurably larger volume of

data. A Raman hyperspectral image of a few hundreds of micrometers is often several gigabytes.

In general, as our quantity of knowledge increases, so does the required volume of recorded data.

This subsequent acceleration in data production starts to challenge our ability to process and

store them in a sustainable way. When the information and communication technology ecosys-

tem as a whole is expected to represent between 10 and 20% of our total electricity demand by

2030 [16, 17], such questions cannot be ignored. Surely, various improvements and technological

breakthroughs might help us to partly contain this exploding demand [18, 19] , but they are

unlikely to diminish our appetite for information and its consequent energy consumption [20, 21].

In such a context, it is relevant, when possible, to search for more efficient ways not only to store,

but also to acquire data. In the case of hyperspectral imaging, the acquired data is in general

highly compressible [22, 23]. Recent theoretical and technological advances [22, 24–26] offer the

tools not only to better compress the data after acquisition, but also to use this compressibility

upstream to directly acquire less data, for faster and less memory intensive acquisitions. In some

specific cases, this new paradigm can be pushed further: the acquisition process can be modified

so that partial processing is performed directly into the hardware [27–29] thereby alleviating
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post-processing needs.

In this thesis, we apply the latter concept to Raman hyperspectral imaging in order to mitigate

the speed and storage drawbacks. Most of the time in Raman hyperspectral imaging, the actual

data of interest is not the hyperspectral data cube itself, but a subset of information derived

from it. Even worse, in a number of cases, the chemical species contained in the sample are

known, and the user simply wants to map the distribution of molecular species or estimate their

concentrations. In this framework at the core of the thesis, the measurements can be specif-

ically designed to probe quantities of interest rather than deducing them from hyperspectral

measurements. Instead of recording a complete Raman spectrum onto an array-detector, some

of its spectral components are chosen and combined into a single-pixel-detector. The spectral

components are selected (i) numerically with an optimization procedure that minimizes the

estimation variance, and (ii) physically with a programmable optical filter (digital micromirror

device [26]). In this way, this technique, named ‘Compressive Raman’ (CRT), aims to achieve

substantial speed up together with a massive reduction in the generated volumes of data.

This thesis develops some theoretical and technological aspects of CRT and applies it to several

concrete applications. Chapter 1 highlights the main underlying mechanisms of Raman scat-

tering and presents the state-of-the-art instrumentation of Raman hyperspectral imaging. The

necessity to collect large volumes of data is questioned, especially when the chemical species

present in a sample are a priori known. Chapter 2 explains how to use this a priori information

in an efficient way to estimate the proportions of chemical species. It presents the fundamental

concepts of CRT, both in terms of estimation theory and experimental implementation. Chap-

ter 3 assesses the performances of CRT as compared to state-of-the-art instrumentation, both

with theoretical and experimental considerations. Some clear advantages are found, in terms

of acquisition speed and limit of detection. Consequently, Chapter 4 shows some preliminary

results that suggest the usefulness of CRT for biomedical imaging, pharmaceutical industry,

and environmental science. Chapter 5 explores some improvements in the acquisition strategy

of CRT. In particular, the single-pixel architecture of the system is further exploited to perform

multiplexed line-scan imaging. In Chapter 6, the potential gain of this approach is quantified in

terms of signal-to-noise ratio, when the measurements are shot-noise limited.

This work, initiated by H.B de Aguiar and H. Rigneault, results from a collaboration with P.

Réfrégier and F. Galland from the signal processing team (PhyTI) of Institut Fresnel. External

collaborations include the groups of N. Stone (University of Exeter) and R. Bartels (Colorado

State University). More details are given in the relevant sections. The project has received fund-

ing from the European Union’s Horizon 2020 research and innovation programme under the

Marie Sklodowska-Curie grant agreement 713750. It also received the financial support of the

Regional Council of Provence-Alpes-Côte d’Azur and of AMIDEX (ANR-11-IDEX-0001-02).



Chapter 1

Spontaneous Raman scattering:

Theory and Instrumentation
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Spontaneous Raman scattering is a physical process which involves inelastic scattering of light

by matter. When interacting with the molecules present in matter, some portion of the scattered

light may experience an energy shift which imprints natural molecular motion, in particular the

vibrational motion of molecules about their bonds. These vibrations typically occur at infrared

frequencies and are characteristic of each molecule. The scattered signal thus carries a molecular

fingerprint solely based on light-matter interaction: This makes the Raman scattering process

highly specific and label-free, and explains its use in many different fields, as diverse as biology

[30], material science [31, 32], environment [33, 34] or archeology [35].

Although inelastic scattering of light was predicted by A. G. Smekal in 1923 [36], the Raman

effect was experimentally demonstrated for the first time in 1928, by C. V. Raman and K. S.

Krishnan [12] in India and by G. Landsberg and L. Mandelstam [37] in Soviet Union. Raman

4
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was awarded the Nobel prize in 1930 for this discovery. While Raman scattering was demon-

strated by focusing a beam of sunlight onto a sample, the initial commonly used light source was

a mercury arc lamp. Nevertheless, the resulting signal was extremely weak. Later, the advent

of lasers in the 1960s and the onset of cameras in the 1980s largely contributed to its wider

implementation. Yet, the intrinsic low efficiency of the process [14], still restricts its use to slow

dynamics and ex-vivo studies, and would benefit from more efficient acquisition strategies.

This chapter provides a general overview of spontaneous Raman scattering, both in terms of

theory and instrumentation. We present the main underlying mechanisms of the physical pro-

cess and describe the simple state-of-the art instrumentation required for Raman hyperspectral

imaging. We highlight the drawbacks that motivate the search for alternative acquisition meth-

ods, and depict some of them. We conclude on the fact that speeding-up the acquisition certainly

requires extensive use of potential a priori knowledge held about the data.

1.1 Spontaneous Raman scattering

In this section, we highlight the salient principles of spontaneous Raman scattering. Most ex-

planations are based on a classical description of light-matter interaction through the Lorentz

oscillator model. Light is thus treated as electromagnetic waves and atoms or molecules are

modelled as classical dipole oscillators. Although this simple description is insufficient to under-

stand the mechanisms in detail, it provides a qualitative general understanding and allows to

briefly explain the principles of spontaneous Raman scattering. This chapter is mostly inspired

from the books of D. Long [14] and M. Fox [38], a book chapter of E. Potma and S. Mukamel

[39], a tutorial article of H. Rigneault and P. Berto [40], and from the PhD thesis of X. Audier

[41].

Raman scattering can be understood to arise from the coupling of oscillations happening at

two different scales : the atom and the molecule. We propose to first describe the behaviour of

oscillating dipoles at the atomic level, second to extend the model to molecules, and third to

study the coupling of electronic dipoles with the molecular motion.

1.1.1 The atomic oscillator model

In classical mechanics, a harmonic oscillator is a system that, when displaced from its equi-

librium position, experiences a restoring force proportional to its displacement. This system

approximates well many physical phenomena close to their equilibrium state, down to the de-

scription of matter at the atomic scale. The idea of considering atoms as oscillating dipoles was

originally proposed by H. A. Lorentz in 1878, before J. J. Thomson discovered the electron and

E. Rutherford proposed his model of the atom. The oscillator model of the atom assumes that

electrons are held in stable orbits around the nucleus. A negatively-charged electron is bound

to the positively-charged nucleus via the Coulomb force, and form together an electric dipole.
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Natural Harmonic Oscillator

We consider the oscillator model of an atom introduced above. For simplicity, we consider an

hydrogen atom consisting of a positively charged (+q) proton and a negatively charged (−q)
electron. This allows us to consider a one dimensional problem and scalar quantities. Since the

proton mass can be considered as infinite as compared to the electron mass (m), the proton is

treated as stationary. At equilibrium, the electron is situated at a distance xeq from the proton.

+q -q

P e

FIGURE 1.1: Simple model of the hydrogen atom

For small displacements about its equilibrium position, the restoring force experienced by the

electron can be expressed via the spring constant k and the displacement x(t) :

Fk = −kx(t). (1.1)

Applying the fundamental principle of dynamics to the electron leads to the harmonic oscillator

equation which is:
d2x

dt2
+ ω2

0x = 0 (1.2)

The solution to this differential equation is a sinusoid of angular frequency ω0 =
√
k/m. These

natural oscillations produce an oscillating dipole that radiates en electric field at its resonant

angular frequency ω0.

Over time, the electron may lose energy, for instance via internal collisions in the material. This

can be modelled by a damping term γ, characteristic of a friction force proportional to the

velocity:

Fγ = −mγdx
dt
. (1.3)

Adding this force to Eq. (1.2) results in a equation describing a damped harmonic oscillator:

d2x

dt2
+ γ

dx

dt
+ ω2

0x = 0 (1.4)

The solution to (1.4) depends on the strength of the damping coefficient as compared to ω0. In

the underdamped case (γ < ω0), the electron displacement x(t) is proportional to a sinusoid

with an exponential envelop.
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Driven Harmonic Oscillator

When a light wave interacts with the atom, it exerts a driving force on the electron of charge

−q through the Lorentz force. We restrict the description to the cases where the magnetic field

contribution is negligible, and thus write the Lorentz force as:

~FL = −q ~E (1.5)

Since we only handle linear optics in this thesis, we also assume this force to be negligible as

compared to the binding force between the electron and nucleus. We consider a monochromatic

light wave expressed as an electric field aligned with the oscillator and oscillating at the angular

frequency ω. We neglect its spatial dependence since the optical wavelengths are much larger

than the atoms or molecules sizes. It is expressed as:

E(t) = 2E0cos(ωt) = E0e
−iωt + E0e

iωt (1.6)

where E0 refers to the amplitude of the oscillations. The displacement of the electron from its

equilibrium position is now governed by an equation of the form:

d2x

dt2
+ γ

dx

dt
+ ω2

0x =
−q
m

(E0e
−iωt + E0e

iωt) (1.7)

The following generic solution for Eq. (1.7) is considered:

x(t) = 2x0cos(ω
′t+ Φ) = x0e

−iΦe−iω
′t + x0e

iΦeiω
′t (1.8)

where Φ is the phase lag of the electron response to the exciting field. The solution is expressed

via its Fourier transform x(ω′) = x0e
iΦδ(ω − ω′) + x0e

−iΦδ(ω + ω′), which left-term reads:

x0e
iΦ =

−qE0/m

ω2
0 − ω2 − iγω

(1.9)

The electric field of the light wave induces forced oscillations of the atomic dipole at its own

frequency ω: the displacement x(t) of the electron from its equilibrium position produces a

time-varying electric dipole moment :

p(t) = −qx(t) (1.10)

This oscillating dipole radiates an electric field at angular frequency ω, with a certain phase lag

Φ. The field radiated by this dipole is called Rayleigh scattering. The response in amplitude is

small unless the light frequency is close to resonance with the natural frequency of the oscillator.

The system response to the incoming field can be split in three regimes depending on the value

of the driving angular frequency ω :

• ω << ω0: Oscillators are driven below resonance. The amplitude of the oscillations is

weak. The oscillations are in phase (Φ = 0) with the exciting field.
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• ω = ω0: Oscillators are driven at resonance. The amplitude of the oscillations is large. The

electron oscillations lag behind the exciting field, in phase quadrature (Φ = π/2).

• ω >> ω0 : Oscillators are driven past resonance. The amplitude of the oscillations is weak.

The electron oscillations lag behind the exciting field, in phase opposition (Φ = π).

FIGURE 1.2: Representative amplitude and phase spectra of an oscillating dipole response to

an electric field of angular frequency ω. At resonance, the oscillations amplitude is large and

their phase lags of π/2.

Ensemble of Driven Harmonic Oscillators: Optical properties

The above description only involves a single dipole, but many dipoles may be involved. Assuming

a medium made of N atomic dipoles per unit volume and that all dipoles point in the same

direction, the density of dipoles can be written :

P (t) = Np(t) = −Nqx(t) (1.11)

P corresponds to the induced polarization, which is a macroscopic measure of the material

response to an applied electric field. In the time domain, it can be viewed as a linear convolution

between the material time-response and the exciting electric field. In the frequency domain, it

writes as a product between the material linear electric susceptibility χ(1) and the electric field:

P (ω) = ε0χ
(1)(ω)E(ω) (1.12)

χ(1) is linked to the medium relative permittivity εr through :

εr(ω) = 1 + χ(1)(ω) (1.13)

Eq. (1.22) and Eq. (1.9) lead to the following expression for the relative permittivity:

εr(ω) = 1 +
ω2
p

ω2
0 − ω2 − iγω

(1.14)
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where ωp is the plasma frequency (collective oscillation frequency): ωp =
√

Nq2

ε0m
.

The relative permittivity is a complex quantity whose real part ε1(ω) and imaginary part ε2(ω)

can be expressed as:

ε1(ω) = 1 + ω2
p

ω2
0 − ω2

(ω2
0 − ω2)2 + (γω)2

(1.15)

ε2(ω) = ω2
p

γω

(ω2
0 − ω2)2 + (γω)2

(1.16)

It is related to the medium complex refractive index ñ = n+iκ, with κ the extinction coefficient,

through : ñ2 = εr, with : ε1 = n2 − κ2 and ε2 = 2nκ. For a medium with weak absorption

(κ << n), the refractive index is determined by the real part of the relative permittivity though:

n(ω) =
√
ε1(ω) (1.17)

While the absorption involves its imaginary part:

a(ω) =
4πκ(ω)

λ0
=

2π

λ0n(ω)
ε2(ω) (1.18)

Relating these optical properties (Fig. 1.3) to the dipole behaviour given in (1.9), one can

predict the response of such a medium to an applied electric field. If the light frequency does

not coincide with any of the resonant frequencies of the oscillators, there is no absorption and

the medium is transparent. Conversely, at ω = ω0, there is a resonant phenomenon: energy is

absorbed. For these electronic oscillators, the resonant frequency ω0 typically lies in the UV,

VIS or NIR regions. The applied electric field may also induce a phase lag that depends on its

angular frequency. The accumulated phase lag in the medium causes a slowing of the wave front

propagation thereby modifying the refractive index. We note that close to resonance in dense

media, local field effects should be taken into account. Indeed, the individual atomic dipoles

respond to the local field experienced, which may not necessarily be the same as the external

field, since the dipoles themselves generate electric fields that are felt by the surrounding dipoles.

1

0

FIGURE 1.3: Representative absorption and refractive of a medium constituted of several

dipoles, given by Eq. (1.17) and Eq. (1.18).
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1.1.2 Vibrational dipoles

The above model provides explanations for electronic resonances, Rayleigh scattering and op-

tical properties of media constituted of a collection of atomic dipoles. In addition to atomic

oscillators, a medium may also contain other types of dipole oscillators. For instance, dipoles

can be formed by oppositely charged ions in a ionic medium or by oppositely charged atoms

in polar molecules. Dipoles can also be induced through molecular vibrations, as we will see in

this section.

The dipoles from atoms constituting molecules may be supplemented by dipoles exhibited by

the molecules themselves. These dipoles can be permanent (e.g. in polar molecules), or induced

(e.g. by the oscillations of the molecular structure itself). If the molecular motion does not

modify the electron distribution, the molecule can simply be seen as a juxtaposition of atomic

dipoles. The nuclear displacement may lead to a displacement of charges that creates an oscillat-

ing molecular dipole. This molecular dipole absorbs electric fields with frequency matching its

vibrational frequency. This process corresponds to infrared (IR) absorption. Last, when the nu-

clear displacement simply perturbs the electron cloud without necessarily creating a molecular

dipole, the process of Raman scattering happens.

Molecules

The atoms constituting a molecule are bounded by covalent bonds, and may translate, vibrate

and rotate. A molecule constituted of N atoms has 3N degrees of freedom and 3N − 6 vibra-

tional modes (or 3N − 5 for linear molecules). A vibrational normal mode is associated with

a specific resonant frequency that depends on the molecule symmetry, geometry, constitutive

atoms, bond types (e.g. σ or π bond), etc. The vibrational motion of the entire molecule can

be described by a superposition of these normal modes, which are specific to each molecule.

Normal modes of vibration can also be viewed as phonons. The energy of a vibrational oscilla-

tion of angular frequency Ω is quantized and is equal to (n + 1/2)~Ω, where n is the number

of quanta excited : molecules therefore vibrate even in their vibrational ground state (Fig. 1.4).

These vibrational energies lie in the mid-IR (400 - 4000 cm−1 or 2.5 - 25 µm). They can oc-

cur in conjunction with rotational modes with energies in the far IR (10-400cm−1 or 25-1000µm).

Infrared absorption

In infrared (IR) spectroscopy, one can observe the absorption of molecules at specific frequencies

of a broadband infrared light source.

IR absorption can be explained by considering molecules as oscillating dipoles. For this assump-

tion to hold, the molecule must exhibit an oscillating distribution of charges, thus its nuclear
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motion must induce an antisymmetric displacement of the center of charges. Second, the applied

electric field angular frequency ω is of the order of the vibrational modes resonant frequencies Ω.

Therefore, in this section, the considered electric field angular frequency does not carry enough

energy to excite electronic transitions (ω ≈ Ω << ω0). The electronic dipole response is negli-

gible, and only molecular oscillating dipoles are considered.

When the internuclear distance is small, the molecule vibrational mode can be approximated

by an harmonic oscillator of resonant frequency Ω (Fig. 1.4).

A B

FIGURE 1.4: In infrared spectroscopy, the contribution of the electronic dipoles can be ne-

glected. The molecule motion is assumed to induce an antisymmetric displacement of the center

of charges, leading to time-dependant effective charges δ(t). Close to equilibrium (Xeq), the

elongation vibrational mode can be interpreted by an harmonic oscillator. Vibrational modes

are separated by energies of ~Ω.

For simplicity we consider the above diatomic molecule and one of its nuclei bound to the center

of mass at a distance X +Xeq from it. Applying Eq. (1.7) to this molecular dipole leads to :

d2X

dt2
+ Γ

dX

dt
+ Ω2X =

δ(t)

M
(E0e

−iωt + E0e
iωt) (1.19)

Where M = MAMB/(MA + MB) is the reduced mass, Γ is the damping coefficient, Ω is the

resonance angular frequency of the molecular dipole, and δ(t) is the time dependant charge

associated with nucleus B. The nuclear displacement X solution to this equation writes similarly

to the solution of Eq. (1.9):

X0e
iΨ =

δ(t) E0/M

Ω2 − ω2 − iΓω
(1.20)

where Ψ is the response phase lag of the nucleus to the exciting field. Applying this solution to

a medium constituted of N of these molecules leads to an induced polarization:

P (t) = Nδ(t)X(t) (1.21)

which, in the frequency domain, is characterised by:

εr(ω) = 1 +
ω′2p

Ω2 − ω2 − iΓω
(1.22)
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With ω′p =
√

Nδ(t)2

ε0M
.

As previously described, the material relative permittivity is related to the medium refractive

index and absorption. By measuring the medium absorption and/or phase response, one can gain

access to the molecular constitution and behaviour of the medium. When the applied angular

frequency ω does not match molecular vibrational modes, the molecular response of the medium

is small. However, if ω = Ω, the energy is absorbed. In infrared spectroscopy, a broadband IR

source is sent onto a sample: the absorbed frequencies - matching the vibrational modes Ωi of

the i different kinds of present molecules - inform on the molecular constitution of the medium.

The interferometric measurement generally associated to the technique allows one to gain access

to the phase response and therefore to the medium dispersion. However, not all molecules can

be probed with IR spectroscopy, since not all molecules express an oscillating molecular dipole

moment. For example, if the diatomic molecule considered is made of two identical atoms (A =

B), their electronegativity is the same and therefore the center of charges does not move with

molecular motion. For a molecule to be ‘IR-active’, its motion needs to induce an antisymmetric

displacement of the center of charges.

1.1.3 Spontaneous Raman scattering

Simplified physical picture

Even when the molecular motion does not create an oscillating molecular dipole, it may never-

theless perturb the electron cloud response to an applied electric field. Raman scattering results

from such a perturbation.

Unlike the direct absorption processes described above, in Raman scattering, the frequency of

the applied electric field does not need to match the resonant frequencies of the system. Rather,

the electric field simply needs to induce a perturbation. In general, the exciting field angular

frequency is lower than the electronic resonance ω0 and much higher than the nuclear resonance

Ω (Ω << ω < ω0). The applied frequencies drive the atomic dipoles at ω but are too high to

directly drive nuclear motion.

Let us take the example of a dihydrogen molecule into this electric field of angular frequency ω.

This molecule can be modelled as in Fig. 1.5 with A = B = H. Its motion does not exhibit an

asymmetric distribution of charges. If the two hydrogen atoms were considered separately, the

two atomic dipoles would radiate independently at ω (Rayleigh scattering). In a H2 molecule,

the two atoms are linked by a covalent bound which behaves like a natural oscillator charac-

terized by its resonant frequency Ω in the ground state. Neglecting damping, its motion can be

approximated by:

X(t) = 2X0cos(Ωt+ Ψ) (1.23)
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A B

e

e

FIGURE 1.5: Simplified model of a diatomic molecule with only one electron represented per

nucleus. The nuclear charges and electronic charges are treated as oscillators bound to their

respective center of mass. In Raman scattering, the electronic oscillator is directly driven by the

external electric field while the molecular oscillator is treated as an undriven natural oscillator.

Raman scattering can be viewed as the coupling between the driven electronic harmonic oscil-

lator - rapidly oscillating at ω - and the natural molecular oscillator - slowly oscillating at Ω.

Since the oscillations happen at very different scales, the nuclei or electrons do not directly drive

each other, but are coupled. The coupling could be described via coupled equations as in [41]

or better described with a quantum approach. Instead, we choose to describe the coupling with

the commonly used notion of polarizability. Although simplistic, this description allows one to

envision the notion of coupling and the necessary conditions to induce Raman scattering. We

define an equivalent molecular dipole moment:

p(t) = ε0α(t)E(t) (1.24)

where α is the molecular polarizability. It evaluates the response of the electron cloud to the

external electric field. Although a material in general cannot polarize instantaneously, in Raman

scattering the polarization response can be considered as quasi-instantaneous due to the involved

very short-lived virtual states (Fig. 1.7). The perturbation due to the presence of nuclear modes

is accounted for by correcting the polarizability with a first order term:

α(t) = α0 +
∂α

∂X

∣∣∣∣
Xeq

X(t) (1.25)

where α0 is the polarizability unperturbed by the nuclear motion. Combining Eq. (1.6), (1.24)

and (1.25) leads to a three-termed molecular dipole moment:

p(t) = 2ε0α0E0cos(ωt) + ε0
∂α

∂X

∣∣∣∣
Xeq

E0X0cos[(ω −Ω)t−Ψ] + ε0
∂α

∂X

∣∣∣∣
Xeq

E0X0cos[(ω + Ω)t+ Ψ]

(1.26)

The first term describes Rayleigh scattering, i.e. the unperturbed electronic dipole radiation at

the same frequency of the applied electric field ω. The two other terms account for the electronic-

nuclear coupling. The latter creates electronic dipoles radiating at ω − Ω (Stokes) and ω + Ω

(anti-Stokes). This scattering process is called Raman scattering (Fig. 1.6(b)).
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FIGURE 1.6: Electronic and molecular oscillators influence on infrared absorption, Rayleigh

scattering and Raman scattering. Infrared absorption is characterised by driven molecular os-

cillations (a), Rayleigh scattering by driven electronic oscillations (b), and Raman scattering

by the coupling of driven electronic oscillations and natural molecular oscillations (b).

FIGURE 1.7: Energy diagrams for the infrared absorption mechanism (a), Stokes Raman scat-

tering (b) and anti-Stokes scattering, with the molecule already in an excited state of vibration

(c). In Raman, the energy ~ω does not correspond to any electronic transition energy and thus

is not strictly absorbed. The role of the incident radiation is rather to perturb the molecule and

open the possibility of spectroscopic transitions other than direct absorption.

The description of Raman scattering via the molecule polarizability allows to identify a selection



Chapter 1 15

rule for a molecule to be ‘Raman-active’: its polarizability must be depend on the vibrational

coordinates ( ∂α∂X |Xeq 6= 0). In other words, the molecule vibrational motion must modify the

molecular electron cloud distribution. In the example of the H2 molecule, when the internuclear

separation tends to zero the polarizability tends towards that of a helium atom, and as the

internuclear separation tends to infinity the polarizability tends to that of two hydrogen atoms:

in this case it is clear that the polarizability does change with the internuclear separation. The

change in polarizability with nuclear motion can also be viewed in a slighlty different way. Let

us suppose for a moment that ω ≈ ω0 (Resonant Raman). In this case, an electronic transition

is excited: the electron experiences large oscillations thus the atomic orbital is largely modified.

The equilibrium internuclear distance Xeq is thus as well modified into Xe
eq (Fig. 1.7). The

molecule relaxing to this new equilibrium position generates a vibrational motion: Energy is

lost due to the molecule reconformation. This is at the origin of the Stokes shift, which con-

trasts with perfect isolated atoms in which the absorption and emission lines occur at the same

frequency. In non-resonant Raman scattering, there is no real electronic transition (ω < ω0) but

only very short-lived ‘virtual states’: The electronic dipole oscillates at ω with low amplitude.

This induces a slight modification of the electron cloud and the molecule has to adapt its inter-

nuclear distance very fast such that it is again at equilibrium.

The provided description highlights that Raman scattering arises from the coupling of electronic

and vibrational modes of molecules, modelled as a driven atomic harmonic oscillator and a

natural molecular oscillator. With an applied electric field of angular frequency ω (Ω < ω <

ω0), the atomic dipoles within molecules radiate a field at ω. Their amplitude oscillations are

weak and quasi in phase with the incoming field. They may nevertheless perturb the molecular

conformation which itself perturbs the response of the electron cloud to the electric field. This

simple picture explains the generation of two new frequencies which relate to the intrinsic

molecular identity.

Some characteristics of Spontaneous Raman scattering

In the following we give some further characteristics of spontaneous Raman scattering which

are relevant for the rest of the thesis.

Spectral characteristics

In a Raman spectrum, the wavelength measurement of spectral lines attest for molecular struc-

ture and gives a signature of the studied molecular system. The line intensity is proportional

to the transition probability, and the natural linewidth is proportional to the inverse of the

lifetime of the involved virtual state, which is very short [10, 14]. Raman scattering - associated

with picoseconds lifetimes - can be considered as a quasi-instantaneous process, as compared for

instance to fluorescence which implies nanoseconds transitions [10, 14]. Another characteristic
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of Raman spectra is their asymmetry about the frequency ω. Indeed, often, at laboratory tem-

peratures most molecules occupy their vibrational ground state, as shown by the Boltzmann

distribution of the phonon population [10]. Therefore, except at high temperatures, the Stokes

signal at ω − Ω is stronger than the anti-Stokes signal at ω + Ω (Fig. 1.6 - 1.7).

Raman spectra are generally expressed in terms of energy shift rather than absolute energy. In

this way, spectral line positions are independent of the excitation wavelength λ. Raman shifts

are typically reported in wavenumbers units (cm−1).

∆ν̃ =
1

λ
± 1

λs
=

1

2πc
(ω ± Ω) (1.27)

Incoherence property

Spontaneous Raman scattering is an incoherent process: the phase of the molecular vibrations

are imprinted on the scattered field, but each molecule in the probed ensemble has a different

phase. The fields scattered by each molecule thus add incoherently onto the detector, and the

molecules act as independent sources of radiation irrespective of the degree of correlation be-

tween their positions [14, 39]. This is in contrast to coherent Raman scattering which drives all

molecules in phase, leading to coherent sum of scattered fields and thus to a much higher signal

[14, 39]. In addition, the scattered field from N molecules is isotropic.

Scattered signal properties

The amplitude of the electric field at frequency ωs = ω±Ω radiated by the associated oscillating

dipoles from N incoherent molecules leads to the Raman-shifted light intensity [39]:

I(ωs) ∝ Nω4
sX

2
eqI0

(
∂α

∂X

∣∣∣∣
Xeq

)2

(1.28)

The intensity of the Raman scattered light exhibits:

• a linear dependence regarding the exciting intensity I0

• a linear dependence regarding the number of molecules N

• a quadratic dependence on the molecular polarizability change with nuclear coordinates

• a dependence on ω4
s , and therefore a drastic dependence on the frequency of the exciting

field ω.

The latter dependence shows that the strength of the Raman scattered field can mostly be

tuned by choosing the frequency of the applied electric field within the range ω0 < ω < Ω.

Blue wavelengths are preferred for stronger Raman signal, but their relatively high energy may
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excite unwanted electronic states, resulting in overwhelming fluorescence background. On the

other hand, NIR wavelengths lead to lower levels of signal but are less likely to excite electronic

transitions. They also benefit from low water absorption and are therefore necessary for any use

in aqueous media such as tissue.

In all cases, the Raman scattering cross-section σ(ωs) - related to the signal intensity through:

I(ωs) ∝ Nσ(ωs)I0 (1.29)

- remains extremely small. Only an extremely small fraction of incoming photons, experiences

Raman scattering. The spontaneous Raman scattering cross-section is of the order of 10−30 cm2.

This is to compare with fluorescence cross-sections (10−16 cm2) or infrared absorption cross sec-

tion (10−22 cm2). This leads in general to very low Raman signal and thus to long integration

times.

Overall, vibrational spectroscopy techniques based on Raman scattering and IR absorption offer

a label-free optical contrast which gives access to the molecular fingerprint of samples. Both con-

trast mechanisms are solely based on light-matter interaction and are thus label-free. In addition,

Raman and IR spectroscopy offer complementary information. Since their respective selection

rules are different, both may be necessary to characterise all vibration modes of molecules.

Yet, for most purposes, only one of the two spectroscopy techniques is sufficient to uniquely

identify molecules. At the first look, the lower costs and higher signal levels of IR spectroscopy

seem to make it the method of choice for probing samples at the molecular level. However, IR

absorption spectroscopy has some severe drawbacks that make it inconvenient for several appli-

cations. While Raman spectroscopy involves excitation and detection wavelengths in the visible

or NIR, IR absorption involves wavelengths ranging from 2.5 µm to 25 µm. This implies low

spatial resolution and the use of detectors with poor noise characteristics. Furthermore, water

exhibits strong absorption at such wavelengths. Consequently, IR spectroscopy is unsuitable for

samples containing water, unless they are dehydrated.

Therefore, spontaneous Raman scattering possesses some key advantages as compared to IR

absorption that make it the vibrational technique of choice is number of cases, especially for

samples involving water. Nevertheless, its small scattering cross-section leads to low signal levels

and long integration times that undermine its utility. In this low signal level regime, the instru-

mentation must be chosen with care and search to maximize the process efficiency, in terms of

speed and signal-to-noise ratio.
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1.2 Instrumentation for Spontaneous Raman scattering

Spontaneous Raman scattering instrumentation requires: (i) a light source, to illuminate the

sample, (ii) a spectrometer, to separate and measure spectral components of the scattered light,

and (iii) an imaging system such as a microscope, if an image of the sample is needed. The

combination of Raman spectroscopy and microscopy - called ‘Raman Hyperspectral Imaging’ or

‘Raman micro-spectroscopy’ - associates a Raman spectrum to each spatial pixel of the sample

image. The collected signals can thus be represented as a data cube (Fig. 1.8): each pixel con-

tains two-dimensional spatial information (x and y), and one dimensional spectral information

(λ). The information value of such data is substantial, since the chemical composition of the

sample can be characterized in each of its resolved spatial points.

In this section, we present different modalities to acquire a Raman hyperspectral image. The

aim is to explore which solutions to exploit to acquire this data in the fastest and most efficient

way. In the first part, we give a brief overview of some possible ways to acquire a Raman

spectrum and image. In the second part, we describe the state-of-the-art instrumentation and

its limitations. In the third part, we give examples of alternative instrumentation that could

partly improve the conventional setups.

FIGURE 1.8: Schematic representation of an hyperspectral data cube. Each spatial pixel is

associated with a spectrum.

1.2.1 How to acquire signal in the spatial and spectral domains ?

To acquire an hyperspectral image efficiently, we need to understand how to acquire a Raman

spectrum, a Raman image and how to combine the measurements of the two domains.

Some acquisition strategies

The hyperspectral data is 3D, while conventional detectors are 0D, 1D or 2D. Thus, one needs

to decide how to exploit in the best way the available dimensions of the detector to collect the
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3D data (Fig. 1.15). To detect a spectrum or an image, one can for instance implement: (i)

parallel acquisition, (ii) raster acquisition and (iii) multiplex acquisition. Parallel acquisition

consists in detecting the signals from each channel in parallel onto an array detector. In raster

and multiplex acquisition, the detector has only one pixel (single-pixel-detector - SPD) and the

measurements are sequential. In the figure below, we define ‘channel’ as one energy bin of a

spectrum or one pixel of an image.

Array detector

t₁ t₁

: In parallel acquisition, the signal from each chan-
nel is measured separately on different parts of an
array detector. All the channels signals are probed
and acquired at the same time. The complete infor-

mation is acquired in one shot after t1.

SPD

t₁ t₅

t₁

t₅

: In raster acquisition, the channels are probed
sequentially. The detector detects the signal from
each channel separately and one at a time. The en-
tire information from all channels in then recovered

after
∑

i ti .

SPD

t₁ t₅

t₁

t₅

unmix

: In multiplexed acquisition, each measurement car-
ries information from several channels. The infor-
mation can be combined in different ways at the
detector. The entire information is recovered after∑

i ti or less, depending on the signal nature and
multiplexing strategy. It requires a demultiplexing

step.

Implementation in spectroscopy and microscopy

These acquisition strategies are implemented independently in the spectral and spatial domain,

in spectroscopy and microscopy (Table 1.1, Fig. 6.2). In spectroscopy, parallel acquisition is

performed with a dispersive spectrometer. The latter sorts electromagnetic radiation into its

distinct wavelengths components - using a diffractive element such as a grating - and each fre-

quency is measured in parallel onto an array detector. Raster acquisition is performed similarly



Chapter 1 20

with a monochromator : the dispersed wavelengths are probed sequentially with an exit slit and

single-pixel-detector. Multiplexed acquisition can be achieved on dispersive spectrometers by

replacing the slit by encoding patterns or with Fourier spectroscopy. The various wavelengths

combinations measured on a single-pixel detector are then demultiplexed to retrieve the spec-

trum.

In microscopy, parallel acquisition can be performed with wide-field imaging, using plane wave

illumination and an array detector. Raster acquisition is usually performed by scanning a fo-

cused laser beam or the object, and by sending the signal to a single-pixel detector. Multiplex

acquisition is performed by encoding some pattern in the illumination. This can be achieved by

focusing the light at different object locations at the same time, or by modulating an incoming

plane wave with a Spatial Light Modulator (SLM). Table 1.1 and Fig. 6.2 give a simplified

overview of the examples of implementation mentioned above.

Microscopy Spectroscopy
Parallel acquisition Wide-field imaging Diffraction spectrometer

Camera Grating + Camera
Raster acquisition Raster-Scanning Monochromator

Scanning system + SPD Grating + SPD
Multiplex acquisition Patterned illumination Fourier-transform / coded apertures

Light modulator device + SPD Interferometer / coded slits + SPD

Table 1.1: Examples of acquisition strategies in optical microscopy and spectroscopy. (SPD:
single-pixel-detector)

Microscopy Spectroscopy

(a) (d)

(e)

(f)(c)

(b)

FIGURE 1.12: (a) Wide-field imaging, (b) Raster-Scanning, (c) Patterned illumination, (d)

Diffraction spectrometer, (e) Monochromator, (f) Coded-aperture spectrometer.
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1.2.2 Conventional instrumentation for Raman hyperspectral imaging

Typical implementation

FIGURE 1.13: Figure

from [42]

The detector used in most of the Raman instru-

ments is a linear array or a 2D camera. Indeed,

the wavelength ranges involved in Raman make it

possible to exploit silicon-based cameras with rela-

tively good performances, as compared to other spectral

ranges (e.g. IR). The use of single-pixel-detector is re-

stricted to specific applications demanding extreme res-

olutions or detection in spectral domains where cam-

eras are poorly developed. Among the possible com-

binations, Raman hyperspectral instruments generally

makes use of parallel acquisition in the spectral do-

main, and raster acquisition in the spatial domain.

The data cube is generally built by raster-scanning

the sample with a point-focus illumination, and record-

ing a spectrum in each of these spatial positions.

Less often, the second dimension of the camera is

exploited to scan the sample line-by-line (Fig. 1.15

(B)), but this includes other problems discussed in

(1.2.3).

In all, conventional Raman hyperspectral imaging systems - combining focused excitation and

parallel spectral detection - constitute the state-of-the-art implementation of the technique.

General characteristic of the optical system

In a typical hyperspectral imaging system, a laser beam is focused onto a sample. The Raman

scattered light is collected and spectrally dispersed onto an array detector - for each spatial

position of the sample (Fig. 1.15 A). The essential components of a conventional Raman hyper-

spectral system involve, in the excitation path:

• An excitation source, typically a continuous-wave laser. It should at least (i) have an

narrow line shape (e.g. on the order of 0.1 cm−1) - adequate with the desired spectral

resolution, (ii) be stable in frequency – to allow accurate measurements, (iii) be very

stable in intensity (e.g. ≤ 1% power fluctuations) – to allow quantitative measurements.
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• A microscope and objective. Ideally, the optics should not exhibit fluorescence or Raman

background. The objective should have a good transmission and a high numerical aperture

(NA) to detect the scattered light within a sufficient solid angle.

• A scanning system, which scans the excitation beam (e.g. with galvanometer mirrors) or

the sample itself (e.g. with a piezo-electric stage).

And in the detection path:

• Filters that separate the Raman scattered light from the excitation beam and Rayleigh

scattered light. Typically, a dichroic mirror separates the excitation wavelength from the

collected signal wavelengths, and notch-filters removes most of the remaining laser light

and elastically scattered light.

• A confocal slit or pinhole that rejects part of the out-of-focus light.

• A diffractive component such as a prism or grating. The grating dispersion, together with

the relay-optics and confocal system, determines the system spectral resolution. Commer-

cial spectrometers achieve resolutions down to 1 cm−1.

• Relay optics: Components should be chosen to optimize the spectrometer throughput and

to introduce negligible chromatic aberration (e.g. through the use of mirrors instead of

lenses).

• A detector array, such as a charged-couple device (CCD) or an electron multiplying

charged-couple device (EMCCD), see Appendix B.

FIGURE 1.14: Schematic of a conventional setup for Raman hyperspectral imaging. Typically,

a focused laser beam is imaged onto the sample. The Raman scattered light is collected and

selected by filters and a confocal element (e.g. slit). Its frequency components are dispersed (e.g.

with a grating) onto a camera. Scanning the laser beam or sample in x and y leads to an image.

O: objective, M: mirror, D: dichroic mirror, S: slit, G: grating. Relay optics is represented as

lenses but mirrors are often used in the spectrometer (e.g. in the Czerny-Turner design).
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Conventional implementation performances and limitations

The experimental implementation of Raman hyperspectral imaging is thus relatively simple:

The label-free optical contrast entails limited sample preparation, and the instrumentation in-

volves a small amount of elements and alignment constraints, as compared to coherent Raman

for instance. Nevertheless, it carries some drawbacks.

Long acquisition times and poor SNR

In most cases, the main limitation of Raman hyperspectral imaging is its associated long acqui-

sition times. This is mainly due to the inherent weak spontaneous Raman cross-section, but also

to the detection method itself. The grating combined with the detector array allows to capture

a whole Raman spectrum onto the camera at once. This parallel detection scheme is an asset,

but it divides the total Raman signal into its spectral components onto different camera pixels.

This may lead to very limited flux impinging on each camera pixel. At such low flux, the SNR

is typically limited by the camera readout noise (for CCDs - see Appendix B), in which the

Raman signal may be buried.

Even at high SNR when noise is not an issue, (EM)CCD cameras are limited by their read-out

speeds. This is due to the readout step and to the time necessary to transfer electrons from

each pixel row to the readout register (Appendix B). This readout time depends on the number

of pixels used (readout of the entire chip, of only a few pixels along x or of all x−axis pixels

binned together). Commercially available CCD cameras can at best record one spectrum in 10

ms (with an associated significant readout noise of tens of electrons per pixel). EMCCD cameras

can achieve speeds of 1 ms per spectrum with full x−axis binning [43, 44], down to 760µs when

using less than 10 rows along x [45, 46].

Advertised as ‘ultra-fast Raman systems’ by commercializing companies [45, 46], such speeds

still require a minimum of 10 seconds for acquiring an image of 100 × 100 pixels. Therefore,

even the fastest commercial Raman systems are limited to applications requiring relatively slow

dynamics.

Data high dimensionality and heavy post-processing

Hyperspectral images are high dimensional: in many applications one routinely encounters im-

ages over 1 GB in size. For example, consider a spectroscopic 16 bits camera with 1600 × 200

pixels. With full binning along the x−axis, a single spectrum readout from such a camera con-

sists of 2 × 1600 integer values (pixel number and intensity), which corresponds to a size of 2×
1600× 2 bytes/integer = 6400 bytes per spectrum. If a Raman image of 512 × 512 spectra is

recorded, the acquired data accounts for 512 × 512 × 6400 = 1.56 GB.

This high dimensionality greatly limits the speed of the post-processing steps generally involved

after the acquisition. Indeed, in many cases, the actual data of interest is not the hyperspectral
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data cube itself but a subset of information derived from it. Post-processing permits to extract

this information. Its purpose may be to detect one specific component (such as a pollutant or

contaminant), to classify the image pixels according to spectral signatures, or to obtain a quan-

titative map of the amount of each chemical species present in each pixel. The strategies may

differ if spatial pixels contain pure chemical species or a mixture of chemical species. They also

differ whether spectral signatures of components are a priori known (supervised case) or not

(unsupervised case). In the unsupervised case, the first step generally involves pure components

identifications. Numerous techniques have been developed for these different purposes [47–49],

including, to name a few, principal component analysis (PCA), Independent component analy-

sis (ICA), Multivariate Curve Resolution (MCR), Non-Negative Matrix Factorization (NMF),

or classifiers based on Support Vector Machine (SVM). Then, the final data (e.g. a few-colors

image, with each color corresponding to one chemical species) is of very low dimension compared

to the initial highly-dimensional hyperspectral image.

Cost

Although relatively simple, Raman systems are relatively expensive (between 100ke and 150ke).

This is partly due to the high cost of cameras, best performances EMCCD being worth about

50ke.

Overall, the weak Raman cross-section, coupled with some aspects of the detection scheme and

technology, limits the effectiveness of spontaneous Raman hyperspectral imaging. To circumvent

the drawbacks of the state-of-the-art implementation, different methods have been or are being

explored. One option is to use Coherent Raman Scattering [15], but at the expense of a number of

other drawbacks including cost and complexity. In this thesis, we rather keep the physical process

identical and rather improve its instrumentation. Based on acquisition strategies presented in

1.2.1, we review in the following some ways to retrieve the spontaneous Raman hyperspectral

datacube more efficiently. First, we focus on systems that, as the conventional system, make

use of a 2D sensor: they aim at better using the potential for parallel acquisition. Second, we

elaborate on alternatives based on single-pixel-detectors.

1.2.3 Sources of improvement based on 2D sensors

Hyperspectral imaging is used in a much broader way than just for microscopy, therefore num-

ber of strategies have been proposed to acquire hyperspectral datacube efficiently, especially

in astronomy. The aim of this section is not to provide an exhaustive list of alternative im-

plementations to conventional Raman hyperspectral systems. Rather, we present a few other

techniques of acquisition that have been implemented in Raman (or fluorescence) hyperspectral

imaging, based on the use of cameras.

First, we mention some techniques that can improve the collection efficiency of a conventional

system. Secondly, we mention different ways of using the 2D sensor, by for instance exploiting
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the sensor second dimension to line-scan the sample (Fig. 1.15 B). Another option is to use the

2D sensor to perform wide-field imaging, but then raster-scanning the spectral domain (Fig.

1.15 C). Last, it is possible to use strategies that encode the 3D spatio-spectral information

onto the 2D sensor, thereby acquiring the datacube in a single shot (Fig. 1.15 D).

FIGURE 1.15: Typical hyperspectral imaging approaches based on 2D sensors. Figure from

[42]

Increase the collection efficiency of conventional spectrometers

Some techniques have been developed to improve conventional spectrometers collection effi-

ciency. In the conventional spectrometer described above [Fig. 1.16], closing the entrance slit

improves the spectral resolution at the expense of the amount of light collected by the spec-

trometer. This throughput-resolution tradeoff can be bypassed, to some extent, by adapting the

light distribution to the spectrometer original slit or by modifying the slit itself. Some tech-

niques include fiber-based spot-to-line converters, multi-slits [50], coded-apertures [51, 52] or

virtual slits [53–57]. Usually, these techniques come at the price of increasing complexity and

are sometimes not suitable for imaging spectrometers. Some Raman spectrometers using these

techniques are being commercialized at small scales but are not widely implemented.

Perform spatial-line scanning

The most straight-forward way to speed-up the acquisition is to make use of the two-dimensionalities

of the sensor by perform line-scanning of the image (Fig. 1.15 B). A cylindrical lens creates a

line-focus which is imaged onto the CCD pixels along the x-axis [58]. The image can thus be
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build line-by-line instead of point-by-point.

However, trade-offs include [59]: (i) an increase of the readout-speed and/or noise of the cam-

eras (since more pixels have to be readout), (ii) a diminished signal since the laser power is

distributed over a larger area - or the need for more powerful laser sources, (iii) typically a non-

uniform line profile that leads to variations in spectrum intensity along the line. Some strategies

have been developed to partially mitigate these disadvantages [60], and a line-scanning modality

is implemented in some commercial Raman micro-spectrometers.

Perform wide-field imaging and wavelength scanning

An alternative is to use well-resolved and fast-scanning techniques to scan the spectral axis (Fig.

1.15 C). Methods using fast rotating Bragg tunable filters have for instance been developed and

applied to Raman hyperspecral imaging [61].

Collect the entire datacube simultaneously: Snapshot-spectrometers

If the 3D spatio-spectral information can be encoded onto the 2D sensor, the entire datacube

can be acquired in a single shot (Fig. 1.15 D). Snapshot spectrometers simultaneously measure

all elements of the datacube; thereby removing the need for any scanning part and increasing

the collection efficiency. They typically incorporate specialized components to distribute the

3D spatio-spectral information in 2D. Postprocessing is then required to reconstruct the 3D

hyperspectral datacube from the 2D data. Many different snapshot spectrometers have been

introduced, especially in astronomy. Some implementations, reviewed in [62], include: (i) tech-

niques based on spectral filters [63–65], which use for instance spectrally resolved cameras, (ii)

computed tomography imaging [66], which uses 2D dispersion elements, (iii) integrated-field

spectrometry, based on image reformatting, and (iv) compressive coded aperture spectral imag-

ing, based on coded apertures and data compressibility. Although snapshot spectrometers are

relatively well-established and common in astronomy, only a few have been implemented re-

cently in fluoresence microscopy [67–69] and Raman microscopy [70]. They fall in the categories

(iii) and (iv) that we chose to briefly describe in the following. More details and references can

be found in the review from Hagen and Kudenov in [62].

Integrated Field Spectroscopy

The first snapshot spectrometers were introduced in the 1930s. They can be grouped under

what is known as Integrated Field Spectroscopy [62, 71]. In these methods, each individual

measurement results from integrating over a region of the object.

Some are based on image slicers made of mirror arrays: A series of tilted mirrors (for example

a Bowen-Walraven image slicer [72, 73]) slices the image into strips. The object is thus divided

into sub-objects which are then reorganized along the slit.
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Others techniques are based on fiber reformatting [74, 75]. For example, the object is imaged

onto the face of a coherent fiber bundle. At the opposite end of the bundle, the fibers are re-

formatted into a linear array compatible with the input of a standard slit spectrometer. In this

way, one spectrum is obtained for each fiber.

Other options, also introduced in the early 1960s make use of lenslet arrays [76]. A lenslet array

is placed in the entrance slit plane, essentially acting as spatial pixels. The fourier transform

of each subpixel then undergoes dispersion, and the signal from each individual lenslet signal

results into a spectrum.

Such techniques are mostly used in astronomy and have been implemented on some telescopes.

These approaches present some limitations in terms of resolution and bandwidth and come at

the price of higher complexity. They have been only recently implemented in microscopy [67, 68],

with optical sectioning capabilities comparable to that of a confocal microscope [69].

FIGURE 1.16: Common designs for integrated field spectrometry. Figure available here.

Compressive Coded Aperture Spectral Imaging (CASSI)

CASSI is the first snapshot technique to make use of the compressibility of the data cube. It

multiplexes space via an encoded aperture, and uses the camera to record the spatio-spectral

information (Fig. 1.17) [77–84].

The concept for CASSI can be seen as a generalization of coded aperture spectroscopy [51, 52].

The entrance slit of a conventional dispersive spectrometer is replaced with a wide aperture,

inside which is inserted a binary-coded mask. The signal from the object f(x, y, λ) is encoded

by this spatial mask T (x, y), and then dispersed along one dimension with a dispersive element

S(λ). This results in smeared columns: On the camera, one axis carries only spatial information,

while the other axis carries a mixture of spatial and spectral information. If the dimensions of

the hyperspectral datacube to recover is N × N × L (for x, y and λ−axis respectively), the

https://commons.wikimedia.org/wiki/File:Types_of_Integral_Field_Units.png
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dimensions of the measured intensity map is N × (N + L − 1). The recovery of the hyper-

spectral signal thus entails solving an undetermined linear system of equations, and using of

post-processing strategies based on compressive sensing [25, 85–88].

In all, CASSI allows light collection over a wide aperture and sensing of the entire data cube in a

single shot. However, except for simple spatio-spectral objects, most often a single-shot measure-

ment is not sufficient. Additional measurements are usually required, each with a distinct coded

aperture that remains fixed during the integration time of the detector. Further limitations lie in

the compressive sensing reconstruction methods which are currently sensitive to perturbations

of the system matrix, which thus needs to be carefully calibrated. Although very promising,

experimental implementations (e.g. in Raman microscopy [70]) are not yet convincing enough

as compared to their scanning counterparts.

Coded aperture Dispersive element CameraObject

FIGURE 1.17: CASSI principle.

Conclusion on the sources of improvement using 2D sensors

We briefly presented some alternative instrumentation for Raman hyperspectral imaging. Im-

plementations bringing some improvement in collection efficiency or better scanning-efficiency

(line-scanning) are sometimes implemented for commercial use but at small scales. Ground-

breaking change for Raman acquisition may lie in single-shot acquisition of a hyperspectral

data cube. Still, while snapshot systems are featured prominently in the research literature and

were first introduced more than 80 years ago, none of these instruments have seen wide adoption

outside the professional astronomical community. In this context, the current state-of-the-art

Raman micro-spectrometer is still the conventional setup described in 1.2.2.

Snapshot spectrometers certainly offer many advantages: there is no moving parts, the entrance

slit of the spectrometer is removed or better exploited to bring a major improvement in light

collection efficiency, and the whole hyperspectral data cube is acquired at once. Therefore, they

are very promising techniques that may benefit from future improvement in detectors array

technology and that may drastically reduce the acquisition times. However, these advantages

can only be achieved by making use of large detectors arrays, which exhibit drawbacks such as

readout speed and noise - the latter being worse with the number of pixels used. In the low

flux regime which is typical in Raman, the measurements are thus likely to be limited by the
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detector readout noise. Furthermore, while the potential of snapshot systems is great to improve

the acquisition speeds, it does not bring improvements in terms of cost, since the setups require

costly large detector arrays and more complexity than the conventional system. Most impor-

tantly, these measurements generate overwhelming volumes of data that must be dealt with in

order to take full advantage of them. This high dimensionality is more problematic than in the

conventional system. Indeed, the entire datacube must be stored, transmitted (e.g. with onboard

compression [89]) and postprocessed in a more complex way than in the conventional system.

Reconstruction of the entire datacube can be significantly long. Although the measurement itself

may be fast, this high dimensionality seriously undermines the snapshot spectrometers capabil-

ities, especially for real-time imaging. As an example, in CASSI recent Raman implementation

[70], the acquisition of the whole hyperspectral data cube (1024 × 205 × 1024) on one core of a

2.4 GHz processor (Intel, Xeon) required approximately 10 GB of RAM and 22 h, though this

time could be reduced with better processors.

1.2.4 Sources of improvement based on single-pixel-cameras

Overall, the acquisition of an hyperspectral datacube seems relatively inefficient. Significant

time and/or storage is spent acquiring overwhelmingly large data sets, which then undergoes

postprocessing to extract useful information of very low dimensionality. Yet, most of the time,

substantial a priori information about the hyperspectral datacube is held and may be used

efficiently.

The first valuable a priori information is that, in their vast majority, hyperspectral images are

extremely redundant. Consider the case of a sample composed of two pure chemical species

to be classified. The whole hyperspectral datacube typically represents several GB of data.

Yet, first, the spectral information is highly redundant (only two possible types of spectra).

Second, unless the species spatial distribution is random at the pixel level, the sample presents

some spatial structure and thus compressibility. Beyond this simple example, hyperspectral dat-

acubes present significant structure and therefore little information content as compared to their

dimensionality[22, 49]. In other words, the spatio-spectral matrix derived from this datacube

is highly compressible. This significant a priori information perfectly falls in the framework of

compressive sensing [25, 85–88], matrix completion [22, 90], and single-pixel cameras [91]. The

main idea is to use the data compressibility together with a single-pixel detector, to reduce the

number of measurements and be faster. Although the use of single-pixel detectors requires se-

quential scanning, they largely surpass cameras in terms of readout speed and noise properties.

The compressibility of images is exploited in the microscopy community (e.g. [92, 93]). Some ex-

perimental work has been reported in hyperspectral imaging but either use cameras or imaging

at only a few wavelengths [94–96]. To our knowledge, single-pixel imaging applied to hyperspec-

tral microscopy has only been shown experimentally in the past 3 years [97–102]. Among them,

only [101] reports the use of a single-pixel-camera for Raman hyperspectral imaging.

The mentioned techniques are powerful since they rely on a priori information which holds
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for most hyperspectral datacube. They can lead to substantially fewer measurements than the

original data dimensionality, and thereby faster speeds. However, they still require two post-

processing steps: (i) the reconstruction of the entire hyperspectral datacube (ii) the extraction

of relevant information from it. In all, compressibility is used in the measurement, but highly

dimensional data is still generated before applying a chemometric step to extract useful infor-

mation of low dimensionality.

Another type of a priori information one might hold about an hyperspectral data cube is the

chemical species it contains. Many practical cases fall in this class of problems, such as the detec-

tion of contaminants, quantification or classification of some chemicals – in industry, histology,

environmental science, etc. When one a priori knows the chemical species contained in the

sample, and simply wants to estimate their proportions or spatial distribution, reconstructing a

whole hyperspectral datacube is highly inefficient. The latter considerations are at the origin of

alternative approaches based on compressive Raman technology (CRT) that have recently been

proposed for quantification or classification of know species. The idea is to incorporate chemo-

metric analysis directly into the spectrometer hardware. Thus, the measurement is designed to

directly probe quantities of interest (species proportions or class) instead of deducing them from

complete hyperspectral measurements. This technique constitutes the core of this thesis.

1.3 Conclusion

In this chapter, we briefly described the optical contrast used in this thesis. A simple description

of the underlying theory helped to understand some important properties of spontaneous Raman

scattering. Although it is incoherent and exhibits an extremely small scattering-cross section,

this effective process probes molecular fingerprint of samples. The necessary instrumentation to

obtain a Raman hyperspectral image is relatively simple. However, the cameras characteristics

limit the signal-to-noise ratio or speeds of state-of-the-art systems: the minimum achievable

pixel-dwell times about 1 ms per spectrum limit the implementation of spontaneous Raman to

slow dynamics. Alternative techniques have been proposed, but none have yet demonstrated

enough efficiency to replace the conventional systems. More recently, some techniques have used

the hyperspectral datacube compressibility together with single-pixel-detectors, but they still

exhibit some limitations and generate highly dimensional data. Nevertheless, in many situations,

the chemical species contained in the sample are already known, and Raman hyperspectral

measurements actually simply aims to map the spatial distribution of molecules. Then, acquiring

or estimating the whole hyperspectral datacube is inefficient, and a massive speed-up can be

achieved by encompassing compressive techniques directly into the hardware. Designing the

measurement according to the quantities of interest to be estimated is the core of what we call

’Compressive Raman technology’ (CRT) and the subject of the four following chapters.
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In the previous chapter, we focused on different strategies to acquire hyperspectral datacubes

in an efficient way. Yet, we questioned the necessity to collect such large volumes of data,

especially when a priori information is held. In particular, when the chemical species present in

a sample are known, the acquisition of a whole hyperspectral datacube is inefficient. Essentially,

the spectra do not need to be recorded. In this thesis, the aim is no longer to acquire the full

Raman hyperspectral datacube, but rather to use the a priori information in an efficient way for

a specific task - such as determining chemicals proportions. This is at the essence of compressive

Raman: the knowledge is used directly into the hardware to directly probe quantities of interest,

instead of extracting them from the hyperspectral datacube.

31
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This chapter presents the salient principles of compressive Raman. In the first part, we introduce

the general concept of compressive spectrometers, together with a short historical review. In

the second part, we highlight the key points of the underlying estimation theory. In the third

part, we show two proof-of-concept experiments that support the theory and methodology.

2.1 Compressive Spectrometers

2.1.1 General concept

With a conventional spectrometer (Fig. 2.1 (a)), each pixel of an hyperspectral datacube contains

a spectrum. Each spectrum may result from the mixture of several pure chemical components.

To estimate the chemicals proportions in each pixel, two post-processing steps are involved:

the first step generally requires the extraction of endmembers such as the pure species spectra

(1.2.2); the second step can for example consist in projecting each recorded spectrum onto these

endmembers (1.2.2).

When the chemical species present in a sample are a priori known, the spectrometer may be

modified to perform certain operations optically. The camera can be replaced by a combination

of spectral filters and a single-pixel-detector. These two elements allow to perform an optical

dot-product in the spectral domain: the spectrally dispersed signal is filtered and summed onto

a single-pixel-detector (Fig. 2.1 (b)). The resulting signal contains chemical information that is

extracted without recording a spectrum. The spectral filters, also called ‘multivariate optical

elements’, can for instance take the form of interference filters, spatial light modulator (SLM) or

digital-micromirror device (DMD). Their design is application specific: it depends on the spectra

of the pure chemical species and on the type of chemical analysis performed (classification,

estimation of concentrations, etc.). Since it performs optical operations, the resulting instrument

is referred to as a ‘multivariate optical computer’ [103]. And since it directly probes information

of low dimensionality, it is also sometimes named ‘compressive spectrometer’. When applied to

Raman spectroscopy, we refer to it as Compressive Raman or Compressive Raman Technology

(CRT).
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FIGURE 2.1: A compressive Raman spectrometer (b) is similar to a conventional spectrometer

(a), in which the camera is replaced by a single-pixel-detector (SPD) combined with a spectral

filter. While in (a), species proportions are extracted from the Raman spectrum, in (b) the

knowledge of the chemical species is used to design the filters. An optical projection is performed,

allowing to extract proportions information without recording a spectrum.

2.1.2 Previous (and on-going) work

The concept of multivariate optical computing dates back from 1986 [27]. In this paper, S. E.

Bialkowski described ‘a simple apparatus for optical spectroscopic signal processing’ and set the

basis of the signal processing framework. The idea was refined in 1991 in [104].

The first experimental demonstration of was reported in 1998 [28]. The multivariate optical

computer was then based on interference filters, specifically designed to reproduce the eigen-

vectors obtained from chemometric techniques such as principal component analysis (PCA).

This work was further developed by the same research group in [105–107]. This technique was

subsequently exploited for fluorophores discrimination [108–110]. It started to be used, about

5 years ago, in the oil and gas industry for the detection of hydrocarbon composition in oil

wells [111, 112]. Although interference filters make the devices compact, robust and stable, their

relatively poor spectral resolution and inflexibility hinder their applicability, since the design

and manufacture of a new interference filter is necessary for each new application.

To allow more flexibility, devices using liquid-crystal-based SLMs for were introduced in 2006 in

[113] and 2011 in [114]. In [113], the instrument was used to estimate proportions of solvents from

their Raman signal. In [114], the actual speed advantage of the technique for Raman imaging

was shown: a distribution of sucrose and glucose crystals was mapped with a pixel-dwell time of

a few ms. Such a device was also used for the classification of pharmaceutical components with

integration times of a few tens of ms [115]. A similar instrument with 2 single-pixel-detectors

was reported in 2014 [116]. However, SLMs require to operate on linearly polarized light, are

expensive and relatively slow (≈ 500 Hz update rates). In comparison, DMDs have faster switch-

ing rates (up to 22kHz) and are cheaper.

Although the first reported use of a DMD in spectroscopy dates back to 1995 [117], DMDs were
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first used for multivariate optical computing in 2008 [29, 118], for Raman and fluorescence spec-

troscopy. From 2012, substantial work was carried by Wilcox et. al for Raman rapid imaging

[119, 120]. The same group further developed the technique (i) in 2015, to take into account

potential fluorescence background [121] and (ii) in 2017, to implement two single-pixel-detectors

[122]. Other DMD-based compressive spectrometers include spectrally-resolved thermal cameras

[123–125]. A NIR spectrometer has also been commercialized by Texas Instrument since 2014

[126].

In the past year, some work using compressive spectrometers were reported for fluorescence spec-

troscopy [127], for Raman imaging with time-gated fluorescence [128] and for stimulated Raman

scattering [129]. A review (Recent trends in compressive Raman spectroscopy using DMD-based

binary detection) has also been published [130].

2.1.3 Potential for Raman applications

In Chapter 1, we pointed out the main drawbacks of conventional Raman spectrometers, and

saw that they seriously hinder the wider use of Raman technologies. Conversely, when pure

constituents are known or accessible, compressive spectrometers present substantial potential

for Raman applications, in terms of:

• Signal: Instead of being spectrally dispersed onto an array detector (Fig. 2.1 (a)), several

wavelengths are multiplexed onto a single-pixel-detector (Fig. 2.1 (b)), leading to more

signal. For example, if a uniform Raman spectrum of 1000 photons is distributed over

1000 pixels of a camera, the resulting signal of 1 photon per pixel leads to poor SNR in

the best case, or to undetectable Raman photons in the presence of camera noise. On the

contrary, if the compressive spectrometer selects half the spectral bases, more photons

(500) are sent to a very low noise detector.

• Speed, in the acquisition: the readout speed of cameras no longer limits the acquisition

rate in the high signal regime.

• Speed, in post-processing: the generated data is of very low dimension as compared to the

hyperspectral datacube, and requires little post-treatment since part of the processing is

performed optically

• Cost: the multivariate optical element and single-pixel-detector are together typically less

expensive than a spectroscopic camera.

Nevertheless, it is only after the spectral filter functions have been established, through a train-

ing step or a calibration procedure, that the full speed advantages of this technique can be

realized. It is therefore mostly useful for chemical analysis, when several experiments with the

same kind of chemicals and same purpose are conducted.
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All these advantages build strong motivation to use compressive spectrometers for some specific

Raman applications: In particular, boosting the acquisition speed could ultimately enable wider

industrial use, in vivo imaging or characterization of dynamic processes. However, despite recent

advances in the field, the best performances shown so far in compressive spontaneous Raman

imaging consist of images of simple chemical crystals (e.g. fructose and glucose [119]), with little

scope for applications, except for some experiments on pharmaceutical components [115, 122].

In this context, our work constituted in further developing this technology, in better quantifying

the mentioned advantages, and in exploiting it for some concrete problems.

In the following, we present the general formalism and some additional developments brought

to the existing theory. We also demonstrated some proof-of-concept experiments that validate

our implementation of compressive Raman.

2.2 Proportion estimation in Compressive Raman

The results of this section arise from a work carried in collaboration with P. Réfrégier and F.

Galland (Institut Fresnel). They have been published as a journal paper ‘Precision of proportion

estimation with binary compressed Raman spectrum’ in [131].

We place ourselves in the following framework: We suppose the sample is a mixture of pure

chemical species with known Raman spectra. The aim is to estimate in which proportion the

species are mixed, as accurately and precisely as possible.

Intuitively, we may understand that this problem entails two main difficulties: the measurement

noise and the similarity between spectra: Even at high SNR, the estimation may be difficult

if the pure spectra are highly correlated with each other. On the other hand, even if there are

only two chemicals with orthogonal spectra, the estimation may still be difficult if the SNR

is sufficiently low. To take into account these parameters, we need to model the system and

consider the noise of the physical system.

Two major steps are implied in this problem. The first step is the design of relevant spectral fil-

ters, which are supposed to be binary. Naturally, one would choose the most prominent spectral

peaks of each chemical species. Yet, most often, the problem is too complex for such a simple

design. The second step is the choice of the estimation method, that allows one to estimate the

proportions of the chemical species from the measurements.

2.2.1 Problem formulation

To begin with, we define the problem variables, visually presented in Fig. 2.2. We denote:
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• Q : number of pure chemical species present in the sample (q = 1...Q)

• M : number of spectral filters, with M ≥ Q (m = 1...M)

• L : number of energy bins along a Raman spectrum (l = 1...L)

• y : L× 1 vector containing a Raman spectrum, mixture of Q pure chemical species

• S : L × Q matrix of known Raman spectra. sq of the spectrum of the qth pure chemical

species. (in units of counts/s)

• c : Q× 1 vector of unknown chemicals proportions to estimate

• F : L×M matrix of the M binary spectral filters fm

• b : M × 1 vector of noiseless measurements. Its mth element contains the projection of fm

on y.

• n : M × 1 vector of noisy measurements.

• τ : M ×M diagonal matrix which elements contain the exposure time τm of filter fm.

For simplicity, other variables that might be relevant for the model (system transfer function,

quantum efficiencies, etc) are directly incorporated into the matrix S.

Suppose a sample consisting of a mixture of Q chemical species. Each species Raman spectrum

s is known. Each spectrum consists of L spectral bases distributed over a certain frequency

bandwidth, and is assumed to be positive (slq ≥ 0). Furthermore, the chemical mixture is

assumed to be linear with proportions cq. The resulting Raman spectrum of the sample y reads:

y = Sc (2.1)

In compressive Raman, combination of frequencies - selected by a binary spectral filter fm -

are summed onto a single-pixel-detector, leading to a measurement bm. Formally, the filters fm

are projected, during time τm, onto the pure spectrum sq weighted with its relative proportion

coefficient cq. This optical projection of filters onto the Raman spectrum reads:

b = τFTy = τFTSc (2.2)

Or, with G = τFTS:

b = Gc (2.3)

The aim is to estimate the proportion vector c from this equation.
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FIGURE 2.2: Visual representation of Eq. (2.3), with 2 pure chemical species and 2 spectral

filters or ‘masks’. The exposure times τm are not represented for clarity.

2.2.2 Noise and Precision

In reality, the ideal measurements bm are perturbed by noise. Its noisy counterparts are denoted

nm. When the single-pixel-detector dark noise is sufficiently low, the measurement can be as-

sumed to be limited by photon-noise (2.3.1). Thus, the measured number of photons nm with

filter number m is a random variable, and its probability law can be modelled by a Poisson

distribution, with mean 〈nm〉 = bm. The probability to observe nm photons with filter fm is

then:

Pm(nm) = e−bm
bnmm
nm!

(2.4)

Given this noise, the aim is to estimate c from Eq. (2.3). Its estimate is denoted ĉ, the estimation

mean 〈ĉ〉 and the error δĉ = ĉ−c. We consider an unbiased estimator, so 〈ĉ〉 = c. The precision

of an unbiased estimator can be characterized by its covariance matrix [132]:

Γ = 〈δĉδĉT 〉 (2.5)

The diagonal elements of the covariance matrix represent the estimation variance of each compo-

nent of ĉ, while its off-diagonal elements represent correlations between its different components.

Calculating Γ in general requires to choose a defined estimator to calculate ĉ.

However, some knowledge about the diagonal elements of Γ can be deduced without choosing a

specific estimator. Indeed, if an estimator is unbiased, its variance is bounded by a lower bound,

called the Cramer-Rao lower bound (CRB) [132]. This property leads to:

〈δĉ2
i 〉 = [Γ]ii ≥ [CRB]ii (2.6)

where CRB is the CRB matrix. The CRB bound provides valuable information on the ultimate

precision of an estimation problem that can be hoped for, independently of the chosen unbiased

estimator. It is based on the model and the noise characteristics of the system and is defined
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through the inverse of the Fisher Information matrix IF [132]:

CRB = IF
−1 (2.7)

IF is obtained through [IF]ij = −〈∂ci∂cjL(n)〉, where L(n) is the log-likelihood derived from the

Poisson distribution of Eq. (2.4). The derivation requires the measurements nm to be statistically

independent. For the given problem, the derivation - detailed in Appendix A - leads to [131]:

[IF]ij =
M∑
m=1

GmiGmj
bm

=
M∑
m=1

GmiGmj∑Q
k=1Gmkck

(2.8)

Or, in the matrix form, with B = diag(b):

IF = GT B−1 G (2.9)

The two above equations are only defined if : ∀m, bm 6= 0. In other words, the denominator of

Eq. (2.8) must be nonzero for each filter m. A null denominator could arise in general since we

did not specify any positivity constraint for the proportions. Since bm ≥ 0, the denominator

might be zero if a spectral filter is orthogonal to all species spectra, or if a proportion is zero.

It is important to realize that the Fisher information matrix directly derives from the physical

problem formalism (Eq. (2.3)) and from the noise associated with this physical problem (Eq.

(A.1)). It shows that the estimation precision is a function of the species pure spectra and

relative proportions, the integration times, and the binary filters. Since G = τFTS, it contains

the pure Raman spectra (in units of counts/s) and its elements are in units of counts. Thus,

the elements of IF scale linearly with the number of counts, and the precision then improves

linearly with the number of photons.

2.2.3 Estimation method

Now that we have an expression for a bound on the estimation variance, we wish to estimate c

from a noisy measurement n. The aim is to find an unbiased estimator with the best possible

precision, i.e. which variance equals to the CRB. In general, it is not sure that such an estimator

exists. In this section, we consider the common least-square estimator. It is the value of c which

minimizes:

||n−Gc||2l2 . (2.10)

General case

In general, if (GTG) is not singular, the least-square solution reads:

ĉ = (GTG)−1GTn (2.11)
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This solution is called the pseudo-inverse solution. The pseudo-inverse of G is: G+ = (GTG)−1GT .

Since 〈n〉 = b and b = Gc (Eq. (2.3)) , the pseudo-inverse estimator is unbiased:

〈ĉ〉 = (GTG)−1GTb (2.12)

〈ĉ〉 = c (2.13)

The covariance matrix defined in (2.5) derives from the error δĉ :

δĉ = ĉ− c = G+n−G+b = G+δn (2.14)

with δn = n− b. Thus, the covariance matrix reads:

Γ = 〈δĉδĉT 〉 = G+ 〈δnδnT 〉 G+T (2.15)

Since the components of n are independent and Poisson-distributed, the matrix 〈δnδnT 〉 is

diagonal, and its elements are: 〈δn2
m〉 = 〈nm〉 = bm. Thus, the covariance matrix of the pseudo-

inverse estimator becomes:

Γ = G+ B G+T (2.16)

However, if the matrix G is not square and invertible, we cannot draw an equality with the CRB.

Specific case M = Q

When the number of filters equals the number of species (M = Q), the matrix G is square. If

additionally G is not singular, the least-square solution from Eq. (2.12) simplifies to:

ĉ = G−1n (2.17)

This estimator is also unbiased and its covariance matrix reads:

Γ = G−1 B G−T (2.18)

This time, since G is square and assumed not singular, the CRB matrix can be calculated from

(2.9). This results in:

CRB = G−1 B G−T = Γ (2.19)

Therefore, when the number of filters equals the number of species (M = Q), the least-square

estimator is efficient, i.e. unbiased with minimal variance. This property is interesting, since

performing a fast and simple linear operation leads to an efficient estimation of the species

proportions when M = Q, which is often the case in practise. Furthermore, it shows that

minimizing the mean square error (i.e. tr(Γ)) as in [133] is efficient with a Poisson noise model

for the considered application, when M = Q [131]. We note that these conclusions hold because

no constraint was imposed on ĉ (see 2.2.5 and Chapter 6).
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2.2.4 Filters optimization

In the above calculations, the spectral filters matrix F was fixed. It is clear from Eq. (2.9) that

the estimation precision depends on F. The spectral filters should be calculated to maximize

this precision. Thus, we choose to minimize the trace of the CRB matrix [131].

We constrain the relative exposure times τm of the binary filters to be equal and we fix a set

of initial proportion. The implemented algorithm consists in a simple numerical optimization

technique: a set of binary values (m, l) is randomly chosen, and the value fml is replaced by

1 − fml if tr(CRB) is decreased. The process is then iterated for a given set of iterations or

until no smaller value of tr(CRB) is found. This simple algorithm does not always guarantee

convergence to a global minimum, but simulations show that the precision reached with this

method reaches values close to the CRB obtained with a complete Raman spectrum, at least

in the considered cases [131](Chapter 3). More sophisticated optimisation algorithms could also

be implemented to improve the convergence properties if necessary.

A similar approach is adopted in [119, 133], but the criterion minimized there is the mean

square error instead of the trace of the CRB matrix. Eq. (2.19) shows that the two approaches

are equivalent when M = Q. Our approach is easier to implement because it uses the analytical

expression of the CRB matrix, while the optimization strategy used in [119] is based on the

Matlab functionfmincon. But none of the two optimization strategies guarantee convergence to

a global minimum [131, 133].

Influence of filter exposure times τm

The respective exposure times τm of the filters do not need to be constrained to be equal. In

[119, 133], these exposure times are conjointly optimized with the filters. Optimizing each τm

may result in a lower estimation precision than with constraining all τm equal (τm = T/Q). In

[131], the maximum loss of constraining the exposure times to be equal is quantified. It is shown

that, when M = Q:

[CRB]
τopt
ii ≥ 1

Q
[CRB]

T/Q
ii (2.20)

where the left-hand term represents the CRB when the exposure times are optimized and T is

the total exposure time. Therefore, optimising the τm can lead to a maximum precision gain of

Q. It can therefore be interesting to optimize the exposure times of the filters, especially when

the number of chemical species is large. Nevertheless, the loss is not bounded if an inappropriate

choice of time is done.

Influence of initial proportion values cm

It is important to note that the filters optimization is performed for a given initial proportion

vector. The question on how do the filters depend on the latter thus arises. We do not properly

examine this point here. However, we empirically noticed that the estimation precision seemed
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relatively robust to the initial proportion choice, at least when cq = 1/Q , M = Q and orthogonal

filters (Chapter 3). Further details are given in [131].

Additional constraints on the filters

Additional constraints could easily be implemented into the filters design algorithm, such as

filters orthogonality (3.1.2) or complementarity. Adding such constraints can be useful for some

applications. Furthermore, the filters can also be designed to optimise the CRB of only a subset

of chemical species, or to consider some others as nuisance parameters. This approach can for

instance be helpful when some fluorescence background arises in the Raman spectra [121].

2.2.5 Conclusion

In this section, we presented the underlying estimation theory of CRT. We proposed a simple

method to optimise the spectral binary filters, and showed that the least square estimation is

efficient when the number of filters equals the number of species and when no constraint is

imposed on the estimate ĉ.

The search for an unbiased estimator allowed us to derive some interesting properties on the

ultimate problem precision. Nevertheless, in practise, the estimate may be subject to physical

constraints, such a positivity (cq ≥ 0). To take into account these constraints, other estimators

could be used. They may also help reduce the variance of the estimation, at the potential cost

of a bias. Then, a comparison with the CRB has a little relevance. More details on this point

are provided in Chapter 6 and in [134].

Although there are sources of improvement, the method presented in the above section enabled

us to experimentally implement CRT with success in a number of cases, as shown in the following.

2.3 Compressive Raman proof-of-concept experiments

A large part of this thesis has been dedicated to the experimental implementation of compressive

Raman technology (CRT). This was first performed with a proof-of-concept experimental setup

that allowed to validate our methodology. This was a necessary step to go any further in the

technique or to concrete applications. In this part, we briefly describe the setup that was built,

the experimental methodology, and show two experimental results that confirm the principle of

CRT.
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2.3.1 Experimental setup

Description of the setup

A simplified schematic of the setup is depicted in Fig.2.3. On the illumination side, a continuous

wave laser operating at 532 nm (Verdi, Coherent Inc) is spectrally filtered and brought to

a point-focus by an objective (Nikon X20 - 0.75). A piezoelectric stage scanner (P517, Physik

Instrumente GmBH) holding the sample is used to scan the sample plane. On the detection side,

the object is relayed onto a confocal slit to reject part of the out-of-focus light. A combination

of a dichroic mirror and a notch filter ensures only the Raman signal is retained. The Raman

signal is then dispersed by a blazed grating placed on the conjugate plane of the confocal slit.

The spatially dispersed wavelength components of the Raman signal are imaged on a DMD. The

DMD spectral axis (λ−axis), in conjunction with the grating, acts as a programmable spectral

filter. Since the object is imaged onto the DMD, it can also be used as a virtual pinhole in its

x−axis. When the DMD pixels are in the ‘ON’ state, the corresponding spectral components of

the Raman signal are deflected into a photo-multiplier tube (PMT) operating in photon-counting

mode, while the rest is sent into a beam dump. This is done by imaging the whole DMD surface

onto the 5 mm detector active surface area. The PMT, DMD and Piezo-scanner are connected

to an acquisition card (National Instruments) that ensures the connection with the computer.

To verify the validity of the measured Raman spectra with our instrument, we also equip the

setup with a commercial spectrometer (Horiba MicroHR) where the Raman signal can be sent.

In addition, a 594 nm He-Ne beam-path is used for spectral calibration and alignment.
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FIGURE 2.3: (a). Schematic of the experimental setup. L1−L3 are achromatic doublets lenses

with focal lengths 100, 100, 150 mm, respectively. L4 is actually the combination of 2 achromatic

lenses that image the DMD into the PMT with × 3 demagnification (Not represented for

clarity). D: dichroic mirror; S: confocal slit; G: amplitude grating; DMD: digital micromirror

device; PMT: photomultiplier tube. (b). General CRT method, consisting of (A) a training

or calibration step to measure to pure Raman spectra, (B) a numerical optimisation step to

generate the spectral filters (2.2.4), (C) an optical projection of the filters onto the Raman

mixture, and (D) a final estimation step (Eq. (2.11)).

The compressive Raman spectrometer consists of three main elements, namely the grating,

DMD and detector:

Grating

The grating is a blazed grating (600 mm−1, Thorlabs GR25-0608). In the given setup configu-

ration, the grating, combined with the lens L3, results in an inverse linear dispersion 1 of about

10.3 nm/mm. This corresponds to 0.14 nm per DMD mirror. The grating blazed wavelength

(750nm) is not optimal for our application. Thus, in the targeted wavelength range of [540nm-

630nm], its efficiency is only between ≈ 40% and 60%.

DMD

The core component of the CRT setup is the DMD (V-7001, Vialux). A DMD is a micro-

electronic mechanical system which consists of thousands of individually addressable moving

micromirrors, controlled by underlying electronics. Each mirror can be individually rotated in

1Linear dispersion: ∂L
∂λ

= f3
acos(D)

, with f3 = 150 mm focal length of L3, a ≈ 5 mm aperture radius, D ≈ 22◦

diffraction angle of the selected order) [135].
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two states: +12◦ and −12◦, so the device in essence provides a binary modulation of light,

although it can also be used to perform more complex modulations (eg.[136]). The DMD used

here is composed of 768 × 1024 aluminium-coated mirrors of size 13.68µm × 13.68µm. The

maximum switching rate of the mirrors is 22.7 kHz (44µs). In our setup, the DMD is mounted

in normal incidence on a y−z stage to adjust its position in respect to the focus (z−axis) and

to select the wavelength region of interest (y−axis). Furthermore, due to the mirrors axis of

rotation, the device had to be mounted turned by 45◦ about the x−axis. The DMD efficiency

in reflection is ≈ 70% for the targeted wavelength range.

Detector

The detector is a photon-counting head from Hamamatsu (H7421-40). It is based on a GaAsP

photocathode and a cooler. Its quantum efficiency for the wavelengths of interest is approxi-

mately constant around 40%. The photon counting process is linear up to 1.5 106 s−1 [137] and

its dark-noise is estimated to about 9 Hz (Fig. 2.4).

Some characteristics of the setup

In this section we briefly give a few characteristics of the setup. We mostly focus on the noise

characteristics, since it constitutes one of the main assumptions of the underlying theoretical

model (Eq. (2.4)).

Spectral properties

The accessible spectral range - limited by the L3 lens aperture - is about 100 nm (3500 cm−1).

This wide spectral range allows to access the most of the full Raman spectrum at the same

time. The spectrometer spectral resolution - measured with a 50 µm wide slit - is estimated to

be about 40 cm−1 (1.4nm), which is about 1.5 higher than the theoretical value 2. This spectral

resolution is poor but satisfactory for the present purposes.

Spatial properties

The microscope focal spot full-width-half-maximum is about 2 µm. Since the focal spot is fixed

while the sample is scanned, the field-of-view is limited by the piezo-scanner travel range (200

µm).

Spectrometer througput

Because the efficiency of the PMT and grating are relatively poor, the spectrometer throughput

is only about 15% at 600nm.

2The spectral resolution can be approximated by: f3(λ
a

+ b
f2

)( ∂L
∂λ

)−1, with a the aperture size and b the slit
width [10].
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Noise properties

The theoretical developments of (2.2) assume that the measurements are shot-noise limited. We

therefore need to check experimentally that our measurements are indeed limited by photon

noise. Let n be the number of counted photoelectrons by the detector. We hypothesise it follows

Poisson statistics. The measurement variance should then be equal to its mean: 〈δn2〉 = 〈n〉.
To check if the above hypothesis is reasonable, we measure the photons detected through the

system. We use a solution of dimethyl sulfoxide as a sample, and a spectral filter that selects

its main peaks. The laser power is fixed to 100 mW and the spectral filter exposure time is

varied between 50 µs and 10 ms. Each measurement is repeated 3000 times. We found the mean

number of counts 〈n〉 to be equal to its variance 〈δn2〉 (Fig. 2.4 (a)). The same experiment with

fixed exposure time and varying laser power led to the same relationship (not shown).

In addition, we measure the detector dark-noise (thermally generated electrons), to ensure it is

negligible compared to the signal count-rates faced in usual experimental conditions. Fig. 2.4

(b) shows the histogram of 1000 dark-counts measurements (1 s integration time per measure-

ment). It can be fitted with a Poisson probability density function of mean ≈ 9, which means

the dark-count of our detector is about of 9 photoelectrons per second. This value is low enough

to ensure a negligible influence of the dark noise on our measurements. In all, we can consider

that the CRT experiments are indeed operated in the shot-noise limited regime.
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a. Mean and Variance of photons counts b. Detector dark counts (per second)

FIGURE 2.4: (a) Mean and variance of 3000 measurements for different integration times. (b)

Detector dark-count rate: histogram of 1000 measurements.

2.3.2 Experimental method

The general method for performing compressive Raman experiments in summarised is Fig. 2.3

(b). It includes the following stages.
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A. Training step

The aim of the training step is to measure or determine the spectral library S. It can be per-

formed in different ways.

When the pure chemical species present in the sample are known, their theoretical Raman spec-

tra can generally be found on various databases or handbooks. These theoretical spectra could

then be fitted with the spectrometer transfer function. This approach is nevertheless subject to

imperfections in the spectral calibration and in the estimation of the spectral transfer function.

Rather, we directly incorporate the instrument parameters into the model by performing an in

situ training step: We measure the spectra of the pure chemical species (on an available pure

solution, piece of pure material, etc), by raster-scanning the DMD. Since each DMD column

corresponds to one spectral basis, raster-scanning it along the λ−axis builds a spectrum (Fig.

2.3 (a)). Alternatively, positive Hadamard patterns could be used and the data demultiplexed to

obtain a spectrum [52]. Such an approach can be interesting in certain cases, but its advantage

over raster-scanning is not trivial because of the shot-noise limited nature of the measurements

(Chapter 6).

B. Filters calculation

Once the matrix S is known, the filters can be optimised with the procedure described in 2.2.4.

In practise, the algorithm is executed for about 50 random initial filters. If the filters are not

all identical, the filter set leading to the smallest tr(CRB) is selected. In most practical cases,

we use as many filters as chemical species M = Q. Simulations are also performed to verify the

validity of the filters.

C. Projections

The sample of interest is placed in the focal plane of the microscope. The M filters are se-

quentially projected onto the DMD, with equal exposure times τm = T/M , resulting in a

measurement vector n. When the sample is imaged, the DMD pattern is fixed while the image

pixels are scanned along x and y. Alternatively, all the filters may be projected before another

spatial pixel is probed. This second approach may be necessary in the case of unstable samples.

D. Estimation

Finally, the species proportions are estimated using the linear estimation given in Eq. (2.11) or

Eq. (2.17) if M = Q.

2.3.3 Experimental demonstration on solutions

As a first demonstration example, we show results on mixed liquid solvents: Dimethyl-Sulfoxide

(DMSO, 99.9%, Sigma-Aldrich) and chloroform (99.9%, Sigma-Aldrich). Along this experiment,

the laser power at the sample plane is ≈ 25 mW and the slit is 100 µm wide. The DMD pixels are

binned 4-by-4 along the λ−axis, and fully binned along the x−axis. Each pure solvent is placed

into a cuvette (Hellma), and their spectra are measured by raster-scanning the DMD (Fig. 2.5
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(a)). The DMD is placed to only select the fingerprint region. The measured pure spectra are

consistent with the spectra found on data bases. The spectral overlap of the measured spectra

is 0.79. It is defined as: We define the spectral overlap rij , between species i and j, through:

rij =

∑L
l=1(slislj)√

(
∑L

l=1 s
2
li)(
∑L

l=1 s
2
li)

(2.21)

The two solvents are then mixed with 70% of chloroform and 30% of DMSO: the resulting mea-

sured spectrum with our spectrometer is found to approximately match the simulated mixture

spectrum - obtained by summing the weighted pure spectra (Fig. 2.5 (b)).
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FIGURE 2.5: (a) Spectra of the pure solvents measured by raster-scanning the DMD. The

spectral overlap in the selected spectral region is 0.79. (b) Simulated and measured spectra of

the mixture of solvents.

Filters optimization: two models

In the following, we perform experiments on this specific solvent mixture to retrieve the the-

oretical proportions of 70% of chloroform and 30% of DMSO. To illustrate the importance of

the accurate modelling of the physical problem on CRT performances, we present the results

obtained with two different models (Fig. 2.6). The two filter model (a) only takes into account

the two pure spectra. The three filter model (b) takes into account the two pure spectra and

an additional constant Raman background - modelling Raman signal arising from optics. To

generate the filters, the initial proportions are set to c1 = c2 = 0.5 for (a) and to c1 = c2 = 0.495,

c3 = 0.01 for (b). In the two cases, the spectral filters obtained with the algorithm are found

identical for 50 random initial trials, respectively. We notice that the filter f1 mainly selects

chloroform peaks, while f2 mainly selects DMSO peaks.

For these spectral filters, the CRB matrices evaluated at (70% - 30%) are calculated. The CRB

https://sdbs.db.aist.go.jp
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first diagonal element relates to the chloroform estimation precision, the second diagonal ele-

ment to DMSO, and the third diagonal element to the background. Thus, only the two first

diagonal elements are of interest. The trace of the CRB of model (a) and (b) are found to be

approximately equal. Thus, the model (b) is not expected to improve the estimation precision

in this specific case.

We note that the CRB matrix element related to chloroform is larger than the DMSO. This is

relevant since the chloroform spectrum is dimmer than the chloroform. Although the number of

counts associated to the background is very small compared to the solvent species, its associated

CRB is small since it is weighted with a small proportion of 1% (Eq. (2.8)).

In addition, we simulate the expected values of the matrix G (with τm = 1s). In cases (a) and

(b), the two matrices comparable elements have similar values. The highest number of counts

arises from the projection of the filter f2 onto the DMSO spectrum. Although the spectral cor-

relation is relatively high, the matrix G off-diagonal elements are relatively small as compared

to the diagonal elements: this reveals the degree of spectral selectivity performed by the filters

fm.
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FIGURE 2.6: (a) Model with no additional background spectrum (b) Model with a small ad-

ditional background spectrum. The spectra and the associated filters obtained by the algorithm

are shown. The CRB matrices first diagonal element relates to s1 (chloroform), the second di-

agonal element s2 (DMSO), (and the third to s3 (background). Thus, in (b), only the top-left

2-by-2 block matrix is of interest. G represents the degree of spectral selectivity performed

by the filters. The traces of the two considered CRB matrices are similar for (a) and (b): no

expected gain in precision is expected from using this background spectrum.
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Experimental results

We now show the results of experiments performed with the filters of model (a) and model (b).

We analyse the influence of these two models on the estimation proportions bias and variance.

We also analyse the influence of the number of photons.

The filters are sequentially displayed onto the DMD, for equal exposure times τm, and 1000

times each. Experiments are conducted with τm = 50, 75, 100, 500, 1000 and 5000 µs. These

exposure times lead to different measured signal levels. As an example, for the model (b) with

τm = 5 ms, the average number of counts measured with filters f1, f2 and f3 are respectively

b1 = 488 counts, b2 = 527 counts and b3 = 9 counts. The resulting total number of counts is

then:
∑
bm = 1025. These total number of counts are represented on the abscissa of Fig. 2.7.

The proportion ground truth is estimated from the full spectrum measurement (Fig. 2.5 (b)).

This leads to ‘ground truth’ proportions of 70.98% for chloroform, 33.75% for DMSO (and

11.74% for the background). Note that we do not constrain the sum of proportions to be equal

to 1. To evaluate the estimation bias, the means of the 1000 estimated proportions are shown

in Fig. 2.7 (a-b). For both models (a) and (b), the CRT estimation shows a bias. The bias

decreases with an increasing signal level, and is larger for chloroform than for DMSO. Model

(b) helps to reduce the bias for the solvents proportion estimation, at the expense of a bias for

the background (negative estimated proportion is found in this case).

To evaluate the estimation precision, the variance of the estimated proportions 〈δĉ2
q〉 is shown

in Fig. 2.7 (c-d). It matches the calculated CRB (evaluated at the estimated proportions from

Fig. 2.7 (a-b)). The predictions of Fig. 2.6 are also verified: the two models lead to very similar

estimation precisions. We note that the variances are found to be slightly higher than the CRB

of the full Raman spectrum, to which it can be compared because the filters are orthogonal

(3.1.2). We come back on this point in Chapter 3.
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a. Estimated proportions (2 filters)
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FIGURE 2.7: (a-b) Mean of the proportions estimations, as compared to the proportions found

from measuring the full Raman spectrum (FRS) of the mixture, considered as the ‘ground truth’.

The model (b) seems to reduce the bias for the solvents proportions. The error bar is at 1σ. (c-d)

Variance of the proportions estimations, as compared to the theoretical CRB evaluated at the

proportions means found in (a-b), and to the CRB associated with the full Raman spectrum.

Number of measurements: 1000. Abscissa: sum of the measured counts after applying all the

filters (10, 100 and 1000 counts correspond to individual filters exposure times τm of 50, 500

and 5000 µs, respectively).

In all, on this example, we compared two simple models. We showed that the two models lead to

the same estimation precision, and that in both cases, the variance of the estimations matches
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the theoretical value (CRB). Although the least square estimator is not biased (Eq. (2.13)), the

estimation exhibits a bias, which could be reduced by taking a background spectrum in our

model. We surmise these biases to arise from a model mismatch.

2.3.4 Experimental demonstration for imaging

As a second demonstration example, we show CRT results on polymer beads images. Two dif-

ferent types of beads (Sigma Aldrich) - 30 µm polystyrene beads (PS) and 12 µm melamine

resin (MR) - are displayed on a CaF2 coverslip (Crystran). For this experiment, the laser power

at the sample plane is ≈ 4 mW, and the slit is 100 µm wide. The DMD pixels are binned 4-by-4

along the λ−axis, and fully binned along the x−axis. The reference spectra (Fig. 2.8 (a)) are

obtained by averaging 3 spectra measured at different spatial positions of the sample, for an

integration time of 1 s per spectral pixel. Their spectral overlap (Eq. (2.21)) is equal to 0.72.

The calculated spectral filters are shown in (Fig. 2.8 (a)).

The image scan is performed while a fixed filter is displayed on the DMD. The images are ac-

quired with scanning steps of 0.65 µm in x and y directions, and with a pixel dwell-time of 4 ms.

The resulting images are shown on Fig. 2.8 (b). f2 mainly selects PS resonances so more signal

is detected on the PS beads. f1 mainly selects MR resonances, but since MR gives lower Ra-

man signal than PS and since their spectra partially overlap, no noticeable difference in photon

counts can be seen in the raw measurement. The subsequent estimated proportion maps (Fig.

2.8 (c)) are obtained through Eq. (2.17). Note that since this sample consists of pure species,

the true proportion coefficients are either 0 or 1. We clearly see on the top map that on the PS

pixels, the estimated proportions are close to 100%, whereas MR pixels have proportions close

to 0%. The opposite case is observed on the bottom map. Here again, a slight bias is observed

(PS seems to be slightly underestimated, to about 0.8 instead of 1).

Combining these two estimation maps and normalizing them to their brightest pixel leads to a

composite RBG map (Fig. 2.8 (d-left)). To obtain the average number of detected counts per

spatial pixel, we simply sum the numbers of counts detected with the two filters and average

over the species pixels. This way, we obtain an average of 120 counts on MR pixels and 320

counts on PS pixels. Experiments with less laser power were conducted, and RGB maps allowing

visual discrimination of the two species could be obtained down to ≈ 5 counts on MR pixels

and 15 counts on PS pixels (Fig. 2.8 (d-right)).
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b. Projections c. Estimationsa. Pure spectra

d. RGB maps
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FIGURE 2.8: (a) Reference spectra of polystyrene (PS), melamine resin (MR), and their

associated spectral filters. (b) Projection maps with exposure time per pixel per filter of 4 ms.

(c) Estimated proportion maps of PS (top) and MR (bottom). (d) Associated RGB image with

same (left) and less (right) laser power. NPS : average total number of counts on PS pixels.

NMR: average total number of counts on MR pixels.

2.4 Conclusion

In this chapter, we highlighted the main principles of compressive Raman. It uses a priori infor-

mation (spectra of pure chemical species) to directly probe the information of interest without

generating a highly dimensional hyperspectral datacube. As compared to conventional Raman

imaging, the technique promises decisive advantages in terms of speed and therefore has a great

potential for Raman imaging, when some knowledge about the sample chemical species is held

or accessible.
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In a first part, we introduced the general formalism and underlying estimation theory. Based

on the physical model and noise properties, a lower bound on the proportion estimation vari-

ance was derived. It represents the intrinsic best achievable precision of any unbiased estimator.

When the number of spectral filters is equal to the number of pure chemical species, and when

no constraint is imposed on the estimate ĉ, the simple least square estimation of c was shown to

be efficient (i.e. unbiased with minimal variance). This result is interesting, since it means that

this simple estimation - that is fast and has low computational cost - is efficient. Furthermore,

we described the optimisation procedure to calculate the spectral filters: although it has some

limitations, it is simple and is based on analytical calculations of the CRB matrix. More complex

filters optimization could be implemented, but we keep this simple approach in this thesis.

In a second part, we illustrated the performances of CRT on two simple experimental examples.

The experiments were realized on a simple experimental setup designed for the purpose. First,

we showed that our measurements were shot-noise limited, allowing the theoretical conclusions

to apply. We showed that we could perform proportion estimations on binary mixtures of sol-

vents, with an experimental estimation precision that matches the theoretical bound. However,

we noticed some bias in the estimation that could probably be reduced with a better modelling

of the system. We also demonstrated that our CRT system was adequate for imaging, and that

it could perform successful estimation down to ≈ 10 detected counts.

These experimental results do confirm the technique to some extent, but both the presented

theoretical and experimental work leave many open questions that are still to investigate. We

elaborate on the technique’s limitations and improvements ideas in the final discussion of the

manuscript. Nevertheless, as we will show in the two following chapters, the presented compres-

sive Raman technique already demonstrates interesting performances as compared state-of-the-

art Raman instruments (Chapter 3), and on samples relevant for some concrete applications

(Chapter 4).
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Compressive Raman has some interesting potential as compared to conventional Raman hyper-

spectral imaging. In particular, it is expected to bring considerable advantages in speed and

cost. Although results from previous studies (2.1.2) strongly suggest the capability of CRT to

surpass conventional Raman for some applications, no actual comparison of the techniques is

available. In this chapter, we propose to assess some of the performances of CRT, as compared

to conventional Raman. First, based on some theoretical considerations, we attempt to compare

the achievable estimation precision of the two techniques. In a second part, we experimentally

compare our CRT system with two state-of-the-art commercial instruments, and assess the

techniques limits in terms of sensitivity and acquisition speeds.

54
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3.1 Comparison in terms of estimation precision

This section is based on the publication ‘Precision of proportion estimation with binary com-

pressed Raman spectrum’ [131]

In the previous chapter, we derived a lower bound (CRB) on the ultimate estimation precision

potentially achievable with CRT. We saw that the implemented methodology allowed to reach

precisions close to this bound in a number of cases. Yet, the fact that only a subset of spectral

bases of the complete Raman spectrum is selected may worsen the estimation precision. This

potential loss of precision, as compared to cases when the complete Raman spectrum is available,

should be quantified. In this section, we provide some keys to compare the CRB obtained when

measuring a full Raman spectrum (FRS) with the CRB obtained when applying CRT with

orthogonal filters.

3.1.1 Precision bounds with a full Raman spectrum (FRS)

To begin with, we derive a lower bound on the estimation precision of a conventional Raman

system, i.e. when a full Raman spectrum is acquired in parallel onto an array detector. A similar

model can be found in [134]. We denote:

• Q : number of pure chemical species present in the sample (q = 1...Q)

• L : number of energy bins along a Raman spectrum (l = 1...L)

• S: L × Q matrix of known Raman spectra. sq of the spectrum of the qth pure chemical

species. (units of counts/s)

• c : Q× 1 vector of unknown proportions to estimate

• y : L× 1 vector containing a Raman spectrum, linear mixture of Q pure chemical species.

• n: L× 1 vector containing the noisy measurement of a Raman spectrum y.

• T: L×L diagonal matrix which elements contain the same detector exposure time T since

the measurements are parallel.

We assume that the measurements are shot-noise limited. This is the most favourable case for a

conventional system, since other noises arising from the cameras may affect the signal, especially

under low signal conditions (Appendix B). Under this assumption, the probability to observe

nl photons in energy bin l with mean yl = 〈nl〉 is:

Pl(nl) = e−yl
ynll
nl!

(3.1)
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Applying the same derivation as in Appendix A, with the joint probability function P (n) =∏L
l=1 e

−yl y
nl
l
nl!

and y = Sc, we obtain the Fisher information matrix:

[IF
FRS ]ij = T

L∑
l=1

SliSlj
yl

(3.2)

Or, in the matrix form, with Y = diag(y):

IF
FRS = T ST Y−1 S (3.3)

The two above equations are only defined if : ∀l, yl 6= 0. In theory, yl ≥ 0, but is likely to be null

on the spectral bases that do not correspond to any vibrational transition. In practise, there is

often some baseline and/or additional noise arising from the array detector, so the number of

counts at extremely low light levels is rarely zero. Under these conditions, the CRB full Raman

spectrum (FRS) is defined through:

CRBFRS = [IF
FRS ]−1 (3.4)

Similarly to CRT (Eq. (2.11)), the proportion estimation can be performed with a least-square

estimation, if (STS) is not singular:

ĉ = (STS)−1STn (3.5)

3.1.2 Comparison of FRS and CRT precision bounds

The CRBs obtained with a full Raman spectrum can be compared with the CRBs obtained

with binary filters, provided that:

• The measuring times for each binary filter fm are equal. In the following, we consider that

the filters are virtually applied in parallel with τm = T .

• The binary filters are orthogonal (
∑M

m=1 fml ≤ 1). This means that each spectral basis can

be selected by at most one filter. Such filters are called Orthogonal binary filters (OBF).

Intuitively, we can understand the necessity of orthogonality for the comparison. Indeed, the

FRS measurements are parallel, thus they allow only one spectral basis to be selected at a time.

Conversely, in CRT, multiple filters may select the same spectral basis: this would lead to more

detected photons, at the advantage of CRT. In addition, to be able to draw a comparison, we

would like to think as CRT as virtually applying spectral filters onto a full Raman spectrum,

after the later has been acquired. Yet, when doing so, it is not guaranteed that the resulting

measurements are statistically independent if the filters are not orthogonal. In other words,

〈fm|n〉 - the measurement m resulting from the projection of filter fm onto the noisy Raman

spectrum n - is not statistically independent from 〈fm′ |n〉, unless the filters are orthogonal. This
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statistical independence is a necessary condition for the CRB to be given by Eq. (2.9).

With these considerations, the OBF approach is thus equivalent to perform the estimation on

the numerically filtered full Raman spectrum. OBF can thus be considered as a subset of the

FRS approach. In these conditions, and considering the OBF applied in parallel with exposure

time T :

[CRB]OBF,Tii ≥ [CRB]FRS,Tii (3.6)

Therefore, the CRB with OBF cannot be smaller than the CRB obtained when measuring a

complete Raman spectrum (under the same noise conditions). This is somehow intuitive since

only a subset of the complete available spectral information is selected with the filters. We em-

phasize that the above property is not shown if the filters are not orthogonal.

In practice, the orthogonality constraint can be incorporated into the filters design algorithm

described in chapter 2 (2.2.4). We note that this constraint leads to higher or equal CRBs as

compared to the unconstrained minimization procedure. In some cases, the increase could be

substantial. In the cases encountered so far, the increase is limited [131], and we empirically

observed that the unconstrained minimization procedure often leads to filters which are already

orthogonal (see for example Fig. 2.6 and Fig. 2.8).

The inequality of Eq. (3.6) is certainly interesting, but the subsequent matter is to quantify the

loss of precision due to OBFs. Evidently, the goal is to design OBFs that lead to an estimation

precision as close as to the precision obtained when measuring a complete Raman spectrum; to

ultimately reach a CRB with OBF as close as possible to the CRB with FRS. One can quantify

the precision loss by calculating the CRB obtained with OBF and FRS via the analytical ex-

pressions of with Eq. (2.9) and Eq. (3.3), respectively. The loss in precision is expressed through:√√√√ [CRB]OBF,Tii

[CRB]FRS,Tii

(3.7)

We note that if the filters are applied sequentially with τm = T/M , a similar analysis can be

conducted, but only if the total measuring time for the OBF approach is M times the one of

the FRS approach.

As an illustrative example, we consider the same mixture of chloroform and DMSO as in Fig.

2.5. In this case, even without specifying constraints in the filters optimisation algorithm, the

binary filters were found to be orthogonal (Fig. 2.6). Here, we only consider the model with only

two filters. The initial proportion for the optimisation are set c1 = c2 = 0.5. In chapter 2, we

found that the experimental proportions variances matched the theoretical CRB. The later are

higher that the CRB of FRS CRB by a factor of about 1.25 (Fig. 3.1 (a)). This corresponds to

a ratio of Eq. (3.7) of 1.12 and therefore to a loss in precision of about 10%. Note that here, the

two filters are applied sequentially, therefore twice more time was spent in the CRT approach.
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Fig. 3.1 (b) shows the ratio of (3.7) for simulated mixtures of DMSO and chloroform with vari-

ous proportions. We find that for most proportions, the precision loss is ≤ 20%. It illustrates a

certain robustness of the filters to the chosen initial proportions. More detailed examples of the

precision loss quantification are given in [131], for three chemical species with variable spectral

overlap. For most proportion values, the precision loss was found to be less than 1% for spectra

with correlations coefficients under 16%, less than 20% for spectra with correlations coefficients

under 50%, and less than 35% for spectra with correlations coefficients (Eq. (2.21)) under 65%.

These examples are not representative of all possible situations, and an extensive study should

be carried to identify some general conclusions. Nevertheless, the proposed methodology allows

one to quantify the proportion loss for their specific cases.

10-3

10-2

10-1

(a)
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1.1
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1.3

1.4

(b)

(a)

FIGURE 3.1: (a) Estimated proportions variance, CRB for OBF and for FRS, for propor-

tions c1 ≈ 0.65 and c2 ≈ 0.3). The CRB of OBF is 1.25 times larger than the CRB of FRS.

Experimental details are given in (2.3.3). (b) Square-root of the ratios of CRBs, corresponding

to mixtures with different proportions of chloroform and DMSO. The proportions of (a) are

indicated with a dashed line. s1: chloroform; s2: DMSO.

3.1.3 Discussion and conclusion

The above short analysis highlights a few points concerning the ultimate precision of CRT as

compared to a full spectrum acquisition. We saw that the CRB associated with both methods

could be compared if the spectral filters are orthogonal and their exposure times are equal. In

this case, the CRT estimation precision cannot surpass the precision estimation obtained with

a full spectrum. We proposed a general methodology to quantify potential losses in estimation

precision due to the use of CRT. However, this comparison only holds in the mentioned context,



Chapter 3 59

and only considers the most favourable noise scenario for the full Raman approach.

The quantification of the achievable estimation precisions allowed by the two methods is an

essential point, and further analysis should be conducted. In particular, more realistic noise

models of the cameras of conventional Raman system should be taken into account (Appendix

B). Such an analysis has not been conducted in this work. Instead, in the following, we attempt

to gain intuition on the performances of two techniques, with a more technological approach: we

experimentally compare our CRT system with two state-of-the-art conventional Raman systems.

This allows us to assess performances such as speed, and to face realistic experimental conditions

and noises.

3.2 Comparison with state-of-the-art instruments

This section is based on the publication ‘Assessment of compressive Raman versus hyperspectral

Raman for microcalcification chemical imaging’ [138]. The conventional hyperspectral Raman

experiments were conducted in the University of Exeter (UK), with P. Bouzy and E.M. Green,

and in Horiba Scientific (Villeneuve d’Acsq, France) with S. Vergnole.

To assess the relevance of CRT compared to conventional hyperspectral imaging, we choose

to adopt an engineer-oriented approach. We compare our custom-built CRT system with two

conventional state-of-the-art Raman hyperspectral imaging systems, on samples mimicking mi-

crocalcifications relevant for breast cancer diagnosis. We compare the systems in terms of ac-

quisition speed and limit of detection.

3.2.1 Experimental context

Instrumentation

We conduct hyperspectral Raman experiments on two conventional hyperspectral systems, com-

mercialised by two reference companies in the field, namely WITec and Horiba. We choose one

of the instruments to be equipped with a CCD and the other with a EMCCD camera. In all

cases, the excitation source is a 532 nm CW laser. Other experimental details differ, such as

spatial and spectral resolutions, which are chosen according to the available systems settings.

The main specifications of the three systems and their respective sensors are listed in Table 3.1.

In Appendix B, we give more details about the noise properties of the cameras, as well as the

experimental characterisation of their noise.

The first Raman system (Alpha300R - WITec) is equipped with a CCD (DV401A-BV, Andor).

CCDs equip many Raman systems to date. On this system, the experiments are conducted with



Chapter 3 60

a rate that minimizes the camera readout noise (Appendix B). In this regime, the minimum

achievable integration time per spectra is 43 ms, regardless of the signal level.

The second system (LabRAM HR Evolution - Horiba) is equipped with an EMCCD (Synapse

EM, Horiba). These detectors are replacing CCDs since they outperform their performances

(Appendix B). This system is used in one of the fastest scanning modes, so that one spectrum

is acquired in about 2 ms at best.

The third system is the proof-of-concept CRT system described in (2.3.1). All images are ac-

quired with an exposure time of 4 ms per spatial pixel per spectral filter. The pixel dwell time

for imaging is limited by the piezo-electric scanning system.

WITec (+ CCD) Horiba (+ EMCCD) CRT (+ PMT)

FIGURE 3.2: The two commercial Raman hyperspectral systems and the custom-built CRT

system.



Chapter 3 61

WITec (+ CCD) Horiba (+ EMCCD) CRT (+ PMT)

Spectral resolution 10 cm−1 20 cm−1 40 cm−1

Spatial resolution 0.4 µm 0.4 µm 1.4 µm

Spatial sampling 0.5 µm 0.6 µm 0.75 µm

Objective 50X / NA=0.7 50X / NA=0.75 20X / NA=0.75

Detector max. QE 95% 90% 40%

Pixel-dwell-time

(in chosen mode)

43-ms

limited by cam-

era

2-ms

limited by cam-

era

4-ms

limited by scan-

ning

Readout-noise

(in-chosen-mode)

(e-/pixel)

6.1 (2.25 counts) ≤ 1 (34 counts) –

Dark-noise

(e-/pixel/s)

0.006 ≤ 0.01 9

Detector mode Full vertical binning Full vertical binning –

A/D rate 33 kHz 3 MHz –

Vertical clock speed 16 µs 4.6 µs –

Conversion-factor-g

(e-/count)

2.7 3.36 –

EM-gain-gEM

(counts/e-)

– 999 –

Table 3.1: Main specifications of the three instruments and their respective sensors. (Top)

Spectral and spatial parameters (Middle) Detector main characteristics under the chosen mode

of operation (Bottom) Details on the chosen modes of operation. QE: detector quantum effi-

ciency; e-: electrons; A/D rate: horizontal readout speed, Vertical clock speed: speed of vertical

electrons transfer; –: not applicable.
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Samples

The samples are two types of synthetic powders: calcium oxalate monohydrate (COM) and

hydroxyapatite (HAP), dispersed on a CaF2 coverslip. Their composition mimic microcalcifica-

tions that can be found in human breast. More details about these samples are given in Chapter

4 (4.2.1). Since the experiments were conducted at different times and in different places, they

could not be performed on the same region of the sample. Yet, this was not a major problem

since these synthetic samples are relatively homogeneous.

Fig. 3.3 shows the spectra of each pure species, averaged over 20 (a, b) and 4 (c) different spa-

tial positions. The acquisition times per spectra are 43 ms, 2 ms and 25 s (100 ms per spectral

basis), for the WITec, Horiba and CRT systems, respectively. We note that the resolution and

signal-to-background ratio obtained with our spectrometer are much poorer than the commer-

cial spectrometers, but sufficient for the considered problem. Our wide spectral range (2.3.1) is

not useful for this sample, thus we only represent the spectra on the same spectral range as in

(a-b).

General method

The aim of all the experiments is to estimate the species proportions in each pixel of the image,

to finally discriminate them. For the hyperspectral images, we first subtract the baseline level

from all spectra. The camera baseline levels are assessed from dark frame measurements (Fig.

B.3). Secondly, we perform proportion estimation on the entire datacube, using Eq. (3.5). This

leads to proportion maps and subsequent composite RGB maps, as shown in Fig. 3.3. For CRT,

the same method as in Chapter 2 (Fig.2.3) is applied, also resulting in proportions maps and

composite RGB maps.

The experiments on each system are performed with fixed pixel dwell times (43 ms, 2 ms and

8 ms (2×4 ms), respectively). First, we performed experiments with full laser power (4 mW, 40

mW and 60 mW at the sample plane, respectively), that resulted in the proportion maps shown

in Fig. 3.3. The laser powers are then progressively decrease to evaluate the limits of detection

of the three systems.
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FIGURE 3.3: (Right) Spectra of HAP and COM acquired with the three systems. In (a) and

(b), the spectral filters generated from these spectra are only used to estimate the systems limit

of detection (3.2.2). (Left) Proportion maps and composite RGB images, for pixel dwell times

of 43 ms (a), 2 ms (b) and 8 ms (c), with laser powers at the sample plane of 24 mW (a), 40

mW (b) and 60 mW (c).

3.2.2 Assessment of the systems limits

Since many parameters of the systems differ, one of the main difficulties lies in finding relevant

figures of merit to compare. Especially, the conclusions should have as little dependence as

possible on these multiple parameters - especially the throughputs variations. To bypass this
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problem, we place ourselves at the detector level: we compare their SNR, and the detected

minimum number of photons necessary to perform successful proportion estimation (limit of

detection). We also give insight on their intrinsic speeds limits.

Comparison of detectors SNR

To begin with, it is important to specify the noise characteristics of the detectors that equip each

of the systems. This allows us to know which potential noise sources may limit the measurements

SNR. As mentioned in chapter 2 (2.4), the measurements on the CRT system are shot-noise

limited. This is generally not the case of cameras: they exhibit more complex noise properties

than single-pixel-detectors, and the measurements may not be shot-noise limited (Appendix B).

Table B.1 and Fig. B.2 show that for a CCD camera, the measurements are typically limited

by the camera readout noise in the low signal regime, and by the shot-noise in the high signal

regime. EMCCDs exhibit a near shot-noise behaviour at all signal regimes, though they can

often be used as CCDs in the high signal regime.

The three detectors of this study are intrinsically different, since the two cameras have millions

of pixels, while the PMT has only one. We therefore choose to examine their SNR per detector

pixel: using Table B.1 and the detectors respective parameters of Table 3.1, we calculate the

theoretical SNR per detector pixel as a function of the number of photons (Fig. 3.4). It differs

from Fig. B.2 because of differences in QE between the three detectors. Since our PMT has

a QE of only 40%, while the two cameras reach 90 to 95%, the shot-noise limit advantage of

CRT is somewhat hindered. The CCD shows an advantage over CRT in the high signal regime,

while CRT and EMCCD exhibit similar SNR per pixel at all signal regimes. It is then clear

that CRT would benefit from a single-pixel-detector with higher quantum efficiency (e.g. an

avalanche photodiode).
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2 7

FIGURE 3.4: SNR per detector pixel as a function of the number of photons (Table. B.1),

considering the specifications of the three systems detectors. In particular, the CCD, EMCCD

and PMT quantum efficiency are 95%, 90%, 40%, respectively.

The above analysis shows the three detectors SNR per pixel. However, it is not sufficient, since

it does not take into account the fundamentally different detection schemes of the three systems.

In the camera-based systems, the signal is distributed over the cameras pixels, whereas CRT

combines relevant spectral components into a single pixel. For instance, consider a hypothetical

signal dispersed over 20 spectral pixels of interest. From Fig. 3.4, we see that to reach a SNR per

pixel of 1, the number of photons per spectral pixel is about 7 for the CCD, 2 for the EMCCD

and 3 for the PMT. Then, to reach a SNR per pixel of 1 in all the 20 spectral pixels of interest,

the CCD needs a total of 140 photons (7x20), the EMCCD 40 photons (2x20), and the CRT 3

photons (because it recombines all the wavelengths into one pixel). Therefore, in the low signal

regime, we rather choose to compare the systems limits of detection (LOD), i.e. the minimal

photon budget necessary to achieve proportion estimation in the context of our experiments.

Comparison of the systems limits of detection (LOD)

In chapter 2, we saw that the estimation precision depends on the number of detected photons

(Eq. (2.8), Fig. 2.7). We recall that nm is the number of photons detected with filter fm. Applying

M filters thus involves N photons, with:

N =
M∑
m=1

nm (3.8)
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When N decreases, the estimation variance increases, resulting in noise in the subsequent images

(Fig. 2.8. When this noise becomes large, the estimations are not precise enough to differenti-

ate between the present chemical species: visually, we cannot distinguish the two species from

each other. Here, we define the LOD as the minimal number of Raman photons N that we

must detect so that the proportion estimation variance is low enough to distinguish one chem-

ical species from the other (on proportion maps and composite RBG images). This definition

is questionable, but complies with experimental constraints and gives an idea of the minimal

photon budget necessary to achieve successful proportion estimation in the context of our ex-

periments. It also has the advantage of being independent of the respective systems throughputs.

For the two hyperspectral systems, this photon budget is distributed over the cameras pixels,

while for CRT, it is combined into a single pixel detector. The number of photons at the LOD

are estimated as followed. We denote Ntot the average number of photons detected per spatial

pixel i (pixels corresponding to chemical species of interest).

Ntot = 〈Ni〉 (3.9)

For CRT, we obtain Ntot by summing the numbers of photons Ni detected after each filter

projection. For hyperspectral images, we do not integrate the full spectrum on each pixel,

but only consider some relevant spectral bases. To do so, we generate binary filters using the

reference spectra acquired with each system (Fig. 3.3). We then project those filters onto the

hyperspectral data cube. We again obtain Ntot via Eq. (3.8) and Eq. (3.9).

Finally, the number of counts N c
i detected on the detector is related to the number of photons

Ni, through the detectors quantum efficiencies QE and conversions factors g, gEM (Table 3.1).

For each detector, the relationship between the number of counts and number of photons are:

• Ni = (N c
i g)/QE, for the CCD

• Ni = (N c
i g)/(QE gEM ), for the EMCCD

• Ni = N c
i /QE, for the PMT.

In practice, we perform experiments by gradually decreasing the laser power onto the sample.

An upper bound on the LOD can be predicted from the last experiment before the noise is too

high for the species to be distinguished. The laser powers at the sample plane at these limits

were 0.3 mW (WITec), 0.4 mW (Horiba) and 2 mW (CRT). A lower bound corresponds to

the experiment in which the species cannot be distinguished anymore. Fig. 3.5 (a) shows the

proportion maps and composite RGB maps obtained at the LOD upper bound. Evaluating the

number of photons Ntot as described above leads to LOD upper bounds of approximately 450

photons and 40 photons, for the CCD and EMCCD systems, respectively. Lower bounds of the

LOD are found to be of about 150 and 25 photons, respectively. For CRT, the LOD upper

bound is estimated to be ≈ 15 photons. Unfortunately we did not perform the experiment to

assess a lower bound.
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Fig. 3.5 (b) shows the spectra (averaged over 20) of the two hyperspectral images at the LOD

upper bound. We note that the highest value of these spectra are of about 10 counts (≈ 30 pho-

tons) for the CCD-based system, and 250 counts (≈ 1 photon) for the EMCCD-based system.

These results are summed up in Table 3.2. They show that, on this sample, successful quantita-

tion is possible with a few hundreds of photons with the CCD-based system, and a few tens of

photons with the EMCCD and CRT systems. This analysis is subject to some limitations. For

example, there is a difference in signal-to-background ratio on the above images. There is also

some imprecision in the EMCCD Ntot assessment, that comes from the probabilistic nature of

the multiplication stage (Appendix B). Yet, in view of the imprecisions discussed in (3.2.3), we

conclude that, on this example, the CRT limit of detection seems similar to the EMCCD-based

system, and one order of magnitude lower than the CCD-based system.

n=1200
tpp=40ms
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FIGURE 3.5: (a) Proportion maps and composite RGB maps obtained at the estimated LOD

upper bound (Ntot). (b) Spectra of the two species and the substrate (averaged over 20) at this

limit.
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Comparison of the systems acquisition speeds

Last, we attempt to compare the speed performances of the systems. Because the CRT system

is limited by the scanning speed of the scanning stage, the above study does not allow us to

provide a direct experimental comparison of the systems acquisition speed. Nevertheless, we

can extrapolate an equivalent acquisition speed from the results of Fig. 3.5. As previously men-

tioned, the two cameras systems are already ran close to their maximum readout rate. Thus,

the above LOD results could not have been acquired with faster speeds than 43 ms/pixel and

2 ms/pixel, respectively. However, this is not the case for CRT. Indeed, the result of Fig. 3.5

necessitated to decrease the initial laser power (used for Fig. 3.3 (c)) by a 20 times: we thus

surmise that the same image could have been acquired with a 20 times smaller pixel dwell

time, resulting in 200µs per pixel per spectral filter, thus in 400µs per pixel in total. This is

100 times faster than the CCD-based system and 5 times faster that the EMCCD-based system.

Furthermore, we can give order of magnitudes of the fundamental speeds limits of the three

systems when the measurements are not limited by the SNR. At the expense of more noise or

less signal, slightly faster speeds can be reached by both cameras. The maximum achievable

with the WITec + CCD system is 12 ms/spectrum. This speed, twice faster than chosen mode

(Table 3.1), leads to twice higher readout noise. On the Horiba + EMCCD system, only a small

portion of the camera rows can be readout, thus improving the total readout rate. Reading

only 20 rows out of the 400 camera rows allows speeds of about 700 µs/spectrum. But this will

generally be at the expense of spectra with poorer SNR. In these fastest modes, one image of

100 × 100 pixels can then be acquired, at best, in about 2 min for the CCD-based system, 7 s

for the EMCCD-based system.

In CRT, the single-pixel-detector readout speed does not limit for the acquisition speed. Rather,

the acquisition speed is only fundamentally limited by the maximum count rate of the detector

(≈ 106 Hz). In practice, in a scanning microscope, it is usually limited by the scanning system

speed (≈ 1 µs per pixel for galvanometric mirrors). In all, in high signal regime, we surmise the

CRT to reach pixel dwell times per spectral filter of the order of 10 µs to 100 µs. These expec-

tations are confirmed in chapter 4. The mentioned speeds for CRT should then be multiplied

by the number of spectral filters M . Thus, the advantage of CRT would be more pronounced

as the number of species to estimate in the sample is small.
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WITec (+ CCD) Horiba (+ EMCCD) CRT (+ PMT)

SNR limitation readout noise excess noise photon noise

LOD-bounds

(Ntot photons)

150 < LOD < 450 25 < LOD < 40 LOD < 15

Speed-limitation camera readout rate camera readout rate detector max.- count

rate / scanning sys-

tem

Min.-pixel-dwell-

time (LOD experi-

ment)

43 ms 2 ms 400 µs (*)

Min.-pixel-dwell-

time (high SNR)

12 ms 700 µs 10-100 µs × M

Table 3.2: LOD bounds and intrinsic speed limits of the systems. Minimum speeds achievable

for the LOD experiments, and potential achievable speeds when the SNR can be considered as

‘infinite’. (*): extrapolated speed from the experimental data at the LOD (Fig 3.5). Expected

speeds, shown experimentally in Chapter 4. M : number of spectral filters.

3.2.3 Discussion and conclusion

From the above analysis, the advantage of CRT over the CCD-based system appears clear. On

the given example, we found the limit of detection of CRT to be 10 times smaller and expect

its acquisition speed to be about 100 times faster. However, the comparison with the EMCCD-

based system is less straightforward, and a more precise analysis would be required to draw

conclusions. The limits of detection were found to be similar. For a given SNR, we expect CRT

to bring a interesting speed advantage, that would be less substantial as the number of species

in the sample increases. Naturally, the CRT speed advantage holds once the reference spectra

are learnt and the spectral filters calculated. These results are encouraging for CRT. Indeed, we

compared state-of-the-art instruments with our suboptimal CRT custom-build spectrometer. In

particular, CRT performances suffer from the poor PMT quantum efficiency (twice as worse as

the cameras). Thus, we anticipate CRT to show greater advantage when further improved and

equipped with a higher quantum efficiency detector.

This study tempted to benchmark the technology against state-of-the-art instruments. Although

the conclusions seem relatively consistent, more analyses should be carried out to mitigate the
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limitations of the present study. The main difficulty of this comparison lied in the many specific

parameters of the three systems. Essentially, everything was different, apart from the sample

and the excitation wavelength. This is why we tried to compare the systems by looking at

the signal at the detectors, to draw conclusions with as little dependence as possible on the

throughputs and focusing quality. Other relevant figures of merit could surely be considered,

such as signal-to-background ratio, etc.

Other imprecisions that may modify the final results include (i) the differences in spectra quality

(Fig. 3.3), (ii) the differences in signal-to-background ratio for the evaluation of the limit of

detection (Fig. 3.5), (iii) the fact that we arbitrary decided to use the same algorithm as for

CRT to select relevant spectral bases for the full Raman measurements. Nevertheless, we do not

expect these imprecisions to strongly modify the conclusions and the given orders of magnitudes.

Yet, one of the main problems of the study - that could clearly be improved - is its lack of

reproducibility and statistical relevance. First, although the samples are synthetic samples,

they are not reference samples commonly used in Raman imaging. Second, the experiments

were conducted on different regions of these samples, which may lead to some variability. Third,

the results are derived from only a single experiment. To remedy these problems in a easy way,

the study should be conducted on the same region of a reference sample (e.g. latex beads) and

results derived from multiple identical experiments. A complementary study could be carried,

for example in pure spectroscopy on a mixture of liquid solutions, to assess the proportion

estimations performances in terms of speed and sensitivity.

3.3 Conclusion

Overall, in this chapter, we tried to provide a quantitative comparison of compressive Raman and

conventional hyperspectral imaging. In general, the estimation precision of CRT may surpass

the precision obtained when acquiring a full Raman spectrum, but the precision could only be

compared when the spectral filters are orthogonal and exposure times are equal. In this case, the

CRT estimation precision cannot surpass the precision estimation obtained with a full spectrum.

We proposed a general methodology to quantify this difference in estimation precision.

The conclusions from the experimental comparison with state-of-the-art instruments suggest

a clear advantage of CRT over CCD-based system, in terms of limit-of-detection and speed.

The advantages over EMCCD-based system is slighter, but is expected to be substantial with

a further improved CRT device, for small-scaled estimation problems. Yet, the gain in cost as

compared to these systems is considerable.
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As compared to state-of-the-art Raman imaging, compressive Raman presents some key ad-

vantages that strongly motivates its use for concrete applications. Sub-milliseconds acquisition

speeds could enable rapid characterisation processes, in research and industry, or even ultimately

allow the study of in vivo or dynamic processes. Yet, despite recent advances in the field, the

best performances of compressive Raman shown so far consist of images of simple chemical

crystals [119], with little concrete purpose, except for some results reported on pharmaceutical

compounds [115, 122]. Thus, there is some incentive to apply compressive Raman to fields where

it could bring substantial improvement.

In this chapter, we illustrate the usefulness of CRT for some applications related to biomedical

imaging, pharmaceutical industry and environmental studies. Most of these results were obtained

on a new CRT setup dedicated to applications: it was designed to operate in spectral region

relevant for biological samples, to be more stable and capable to perform faster image scanning

than the previous setup (Chapter 2). The design, development and characterisation of this setup

71
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constituted a major part of this thesis work. In the following, we describe the setup and show

its performances on samples relevant for concrete applications.

4.1 Application-oriented setup

4.1.1 Motivation

Originally, our main motivation was to use CRT for biomedical applications, which are often

photon-starved, and for which acquisition speed is most important. The proof-of-concept setup,

described in Chapter 2, has several critical drawbacks which made its operation impractical,

even impossible, for realistic biomedical applications in tissue. The primary issue is its excitation

wavelength at 532 nm. Although it gives rise to relatively high Raman signal (Eq. (1.28)), it

also leads to strong tissue absorption and scattering [139–141], which greatly limits the light

penetration depth, thus making imaging into tissue essentially impossible (Fig. 4.1). In addition,

its relatively high energy is likely to give rise to tissue autofluorescence and may damage tissue.

Conversely, choosing an excitation wavelength in the NIR mitigates these disadvantages, at the

expense of lower Raman signal. We select the standard excitation at 785 nm, which gives rise

to a Stokes-shifted Raman signal between about 800 nm and 1.1 µm, i.e. in a spectral region

with low tissue absorption (Fig. 4.1). This standard wavelength enables us to buy conventional

optics and to use a silicon-based detector. This allows us to stay in the shot-noise limited regime

(A longer excitation wavelength would have implied to use a noisy IR detector).

Another flaw of the proof-of-concept setup is its scanning mechanism based on a piezo-electric

scanner, which prevents us from exploiting the full speed capacities of CRT. On the new setup, we

thus implement a scanning-system based on galvanometric mirrors than can perform precision

scanning down to about 1 µs per pixel. We also use a commercial microscope for better stability.

The setup design had to be compatible with requirements such as spatial/spectral resolution

and compactness. In the following, we describe the developed setup and its main components.
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FIGURE 4.1: Absorption spectra of main tissue absorbers. Adapted from [139]

4.1.2 Setup description

The setup is depicted in Fig. 4.2. The excitation source is a continuous wave laser operating at

785 nm. The laser beam can be scanned in x and y with two galvanometric mirrors (GM) and

scanning lenses (L2). Inside the microscope, a prism (P) redirects the light into a tube lens (L1)

and an objective. The collected backscattered signal is de-scanned through the same optical

path, and relayed onto a confocal slit (S) to reject part of the out-of-focus light. A combination

of dichroic mirror (D) and notch filter ensures only the Raman signal is retained. A grating

(G) spatially disperses the Raman wavelengths, which can be selected with the DMD. In this

setup, we can collect the light from both the ‘ON’ and ‘OFF’ orders of the DMD. On each side,

the selected spectral components are spatially recombined using a second grating that cancels

out the first grating dispersion. This allows the collection of the signal onto a small area single-

photon avalanche photodiode (SPAD). For the spectrometer alignment, we used a laser diode

operating at 846.8 nm (CPS850 - Thorlabs). This allows alignment at a corresponding Raman

signal at 927 cm−1, i.e. approximately in the middle of the fingerprint region (Table.4.1).

785 nm 800 nm 850 nm 900 nm 950 nm 1000 nm 1050 nm 1100 nm

0 cm−1 239 cm−1 974 cm−1 1628 cm−1 2213 cm−1 2739 cm−1 3215 cm−1 3648 cm−1

Table 4.1: Match between the Stokes Raman signal wavelength (top) and the Raman shift

(bottom), for an excitation wavelength of 785 nm. The fingerprint region is approximately

comprised between 200 cm−1 and 2000 cm−1.
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FIGURE 4.2: Schematic of the experimental setup, built around a commercial microscope. P:

prism, GM: galvanometric-mirrors, D: Dichroic mirror, S: slit, G: grating, SPAD: single-photon

avalanche photodiode. L1: tube lens (200 mm), L2: scanning lens (50 mm), L3−L7: achromatic

doublets with focal lengths 100, 125, 100, 100, 75 mm, respectively.

In the following, we describe main components of the system and elaborate on some of their

characteristics. Since Raman applications are typically photon-starved, each component had to

be chosen with care to maximize the instrument throughput.

Laser

We choose a laser diode module from IPS (Innovative Photonic Solutions) that commonly equips

commercial Raman spectrometers. Its output wavelength is meant to be stable and narrow, as

well as robust to temperature changes, vibrations and back reflections.

The laser (L2K0785SD0090B-IS-TH-L) operates at 785nm. Its integrated laser line filter reduces

the bandwidth down to 0.02 nm (≤ 0.3 cm−1). The output power is 100 mW and should vary

by less than 1%, according to the specifications. The beam, vertically polarized, has a single

spatial mode. However, the beam quality is relatively poor. It exhibits a square-like shape, a

slight ellipticity (1.1) and M2 = 1.25.

Scanning system

The (x, y) scanning system comprises a pair of galvanometric mirrors and a lens (L2). The silver-

coated galvanometric mirrors (Cambridge Technology) are controlled with a driver designed for
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high accuracy positioning. They are conjugated with the back focal plane of the objective with

a × 4 magnification. The scanning lens is actually a pair of 2” identical achromatric doublets,

with their crown glass facing each other (equivalent to a Plössl system),to make the scanning

system telecentric. The equivalent focal length of L2 (50 mm) is chosen to obtain a FOV of

about 120 µm at the sample plane. The scanning system is calibrated by setting up the right

voltage to scan known distances onto a calibration target.

Microscope and objective

The microscope assembly is an inverted microscope (Eclipse TE2000U - Nikon). We use the mi-

croscope port with the highest transmission to the sample plane. On this port, a prism redirects

the light vertically towards the objective, with a transmission efficiency of 91%. Together with

the tube lens, the microscope assembly transmission efficiency is 83% (Fig. 4.4). For alignment

and characterisation purposes, we also equip the microscope with a CMOS camera (DCC1545M

- Thorlabs) and a NIR LED.

The objective is a Nikon air objective (CFI Plan Apochromat Lambda - ×20 - NA 0.75). It is

chosen for its relatively high NA and high transmission in the NIR region (above 80% between

800 nm and 1000 nm - Fig. 4.4). In the excitation pathway, the pupil of the objective is slightly

underfiled, but we make full use of the NA for the collection.

Notch filter and dichroic mirror

The dichroic mirror (LPD02-785RU - Semrock) is a long-pass filter that reflects the laser beam

and transmits the Stokes-shifted Raman signal. It reflects more than 94% of the light below 785

nm and transmits more than 93% above 795.2 nm, with a quite sharp transition (7.9 nm, or

126 cm−1 width). Its transmission spectrum is relatively constant between 795.2 nm and 1200

nm (Fig. 4.4).

The holographic notch filter (HSPF785.0 - Kaiser), placed at the spectrometer entrance in

normal incidence, rejects most of the remaining laser and Rayleigh light at 785 nm (optical

density ≥ 6). Its spectral bandwidth is ≤ 10 nm (162 cm−1).

Relay optics

All mirrors are broadband dielectric mirrors (Thorlabs) that ensure a transmission efficiency ≥
99%. All lenses are achromatic doublets (Thorlabs) to limit chromatic aberrations. The focal

lengths of L3 − L5 were chosen to comply with constraints such as available space, collection

efficiency and spectral resolution. Ideally, to ensure high collection angles and completely cancel

chromatic aberrations, 2” parabolic mirrors should be used in the spectrometer, instead of 1”

lenses. However, the relatively small DMD reflection angles, the size of the two detectors and

the limited available space did not make it possible to use such optics in our setup, while keeping

its symmetry.
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Gratings

The gratings are transmission gratings (T-1200-850s - Lightsmyth) with a groove density of 1200

mm−1. They are chosen for their high transmission efficiency (≥ 94% for the polarisation parallel

to the grating lines). However, this efficiency drops for the opposite polarization, resulting in an

average transmission efficiency of ≈ 85% at 850 nm. The efficiency is acceptable but the setup

would benefit from gratings with higher transmission efficiencies for both polarizations (Fig.

4.4).

The first grating of the spectrometer is placed in Littrow configuration (same incidence angle

and diffracted angle at 850 nm), to reach its maximum diffraction efficiency. This is achieved

by rotating the grating until the highest power in the first diffraction angle was found.

The grating placed after the DMD is identical to the first grating. It has to be aligned carefully

to correctly cancel the first grating dispersion. To align it, we make the two lasers sources (at

785 nm and 850 nm) overlap spatially at the spectrometer entrance. First, the grating has to

be placed at the plane where the two dispersed beams recombine after L6. Since the system is

not perfectly symmetrical and the DMD induces additional phase delay between the different

wavelengths, the spectrum does not exactly recombines at the focal plane of L6 [142]. Secondly,

the grating incident angle has to be tuned so that the two wavelengths recombine into the same

spatial point. The overlap is verified on a camera (distance between the two laser spots well

smaller than the SPAD active area (500 µm)). As an additional verification, we translate the

detector to verify that the spectrum is comprised within its active area.

Besides alignment difficulties, the thinness of the gratings (≈ 0.6 mm) caused some problems.

The mounts were not sufficient to place the gratings in a stable way without applying strong

mechanical constraints. At first, some solid gel was applied on the grating edges, and this

greatly improved the stability. Yet, overtime this gel diffused into the grating grooves, thereby

dramatically reducing their transmission efficiency, and thereby the spectrometer throughput.

The gratings could be cleaned by immersion into chemical baths of alcohols and acetone, and

their original efficiency retrieved. Finally, some Blu-Tack was used to stabilize them in a way

that diffusion into the grooves could not happen.

DMD

We use the same DMD as in the previous setup (2.3.1). It is made of 768 × 1024 aluminium-

coated mirrors of size 13.68 µm × 13.68 µm. The reflection efficiency of aluminium in the

wavelengths of interest is about 85%. Combined with other losses, the total DMD efficiency in

this window is about 60% (Fig. 4.4). The DMD is mounted on a y−z stage to adjust its position

in respect to the focus (z−axis) and to select the wavelength region of interest (y−axis). Since

there are two detectors on each side of the DMD, we mount the DMD in normal incidence

to preserve the system symmetry. Yet, the DMD intrinsic structure makes it act as a blazed

grating [143–145]. Therefore, on the reflected light, orders of diffraction are present. The spatial

position of these diffraction orders may be shifted compared to the optical axis, depending on
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the DMD pixel pitch, wavelength and incident angle. For the wavelengths matching the blazed

condition, most energy lies in a central order. In the opposite case, the energy is split into orders

of diffraction. In our case, we collect all the signal onto a single-pixel-detector. Therefore, this

behaviour is only a concern for the wavelengths already subject to vignetting, due to their prox-

imity to the edge of the collecting lens L6. In our case, the wavelengths at the edge of L6 are 800

nm and 1 µm (Fig. 4.3). Since the total system efficiency is extremely low at 1 µm (Fig. 4.4),

we would like to match the blazed condition for 1 µm, so that no further light is lost in vignetting.

To verify that the normal incidence configuration is indeed a consistent choice for our setup,

we perform simulations using the code available in [145]. We found that the normal incidence

configuration leads to blazed conditions around 800 nm and 1 µm, while the blazed condition is

not matched for central wavelengths around 850-900 nm (Fig. 4.3 (a)). This is most appropriate

regarding the setup design, since the central wavelengths impinge onto the detector regardless

(Fig. 4.3 (a)). On the contrary, for wavelengths that fall on the optics borders, it is more

important that the energy is concentrated into one spot so that we can detect them. Pictures of

the orders of diffraction, obtained experimentally at 785 nm and 850 nm, qualitatively confirm

the simulations validity (Fig. 4.3 (b)). We also note that the DMD OFF order of diffraction

(residual light in the OFF order when all mirrors are ON) could contribute to some noise and

degrade the spectral resolution to some extent. We estimated this OFF order to a few %, but

its effect should be further investigated.

FIGURE 4.3: (a) Simulated orders of diffraction obtained with normal incidence onto the

DMD, at three different wavelengths (k-space). The blazed condition is matched for wavelengths

that are typically at the edge of our spectral range (800 nm and 1 µm). Conversely, the energy

is split in between four orders around 900 nm. (b) Simulations and experiments with the two

available light sources at 785 nm and 850 nm.
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Detector (SPAD)

The detector specifications are decisive in the overall performance of the instrument. The de-

tector needs to be a low noise and high quantum-efficiency photon-counting device. Yet, the

excitation wavelength at 785 nm implies that the Raman Stokes-shifted signal lies between

about 800 nm and 1.1 µm (Fig. 4.1), which is at the limit of the sensitivity region of silicon-

based detectors. We chose the detector with the highest quantum efficiency that we were able

to find: a single-photon avalanche photodiode (ID120) from IDQ (ID Quantique). Its quantum

efficiency similar to the best silicon-based (EM)CCDs (e.g. Andor iXon): it reaches 75% at 800

nm, but drops to less than 5% at 1050 nm (Fig. 4.4). Thus, although the sensitivity region of

this detector should allow us to measure Raman signal up to 3200 cm−1, it is mostly sensitive

in the fingerprint region (Table 4.1). As compared to the PMT of our previous setup (2.3.1),

the detector quantum efficiency is twice better for low wavelengths, but varies a lot across the

Raman spectrum. Another drawback is the relatively low available dynamic range, since the

counting process is only linear until about 105 counts/s. The detector dark-count rate is below

200 Hz and its active area of 500 µm.

4.1.3 Setup characterisation

In this section, we give some characteristics of the setup, in terms of throughput, spectral

properties and spatial properties. We also assess its performances on a simple test sample.

System transfer function and throughput

The characteristics of the optical elements described above enables us to estimate the spectral

transfer function of our instrument. Fig. 4.4 (a) represents the efficiency of the main optical

elements through which the Raman signal passes, from emission to detection. These consid-

erations are purely derived from the material themselves and ignore numerical apertures and

vignetting. Combining these efficiencies results in a maximum efficiency of the collected Raman

signal of ≈ 18% at 800 nm (Fig. 4.4 (b-c)). This efficiency decays fast to ≈ 0% above 1000

nm. The bottleneck clearly lies in the detector quantum-efficiency. In addition, due to the filters

characteristics, no Raman signal can be detected below ≈ 795 nm (160 cm−1). The efficiency

curve (Fig. 4.4 (b-c) was not measured experimentally, but this could be done by measuring a

constant intensity spectrum or a spectrum with a commercial spectrometer with known transfer

function. We also note that, although the maximum available laser power is of 100 mW, the

elements transmission on the excitation path lead to a laser power at the sample plane of only

≈ 55 mW.
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FIGURE 4.4: (a) Transmission, reflection or quantum efficiency of the main elements of the

setup. Elements where the signal passes twice are indicated by (× 2). Efficiencies are relatively

constant over the full spectrum, except for the detector. (b) Simulated total collection efficiency

of the Raman signal.

Spectral properties

The spectral resolution of the system can be approximated through [10]:

δλ = f5(
λ

a
+

b

f4
)(
∂L

∂λ
)−1 (4.1)

where f5 is the focal length of L5, f4 is the focal length of L4, a is the beam size , b is the slit

width, and ∂L
∂λ is the linear dispersion given by:

∂L

∂λ
=

f5

l cos(D)
(4.2)
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with l the groove density (1200 mm−1) and D ≈ 30.7◦ the diffraction angle at 850 nm. In the

given setup configuration, at 850 nm, the inverse linear dispersion is estimated at 7.2 nm/mm.

This corresponds to about 0.098 nm (1.36 cm−1) per DMD mirror. The spectral resolution is

estimated at δλ ≈ 12 cm−1. Thus, DMD mirrors can be binned 8-by-8 in the spectral direction

λ− without compromising the resolution. The accessible spectral range, limited by the size of

the DMD, is about 95 nm. (1300 cm−1). It allows to access the majority of the fingerprint region

(Table 4.1). As previously mentioned, the targeted spectral window can be chosen by translating

the DMD along the λ−axis (2.3.1). To assess the spectral properties, we measure the spectrum

of a silicon (Si) sample, which is often used for calibration purposes in Raman spectrometers.

Its sharp Raman peak at 520.7 cm−1 is wider than gas laser lines, but is narrow enough for the

predicted relatively large spectral resolution. Measuring the Si spectrum (with a slit width of

100 µm), and fitting its peak with a Lorentzian curve leads to a FWHM of about 17 cm−1 (Fig.

4.5 (a)). In addition, evaluating the Si peak position allows to calibrate the spectrometer (i.e.

to match one DMD pixel to a Raman shift with Eq. (4.2)).

The spectral resolution of our setup is relatively poor as compared to commercial Raman spec-

trometers, which commonly attain resolution of a few cm−1. Such resolutions may be necessary

for some applications. It could for instance be improved by choosing longer focal lengths, or a

finer grating. Yet, this would come at the expense of spectral range or compactness.

Spatial properties

The laser beam does not fill the pupil of the objective, resulting in an effective NA of 0.37 in

excitation. The FWHM of the excitation PSF (λ/ (2 NA)) should thus theoretically measure

about 1 µm.

To confirm this estimation, we acquire Raman images of a resolution target provided by Horiba

Scientific. This target is made of thin gold patterns (40 nm) deposited onto a silicon substrate

(inset Fig. 4.5 (a)). The images are acquired by designing a DMD filter that only selects the

silicon peak, and thus rejects any light reflected by the gold surfaces. Fig. 4.5 (c) shows the

image of a zone where the space between two lines is the same than the width of the line. The

sampling is 0.26 µm. We clearly resolve the lines in the 1.5 µm zone, hardly the lines in the 1

µm zone, and we do not resolve the lines 0.5 µm zone. This confirms the approximation of the

spatial resolution of 1 µm.

Furthermore, we measure the Raman signal from an homogeneous silicon zone of the target,

to experimentally estimate the FOV. It is found to be about 100 µm, which is slightly smaller

than the 120 µm expected from the optical design (Fig. 4.5 (b)).
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c. Spatial resolution
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FIGURE 4.5: (a) Raman spectrum of silicon: the peak location permits to calibrate wavelength

position on the spectrometer DMD pixels, and its FWHM gives an estimation of the spectral

resolution. Inset: One zone of the resolution target, made of gold deposited on silicon. (b) Signal

from a scanned homogeneous silicon zone, resulting in an estimation of the FOV. (c) Spatial

resolution estimation measurement. On the target zone, the line spacing = lines width).

System performances on a test sample

Last, we demonstrate the ability of the instrument to perform rapid imaging of latex beads,

with the same method as described in chapter 2. We only use one of the detectors, the use of

two detectors is not covered in this thesis.

Two different types of beads (Sigma Aldrich) - 30 µm polystyrene beads (PS) and 20 µm

poly(methyl methacrylate)) (PMMA) - are displayed on a CaF2 coverslip (Crystran). The laser

power at the sample plane is set to 55 mW, and the slit is 100 µm wide. The DMD pixels

are binned 8-by-8 along the λ−axis, and fully binned along the x−axis. The reference spectra

(Fig. 4.6 (a)) are obtained by averaging 4 spectra measured at different spatial positions of the

sample, for an integration time of 100 ms per spectral pixel.

Each filter fm projection results in the images of Fig. 4.6 (b), with nm the number of counts

per pixel. These images are acquired with scanning steps of 0.5 µm, and with a pixel dwell-time

of 200 µs. The subsequent estimated proportion maps (Fig. 4.6 (c)) allow to clearly distinguish

the species. Combining these proportion maps and normalizing them to their brightest pixel

leads to the composite RBG map of Fig. 4.6 (d-left). To obtain the average number of detected
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counts per spatial pixel, we sum the numbers of counts from the projection maps and average

over each species pixels. This way, we obtain an average of 100 counts on PS pixels and 50 counts

on PMMA pixels. Experiments with faster pixel dwell time are conducted, down to 12 µs per

pixel per filter. This results on a total acquisition time of 36 µs per pixel for the three filters

projection. At such speeds, only about 6 and 3 counts are measured on the pixels corresponding

to PS and PMMA, respectively (averages on each species pixels, see Eq. (3.8)-3.9). Thus, on this

simple example, we show our instrument ability to perform a CRT experiment with acquisition

speeds of the order of 10µs per pixel per filter.

FIGURE 4.6: (a) Reference spectra of polystyrene (PS), poly(methyl methacrylate) (PMMA),

CaF2 , and their associated spectral filters. (b) Projection maps with exposure time per pixel per

filter of 200 µs. (c) Estimated proportion maps of the three species. (d) Associated composite

RGB image with same exposure time (left), and less exposure time (middle and right). NPS :

detected total number of counts, averaged on PS pixels, NPMMA: detected total number of

counts, averaged on PMMA pixels. Scale bars: 30 µm.
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4.2 Applications

In the above section, we described the developed setup and showed compressive Raman results

on a simple test sample. From now on, we test the ability of CRT on more complex samples.

We applied CRT to some fields that, in our sense, could benefit from its use. The following

results are early stage results and could be improved in the future. They are a necessary step

before more conclusive results can be shown. First, we show one set of results obtained with the

proof-of-concept setup. Next, we demonstrate results obtained with the setup described above.

4.2.1 Breast microcalcifications

The results in this part arise from a collaboration with the group of N. Stone (University of

Exeter, UK). Samples were provided by A. Ghita. These compressive Raman experiments were

performed on the proof-of-concept setup operating at 532 nm. This work led to the publication

‘Assessment of compressive Raman versus hyperspectral Raman for microcalcification chemical

imaging’ [138]

Microcalcifications are important indicators of disease in breast tissue, and are often considered

in diagnosis [146]. Although the current breast cancer diagnostic techniques are not chemically

specific, several studies suggest that the chemical composition of microcalcifications reflects

the physiological state of surrounding tissue, and is related to cancer development [146–148].

In the breast, two types of microcalcifications are frequently found. Type I microcalcifications

are composed of calcium oxalate CaC2O4, for instance in a monohydrate form (COM). Type

I microcalcifications seem to be mostly associated with benign breast disease [146, 147]. Type

II microcalcifications consist of hydroxyapatite (HAP), a mineral form of calcium apatite with

lattice unit cell Ca10(PO4)6(OH)2. In some conditions, a phosphate group of HAP can be sub-

stituted by carbonate group, thereby forming carbonated hydroxyapatite (CHAP) [146–149].

Studies have demonstrated that the carbonate content in CHAP is an indicator for the ma-

lignancy of the breast cancer [146–149]. It has been shown that Raman spectroscopy can be

particularly useful to distinguish between different types of microcalcifications and to assess

their carbonate content [149]. For example, the carbonate substitution in CHAP has a Raman

spectroscopic signature, manifested by a shift of the resonance at 1048 cm−1 to 1071 cm−1

[149] (Fig. 4.7 (b)). In this context, we apply CRT on samples mimicking microcalcifications

commonly found in human breast.
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FIGURE 4.7: Raman spectrum of (a) Monohydrate calcium oxalate (COM) (b) Hydroxya-

patite (HAP) and carbonated hydroxyapatite with 8.12% carbonate substitution (CHAP). In

HAP and CHAP, the peak (1) is a signature of the phosphate group (≈ 960 cm−1). The car-

bonate content leads to a Raman red shift of the peak at 1048 cm−1 (2) to 1071 cm−1 (3). The

spectra were acquired with the WITec system described in Chapter 3.

Method

In this work, we used three synthetic powders mimicking the chemical composition of breast

microcalcifications: COM (Alfa Aesar), HAP (Sigma-Aldrich), and CHAP, i.e. HAP with 8.12%

carbonate substitution (Sigma-Aldrich). Such highly concentrated CHAP is not believed to be

found in the breast but exhibits the same spectral peaks as less concentrated CHAP, with a

more pronounced carbonate peak at 1071 cm−1. Experiments focused on discriminating HAP

from COM, and HAP from CHAP. They were conducted on the CRT setup operating at 532 nm

described in chapter 2. The laser power at the sample plane was 60 mW, the spatial sampling

of 0.75 µm, and the exposure time of 4 ms per pixel per spectral filter.

Results

Experiments were conducted with the powder samples dispersed onto CaF2 coverslips. In a first

experiment, we imaged a sample composed of HAP and COM. The reference spectra were ac-

quired with 100 ms integration time per spectral basis (4 binned DMD mirrors), and averaged

over 4 different spatial points. A simple calibration model with only two spectral filters allowed

an accurate estimation of the two species proportions (Fig. 4.8 (a-b)). The same experiment

was conducted on a sample composed of HAP and CHAP. These two species spectra are quite

similar (spectral overlap Eq. (2.21) of 0.85). Their reference spectra were acquired with 500 ms

integration time per spectral basis and averaged over 4 different spatial points. The signal-to-

background ratio of the CHAP spectrum is poor as compared to the HAP spectrum. This time,

a simple two filters model failed at estimating the two species. We included the CaF2 spectrum

in the model, as well as a constant background that models the offset difference between HAP
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and CHAP spectra. This calibration model allows for the species to be accurately estimated

(Fig. 4.8 (c-d)). These images were obtained with about 100 counts in total on HAP and CHAP

pixels. Estimation could be performed down to 8 counts.

A third experiment was conducted in the presence of tissue background. For this, we placed a ≈
1 mm piece of chicken breast on a glass coverslip. We acquired the Raman spectrum of the tissue

(Fig. 4.9 (c)), and sprinkled sample powders (HAP and COM) onto the chicken tissue. We could

not image the powders inside the tissue due to the very high scattering of tissue at the laser

wavelength (532 nm). To assess the influence of the background on the model in this specific

example, we performed the experiment with three different calibration models (Fig. 4.9):

• (a) No background is included in the model. The estimation performs relatively well on

HAP and COM, but the tissue part is estimated as being HAP. This is expected since we

wish to discriminate three species with only two filters.

• (b) The CaF2 spectrum is included in the calibration model. The estimation performs

better, but the tissue is still partially considered as HAP.

• (c) The tissue spectrum is included in the calibration model. There is a neat improvement

in the estimation. HAP, COM and the tissue are well estimated. More details are also

captured: On the top right of the field of view, there seems to be a HAP particle hidden

below the tissue.
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FIGURE 4.8: (a) Reference spectra and filters for HAP and COM estimation. (b) Proportion

maps and composite RGB image. (c) Reference spectra and filters for HAP and CHAP estima-

tion. Only the spectral range of interest in shown, and only the proportion maps of CHAP and

HAP (d).
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FIGURE 4.9: Experimental results in the presence of tissue background, with three different

calibration models (a) with only two filters, (b) with an inappropriate background spectrum,

and (c) with taking into account the spectrum of tissue.

Discussion and conclusion

We demonstrated preliminary results of compressive Raman on samples of biomedical interest.

Experiments were realised on powders mimicking microcalcifications that can be found in hu-

man breast. Results allowing to dicriminate between different types of microcalcification types

are shown. We also show results in the presence of tissue background. Although this experiment

is simplistic and does not reflect a real sample, it highlights that CRT is a background adaptable

technique. The filters can be optimized in a different way depending on the background. This

is an interesting advantage over conventional hyperspectral Raman imaging, in which the same

information is measured whatever the background, and in which the background presence can

only be post-processed. In this example, we considered the background as a chemical species.

But for further improvement, we could also consider it as a nuisance parameter [121].

Theses experiments were realised early in the thesis, therefore on the proof-of-concept setup op-

erating at 532 nm. Experiments on the same samples should now be conducted on the NIR setup,

with the microcalcification powders embedded in tissue [150]. In the following, all experiments

were performed on the NIR applicative setup.



Chapter 4 88

4.2.2 Pharmaceutical compounds

The samples in this part were provided by Sanofi (Sanofi Recherche Développement, Montpel-

lier, France). This works follows the work of B. Sarri [151] and X. Audier [41] performed on

the same samples, using Stimulated Raman Scattering (SRS).

In the pharmaceutical industry, it is common that the drug production process leads to the

formation of pharmaceutical compounds under different polymorphic forms [152, 153]. It means

that these compounds have the ability to crystallize in more than one form. Polymorphs have

the same chemical composition but their arrangement and/or conformation differ: This leads to

differences in physico-chemical properties, such as solubility, stability, or compactibility [152–

154]. Therefore, the control of polymorphs is critical for the pharmaceutical industry, in order to

provide the more efficient form of medicines. Polymorphs screening is mandatory when develop-

ing a drug; different techniques are used for this purpose, such as thermal analysis, differential

scanning calorimetry, X-ray powder diffraction, or electron microscopy [153]. Vibrational spec-

troscopy is also widely used, since it allows non-destructive control [153]. In this context, Raman

spectroscopy is particularly interesting, and would benefit from faster imaging capabilities. Re-

cent work reported the use of SRS to assess polymorph distributions in tablets [41, 151]. In this

section we evaluate the performances of CRT for mapping the distribution of some pharmaceu-

tical compounds.

Method

The experiments were performed on powders samples, provided by Sanofi. The active pharma-

ceutical compound - Clopidogrel - is known to have two polymorphic forms [151, 155], denoted

here C1 and C2. In pharmaceutical tablets, the active compounds are generally found is small

proportion. Most of the tablet volume is made of functional excipients that ensure tablet in-

tegrity, taste, conservation, stabilization, delivery, etc. To mimic real pharmaceutical tablets, we

also image three common excipients in the form of powders, namely mannitol (MAN), polyethy-

lene glycol (PEG), and corn starch (AMI).

In our experiments, the reference spectra were measured by placing a small portion of each

chemical powder on distinct areas of a CaF2 coverslip. The integration time per spectral basis

(8 binned DMD mirrors) was 100 ms, and spectra from 5 different spatial locations were aver-

aged to obtain the reference spectra. For mapping the chemical distribution, the five different

powders were then mixed together onto a CaF2 coverslip. The laser power at the sample plane

for all experiments was 55 mW.

Calibration

Fig. 4.10 (a-b) shows the Raman spectra, in the fingerprint region, of the two pharmaceutical

compounds and three excipients. These Raman spectra were provided by Sanofi. We measured
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on our setup the spectra of each chemical species. We found a good match with the expected

spectra (Fig. 4.10 (c-d)), but our spectral resolution is lower and lesser signal is obtained at

higher wavenumbers, due to the transfer function of our system (Fig. 4.4). While the compounds

particles seem morphologically alike, the morphology of the three excipients is sufficiently dif-

ferent to make the experiments easier. AMI appeared in the form of circular particles, while

MAN and PEG exhibit distinct crystals shapes (Fig. 4.10 (d)).

Together with the CaF2 slide spectrum, these measured spectra constitute the calibration model

from which the spectral filters were calculated (Fig. 4.11 (a)). We note that this estimation

problem is relatively complex as compared to the previously presented experiments, since it

includes six chemical species, among which two (C1, C2) have a high spectral overlap (0.86).

The correlations between all spectra is represented in Fig. 4.11 (b).
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FIGURE 4.10: Raman spectra of pharmaceutical compounds and excipients provided by Sanofi

(a-b), and measured on the Compressive Raman spectrometer (c-d). Unlike the two polymor-

phic compounds C1 and C2, the excipients crystals have low spectral overlap and distinct

morphologies
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FIGURE 4.11: (a) Reference spectra of the compounds, excipients and CaF2; and the associ-

ated spectral filters. (b) Spectral correlation coefficients: The highest spectral overlap Eq. (2.21)

is between C1 and C2 (86%).

Species mapping

We then mixed the five different powders onto a CaF2 coverslip. The spatial sampling is set

to 0.5µm, and the exposure time to 1 ms per spatial pixel per spectral filter. The obtained

estimated proportion maps show limited crosstalk (Fig. 4.12 (a)). To obtain the fake colors

images, a threshold was applied on these proportion maps (all proportion values lower than 7%

are set to zero), and they were normalised to the brightest pixel of each map. Combining these

images (except the CaF2 map) resulted on composite maps Fig. 4.12 (b). In total, acquiring

this 120 µm × 120µm composite image necessitated 5.7 min. Images allowing visual species

discrimination could be acquired with exposure times down to 100 µs / pixel / filter (34 s in

total). For this exposure time, each spectral filter led to the detection of less than 5 counts on

particles pixels. In a last step, we acquired spectra on some pixels corresponding to C1 and C2

on the Fig. 4.12 and confirmed the validity of the estimates. The same procedure was applied to

image a larger region of 480 µm × 480µm, by stitching several FOV (Fig. 4.13 (a-b). The spatial

sampling of 1 µm. Images acquired with 1 ms and 100 µs / pixel / filter could be obtained.
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FIGURE 4.12: (a) Raw proportion maps (top), and after thresholding and normalisation, with

associated fake colors (bottom). (b) Composite map obtained by combining all proportion maps

except CaF2. The pixel dwell times are given per spectral filter. Scale bars: 30 µm.
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b. Composite maps
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FIGURE 4.13: (a) Proportion maps after thresholding and normalisation, with associated

fake colors, obtained by stitching several FOV (b) Composite map obtained by combining all

proportion maps except CaF−2. The pixel dwell times are given per spectral filter. Scale bars:

120 µm.

Discussion and conclusion

We showed preliminary results that demonstrate the usefulness of CRT for mapping the dis-

tribution of five pharmaceutical powders, mimicking a pharmaceutical tablet. We were able to

distinguish between the two spectrally-similar polymorphs and three commonly used excipients,

with total pixel dwell times of 600 µs. This could be compared with recent results obtained with

SRS in [151], which necessitated a total pixel dwell time of 2 ms to obtain similar images on

tablets. Experiments on large areas of pharmaceutical tablets were not performed by lack of

time, but should be performed for more convincing proof. We also note that these experiments

could not be performed with the setup operating at 532 nm, due to the presence of a high

fluorescence background in the Raman spectra. In conclusion, these results are encouraging for

the suitability of compressive Raman for this type of application.

4.2.3 SERS reporters

The results in this part arise from a collaboration with the group of N. Stone (University of

Exeter, UK). The samples were provided by B. Gardner and A. Ghita.
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One method to amplify weak Raman signals is to employ surface-enhanced Raman scattering

(SERS) [156–159]. Typically, molecules are attached to nanometer sized metallic structures.

When the exciting light field matches the resonance of the structure surface charges, highly lo-

calized plasmonic fields can be created in the structure vicinity. This results in strongly increased

Raman signals, since both the exciting field and the resulting Raman field undergo enhancement

[160, 161]. The enhancement factor can be as much as 1010-1011 [160, 161], thereby rendering

SERS useful to detect single molecules [158]. Nevertheless, the SERS process is complex, and

does not just provide spontaneous Raman spectra with simply enhanced signals. For example,

the enhancement is not equal for all frequencies along the spectrum, since its strength depends

on the field frequency with respect to the plasmon frequency. In addition, although the modes

present in SERS and Raman spectra are often similar, some modes may differ, because the

SERS process modifies the Raman selection rules. Indeed, when molecules are adsorbed to a

surface, the symmetry of the system can change, slightly modifying the symmetry of molecules,

which can lead to differences in modes selection [162].

The group of N. Stone, with which we collaborated for this project, aims at using SERS for

theranostics [163–166]. Theranostics is the combination of diagnosis and therapy. It aims to

identify diseases and treat them in a single non-surgical procedure. Typically, nanoparticles are

coated with Raman active molecules (Fig. 4.14). In turn, recognising agents such as antibodies

are attached onto this molecular layer, so that the whole structure binds to some specific targets.

The whole structure can thus be seen as a Raman label for specific targets in the body: the

Raman signature is specific to the target, and may be used for diagnosis [166]. Afterwards, the

metallic particles plasmon resonance can further be exploited to create large temperature fields

in their vicinity, thus favouring the target heating and destruction [166]. The advantage of using

Raman labels instead of fluorescence labels is that they can be excited with NIR light that

penetrates in tissue. Another advantage is that many molecules are Raman active so a large

number of materials can be chosen to satisfy particular constraints, such as biocompatibility, etc.

In this context, compressive Raman could be interesting. Since the SERS spectra of the Raman

labels can be measured in a calibration step, CRT could be a useful tool for rapid identification

of the different Raman labels.

FIGURE 4.14: Schematic Raman label composed of (a) a metallic nanoparticle, (b) a layer of

Raman active molecules, (c) recognising agents. This label binds to a specific target which can

be identified through its SERS signal. Therapy can then be realised by heating the target.
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Calibration

In this study, we focused on the coated nanoparticles, without the recognising agent. The samples

were prepared from 100 nm nanoparticles with resonance at 785nm. They were labelled with

4-Mercaptobenzoic acid (MBA) or 2-Naphthalenetiol (NAP) (Fig. 4.15 (b)). For calibration, we

acquired the spectra of isolated beads from each type. Samples coated with MBA were found

to be unstable: different spectra were measured on different particles and on slightly different

positions of the focus (Fig. 4.16 (a)). On the contrary, samples coated with NAP were found

to be relatively stable ((Fig. 4.16 (b)). We nevertheless proceeded to a CRT experiment. The

calibration model (Fig. 4.15 (a)) was obtained by averaging some MBA spectra that seemed

to be occurring the most often, and that matched best the spectra measured by the sample

providers. The spectra were acquired with about 3 mW of laser power at the focus, and in 100

ms per spectral basis (8 binned DMD mirrors).

FIGURE 4.15: (a) Reference SERS spectra of the coated nanoparticles, and associated spectral

filters. (b) Nanoparticles coating chemical structure.
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FIGURE 4.16: Examples of spectra recorded on (a) three random MBA-coated particles and

(b) three random NAP-coated particles.

Species mapping

An example of obtained proportion and composite map is given in Fig. 4.17 (a). The FOV was

50 × 50 µm, the spatial sampling 0.3 µm, the laser power at the sample plane 12 mW and the

exposure time of 200 µs per pixel per filter. On this FOV, the estimation seemed to perform

relatively well with respect to the model. We unsurprisingly noticed a wrong estimation for one

of the particles, denoted A. It was estimated to account for about 50% of NAP and MBA. When

recording the SERS spectra of this particle, they were found to be different for every acquisition.

Three examples of these spectra acquired on A are shown on Fig. 4.17 (b). We note that the

Raman signal from the particles was indeed very strong due to the SERS effect. Nevertheless,

the laser power was greatly reduced to avoid burning, leading to these pixel dwell-times of a

few hundreds of µs.
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FIGURE 4.17: (a) Proportion maps and composite RGB map (form MBA and NAP proportion

maps). Exposure time: 200 µs / pixel / filter. Most particles are clearly identified, but particle A

is seen as a mixture of two species. (b) Three recorded spectra, in a raw, on A show instability.

We surmise A to be a MBA-coated particle.

Discussion and conclusion

Although CRT could be very interesting for the kind of theranostics applications mentioned

above, the results obtained so far are not very conclusive. The samples are very bright, but

seem to exhibit some instability. However, we do not know if this instability is intrinsic to the

particles or if it arises when focusing for too long on a particle.

Intrinsic instability could arise from the sample preparation. For instance, if the coating is

formed around an aggregate of 2 nanoparticles instead of 1 nanoparticle, the SERS signal may

be modified. Our spatial resolution is not sufficient to detect such aggregates.

Instability may also arise from a power excess when recording spectra. We noticed that, when

raster-scanning an image during 10 min, with laser power 12 mW and a pixel dwell time of

200 µs, the level of signal was stable over time. However, acquiring a spectrum requires to keep

the laser focused on a fixed point at least for a few seconds per spectrum. This may result in

consequent heating, and we observed burning when acquiring consecutively a few spectra on the

same focal spot. In addition, we cannot perform calibration by measuring the Raman spectra

of the pure materials without the nanoparticles, since the Raman and SERS spectra may differ

. Therefore, other methods of calibration should be thought of to improve the results.

4.2.4 Microplastics

The results of this part arise from a collaboration with L. Zada (VU Amsterdam, The Nether-

lands). L. Zada works on SRS for microplastics identification [167]. He provided samples and

shared ideas of experiments.
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The abundance of plastic products has resulted in a proliferation of small plastic particles -

called ‘microplastics’ - in the environment. Although public awareness is rising and research is

growing on the subject [168–170], little is known yet regarding their their toxicity and impact

on the environment. A better identification and quantification of these particles is of upmost

importance, in order to evaluate the environmental impact and potentially mitigate the result-

ing pollution.

The term of microplastics generally designates plastics fragments of less than 5 mm diameter,

with no lower limit [171]. These small size polymer particles have diverse origins and com-

positions. They constitute a wide range of polymers, which chemical, mechanical or aesthetic

properties were often modified with additives. Their diversity in size and chemical composition

makes them difficult to detect and categorise. These tasks are even more challenging since they

are often embedded in complex environmental matrices.

Currently, the identification of microplastics is often performed with spectroscopic techniques

such as Fourier-transform infrared spectroscopy (FTIR) and conventional spontaneous Raman

spectroscopy [172–177]. Recent advances in Raman spectroscopy for the identification of mi-

croplastics can be found in [174]. Yet, both FTIR and Raman spectroscopy are very time-

consuming methods. As a result, these techniques often rely on visual inspection to preselect

the particles suspected as microplastics for spectroscopic confirmation [178, 179]. Recently, mi-

croplastics identification with stimulated Raman scattering (SRS) has been demonstrated [167],

with acquisition speeds of a few hundreds of µs per spatial pixel: this is more than 100 times

faster than conventional Raman mapping of the same samples [167]. This shows that SRS could

be an efficient method for monitoring microplastics in the environment. However, implement-

ing SRS requires expensive equipment, and environmental studies may benefit from a cheaper

and simpler tool. In this context, we propose to use CRT for microplastic mapping. We show

preliminary results on different types of polymer powders (same samples than in [167]).

Method

Artificial polymer powders were provided by L. Zada. The powders were obtained by grinding

with sandpaper each type of polymer (high production-volume polymers). We performed exper-

iments on powders of polypropylene (PP), polyethylene (PE) and polyethylene terephthalate

(PET).

The particles sizes were relatively unequal, comprised between a few µm and a few hundreds of

µm. For calibration, each polymer powder was placed onto a separated area of a CaF2 coverslip.

Several spectra were acquired in each zone, for an integration time of 100 ms per spectral basis.

The reference spectra result from averaging 5 spectra. Afterwards, several powder types were

mixed and displayed onto a CaF2 coverslip. We acquired images over larger areas by stitching

several FOVs. The sampling was set to 2µm. For these experiments, the laser power at the

sample plane was 55 mW.
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Mapping of PP and PE

One of the experiments consisted in imaging a mixture of PP and PE powders. Fig. 4.18 (a)

shows the obtained reference spectra and the spectral filters. The acquisition time was 250 µs

per spatial pixel per spectral filter. This corresponds to the acquisition of a FOV of 0.7 mm ×
0.7 mm with three filters in about 1.5 min. Fig. 4.18 (b-c) shows the obtained proportion maps

after estimation and the composite RGB image: Some particles seem to be clearly identified as

being PE or PP, while others lead to high proportions on the three maps. To verify the validity

of these estimations, some spectra were acquired after the filters projection was completed. The

spectra acquired in particles A and B (Fig. 4.19) validate their composition as being PP and PE,

respectively. The spectrum obtained on particle C does not correspond to any spectrum taken

into account by the model, with brighter spectral signature. This explain why the considered

model (Fig. 4.18 (a)) does not lead to a correct estimation of these particles. These spectra may

result from some fluorescence of this particle. The Raman image (with no spectral selectivity)

of the same FOV supports this: the particles which proportions are misestimated correspond to

brightest particles of the image (Fig. 4.19 (b)).

FIGURE 4.18: (a) Reference spectra and associated spectral filters. (b) Composite RGB map

of the two first proportions maps of (c). The estimation fails on the particles in yellow: they are

be found to have close to 100% proportion on the three proportion maps (c). Images exposure

time = 250µs / pixel / filter. PE: Polyethylene. PP: Polypropylene.
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FIGURE 4.19: (a) Partial validation: After the filters projection, spectra are acquired on

some points on the image. Spectra acquired in position A and B are found to match the PP

and PE reference spectra, respectively (Fig. 4.18). The spectrum acquired in C may arise from

fluorescence with high signal. (b) Raman image (no spectral selectivity) of the same area: the

poorly estimated particles exhibit stronger signal that the others. Exposure time = 250µs /

pixel.

Mapping of PP, PE and PET

Another experiment consisted in imaging a mixture of PP, PE and PET powders. Already during

the calibration step, we encountered difficulties to measure the PET reference spectra, since

some strong background was arising from many PET particles. Thus, included an additional

background spectrum into the model. Fig. 4.20 (a) shows the reference spectra and the spectral

filters. The acquisition time was 330 µs per spatial pixel per spectral filter. This corresponds

to the acquisition of a FOV of 0.87 mm × 0.7 mm with three filters in about 4.2 min. Fig.

4.20 (b-c) shows the obtained proportion maps after estimation and the composite RGB image

(from PET, PE and PP proportion maps): Some particles seem to be clearly identified as being

PE, PP or PET, while others lead to high proportions on the three maps and appear in white

on the RGB image. On the background map (BK), we note that low proportions are estimated

for most particles, except on particles that appear in white onto the RGB map. As opposed to

Fig. 4.18 (c), here the CaF2 map does not contain other chemical species than CaF2, although

its proportion is underestimated. Fig. 4.21 shows examples of spectra acquired on two particles.

Spectra acquired on two positions of what seems to be a PET particle exhibit some strong

background (Fig. 4.21 (a)). On the region A, some peaks on the reference PET spectrum can

be identified but sit on a high background. The same is observed for region B, but with an

even worse signal- to-background ratio: the peaks hardly stand-out of the background. Fig. 4.21

(b) shows spectra acquired on a ‘white’ particle. Three spectra were consecutively acquired:

we notice a decrease in intensity of these spectra, which could be a signature of fluorescence

bleaching.
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FIGURE 4.20: (a) Reference spectra and associated spectral filters, taking into account a

modelled fluorescent background (b) Composite RGB map of the three first proportions maps

of (c). The estimation fails on the particles in white: they are found to have high proportions

on the four first proportion maps of (c). Images exposure time = 330µs / pixel / filter. PE:

Polyethylene. PP: Polypropylene. PET: Polyethylene terephthalate. BK: modelled background.
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b. Validation spectra (bleaching)

FIGURE 4.21: Partial validation: After the filters projection, spectra are acquired on some

points on the image. (a) Spectra acquired in position A and B are found to partially match the

PET reference spectra (Fig. 4.20) but with a high background. (b) Evolution of the spectrum

acquired on a white particle at the same spatial position. The signal seems to bleach.

Discussion and conclusion

In this section, we reported some preliminary results on artificial microplastics samples. The

estimations were successful to some degree, with pixel dwell times of a few hundreds of µs. As

a comparison, SRS experiments on the same samples performed about 2 to 3 times faster [167].

However, the results quality is limited by high background signal arising from some particles.

We surmise this background to be some fluorescence signal, that may come from additives. This

is supported by the fact that the samples are not transparent but white. Differences between

reference spectra from pure materials and measured Raman spectra on microplastics are often

reported in the literature [174, 180]. Often, these differences are due to fluorescence arising from

impurities such as additives, organic particles, etc [174]. To overcome this problem, we tried

to model the fluorescent background, or to consider it as a nuisance parameter (like in [121])

but with limited success. The problem is that the fluorescent background sometimes completely

overshadows the Raman spectrum. Other solutions include time-gating the fluorescence [128],

or to use a non-linear contrast such as SRS.

Another problem we faced was the very different sizes of the particles. It was hard to find

the right focus, but this will be facilitated by mounting an automated translation stage along

the optical axis. Additional experiments were performed on residual microplastics contained in

water bottles [175], but we came across similar difficulties.
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4.3 Conclusion and discussion

In this chapter, we described the optical setup developed for application-oriented experiments.

Its NIR excitation wavelength makes it particularly useful in a biomedical context, but also for

applications where scattering or fluorescence may be problematic. With this setup, we demon-

strated Raman imaging on a simple sample made of polymer beads, with acquisition speeds

down to ≈ 10µs per pixel per spectral filter. This confirms the capability of CRT for Raman

fast imaging.

We also showed results on samples having real applicative interest, for instance for biomedical

imaging. First, the results obtain on synthetic microcalcification samples constitute a conclusive

first step. Further experiments with the same samples embedded in tissue, and with ex vivo sam-

ples, would bring stronger proof of the usefulness of CRT for this specific application. Secondly,

we showed preliminary results on SERS reporters. However, more work should be performed -

on the sample itself and on the calibration procedure - to prove the consistency of CRT for this

application.

The results obtained on pharmaceutical compounds are encouraging. They show the perfor-

mances of CRT in a system of six chemical species, among which two have highly overlapping

spectra. The acquisition speeds, on the order of a few hundreds of µs, are of the same order

of magnitude than SRS on the same samples [151]. The ability of CRT to map the species

distribution on bulk pharmaceutical tablets should now be shown.

Last, we showed preliminary results for microplastics identification. The acquisition speeds are

here again comparable with SRS speeds obtained on the same samples [167]. Yet, the fluores-

cence that seems to arise from some samples constitutes a severe obstacle. Therefore, adopting

methods to mitigate this fluorescence background is crucial if one wants to apply CRT to

this problem. For example, we could time-gate the fluorescence [128] and combine it with a

fluorescent-robust calibration model [121].

Although all these results are preliminary, they give concrete examples of applications that could

benefit from CRT. The conducted experiments allowed us to identify some problems related to

the samples themselves or to the experimental procedure. They also gave ideas of improvements

that could be brought to the setup or the model. Thereby, they pave the way for future experi-

mental work that would potentially give rise to more conclusive results.

In general, CRT performances would benefit from additional improvements brought to the setup

and/or to the model. For example, the low collection efficiency of our system could be enhanced.

Although the detector efficiency is the bottleneck, not a lot of improvements can be brought on

this side, since its quantum efficiency is related to the intrinsic properties of silicon. Nevertheless,

some enhancement of the collection efficiency could be obtained with more efficient gratings and

a DMD with a coating dedicated to the NIR region. We also note that for a given application,

the use of the DMD is not necessary. Although the DMD allows versatility, it also introduces

other problems and has a relatively low efficiency. Instead, for a system dedicated to one specific
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application, in-built binary spectral masks with combinations of absorptive/reflective coatings

could for instance be designed.

Other potential improvements could be brought to the dynamic range and signal-to-background

ratio of our system, which are both relatively poor. First, the SPAD we use saturates only slightly

above 105 counts/s. Second, there is a relatively high Raman background that arises from some

optics, that we have not managed to suppress yet.

Other ameliorations could arise from the use of two detectors (Fig. 4.2). Indeed, in all the pre-

sented experiments, only one of the two detectors were used. The use of two detectors is not

covered in this thesis, but we simply mention that, applying complementary filters onto the

DMD potentially allows faster acquisition speeds [122]. For example, for a case of two chemical

species and two spectral filters, with f1 = 1 - f2, the measurements can be performed in parallel

(signal from f1 to one detector and signal f2 to the other detector).

Other improvements could be brought to the model itself. For instance, the model could be

made more robust by considering background as a nuisance parameter [121]. In addition, we

note that, although we use an estimation model, the final purpose of all above experiments is,

in fine, species discrimination. Therefore, a model based on classification theory is expected to

bring some improvements [181, 182].

All the sources of improvement mentioned above are not developed in this thesis and reported

to future work. Rather, in the following, we decide to focus on one particular change that

could potentially improve CRT acquisition speed. We propose to further multiplex the Raman

signal by implementing a line-scan modality to CRT (Chapter 5), and we question its utility as

compared to point-scanning (Chapter 6).
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While conventional hyperspectral Raman imaging can exploit both dimensions of cameras to

perform line-scanning of the sample, or widefield imaging with spatial and/or spectral encoding

(1.2.2-1.2.3), CRT, so far, only permits a raster-scanning imaging modality. The work presented

until now only exploited the system adaptability in the spectral dimension, to measure Raman

spectra and to display sample-dependant optimal spectral filters. Yet, the system single-pixel

architecture and the 2 dimensions of the DMD makes it exploitable also in the spatial dimen-

sion.

In this chapter, we give an overview of some spatio-spectral acquisition strategies enabled by the

system versatility. We take further advantage of our system to supplement CRT with spatial

domain multiplexing, for potential speed up. We also suggest to exploit together the spatio-

spectral information to offer the possibility of unsupervised fast-imaging.

104
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5.1 Spatio-spectral acquisition modalities

5.1.1 General description of the acquisition modalities

Up to this point, in CRT, all the images were acquired with a point-focus, and all experiments

made use of the λ−axis of the DMD only (Fig. 5.1 (a)). The setup was designed so that the

focal spot is imaged onto the slit, which in turn is imaged onto the DMD. In this configuration,

only a few pixels DMD along the x−axis are actually used. The rest can be binned along the

x−axis or turned OFF to define a virtual pinhole.

Instead of point-scanning the sample, it may be interesting to line-scan it to potentially speed up

the image acquisition: A line-focus is formed with a cylindrical lens and its image is formed along

the DMD x−axis. The spatial information along this line can be probed with various strategies.

One of them makes use of spatial frequency-modulated illumination imaging techniques (SPIFI)

[183, 184]. It consists in modulating the illumination with chirped cosine patterns imprinted on

a rotating disk. The sample 1D-spatial information is encoded into the temporal signal sent to

a single pixel detector (Fig. 5.1 (b)). Alternatively, the spatial information along x can be read

from the DMD itself (Fig. 5.1 (c)). Using the DMD pixels along the x−axis, the line can be

raster-scanned or modulated with various patterns.

Then, spectral and spatial dimensions can be combined in various manners. The possibilities

for the 3 presented architectures are presented in Fig. 5.1 (d). Only the configuration (c) allows

to exploit all the possibilities at the same time: The configuration (a) only allows spatial raster-

scanning, while (b) does not allow spatial raster-scanning along x. The last line of the table

corresponds to CRT, which original configuration is shown on the extreme bottom-left DMD

panel.

5.1.2 General system characteristics

For simplicity, we implemented the line-scanning modality on the proof-of-concept setup de-

scribed in chapter 2 (2.3.1). In this section, we simply provide a quick reminder of the setup

characteristics that are common to the various modalities. Simplified schematics of the three

setup configurations are depicted in Fig. 5.1.

On the illumination side, a continuous wave laser operating at 532 nm is spectrally filtered,

expanded, and brought to a point-focus (a) or line-focus (b-c). A piezoelectric stage scanner

holding the sample is used to scan either the sample plane (a) or the y−axis only (b-c). On the

detection side, the object is relayed onto a confocal slit to reject part of the out-of-focus light.

A combination of dichroic mirror and notch filter ensures only the Raman signal is retained.

Next, it is dispersed by a blazed grating placed on the conjugate plane of the confocal slit. The

spatially dispersed wavelength components of the Raman signal are imaged on a DMD. The

DMD λ−axis, in conjunction with the grating, acts as a programmable spectral filter. Since

the object is imaged onto the DMD, its x−axis offer controls over the corresponding spatial

dimension of the object. When the DMD pixels are in the ’ON’ state, the signal impinging of



Chapter 5 106

these pixels is deflected into a PMT, while the rest is sent into a beam dump.

Experimentally, the configurations (a), (b) and (c) depicted in Fig. 5.1 are implemented. The

setup is designed and pre-aligned so that switching from one imaging modality to the other

is simple. In all the configurations, the y− spatial dimension is scanned with the piezoelectric

stage scanner.

5.1.3 General model

Mathematically, the acquisition of signal with the different configurations can be modelled in

a similar manner. The spatial and spectral dimensions being formally equivalent, we consider

the same model when the unknown of the problem is either a spectrum or an object intensity

distribution of along the illumination line. We consider the following simple linear model: An

‘object’ x (spectrum or 1D object) is measured through a matrix A, leading to an ideal noiseless

measurement b0:

b0 = Ax (5.1)

where x is a N × 1 vector, A a MxN matrix and b0 a M × 1 vector. In the case of raster-

scanning, A is the identity matrix I and each element of b is b0i = xi (i = 1...N). In the case

of multiplexing, the matrix A is a weighting matrix that can be designed by the user (e.g.

cosine-transform matrix, Hadamard matrix, Random matrix, etc).

When the unknowns of the problem are proportions c of chemical species with known pure

Raman spectra sq, the CRT model applies (Eq. (2.3)). The patterns projected onto the DMD

are the designed spectral filters fm and the ideal noiseless measurement writes :

b0 = FTSc (5.2)

The unknowns can also be both spectral and spatial. In the following, we focus on CRT with

a line-illumination: we want to estimate both the chemical proportions and the sample spatial

profile along the illumination line.
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FIGURE 5.1: (a-c) Schematics of the experimental setup in its different acquisition modalities.

L1−L6 are convex lenses with focal lengths 50, 150, 150, 100 (a-b) or 150 (c), 150. L7 is actually

the combination of 2 lenses which image the DMD into the PMT with ×3 demagnification (Not

represented for clarity). Lcyl: cylindrical lens with focal length 150 mm; D: dichroic mirror; S:

confocal slit; G: amplitude grating; DMD: digital micromirror device; PMT: photomultiplier

tube. (d) Combinations of spatio-spectral acquisition strategies for the 3 configurations : raster-

scanning and multiplexing. Line-scan CRT corresponds to the last row of the table.
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5.2 Line-Scan Compressive Raman : two implementations

In this thesis, we demonstrate two experimental implementations of line-scan CRT: first with

spatial modulation of the illumination beam (Fig. 5.1 (b)) and second with spatial modulation

of the Raman signal (Fig. 5.1 (c)). The model for line-scanning CRT combines Eq. (5.1) and

(5.2). We denote :

• P : number of spatially varying patterns: illumination patterns or DMD x− patterns.

(p = 1...P )

• Q : number of pure chemical species present in the sample (q = 1...Q)

• M : number of spectral filters fm (m = 1...M)

• L : number of energy bins along a Raman spectrum (l = 1...L)

• A : P ×N matrix of the P spatially varying patterns along the line of N resolved points.

• C : N ×Q matrix of unknown chemicals proportions to estimate along the line

• S : Q×L matrix of known Raman spectra of pure chemical species (each of its row contains

the known Raman spectrum of the pure qth chemical species).

• F : L×M matrix containing the M spectral filters fm

• H : P×M matrix containing the noiseless measurements of the spatio-spectral projections.

We seek to generate a spatial map of the distribution of Q molecular species with known Raman

spectra and estimate their proportions in each of the N resolved points of the illumination line.

The unknown proportions to estimate are gathered in the matrix C. Each of its rows specifies

the proportions of pure chemical species contained in the resolved point xn of the illumination

line. The modulation is done spatially along the x−axis and spectrally along the λ−axis. The

spatial modulation (through A) and spectral modulation (through F) lead to the detection

of photons on the single pixel detector. The mean 1 of these measurements are gathered in a

matrix H. Each of its element hpm contains the mean number of counts obtained for one given

spatio-spectral projection (one spatial pattern with one spectral filter). Assuming the generated

signal is linear to the excitation intensity and ignoring constant terms and exposure times, this

translates to:

H = ACSF (5.3)

Then, with GT = SF, Eq. (5.3) reads:

H = ACGT (5.4)

1Each measurement is polluted by photon-noise. 〈hnoisypm 〉 = hpm
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or, as : H = (A⊗G)C (⊗ denotes the Kronecker product).

FIGURE 5.2: Visual representation of Eq. (5.3), with two pure chemical species and two

spectral masks.

The spatio-spectral filters could be conjointly optimised and C estimated with various strategies,

but for now we handle the spatial and spectral dimensions distinctly. The estimation is performed

in two steps. First, we estimate a spatial line image of Raman intensities, for each spectral filter

fm. In a second step, we estimate the relative proportions of the Q species. The Raman intensity

in each pixel xn, for the spectral filter fm, is estimated through least square estimation 2 and

denoted as η̂m(xn). Then, the estimation of the species proportions reduces to a 1D CRT problem

:

η̂(xn) = Gc(xn) (5.5)

With η̂(xn) = (η̂1(xn), ..., η̂M (xn))T and c(xn) = (c1(xn), ..., cQ(xn))T . If GTG is not singular,

the proportions cq(xn) can be estimated with a simple least square estimation 2.11:

ĉ(xn) =
[
GᵀG

]−1
Gᵀη̂(xn) (5.6)

5.2.1 Line modulation of the illumination beam

The work of this section led to the publication of the paper ‘Compressive Raman imaging with

spatial frequency modulated illumination’ [185]. It was carried together with S. Sivankutty (In-

stitut Fresnel) and with P. Stockton and R.Bartels (Colorado State University).

In this section we demonstrate an experimental implementation of line-scan CRT using spatial

modulation of the illumination beam (Fig. 5.1 (b)). It makes use of spatial frequency-modulated

illumination imaging techniques (SPIFI) [183, 184]. While similar encoding schemes were de-

veloped in spectrometry in the 1960’s [186–188], the method was demonstrated in imaging by

[183], and then developed and theorised by [184]. SPIFI imaging was demonstrated on absorp-

tive and fluorescent objects [184, 189–192], but had never been used for Raman imaging. Here,

2We elaborate on other estimation strategies in chapter 6
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we combine SPIFI and CRT to perform compressive Raman imaging with spatial frequency

modulated illumination (CRiSPY). It corresponds to the configuration depicted in Fig. 5.1 (b).

Principle

FIGURE 5.3: Modulation

pattern printed on a ro-

tating disc (Fig. 5.1 (b)).

The linear modulation

chirp leads to different

modulation frequencies fi

along the x position of the

sample.

In SPIFI, the illumination beam is modulated by a time-

varying illumination pattern. The beam is modulated with

a circular modulator on which an amplitude grating is

imprinted (Eq. (5.7))[Disc of Fig. 5.1 (b)].The modulator

is swept with a constant rotation speed, and the illumi-

nation beam is continuously modulated with a chirp co-

sine. The modulated line illumination is imaged onto the

object and produces a temporal modulation of the sig-

nal, ηm(tp), that encodes the representation of the ob-

ject in the spatial frequency domain. Each object spa-

tial point experiences a unique temporal modulation pat-

tern and frequency. Hence, a line image can be ob-

tained with a cosine transform or Fourier transform of

the temporal signal [184]. Those measurements are gath-

ered in matrix H, in which each column contains the

time trace (sampled every tp), recorded when applying

one spectral filter fm onto the DMD. The matrix A

can be seen as the discrete version of the cosine trans-

form.

Experimental implementation

Experimentally, the laser beam is brought to a line focus on the amplitude modulator with a

cylindrical lens. This modulator is a glass disk on which an aluminium modulation pattern is

imprinted (Inlight Gobos) [Inset Fig. 5.1 (b)]. This pattern takes the form (in polar coordinates)

w(R,φ) =
1

2
+

1

2
sgn
[

cos(∆kRφ)
]

(5.7)

where the sign function, sgn, accounts for the binary nature of the grating and ∆k = 10 mm−1

is the finest spatial frequency on the disc. The pattern of the disc is re-imaged on to the object

with ≈ 33 de-magnification, in a 4f− configuration (combination of lenses and a microscope

objective (40x, 0.6 NA)). The disc finest spatial frequency, ∆k, and the 4f− imaging system

limit the lateral resolution of the system to about 3 µm. The resolution can be improved by

either increasing ∆k of the modulator disc and/or increasing the NA of the imaging system.

Likewise, the line length limits the field of view along x to 120 µm. The disk is mounted on a
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stepper motor (MCL-3006, Faulhaber) and is rotated at a constant velocity, vr. The resulting

sweep, in local spatial frequency of the modulated beam, is given by:

k(x, t) = 2π∆kvrt = 2πκt (5.8)

where κ is the chirp parameter that relates the temporal modulation frequency to the lateral

position in the object space. In all our experiments, vr = 2400 rpm, thereby achieving line scans

at a rate of 40 Hz. The resulting time trace is sampled every 16 µs.

In the detection path, the slit is 100µm wide and the effective pixel of the DMD is obtained by

binning 8 mirrors along the λ−axis. All mirrors along the spatial axis x to mitigate spurious

diffraction effects.

Method and Results

Intensity-only Raman imaging

The first step in CRiSPY is to calibrate the imaging system, i.e. measure the mapping between

temporal modulation frequency and space - given by the scaling factor κ. This parameter is

obtained by recording a time trace while translating an isolated 12 µm melamine resin (MR)

bead through the line focus and tracking the centroid of the positive sideband of the Raman

signal Fourier transform as in [191]. The resulting gradient of the modulation frequency with

respect to the spatial position leads to κ = 12.8 Hz µm−1 [Fig. 5.4(c)]. Additionally, the signal

intensity from the same bead plotted versus the relative x− position confirms the 120 µm FOV

estimate. Line images, along the x− dimension, are obtained with a Fourier transform of the

temporal signal hm(tp) recorded by the PMT and isolating its positive sidebands. Fig. 5.4(a)

is a representative time trace of a Raman signal of a 30 µm polystyrene bead (red) and the

background from the CaF2 slide (black). Fig. 5.4(b) shows one isolated sideband of the Fourier

transformed time trace from panel (a).

A spontaneous Raman image (with no spectral selectivity) of a mixture of beads (Sigma Aldrich)

- 30 µm polystyrene beads (PS), 20 µm polymethylmethacrylate (PMMA) and 12 µm melamin

resin (MR) on a CaF2 coverslip (Crystran) - was obtained with spatial frequency projections

[Fig. 5.4(d)]. Each time trace was Fourier transformed, and then the sideband corresponding to

the field of view was isolated and scaled by the κ parameter to generate a line image. In this

way, the 2D Raman image was reconstructed line-by-line.
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FIGURE 5.4: (a) Time trace of Raman signal of a 30 µm PS bead (red) and of the CaF2

slide background (black) (16 µs sampling time). (b) Corresponding isolated sidebands of the

Fourier transformed time traces (10x averaged). (c) In blue, the calibration between temporal

modulation frequency and space - measured by translating an isolated 12 µm MR bead. In red,

imaging system parameters - PSF and field of view (sample - MR beads). (d) Line scanned

Raman image of a beads mixture (PS, PMMA, MR) on a CaF2 slide with no spectral filtering.

CRT imaging

CRT assumes the Raman spectra of the pure chemical species present in the sample are known.

We thus measure the reference spectra sq of the species present in the sample. The calibration

spectra are acquired by using the DMD as a virtual pinhole along the spatial dimension. This is

a crucial step, since the line focus of the illumination patterns might also include signal emanat-

ing from the substrate or other chemicals present along this line. Fig. 5.5(a) shows the reference

spectra sq (averaged on 10 spatial positions) and the associated computed filters fm. The line

images for filters f1, f2 and f3 obtained via spatial frequency projections are shown in Fig. 5.5(b).

First, we imaged a sample composed of beads with distinct chemical compositions and distinct

sizes. The proportion maps estimated via Eq. (5.6) are shown in Fig. 5.5(a). The proportions

were normalized and thresholded to [0 1]. The classification of the beads is clearly verified in

the images depicted in Fig. 5.5(b-c). The total laser power along the line in this experiment was

about 65 mW (irradiation = 0.24× 10−3 W/µm2 ). Images (b) were obtained by averaging 10
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recorded time traces (corresponding to 10 sweeps of all the spatial frequencies from the SPIFI

modulator), resulting in an effective dwell time 6.6 ms per pixel. Image (c) was obtained without

averaging (one single sweep) corresponding to a dwell time of 0.66 ms. We note the high fidelity

classification of the four different chemical species in the case of spatially indistinguishable

beads (having the same size) in Fig. 5.5(d), with no further calibration (i.e. using the same

spectral filters as in (b-c)). We also demonstrate the application of CRiSPY by imaging two

powders mimicking microcalcifications (e) : hydroxyapatite (HAP - green) and monohydrate

calcium oxalate (COM - red), as in (4.2.1). The laser irradiation for the experiments in (d,e) is

0.48× 10−3 W/µm2.
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FIGURE 5.5: (a) Reference Raman spectra of the three beads and background (10 averages -

100 ms integration time per spectral bin) and representative spectral filters. Images for filters F1,

F2 and F3 are obtained via spatial frequency projections (normalized to the maximum intensity

of the 3 images) and their proportions are estimated. (c-d) Composite estimated proportion

maps RGB for pixel dwell time of 6.6 ms and 0.66 ms. (d) Visualization of proportion maps

of PS (red), PMMA (green) and MR (blue) beads of identifical sizes (5 µm) (e) Same for

microcalcifications synthetic powders of HAP (green) and COM (red).
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5.2.2 Line modulation of the collected signal

In this section, we do not modulate the illumination. Rather, we modulate the the collected

signal on the spatial dimension of the DMD. We refer to this method as the ‘all-DMD’ line-scan

CRT (Fig. 5.1(c)).

Principle

As explained previously, the DMD holds spatial information about the sample, since the line-

focus is imaged onto the DMD x−axis. Here, the line illumination is not modulated by an

external disc, but the signal is modulated by patterns projected onto the DMD itself. To access

the spatial information along the line, we implement two methods (Fig. 5.1(c)):

• Raster-scan the DMD along its x−axis, by turning each mirror ‘ON’ one-by-one. This

directly builds the sample spatial distribution along the line. In Eq. (5.1), A = I.

• Multiplex the acquisition along x. We choose to use positive Hadamard patterns (‘S-

patterns’, see chapter 6 and Fig. 6.2). In this case, half of the x DMD pixels are ‘ON’

in each measurement, thus the total measured number of photons is much higher than

with raster-scanning. The sample spatial distribution is then estimated with a least square

estimation. In Eq. (5.1), A = S.

Experimental implementation

The laser beam is brought to a line focus onto the sample plane with a combination of cylindrical

lens, plano-convex lens and microscope objective (Nikon 20x, 0.5 NA). This line focus is imaged

onto the DMD in a 4f− configuration with a de-magnification of ≈ 22.5. The DMD physical

pixel size and the imaging system limit the spatial resolution along the x−axis to ≈ 0.6 µm. The

line length, together with cropping from diverse optical elements in the spectrometer, limit the

field of view along x−axis to about 220 µm. The spatial resolution along the y−axis is about

1.5µm. The pixel dwell time along x is in theory limited by the DMD frame rate (22 kHz) but in

practise can be limited by the SNR. The line-scan rate then depends on the number of effective

DMD pixels along x within the FOV (thus on the pixel binning / desired spatial resolution).

In the detection path, the slit is 50µm wide, and the effective pixel of the DMD is obtained

by binning 8 mirrors along the spectral axis λ−. In the following we consider two samples that

consist of three types polymer beads (30 µm polystyrene (PS), 20 µm polymethylmethacrylate

(PMMA), and 12 µm melamine resin (MR)), displayed in two different manners :

• A: a sparse sample (Fig. 5.6 (A)) that consists of a few beads of each type displayed onto

a CaF2 coverslip (Crystran). The coverslip hardly gives any Raman signal and only a few

beads are present along the x−axis.
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• B: a denser sample (Fig. 5.6 (B)) that consists of more beads displayed onto a glass

coverslip. The glass exhibits little Raman signal and more beads are present along a

multiplexed line.

Method and Results

Intensity-only Raman imaging

The spatial calibration is performed by scanning a bead of known size and matching it to its

profile onto the DMD. The effective FOV along x is estimated by scanning with the DMD a

spatially homogeneous Raman sample (a microscope glass slide), and found to be ≈ 220 µm.

On the DMD plane, it only represents 1/3 of the entire DMD size. We however multiplex

or raster-scan over the whole DMD x−axis (6.5.3). The DMD pixels are binned 2-by-2 along

x−axis: this results in an equivalent spatial resolution along x of ≈ 1.2 µm and in P = 511

measurements. The laser power 3.6 mW (1.1×10−5 W/µm2) is chosen so that, when projecting

S-patterns, the total count rate lies in the linearity regime of the detector (1.5×106 Hz). Then,

the integration time (10 ms per measurement) is chosen to achieve sufficient SNR with raster-

scanning measurements. The line rate is thus long (0.2 Hz) but is purely limited by the dynamic

range of the detector, and to preserve the same power irradiance for both S-patterns and raster-

scanning measurements.

Fig. 5.6 represents raw measurements and estimation when performing measurements with S-

patterns. The results are averaged over 50 realisations. We see that the signal from sample B is

higher due to the higher density of beads. We note that raster-scanning the same sample would

give a maximum number of counts of about 50 (on the brightest image pixels), while it reaches

more than 1000 counts for S-patterns.



Chapter 5 116

FIGURE 5.6: (Top-Left) Raw Raman signal acquired with S-patterns, along a given line for

samples A and B. The integration time per pattern is 10 ms and the signal is averaged over 50

measurements. (Bottom-Left) Corresponding Raman intensities. The effective FOV represents

less than half of the probed space. (Left) Raw Raman signal acquired with S-patterns and the

corresponding estimations, over 65 µm along the y−axis, and cropped on 250 µm on the x−axis,

for samples A and B. The dotted lines reference to the cross-sections represented on the left.

Scale bars: 30µm.

CRT imaging

For CRT, the calibration spectra are acquired by using the DMD as a virtual pinhole along the

spatial dimension. Fig. 5.7(a) shows the reference spectra sq of the 2 samples (averaged on 10

spatial positions) and the associated computed filters fm.

We image each sample with S-patterns projections and with raster-scanning. The total laser

power along the line in this experiment was about 10.6 mW (irradiance 3.34 × 10−5 W/µm2

) and effective dwell time 10ms per pixel. No averaging was performed. The proportion maps

estimated via Eq. (5.6) are shown in Fig. 5.7. The classification of the beads is clearly verified.

For sample A, the proportion map obtained with S-patterns has clearly a better SNR that the

one acquired with raster-scanning. For sample B, the difference in SNR is more subtle. We will

extensively discuss this point in the next chapter. We note that the long integration time here is

due to the limited linearity range of the detector for S-patterns projection. With S-patterns and

same power-density, images with sufficient SNR could be obtained down to 1 ms pixel dwell time.

When raster-scanning, at least 20 times more laser power can be used without saturating the

detector, lowering by the same amount the integration time necessary to obtain a comparable

SNR (thereby easily reaching pixel dwell times of 500 µs).
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FIGURE 5.7: (Top) Reference Raman spectra of the four species (10 averages) and represen-

tative spectral filters. Estimated line images after one set of S-patterns projections, for the 4

spectral masks. Colorbars in counts. (Middle-Bottom) Estimated proportions thresholded to [0

1] and composite RGB map, for integration time of 10 ms and for S-patterns projections and

raster-scanning. Images are cropped on 250 µm on the x−axis.

5.2.3 Conclusion and Discussion

We demonstrated two experimental implementations of line-scan CRT and showed proof-of-

concept results demonstrating the capability of the setup for line-scan imaging. The first strategy

(CRiSPY) exploits spatial-frequency modulated illumination and uses an external modulator.



Chapter 5 118

The second strategy (‘all-DMD’) makes use of the spatial dimension of the DMD and does not

required an additional modulator. It is based on the projection of discrete patterns onto the

DMD spatial axis, which can result in raster-scanned or multiplexed measurements.

Each strategy presents advantages and drawbacks. In CRiSPY, the modulation is performed in

the illumination path. The detection is thus less at risk of being affected by undesired effects

such as diffraction from the DMD (4.1.2). However, it requires an external modulator. A major

advantage of the ‘all-DMD’ method is its versatility. User defined projection patterns can be

displayed and might even be optimised for specific applications (as CRT does in the spectral do-

main). For a given imaging configuration, the spatial resolution is more easily adaptable (within

a defined range): it indeed simply requires a different DMD pixels binning, while in CRiSPY it

requires to change the modulator disk or associated optics. The techniques could be compared

on the same samples, and SPIFI-like modulation implemented on the DMD.

The results in this chapter show the capability of line-scan CRT. However, they would only

be of interest for further implementation if line-scan CRT actually leads to faster acquisition

speeds or to better SNR than a conventional point-scanning CRT.

Speed

In terms of speed, CRiSPY results in images acquired at best with a line rate of 40 Hz, which

is equivalent to a pixel dwell-time of about 660 µs. This speed is intrinsically limited by the

motor-disc technology. Line rates of 100 Hz (250 µs equivalent pixel dwell time) have been re-

ported in SPIFI. We note that in the performed experiments, the count rate was actually slightly

outside the linearity range of the detector: Fig. 5.4 (a) shows a max count rate of about 2.5

× 106 counts/s while the PMT is linear until 1.5 106 counts/s. In the ‘all-DMD’ experiments,

the chosen illumination power was much lower than for CRiSPY, in order to comply with this

linearity range (5 × 105 counts/s maximum count rate). The displayed results were obtained

with pixel dwell times of 10 ms. With the same power density, S-patterns display could lead

to good SNR images down to about 1 ms integration time. For raster-scanning, much fewer

photons are detected, but pixel dwell times of 500 µs could be obtained with an increased laser

power. For an infinite SNR, the speed of the ‘all-DMD’ stategy is intrinsically limited by the

DMD frame rate, i.e. about 50 µs pixel dwell time (for binary patterns).

Nevertheless, the intrinsic speed limits of the two above systems do not compete with the speeds

attained in conventional raster-scanned CRT on the same samples (a few 10 µs, Fig. 4.6). Thus,

in terms of pure speed and technology, the currently implemented line-scan CRT technology

does not outperform point-scanned CRT. Yet, faster line-rates could be obtained with faster

modulators or with compressive-sensing strategies (5.3.2).
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SNR

Although it is a crucial point, in this chapter we did not discuss SNR advantages of the tech-

niques. Instead, we choose to only elaborate in depth on this point in a more general context in

chapter 6. Still, we provide here some remarks and anticipated conclusions.

Since in practise, the acquisition speed is often limited by the SNR, one would think that the

higher photons flux brought by multiplexing (through SPIFI or S-patterns) would result in

higher SNR and thus faster speeds than raster-scanning. Nevertheless, this intuition is not al-

ways true when the measurements are limited by the photon-noise. In chapter 6 we will see that,

under these noise conditions, some types of multiplexing can bring substantial SNR improve-

ment for sparse samples and in regions of high signal, as compared to raster-scanning. This can

already be seen in Fig. 5.7(A). However, it has some limitations. For instance, if two species of

different brightness lie in the same line-focus, the signal of the dim species may be buried into

the shot-noise of the bright one: In the estimation, noise spreads along the line, and thus more

noise is present on the lines containing bright beads [Fig. 5.4 (d) , Fig. 5.5 (a-F2 Projection)].

However, the masks spectral selectivity plays in favour of multiplexing since they render the

sample more sparse, in the sense that the potential noise from beads of different species along the

line is not very likely to pollute the others if the masks do not probe the same spectral signature.

In all, the results of Chap.6, strengthened by the above line-scan CRT data, lead us to surmise

line-scan CRT with S-patterns to bring a SNR improvement over raster-scan CRT, when the

sample is sufficiently sparse along the line focus. It may bring drastic improvement on bright

regions when the sample is sparse (sample A), although the proportion estimation of the back-

ground would be worsen. As compared to images with no spectral selectivity (’spatial only

multiplexing’), the fact that CRT adds spectral filtering can mitigate potential noise spread-

ing due to multiplexing, at least to some extent. Furthermore, the spectral selectivity makes it

harder to bury dim species into the shot-noise of bright ones as long as their spectral signatures

are different.

Overall, the conclusions of when line-scan multiplexing CRT is advantageous over point-scanning

CRT are the same than the conclusions of chapter 6, with an additional spectral selectivity.

Therefore, when (i) the species spectral overlap is relatively small (ii) no extremely dim species

with spectral overlap with others is present, (iii) no significant background or fluorescent signal

are present, (iv) if the background estimation precision is not of interest, we surmise line-scan

multiplexing CRT to bring, in general, a SNR advantage over raster-scanning, and thus be

faster. The SNR and speed gain will depend on the spatial and spectral structure of the sample.

We refer the reader to (6.6) for more details.
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5.3 Perspectives

The results in this chapter show the capability of line-scan CRT. Together with the results

of chapter 6, they inform on its potential advantages over point-scanning CRT. However, the

results are preliminary: the conclusions on the usefulness of line-scan CRT are not definitive

because there are still many improvements to be brought to this technology. In this section we

describe some improvements that are postponed to future work.

5.3.1 Perspectives for high-speed line-scan CRT

Until now, line-scan CRT makes use of a priori knowledge in the spectral dimension only. If

some a priori knowledge is also held in the spatial dimension, line-scan CRT could be improved

in different ways.

Firstly, positivity or sparsity constraints could be implemented to improve the estimations, in-

stead of only using least square estimation. They were not implemented in this chapter to keep

the main message clear. We refer the reader to chapter 6 for a further description (6.2.5) and

effect of some of these estimators.

Secondly, if the sample is known to be spatially sparse in some basis, this sparsity a priori

knowledge should be exploited by using compressive-sensing [25, 85–88]. Indeed, if the sample

is sufficiently sparse in some basis, one could design a projection matrix that would enable to

acquire data with sub-Nyquist sampling; thereby speeding up the acquisition. In CRiSPY, this

is not easily implementable because the modulator disc patterns are not programmable, but it

could be implemented on the fully-sampled data for proof-of-concept [193]. The acquisition could

actually already be twice faster since the disc architecture leads to twice the same information.

In the ‘all-DMD’ modulation, compressive sensing could be implemented. Reconstructing the

object spatial profile with M = 0.01N , as commonly reported in the literature (e.g.[92, 93])

would improve the acquisition speed by the same amount. Nevertheless, the shot-noise model of

our system should be considered to apply compressive sensing [194]. Overall, for sparse objects,

multiplexed line-scan CRT could bring a speed improvement over raster-scanning CRT.

Last, a priori knowledge in the spatial dimension could be used for spatio-spectral masks co-

optimisation: one could optimise spatio-spectral masks to directly probe the necessary informa-

tion in both the spatial and spectral dimension, thereby fastening the acquisition.

5.3.2 Perspectives for high-speed hyperspectral-imaging

So far in this thesis we have assumed that the Raman spectra of the pure chemical species

contained the sample are known. This assumption has led to interesting results for a num-

ber of applications. However, the spatio-spectral encoding modalities offered by the setup in

the line-scan configuration [Fig. 5.1 (c-d)] now open interesting perspectives for unsupervised

problems (i.e. with no a priori knowledge about the sample). When the spectra are not a
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priori known, the problem falls in the class of hyperspectral imaging: both spatial distribu-

tion and species spectra are unknown and are to be estimated. As described in chapter 1

(1.2.3), some recent techniques use the compressibility of the hyperspectral datacube. Often,

they are based on a camera and use compressive strategies by multiplexing one of the dimensions

(space - via encoded apertures, or spectra - via FT spectroscopy for instance). Studies include

[68, 70, 78, 79, 81, 82, 92, 96, 195, 196].

Our line-scan system architecture enables to probe together spatial and spectral information.

It can be considered as similar to the above strategies. Instead, the camera is replaced by a

single-pixel detector, and instead of multiplexing the whole 2D space, we multiplex only one

of the two spatial dimensions (x−axis) and the spectral dimension (λ-axis). The other spatial

dimension (y−axis) is raster-scanned with the piezo-scanner. One perspective would be to mix

the complete 2D spatial information (with a diffuser for instance) and send the complete spatio-

spectral information to the detector [100]. The resulting problem is then of higher dimension

than when using CRT: we now wish to retrieve the hyperspectral matrix (along each line) U of

size N × L. Each row of this matrix represents the Raman spectrum of the species in pixel n.

Then, Eq. (5.3) becomes :

H = AxUAλ (5.9)

Where Ax is the P × N matrix of the P spatial patterns and Aλ the L × P ′ matrix of the

P ′ spectral patterns. Ax and Aλ can be programmed at will with the DMD. The projected

patterns could for instance be random patterns in both dimensions, or could be designed to

raster-scan both dimensions in a random way, etc. Any combination can be designed.

Implementing compressive strategies can be done in different ways. One of them is to use

compressive sensing in both the spatial and spectral domain. This is refer to as Kronecker com-

pressive sensing [197]. Other strategies based on non-negative matrix factorisation (NMF) could

also be implemented [23, 198].

Other strategies are based on matrix completion, with which it is possible to perfectly recover

most low-rank matrices from an incomplete set of entries [22, 90, 199]. This theory is perfectly

fitted to hyperspectral imaging where the data is highly redundant and therefore low-rank. If

the number of measurements is sufficiently large and the matrix entries sufficiently uniformly

distributed, one can in practice find the matrix with minimal rank with these entries. The rank

minimization problem being NP-hard, the problem can be relaxed into the form of a convex-

optimisation problem [200], which minimizes the nuclear norm i.e. the sum of the matrix singular

values (rank = number of non-zero singular values). The problem aims to find, among all ma-

trices consistent with the observed entries, that with minimum nuclear norm. It was shown that

the number of samples needed to recover most N -by-N matrices of rank r was on the order of

Nrlog(N) [22, 90].
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These potential strategies are reported to future work. In the past year, two papers have re-

ported the use of matrix completion for Raman hyperspectral imaging, one in SRS [99] and

one in spontaneous Raman [101]. Both are based on spatial point-scanning. The same approach

with our setup would bring a complementary approach by exploring more sampling modalities.

5.4 Conclusion

To conclude, in this chapter we demonstrated proof-of-concept results of line-scan CRT. The

first strategy (CRiSPY) exploits spatial-frequency modulated illumination and modulates the

illumination beam with a chirp cosine. The second strategy (‘all-DMD’) makes use of the spatial

dimension of the DMD and modulates the Raman signal with discrete patterns projection onto

the DMD spatial axis.

The presented preliminary results do not show speed improvement as compared to point-

scanning CRT - which was shown in the preceding chapters to attain minimal speeds of few

tens of µs. Yet, the presented line-scan CRT is a versatile technology that is now ready to use of

compressive sensing strategies: the latter are likely to fasten the acquisition and make line-scan

CRT compete or surpass point-scanning CRT speeds. It also offers the possibility to easily im-

plement compressive hyperspectral imaging, thereby opening doors to unsupervised approaches.

The potential usefulness of line-scan CRT also - and importantly - resides in the potential SNR

improvement over point-scanning CRT. Since line-scan CRT uses spatial multiplexing and leads

to the detection of more photons, the common sense expects the estimation precision to improve

over point-scanning CRT. However, the shot-noise limited regime in which this whole thesis op-

erates renders the SNR study less trivial than it may seem. I elaborate on this point, in a more

general framework, in the forthcoming chapter.



Chapter 6

Multiplexing in the shot-noise

limited regime: a SNR study

Contents

6.1 Context and motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.1.1 The Multiplexing advantage . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.1.2 Photon noise: a Multiplexing disadvantage ? . . . . . . . . . . . . . . . . 126

6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.2.1 Framework and assumptions . . . . . . . . . . . . . . . . . . . . . . . . 128

6.2.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.2.3 Choice of the multiplexing matrix . . . . . . . . . . . . . . . . . . . . . 130

6.2.4 Figures of Merit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.2.5 Estimators and algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.3 Theoretical expressions of the MSE . . . . . . . . . . . . . . . . . . . 133

6.4 MSE dependence on the object structure: Simulation results . . . . 137

6.4.1 Average MSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.4.2 MSE per pixel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.4.3 MSE per pixel: Rule of thumb . . . . . . . . . . . . . . . . . . . . . . . 142

6.4.4 Examples of reconstructions . . . . . . . . . . . . . . . . . . . . . . . . . 144

6.4.5 Effect of the estimation algorithms on the variance and bias . . . . . . . 148

6.4.6 Conclusions of the simulations . . . . . . . . . . . . . . . . . . . . . . . 150

6.5 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.5.1 General methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.5.2 Spectral Multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.5.3 Spatial Multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.5.4 Conclusion of the experimental results . . . . . . . . . . . . . . . . . . . 161

6.6 Conclusion and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 162

123



Chapter 6 124

6.6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.6.2 Discussion and perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 163

Throughout this thesis, we have studied several ways of combining spectral and/or spatial

information into a single-channel detector. In the spectral domain, CRT uses a priori knowledge

to multiplex the spectral information with optimized filters. In the spatial domain, generic

patterns were used to combine the information. The use of multiplexing was clearly motivated:

instead of collecting the information from different points separately, combining it permits to

bypass some noise and speed limits of array detectors. Multiplexing allowed us to collect more

signal on high-speed and low-noise single-pixel-detectors. One consequence of detecting signals

with these high performances detectors is that the measurements are often shot-noise limited:

the physical measure is only perturbed by the photon noise itself. Nevertheless, in this noise

regime, higher flux also means higher noise, and the question of the impact of multiplexing on

signal-to-noise ratio arises.

In the case of CRT, we have examined this question in details in Chapter 2 and 3. In the present

chapter, we now study a more general type of multiplexing based on binary Hadamard matrices.

We investigate its implications on SNR when the measurements are shot-noise limited. In this

chapter, we propose some new insights on this vast subject and try to provide a clearer view on

which practical situations could multiplexing provide advantages. Within a given framework, we

examine both with simulations and experiments how multiple factors, such as object sparsity

or brightness, play a role in determining if multiplexing is advantageous or not.

6.1 Context and motivation

Multiplexing is used in numerous fields, such as in telecommunications or computer networks. It

relies on information mixing. Many times, it consists in combining multiple signals from different

channels into a single one (Fig. 1.11). Thus, instead of collecting information from each channel

separately or sequentially, the information from many different channels is combined into one

receiver. As a result, each measurement contains partial information from several channels. The

full detected signal then has to be demultiplexed to retrieve the original signal information.

The error in the retrieved signal information, as compared to the ground-truth, can then be

quantified with quantities such as SNR (Eq. (6.4)), to estimate how ‘well’ the object is esti-

mated after demultiplexing the raw measurements. A high SNR means small error and thus

good reconstruction ‘quality’.
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6.1.1 The Multiplexing advantage

Historically, some major work on the multiplexing impact on SNR was performed in the early

days of fourier-transform infrared spectroscopy (FTIR). In infrared spectroscopy, the measure-

ments are often overwhelmed by considerable detector noise. In the 1960s, it was realised that,

instead of dispersing the signal, multiplexing the signal through interferometric measurements

could bring substantial SNR advantage. The theoretical advantages of FT spectroscopy were

studied in details by Jacquinot [201], Roland [202], P. Connes [203] and Fellgett [204], among oth-

ers. It is the later who really brought to light this multiplexing advantage, also called Fellgett’s

advantage, defined as an improvement in SNR when taking multiplexed measurements rather

than raster scanned measurements. In this scenario where the limiting noise comes from the de-

tector (additive signal-independent noise), multiplexing N channels with Fourier or Hadamard

bases was demonstrated to bring a considerable SNR advantage of the order of
√
N . This was

confirmed experimentally both in spectroscopy [52, 205–209] and imaging [210, 211]. Latter, with

the advent of spatial light modulators, multiplexing has become extremely popular in numerous

fields. Countless work have been reported in microscopy and in the framework of single-pixel

cameras (e.g. [100, 212–223]).

Intuitively, the origin of the multiplexing advantage can be easily understood: When the detector

noise is high, the signal may easily be buried into it: therefore, it is better to multiplex the signal

in order to detect large intensities that are well above the detector noise. Fig. 6.1 illustrates

the signal measured from an object when raster-scanning its pixels one-by-one (a), or when

multiplexing with a binary matrix - called ‘S-matrix’ (Fig. 6.2) - containing 50% of 1s and 50%

of 0s (b). Since about half the whole object is integrated onto the detector each time, it is clear

that multiplexing leads to overwhelmingly larger signal level. Since in the considered scenario

the noise is additive and signal-independent of the signal, the same error is added independently

of the signal level, and the relative error is much smaller when multiplexing than when raster-

scanning the object. For example, consider a constant object with intensity 100 on each of its 50

pixel. Consider it is contaminated by electronic noise only (zero mean and standard deviation

σ = 10). Raster-scanning this object leads to relative signal fluctuations of 10%. In multiplexing

with a S-matrix, half of the total signal from the entire object is detected per measurement :

each measurement consists of 2500 photons in average. Since the error (σ = 10) is constant, the

relative signal fluctuations are only of 0.4%. Since the multiplexed signal has a better SNR than

the raster-scanned signal, and since the error is constant, it seems reasonable to think that the

respective objects SNR (after estimation) is also better.
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FIGURE 6.1: Illustration of noiseless raster-scanning and S-multiplexing measurements, for an

object showing three peaked features. Multiplexing with S-matrix leads to higher signal levels

than raster scanning. Measurements oscillate around a DC component equal to half the object

integral.

6.1.2 Photon noise: a Multiplexing disadvantage ?

Nevertheless, one should keep in mind that the above advantage holds in a specific noise regime

when noise arises from the detector. Already in the 1960s, some authors of the early days of

FTIR warned that the multiplexing advantage may vanish when the measurements are shot-

noise limited. For instance, Jacquinot [201] wrote in 1964: Cet avantage, connu sous le nom de

Fellgett’s advantage n’existe que si l’origine du bruit est seulement dans le détecteur, ce qui est

le cas pour l’infrarouge. Dans le visible, l’avantage Fellgett est perdu car les récepteurs ont une

efficacité quantique telle que le bruit provient uniquement de la lumière et non du récepteur.

When the measurements are shot-noise limited, several studies [205, 224–231] have reported

what they call a ‘multiplexing disadvantage’, i.e. a deterioration of SNR due to multiplexing,

as compared to raster scanning.

The physical intuition for this disadvantage is not as easy to grasp as in the previous case. When

the data is shot-noise limited, the noise is signal dependant. Thus, the error is not constant any

more but depends on the measured signal levels, and more photons also means more noise. The

same constant object as above is now contaminated with photon-noise only. In raster-scanning,

the noise standard deviation is σ =
√

100 = 10. The relative signal fluctuations are of 10%.

In multiplexing with a S-matrix, the error increases : σ =
√

2500 = 50. The resulting signal

relative fluctuations are now of 2%. Once again, the multiplexed signal has a better SNR than

the raster-scanned signal, but the fact that the error is signal dependent brings some subtleties.

When multiplexing under photon noise, information is mixed and so is the noise. Since mul-

tiplexing with a S-matrix selects half on the object pixels at each measurements, each the

measurement oscillates around a DC value equal to half the object integral (Fig. 6.1). When

demultiplexing, the noise associated to this DC component spreads equally over the whole ob-

ject: The object regions of low signal become more noisy than with raster-scanning, while the
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regions with high signal become less noisy. For example, if an object does not emit any photon

at some position, the associated raster-scan shot-noise is also zero and no noise is associated to

this position. But after multiplexing and estimation, some noise from the whole object spreads

and the noise associated to this position is non-zero. Another example would consist of an ob-

ject with a very intense peak and a very dim peak: in raster-scanning, each peak is associated

with a photon noise associated to its own brightness. But with the signal mixing due to mul-

tiplexing, the signal of the dim peak could be buried in the photon-noise of the intense peak.

In a sense, the disadvantage also lies in the multiplexing matrix and the estimation step: While

under signal-independent noise, one can design an optimum multiplexing matrix (in the sense

of the SNR), doing so with shot-noise limited data would imply to know at least partially the

object (as in CRT).

In a context of increasing use of single-pixel-detectors in the framework of compressive sensing

[86, 87], single pixel cameras [91, 223] or ghost imaging [232, 233]; and with progress in detectors

technology that tends to make measurements more and more likely to be limited by photon-

noise only, it seems relevant to seriously consider this multiplexing disadvantage reported in the

literature. Yet, in this noise regime, much less work has been investigating this question than

for the multiplexing advantage. Though the conclusions of studies considering shot-noise limited

data [205, 224–231] converge to a multiplexing disadvantage, in my opinion they have several

limitations and lack some clear conclusions.

Firstly, the studies show a global loss in SNR when the latter is averaged over the whole object

of interest. Only a few studies mentioned that this disadvantage may depend on the structure of

the object [202, 205, 234–236], but with no extensive analysis. In a noise regime where the noise

is signal-dependant noise regime, the SNR is just a global figure of merit and varies with the

signal of interest. Yet, no study shows how the SNR is distributed over the object and how does

it compare to raster-scanning. The two later points are key points in my opinion since it can

help clarify when to use multiplexing or not. Secondly, most of the derivations and simulations

were carried using one type of estimation method (least-square-based methods) to demultiplex

the signal. While Poisson noise-based estimation strategies may mitigate the multiplexing dis-

advantage in some cases, they are considered in only a few papers [230, 231, 237]. Last, the

reported studies are based on theoretical work and/or simulations: no experimental study has

been reported to our knowledge.

In all, when the noise only comes from the photon-counting process, no study has made it clear,

to our knowledge, when to use - or not - multiplexing techniques, and with which estimation

strategy. Therefore, in this chapter, we theoretically and experimentally study more extensively

multiplexing under the shot-noise regime, investigate its implications in terms of SNR, and try

to provide some insights and rule of thumbs for experimentalists. We want to clarify under

which circumstances multiplexing may bring an advantage, for shot-noise limited data, for a

given system architecture. In this study, we will mostly focus on one type of multiplexing based

on the Hadamard matrix and on quantitative estimation.
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6.2 Methodology

Let us take the example of imaging an apple. Imagine we want to image a perfect apple (ground-

truth) through a given imaging system. We image the apple in two ways : we raster-scan it - so

that each measurement targets a point of the apple, or perform multiplexing measurements -

so that many parts of the apple are measured at each time. Experimentally, the image is noisy.

Despite the noise, we want to obtain the best quantitative image: it means that not only we want

to know where is the apple and its shape, but we also wish to know the right color tones and

associated brightnesses, and all this as close to the perfect apple as possible. We want to know

which of the 2 imaging strategies allow to retrieve the apple with the least error (as compared

to the perfect apple).

Mul�plexingRaster Scanning

Before conducting such a study, we need to:

• Define the study framework and assumptions (6.2.1)

• Define a multiplexing strategy (6.2.3)

• Model the measurement system with its associated noise (6.2.2)

• Define the figures of merit that evaluate the estimation performances (6.2.4)

• Present the estimation strategies and the associated algorithms (6.2.5)

6.2.1 Framework and assumptions

The problem under study is wide, and many directions could be investigated. In this report, we

restrict our study to a simplified physical model and to the following framework:

• We focus on the comparison between the previously presented raster-scanning and multi-

plexing strategies

• We consider shot-noise limited measurements: the main source of noise is the signal pho-

tons intrinsic noise.

• We mainly focus on one type of multiplexing with the S-matrix (6.2.3).
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• We assume that the resolution (spatial or spectral) is infinitely smaller than the finest

details of the considered structures. We thus ignore resolution effects.

• We restrict ourselves to cases where the signal is linear in intensity (e.g. Fluorescence,

Raman)

• We work at constant irradiance and integration time. For example, if in raster-scanning a

10 mW focused laser beam stays for 1 ms in each pixel, then, in multiplexing each targeted

pixel also sees 10 mW of power, and each pattern is displayed for 1 ms. Multiplexing thus

results in much higher measured signal.

• We mainly focus on signal quantitative estimation: the principal criterion we wish to min-

imize is the mean-square-error (MSE), i.e. the error of our estimation compared to the

ground truth. We study which of raster-scanning or multiplexing leads to the smallest

MSE. We do not study localisation though some conclusions may be relevant for localisa-

tion as well.

• We use several estimators to estimate the object, some of them are more complex (e.g.

estimator based on the Poisson-noise models) than others (simple least-square estimation).

We also assume our object is positive. We report the use of further a priori knowledge

about the object (e.g sparsity) to future work.

• The study context is common to spectroscopy and imaging: we thus speak independently

of spectrum or object. We restrict ourselves to 1D-multiplexing (spectra or 1D-profile of

2D objects), but conclusions can be extended to 2D.

6.2.2 Model

The main variables are defined below :

• x: vector of N object pixels - ground truth (x ∈ R+
N )

• b0: vector of M noiseless measures

• b : vector of M noisy measures

• g : vector of M background counts - assumed known

• A : MxN measurement matrix

We consider the following simple linear model. An object x is measured through a matrix A,

leading to an ideal noiseless measurement b0:

b0 = Ax + g (6.1)
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Shot-noise limited measurements are given by b:

b = Poisson(Ax + g) (6.2)

In the case of raster-scanning, A is the identity matrix I and each element of b0 is b0i = xi + gi

(i = 1...N)). In the case of multiplexing, A is a weighting matrix that can be designed by the

user. Each element of b0 is a linear combination derived from the object : b0i = ai1x1 + ... +

aiNxN + gi. The aim is to estimate x as precisely and accurately as possible from the noisy

measurements b. g is a small constant vector which accounts for some possible background

that does not experience A. It is assumed to follow a Poisson distribution and to be signal

independent. In the study simulations and experiments, it is negligible, but we take it into

account in the algorithms to avoid singularities.

6.2.3 Choice of the multiplexing matrix

Multiplexing can be implemented in many different ways. In principle, any mixing technique,

discrete or continuous, binary or not could be used to multiplex the data. But both technolog-

ical and mathematical constraints restrict the choices. In imaging and spectroscopy, two main

hardware multiplexing techniques are used. The first technique uses interference techniques (e.g.

FTIR): the multiplexing is performed continuously with an interferometer and the estimation

via a Fourier-transform. The second techniques are based on modulating or blocking parts of

the light with encoding patterns. This can be achieved with simple elements such as simple ab-

sorptive pattern imprinted on mirror [52], or with a light modulator device (e.g. SLM, DMD).

In general, the current technologies make it easier, cheaper and faster to implement binary

patterns into the hardware, and thus makes the binary matrices generally preferred over other

solutions. Secondly, the chosen matrix needs to ensure easy and efficient demultiplexing of the

data. Amongst the binary matrices, the S-matrix (modified Hadamard matrix with positive co-

efficients) is widely used in the optics community. Its deterministic and well-conditioned nature

makes it preferable over binary random matrices in a number of cases. We can note that, un-

der additive white Gaussian noise (AWGN), the Hadamard matrix was shown to minimize the

MSE [52], and the S-matrix was proved to be minimize it for odd dimensions [238, 239]. In the

shot-noise limited case, the error is object-dependent, therefore the multiplexing matrix may

only be optimal with certain a priori knowledge on the object. Research on optimal encoding

strategies for photon noise include [229, 240, 241], but this is beyond the scope of our work.

This chapter mainly focuses on multiplexing with the S-matrix (S-multiplexing), which is a

modified Hadamard matrix with positive coefficients. The S-matrix of size (N-1) is built from

removing the first row and column of a N-Hadamard matrix, and changing its ones to zeros and

minus ones to ones. It is invertible. Some of its properties are described in Appendix C.
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Hadamard matrix {-1,1} S-matrix {0,1}

FIGURE 6.2: Hadamard matrix (32×32), white: 1 , black: -1. Corresponding S-matrix (31×31),
white: 1 , black: 0.

6.2.4 Figures of Merit

For the quantitative estimation of the signal, the principal criterion we wish to minimize is the

mean-square-error (MSE). It indicates the error between the estimate x̂ and the ground truth

x. The MSE in each object pixel i is defined as:

MSEi = E((x̂i − xi)2) (6.3)

The SNR directly relates to the MSE through :

SNRi =
xi√
MSE

=
xi√

E((x̂i − xi)2)
(6.4)

We call ‘average MSE’ the MSE averaged over all the object pixels.

MSE =
1

N

∑
i

E((x̂i − xi)2) (6.5)

We also define a ratio that directly compares the error due to raster-scanning to multiplexing :

G =

√
MSErs

MSEmultiplex
(6.6)

G relates to the gain or loss in object SNR : if G > 1, multiplexing improves the average SNR

compared to raster-scanning, while if G < 1, multiplexing degrades the average SNR compared

to point-scanning.

6.2.5 Estimators and algorithms

To minimize the MSE, various estimators can be used. Under AWGN, the least-square (LS)

estimate is efficient and optimal in the sense of the maximum-likelihood estimator (MLE). In

Chapter 2, we saw that under Poisson noise with no constraint on the estimate, the LS estimate
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is also efficient, if A is invertible (Eq. (2.19)). In this study, the objects of interest are positive

intensities and the measurements number of photons counts. We thus include estimators that

consider positivity constraints. Although they may add a bias, they may still reduce the MSE.

Least-square (LS)

The LS solution minimizes ||b− b0||2. Assuming g known, it reads :

x̂ = A+(b− g) (6.7)

It is the only unbiased estimator used in this chapter.

Least-square with negative values removal (LS-clip)

The simplest method to take into account the positivity of the object is to set to zero all the

negative values of x̂ after performing the LS estimation of Eq. (6.7). I call this method LS-clip.

I include it because it reflects the commonly applied positive threshold on experimental results.

Non-negative Least-square (NNLS)

The NNLS takes into account the positivity of the object by solving the LS problem with

positivity constraints:

||b− b0||l2 subject to x ≥ 0 (6.8)

For simplicity I use the function lsqnonneg of Matlab (checked to behave ≈ as FISTA with

positivity constraint on the studied objects).

Expectation-maximization algorithm (EM)

To find maximum likelihood estimates (Appendix A) of a Poisson-distribution under positivity

constraints, we use an expectation–maximization (EM) algorithm, also known as Richardson-

Lucy algorithm. This algorithm was described in the 1970s by Richardson [242] and Lucy [243],

and in 1982 by Shepp and Vardi in the context of Emission Tomography [244]. It searches for

the parameter xk that maximizes the likelihood to obtain bi photons, therefore to minimize the

equivalent of Eq. (A.5) for the present model, which in the matrix form reads:

ATdiag(Ax + g)−1b−AT1 = 0 (6.9)

The EM algorithm solves this non-linear equation iteratively through:

xq+1 =
ATdiag(Axq + g)−1b

AT1
.xq (6.10)
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where the division symbolizes term-by-term division and the . term-by-term multiplication. The

EM iteration alternates between performing an expectation (E) step, which evaluates the log-

likelihood using the current estimate for the parameters, and a maximization (M) step, which

computes parameters maximizing the expected log-likelihood found on the E step. At every

iteration, a value of the estimated parameter is computed so that the likelihood function cannot

decrease. The algorithm was shown to converge but there is no guarantee that the maximum is

a global maximum [245].

We decided to use this algorithm because it is well-established, widely used and simple to

implement. It is also used in some work relative to the present study [230, 231, 246]. Although

it is slow, it is not very problematic so far.

Sparse Poisson Intensity Reconstruction ALgorithms: SPIRAL-TAP (ST)

We use a second method to find the maximum likelihood estimate of a Poisson-distribution

under positivity constraints. We use the SPIRAL-TAP developed by Harmany et al. [247]. The

equation solved is:

maximize L(x) + τpen(x) subject to x ≥ 0 (6.11)

Where L is the Poisson log-likelihood (Appendix A) and pen is a finite, usually non-smooth

and potentially non-convex penalty term. This algorithm was shown to be stable and converge

[247]. We use this algorithm because it is open-access, cited in numerous work and offers the

possibility to include sparsity constraints (e.g. l1, TV ). Though we do not use them much in

this study (τ = 0), they will be considered in future work. We also use SPIRAL-TAP to verify

that the EM-algorithm I implemented gives the same results. Thus, results from SPIRAL-TAP

are only included in the following when they differ from the EM results.

In the following, we derive theoretical expressions of the MSE, and present simulations and

experiments.

6.3 Theoretical expressions of the MSE

To begin with, we derive a theoretical expression for the MSE, for S-multiplexing and LS-

estimation, when the measurements are limited by detector noise or photon-noise. It is interest-

ing because it explains the Multiplexing advantage and disadvantage mentioned in (6.1.1) and

(6.1.2).

In the following, the multiplexing matrix A is square (N = M) and invertible, and we con-

sider independent measurements. The object, power-densities and integration times are sup-

posed identical for raster-scanning and multiplexing. For clarity, we also neglect the background

counts of Eq. (6.1) (g = 0). Last, we remind that the covariance matrix related to the estimate

error δx̂ is defined by Γ = E(δx̂δx̂T).
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Detector noise (AWGN) Shot-noise

Detector noise can often be modelled with

additive i.i.d. Gaussian noise with zero-mean

and uniform variance (AWGN). This noise is

assumed to be signal independent. Then, Eq.

(6.1) reads:

b = Ax + e (6.12)

where, ∀i 6= j, E(ei) = 0, E(eiej) = 0,

E(e2
i ) = σ2, with σ the noise standard de-

viation.

When the detector noise and all other noise

sources are negligible, the measurements are

limited by photon noise. The error depends

on the detected signal. (6.1) reads:

b = Poisson(Ax) (6.13)

where, ∀i, E(bi) = E(δb2i ) = b0i, with δbi =

bi − b0i

The LS estimate leads to :

x̂ = A−1b (6.14)

The LS estimate leads to :

x̂ = A−1b (6.15)

The error δx̂ = x̂− x reads :

δx̂ = A−1e (6.16)

The error δx̂ = x̂− x reads:

δx̂ = A−1(b− b0) = A−1δb. (6.17)

It leads to the covariance matrix:

Γ = σ2(ATA)−1 (6.18)

With B = diag(Ax), the covariance matrix

reads:

Γ = A−1BA−T (6.19)

The errors are uncorrelated and the estimator

is unbiased. We define the average MSE as:

MSE =
σ2

N
tr((ATA)−1) (6.20)

Although the errors might be correlated, we

also define an average MSE:

MSE =
1

N
tr(B(AAT )−1) =

(Ax)T

N
diag((AAT )−1

(6.21)

Thus, for AWGN, the average MSE only de-

pends on the noise variance σ2, and on the

multiplexing matrix A. It is object indepen-

dent.

Thus, for shot-noise limited data, the average

MSE depends on the multiplexing matrix A

and on the object itself. It is object depen-

dent.

For the shot-noise case, we note that we find an equivalent expression for Γ as in Eq. (2.19), and
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thus when A is square, Γ = CRB. Using the above average MSE expressions, we can derive

the theoretical values for raster-scanning and S-multiplexing:

Detector noise (AWGN) Shot-noise

Using Eq. (6.20) and Eq. (C.4), we obtain, for

raster-scanning (A = I) :

MSErs = σ2 (6.22)

From Eq. (6.21) and Eq. (C.3), we obtain, for

raster-scanning :

MSErs =

∑
i xi
N

= x̄ (6.23)

And S-multiplexing (for N >> 1)

MSEmult =
4σ2

N
(6.24)

And for S-multiplexing (for N >> 1):

MSEmult =
2
∑

i xi
N

= 2x̄ (6.25)

Thus, the SNR gain reads

G =
√
N/2 (6.26)

Thus, the SNR gain reads:

G = 1/
√

2 (6.27)

Thus, with LS estimation, S-multiplexing

leads to an average MSE 4/N times smaller

than with raster-scanning. This corresponds

to a gain in object SNR of
√
N/2. This is

referred to as the Multiplexing advantage

Thus, with LS estimation, S-multiplexing

leads to an average MSE twice larger than

with raster-scanning. This corresponds to a

moderated disadvantage in SNR of 1/
√

2.

This is referred to as the Multiplexing disad-

vantage

It is important to note that the factors 2 in the derivations arise from the S-matrix properties

and positive coefficients. The same derivation with the ‘true’ Hadamard matrix (with +1 and

−1) leads to G =
√
N for AWGN and G = 1 for shot-noise. In the latter case, this means

that there is no average MSE advantage or disadvantage due to Hadamard multiplexing (over

raster-scanning). Therefore, the S-multiplexing disadvantage on the average MSE arises from

the positive DC component of the measurements.

We stress that in the above calculations, the fact that the noise is signal-dependent is the key

hypothesis rather than the noise probability distribution. If the Gaussian noise error properties

now depend on the signal (E(ei) = (Ax)i, V ar(e
2
i ) = E(ei)), the covariance matrix of Eq. (6.18)

becomes Γ = A−1 < eeT > A−T . Then the average MSE equals to the MSE of the shot-noise

limited case (Eq. (6.25)), showing a disadvantage of S-multiplexing. This is consistent with the

fact that the Poisson distribution can be well estimated by a Gaussian distribution for sufficient



Chapter 6 136

photon rate.

Fig. 6.3 illustrates with a simple example the above derivations. In the presence of AWGN only,

the error in the estimated object after S-multiplexing is clearly lower than for the raster-scanned

measurement. When averaging the error over all the object pixels, we indeed find a SNR gain

G of
√
N/2. In the presence of photon-noise only, the background of the raster-scanned object

clearly appear less noisy than in the case of multiplexing, but it seems to be the opposite on

the object peaks. When averaging the error over all the object pixels, we find the expected SNR

loss G of 1/
√

2.
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250
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e

e

e
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250
e

e

ee

Detector noise (AWGN)

Photon noise 

FIGURE 6.3: (Top) In the AWGN case (zero-mean, σ = 10) S-multiplexing seems to bring a

clear advantage. (Bottom) In the shot-noise case, S-multiplexing seems to increase the error in

the low signal regions and increase it on the higher signal regions.

Overall, when the measurements are limited by signal independent detector noise, the average

MSE theoretical derivations show a clear S-multiplexing advantage: An object is much better

estimated if the measurements are S-multiplexed. However, in the shot-noise limit, the deriva-

tions show a mitigated disadvantage for S-multiplexing. These derivations are informative, but

average MSE does not encompass the object structure, so has a limited significance. Neverthe-

less, it indicates that if S-multiplexing decreases the error on some parts of the object; it would

automatically degrade it on other places, since the error overall should increase by a factor 2.
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In the following, we investigate in more details the dependence of the error on the object struc-

ture in the shot-noise limit, using LS estimations as well as other estimators.

6.4 MSE dependence on the object structure: Simulation re-

sults

In this section, we study the influence of the object structure on the MSE. We reproduce some

results of the literature concerning the average MSE, and add (i) an analysis of the MSE per

object pixel, (ii) a comparison to raster-scanning, (iii) the use of NNLS estimator, (iv) a rule-

of-thumb and insights for when S-multiplexing may be useful or not.

Simulations are performed on 4 different 1D-objects (Fig. 6.4): a broad object (A), an object

with localised peaks and positive background (B), an object with localised peaks and zero

background (C), and a sparse object (D). The brightness of the objects is varied, resulting in

different numbers of photons. This would physically be changed with the incident laser power

and is numerically implemented by multiplying the whole object by a constant. The numbers

of photons we refer to are mean numbers of photon per object pixel. Simulations are performed

for 500 Poisson-noise realisations, and with the background counts set to gi = 5 × 10−3 (e.g.

modelling a detector with mean dark counts of 50 counts/s for an integration times of 0.1 ms).

As already mentioned, the model is simplified: No PSF is considered for generality. We work at

a fixed sampling and the number of object pixels is equal to the number of rows of the S-matrix

and thus to the number of measurement (N = M = 255). Last, I choose to conduct the analysis

in terms of MSE eq.(6.5) instead of object SNR (6.4) because I find the plots more informative,

but one could conduct the same analysis with SNR - bearing in mind that higher MSE means

lower SNR.
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FIGURE 6.4: Ground truth objects: (A) Broad object, (B) Object with localised peaks and

positive background, (C) Object with localised peaks and zero background, (D) Sparse object.

Mean number of counts / pixel = 20

6.4.1 Average MSE

To begin with, we study the effect of the proposed algorithms on the average MSE given,

for LS estimation, by Eq. (6.25). Each plot (Fig. 6.5) represents the relative averaged MSE

(MSER =
√
MSE/x̄) as a function of the number of photons (mean number of photon /

object pixel), for each object. The dotted dark lines relate to raster-scanning, and the other

colors to S-multiplexing coupled to different estimation methods. The ticks represent errorbars.

A relative averaged MSE curve above the raster-scanning curve means that S-multiplexing rep-

resents a global (averaged over the whole object) disadvantage as compared to raster-scanning.

Conversely, any estimation method leading to curve below the raster-scanning curve implies a

global advantage of S-multiplexing. The ratio of the relative averaged MSE is equal to G (Eq.

(6.6)).

For the 4 objects, the results of raster-scanning and LS-estimation are consistent with the theo-

retical predictions from Eq. (6.23), (6.25) and (6.26): S-multiplexing associated to LS-estimation

leads to an average MSE twice as large as compared to raster-scanning.

The effects of the other estimators depend on the object structure. For objects A and B, some

estimation methods seem to improve the LS-estimation at low number of photons. EM and

NNLS seem to even slightly outperform raster-scanning at extremely low flux. However, this

advantage should be considered with care and we expect that raster-scanning would still be
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preferred (Fig. 6.9-6.12). Above a certain signal level, all the estimation methods give similar

MSER: S-multiplexing is then disadvantageous.

When the objects exhibit many zero values (C and D), things are different. For object C, S-

multiplexing with the EM-algorithm slightly outperforms raster-scanning (1 ≤ G ≤ 1.2). We

also note that a simple NNLS can greatly reduce the error as compared to LS. The last object

(D) is sparse. It is interesting to see that multiplexing can bring a great advantage in terms of

average MSE if used with NNLS (G ≈ 2) or EM (G ≈ 4). We only notice a difference in the

estimations of ST (SPIRAL-TAP) and EM in this extremely sparse case. These MSE results

are consistent with [230, 231, 237]

FIGURE 6.5: Average relative MSE as a function of the signal (mean number of counts / pixel),

for the 4 objects. Estimations are performed with least-square (LS), least-square with clipping

negative values (LSclip), non-negative least-square (NNLS), Poisson-Likelihood Expectation-

minimisation algorithm (EM), and Poisson-Likelihood SPIRAL-TAP algorithm (ST). ST results

are slightly different than EM only for object D so are only shown for object D. In (a), the NNLS

and EM curves overlap



Chapter 6 140

6.4.2 MSE per pixel

The above MSE analysis is interesting to a certain extent but not sufficient to draw conclusions.

Indeed, since the noise depends on the signal, an analysis of the MSE per pixel (MSEi) should

be included to gain insights of S-multiplexing effects. Fig. 6.6 shows the MSE / pixel for the 4

objects at a fixed number of photons (mean number of counts / pixel = 4), that corresponds to

the third data point on the curves of Fig. 6.5. We see that, while the MSE due to raster-scanning

follows the object shapes (consistent for photon-noise), the MSE due to S-multiplexing spreads

over all the object pixels. When using LS-estimation, the error is constant over the whole object:

it behaves like a white-noise of mean 2x. The other estimation methods may act on this error

depending on the object structure and signal level.

For object A, raster-scanning leads to the least MSE on every pixel: S-multiplexing degrades

the estimation for all tested algorithms, although LS-clip, NNLS and EM slightly improve the

MSE compared to LS. Object B and C show similar behaviour: The MSE associated with S-

multiplexing is higher on most of the pixels, but is smaller on the object peaks. On the brightest

pixel of object C, S-multiplexing decreases the MSE by more than 3 times as compared to raster-

scanning. S-multiplexing thus seems to perform better than raster-scanning on the regions of

highest signal, but worse on the low signal regions and background. On the peaks, all estimators

seem to perform approximately the same, while some (LSclip, NNLS, EM) help reducing the er-

ror on the background. Object D is sparse: the effect observed for object C is more pronounced.

On the brightest pixel, S-multiplexing decreases the MSE by more than 50 times as compared

to raster-scanning. However, it leads to a MSE worsened by 7 times on all other pixels (for LS-

estimation). NNLS, EM and ST help to greatly reduce the error on the background and so the

average MSE (Fig. 6.5 (d)). On the object peak, all estimators, except NNLS, seem to perform

approximately the same. On the null pixels, all the algorithms reduce the MSE as compared to

LS (but may increase the bias, see (6.4.5)). We emphasize that these algorithms do not include

a sparsity-prior. The error reduction is just due to the positivity constraint.
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FIGURE 6.6: MSE per object pixel for a fixed signal level (mean number of counts / pixel = 4).

With S-multiplexing, the MSE is higher over the whole object when it is relatively homogeneous

(a). Conversely, S-multiplexing decreases the MSE on object peaks above a certain threshold

value (b,c,d). The error reduction on the peak is drastic when the object is sparse (d).

Fig. 6.7 shows the MSE per pixel for object B at 4 fixed signal levels. It shows that LS-clip,

NNLS and EM mainly have an effect at low signals, and on the object background. They bring an

improvement over LS-estimation at low flux but their advantage decreases as the flux increases.

This is simply because at low signal, the LS estimation may lead to estimated negative values

on the background pixels. Thus, adding a positivity constraint simply reduces the associated

variance. At high flux, even the background counts are large enough so the LS-estimate does

not lead to any negative values: all estimations seem equivalent to the simple LS-estimation.
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FIGURE 6.7: MSE per object pixel for object B and different signal levels. At low signal levels

(a,b), the object background is close to zero so the least-square estimation leads to negative

values and alternative algorithms improve the MSE on the background (compared to LS). At

high flux, all estimators give similar MSE (d).

6.4.3 MSE per pixel: Rule of thumb

Overall, we see that S-multiplexing reduces the MSE on bright object regions while it increases

it on dimmer parts. Since the S-multiplexing advantage / disadvantage appears to be dependent

on the object structure, we seek in this section a structure-independent rule of thumb to know

on which pixels the MSE is improved or worsen.

We know theoretically from Eq. (6.23) and Eq. (6.25) the MSE per pixel i for raster-scanning

is:

MSEi,rs = xi (6.28)

For S-multiplexing, the error associated with LS estimation equally spreads all over the spectrum

:

MSEi,ls = MSEls = 2x̄ (6.29)
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Therefore, the SNR gain per pixel writes : Gi,ls =
√
xi/2x̄. As a rule of thumb, we thus expect

an improvement in SNR of S-multiplexing over raster-scanning on pixels i for which :

xi ≥ 2x̄ (6.30)

Therefore, S-multiplexing is expected to decrease the MSE on pixels for which the signal value

is greater than twice the mean signal across the object (x̄). Since the other estimators seem

to mostly bring an SNR improvement on the background (where the positivity constraint may

actually act), we surmise this threshold value to be independent of the estimation strategy used.

To illustrate this behaviour, we simulate an object with peaks of different intensities Fig. 6.8).

The object mean number of counts is ≈ 10. As expected, we observe that S-multiplexing de-

creases the MSE as compared to raster-scanning on peaks more intense than ≈ 20 counts (Fig.

6.8). The advantage is more striking as the peaks are brighter. Conversely, any pixel with lower

number of counts sees its error increase due to S-multiplexing. The bottom panels of Fig. 6.8

shows estimates for one Poisson realisation : We see that (i) the smallest peak is clearly dis-

tinguishable in raster-scanning, while it is quasi-buried into noise with S-multiplexing, (ii) the

noise spreads in between the peaks with S-multiplexing.
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FIGURE 6.8: Simulated object (top left) and associated MSE per pixel (top right). S-

multiplexing improves the MSE on pixels higher than twice the object average. Bottom: Exam-

ples of estimated objects for raster-scanning (RS), least-square estimation (LS) and Poisson-

likelihood based algorithm (EM)

Therefore, the potential benefit of S-multiplexing is related to the object mean signal. S-

multiplexing improves the MSE on object regions at least twice as bright as the average object

brightness and degrades it on regions dimmer than this value. Dim signals could be easily buried

in the noise if bright species were present.

6.4.4 Examples of reconstructions

To gain intuition on the consequences of S-multiplexing together with the different estimation

strategies, this section gives examples of estimated objects (for one Poisson realisation). We

show results on four 1-D objects, for three levels of signal and for RS, LS, NNLS and EM. The

ground truth object is represented with a dotted gray line. The plots can be related to Fig. 6.5

- 6.6

For Object A (Fig. 6.9), a slight improvement due to EM over raster-scanning was suggested

by Fig. 6.5 (a) at very low flux (< counts >= 0.4). But the estimated objects below do not

show tangible improvement even when looking at many realisations. However, at higher flux

(< counts >= 40), the degradation in average MSE suggested on Fig. 6.5 (a) clearly appears:

raster-scanning leads to the least fluctuations. S-multiplexing degrades the estimation error and
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the effect of other estimators seems limited. For Object B (Fig. 6.10), a slight improvement due

to EM over raster-scanning was also suggested (Fig. 6.5 (b)) at very low flux (< counts >= 0.4).

But here again it seems that this potential ‘advantage’ in average MSE should be considered

with care. Quite the opposite, since at these extremely low flux, nearly no photons are detected

on the background in raster-scanning, we surmise that to detect only peaks, raster-scanning

should be preferred to S-multiplexing. When the number of counts gets higher, S-multiplexing

clearly decreases the noise on the peaks while increasing it on the background (consistent with

Fig. 6.6 (b)). The effect of using other estimators than LS-clip appears to be limited. For object

C (Fig. 6.11), the same conclusions as for object B hold for low flux. However, at higher flux,

EM clearly improves the estimation as compared to NNLS or LS-clip (consistent with Fig. 6.5

(c)). It decreases the background variance by removing the zeros. Here again, S-multiplexing

leads to a better estimation of the object peaks. Similar statements hold for object D.

Furthermore, for object types similar to object B (distinct peaks and no-zero background), it

can be relevant to define another figure of merit. The peak-signal-to-background ratio (SBR)

relates the maximum object value to the fluctuations of the background (σbck):

SBR =
max(x)

σbck
(6.31)

Although the peaks are better estimated with S-multiplexing, the spread of the error on the

background leads to a worse SBR (Fig. 6.11). NNLS and EM slightly improve the SBR compared

to LS-clip but the effect is limited. One could plot a similar figure than Fig. 6.5 for different

objects of this class, and observe a worsening of SBR due to S-multiplexing, independently on

the photon flux. Thus, if interested in SBR rather than in quantitative estimation, one should

be aware of this disadvantage of S-multiplexing.



Chapter 6 146

0 100 200
0

20

40

60

80

0 100 200 0 100 200 0 100 200

0

5

10

15
0

1

2

3

FIGURE 6.9: Examples of estimations for object A for three signal levels and different esti-

mations.

0

10

20

30
0

2

4

6

0 100 200
0

50

100

150

200

250

0 100 200 0 100 200 0 100 200

FIGURE 6.10: Examples of estimations for object B for three signal levels and different esti-

mations.



Chapter 6 147

0

2

4

6

8

0

10

20

30

40

0 100 200
0

100

200

300

0 100 200 0 100 200 0 100 200

FIGURE 6.11: Examples of estimations for object C for three signal levels and different esti-
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6.4.5 Effect of the estimation algorithms on the variance and bias

Last, we investigate the effects of the mentioned estimators on the variance and bias. The MSE

combines both variance and bias (MSE = var + bias2). We saw that the variance could be

reduced through the use of positivity constraints, but this can be at the expense of an additional

bias.

Fig. 6.13 illustrates the effect of all the estimators for the 4 objects at an average flux of 4 counts

per pixel. At this low flux, the estimators reduce the variance as compared to LS by acting on

the potential estimated negative values, but do not act on the brightest regions of the object.

For sparse objects C and D, more negative values are likely to be estimated, and the estimators

EM and ST perform best at reducing the variance on the zero-valued pixels. Concerning the

absolute value of the bias, it is in general increased as compared to LS. LS-clip increases the

bias on the background pixels while maintaining it low on the peaks (Fig. 6.13 (b, c, d)). NNLS

reduces even more the bias on the background pixels but leads to an increase of the bias on the

peaks : this effect is mostly noticeable on Fig. 6.13 (d).

In all, simply removing negative values (LS-clip) obviously increases the bias on the background

but does not bias the estimation on object peaks. Conversely, as compared to LS-clip, NNLS,

EM and ST show a limited bias increase on the background but add bias on object peaks. For

sparse objects, we notice a higher bias due to NNLS, but this should be investigated more, and

expect EM/ST to perform better. Finally, EM and ST seem to offer the best compromise when

the object is sparse, but at the expense of computational complexity.



Chapter 6 149

a

b

d

c

0

2

4

6

8

10

0

3

6

9

0

3

6

9

0 50 100 150 200 250
0

3

6

9

ST

RS
LS

EM
NNLS
LS-clip

0

0.5

1

1.5

0

0.1

0.2

0.3

0.4

0.5

0

0.3

0.6

0.9

0 50 100 150 200 250
0

1

2

3

4

FIGURE 6.13: Effect of the estimators on the absolute bias and variance for the 4 objects

(mean number counts / pixel = 4). Alternative estimators reduce the variance as compared

to LS (right) but may introduce some bias. LSclip leads to a significant bias increase on the

background. NNLS moderately increases the bias on the background but seems to increase it a

lot on the peaks when the object is sparse (d). EM probably leads to the best compromise.
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6.4.6 Conclusions of the simulations

In this section, we simulated the effect of S-multiplexing as compared to raster-scanning, when

the measurements are shot-noise limited and in the context of quantitative estimation. Simple

simulations considering a simple physical model and fixed sampling were performed. They were

carried on 4 types of 1D-objects exhibiting various structures.

The simulations confirm the theoretical derivations which suggested a global S-multiplexing dis-

advantage - when the error is averaged over the whole object: S-multiplexing leads to an average

MSE twice as worse as with raster-scanning, regardless of the object. This corresponds to a loss

in estimation SNR of
√

2. This is due to an error spread arising from the shot-noise properties,

the multiplexing matrix and the estimation. A more detailed analysis of the distribution of the

MSE over the object indicates that S-multiplexing actually reduces the error on object regions

at least twice as bright as the object mean signal, and degrades it on regions dimmer than this

value.

The effect of alternative estimators to least-square estimation was also studied. It seems limited

when the object is not sparse or background-free. However, for sparse objects, the alternative

estimators can bring a substantial reduction of the error on the null pixels and thus help mitigate

the S-multiplexing disadvantage. Yet, while the LS-estimator is unbiased, the others may bring

a bias. When the object is relatively sparse, we surmise the algorithms based on the Poisson

noise model to offer the best compromise.

6.5 Experimental results

In the following, we present experimental results that confirm the above simulations. Experi-

ments are performed on the setup described in Chapter 2 which is well-suited for the purpose.

We exploit the setup versatility (Fig. 5.1) to compare raster-scanning and S-multiplexing:

• In the Spectral Domain (Fig. 5.1 (a)). The Compressive Raman spectrometer can raster-

scan or multiplex Raman spectra. When raster-scanning the spectrum with the DMD, it

is equivalent to a monochromator with a moving exit slit: each wavelength bin is measured

sequentially onto the detector. The width of the exit slit is defined by the pixel binning

along the DMD spectral axis. When S-multiplexing the Raman spectrum, it is equivalent

to a monochromator with a coded-aperture, which sequentially measures combinations of

wavelengths.

• In the Spatial Domain (Fig. 5.1 (c)). A line illumination is formed at the sample plane

to line-scan the sample. The line focus is imaged onto the DMD and raster-scanned or

multiplexed onto the DMD plane.
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6.5.1 General methodology

In each of the two dimensions (spatial and spectral), we compare raster-scanning and S-multiplexing.

Raster-scanning is performed by turning on each DMD pixel one-by-one, and S-multiplexing is

performed by displaying each S-matrix row sequentially onto the DMD.

Excitation power and integration time

The experiments are carried at constant integration time and irradiance for raster-scanning

and S-multiplexing. The maximum excitation intensity we can use is limited by the linearity of

the detector response: The PMT is linear to approximately 106 counts/s. To ensure the counts

linearity, we set the maximum count-rate to about 5×105 counts/s. Since multiplexing leads to

much higher count rates than raster-scanning, it is the multiplexing experiment that limits the

maximal excitation power. Once the later is set, the integration time is chosen to have enough

counts in raster-scanning: considering the low powers used, the integration times in this sections

are relatively long, of the order of 10 ms per pixel.

Number of measurements

The experiments are carried at constant sampling: data is acquired with same number of mea-

surements for raster-scanning and S-multiplexing. The number of measurements is dictated by

the binning of the DMD mirrors. In the spectral domain, we choose the binning to match the

spectral resolution: the 1024 mirrors are binned 8-by-8, which results in 128 effective pixels. The

Identity matrix and S-matrix are thus of size 127×127 (M = 127). In the spatial domain, we

choose M = 511 to reach a spatial resolution along the line of ≈ 1.2 µm.

All the measurements are repeated a number of times in the exact same configurations, to be

able to calculate means and variances. Regarding the long integration times, the number of

realizations is relatively low (between 10 and 50 realizations).

Theoretical derivations and simulations mainly focused on the MSE as a figure-of-merit (6.2.4).

Experimentally, we consider that we do not have access to the ground-truth seeing the small

number of realizations. Since we expect the differences between raster-scanning and S-multiplexing

performances to be subtle, we do not want to favour one or the other with some potential exper-

imental bias. We thus exclusively present variance results in this section, which we believe are

informative enough for the purpose. Actually, even when considering an imperfect ground-truth,

the experimental MSE results are consistent with the simulation results and no detectable bias

seems to arise.

Noise model

We already verified in 2 that, in the considered experimental system, the measurements follow

Poisson statistics (Fig. 2.4). In these experiments, the system was slightly modified and the

objective different, so we have to make sure that the experimental physical model matches the

theoretical model used (6.2.2).
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Controllable sources of spurious noise are cancelled (computer screen, LEDs from the DMD,

etc). In addition to the detector dark-noise, we measured some noise that does not arise from the

sample: there is Raman signal coming from the objective. It arises in both line-focus and point-

focus setup configurations. It is linear with the excitation intensity and integration time: this

unwanted Raman signal follows the same statistics and dependence as the photon-noise coming

from the sample. It also experiences the multiplexing matrix. A more realistic experimental

model thus writes :

b = Poisson(A(x + r) + g) (6.32)

where A is the multiplexing matrix to be displayed on the DMD (S-matrix), x is the object, r is

the Raman background present along the optical path mainly arising from the objective, and g

accounts for the detector dark noise (≈ 10 counts/s). These sources of noise are measured and

taken into account. Yet, in the experimental conditions of the present study, they are relatively

negligible (ri ≤ 1 count per pixel, and gi ≈ 0.01 count).

We additionally performed preliminary simulations to study the influence of such a relatively

homogeneous background source r: the results seem to follow the same general trends as for

pure shot-noise limited data, but the threshold values (6.4.3) of advantage/disadvantage of S-

multiplexing over raster-scanning will be modified, at the expense of S-multiplexing. Indeed, in

our setup configuration, the background-noise is multiplexed, so each S-multiplexing measure-

ment is polluted with approximately half of the total background noise. The simulations are not

shown because the results are too preliminary.

6.5.2 Spectral Multiplexing

In this section, 1D S-multiplexing is performed to measure the Raman spectra of two types of

liquid samples.

Method

We use a point-focus to illuminate a static sample (Fig. 5.1 (a)). In this configuration, there

is no spatial selectivity: only the spectral axis λ−axis of the DMD is used. The DMD pixels

are fully binned along its spatial axis (x−axis). We measure the Raman spectra of two different

samples based on DMSO (Dimethyl Sulfoxide - 99.9%, Sigma-Aldrich):

• Pure DMSO (Fig. 6.14 (a)) placed in a spectroscopic cuvette. The laser power at the

sample plane is about 1.2 mW (irradiance ≈ 3.3 × 10−3 W/µm2). The exposure times are

set to 5 ms per measurement. Each measurement was repeated 10 times.

• Polluted DMSO (Fig. 6.14 (c)): Pure DMSO placed on a glass coverslip and surrounded

by a latex spacer : after some time, the spacer content slowly diffuses into the solvent.

This results in polluted spectrum with high background. The laser power at the sample
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plane is about 0.2 mW (irradiance ≈ 5.8 × 10−4 W/µm2). The exposure times are set to

10 ms per measurement. Each measurement was repeated 10 times.

The Raman spectra of these two samples (Fig. 6.14) correspond to simulated objects of types

B, and mixed A/B, respectively (Fig. 6.4). Since the simulations indicated that, for these non-

sparse objects, the 4 estimators gave similar results to the least-square estimator (LS), we only

show results with LS estimation.

Results

Fig. 6.14 shows the mean of 10 acquired spectra of Pure DMSO and Polluted DMSO. The pure

DMSO spectrum (a) exhibits 5 peaks of different brightness and a positive background. The pol-

luted DMSO spectrum exhibits the same peaks but a stronger background: the peaks stand out

less clearly from the background. The spectra acquired with raster-scanning and S-multiplexing

are in good agreement. For both RS and LS, the mean number of counts per spectral basis

(< x̂ >) is ≈ 10 for Pure DMSO and ≈ 23 for polluted DMSO.

The variances results (Fig. 6.14 (b),(d)) are in agreement with the MSE theoretical predictions

and simulations. We do not have access to the MSE but raster-scanning and least-square should

not introduce bias. The variances corresponding to raster-scanning follow the object shape and

its average is equal to the mean. The variances corresponding to S-multiplexing with LS are

approximately uniform and their averages are equal to twice the objects means (within the error

bar at 3σ). This is consistent with the predicted degradation of the average MSE by a factor of

2 when S-multiplexing (Eq. (6.23) - (6.25)).

The rule of thumb results (6.4.3) are also confirmed by these experiments. For Pure DMSO, the

S-multiplexing variance (Fig. 6.14 (b)) is clearly lower than the RS variance on the 3 brightest

peaks (brighter than ≈ 20 counts), while it is similar or higher on the rest of the spectrum.

Similarly, for polluted DMSO, the variance seems degraded on the dimmest peaks, more real-

izations should be done for clearer results.

These results clearly translate when superimposing the 10 estimates (Fig. 6.15). The brightest

peak of Pure DMSO appears more noisy in raster-scanning (a) than in S-multiplexing (b). Con-

versely, S-multiplexing distinctly introduces more noise in the background. The results on the

dim peaks are not so clear due to the small number of realizations. We note that S-multiplexing

undoubtedly degrades the SBR. For polluted DMSO, the three dimmest peaks are distinguish-

able in the raster-scanned version, while quasi-embedded into the noise with S-multiplexing.

Thus, although these results could be improved with stronger statistics, they are consistent

with the theoretical predictions and the simulations. They also help to realize that, even though

S-multiplexing is slightly disadvantageous when averaged over the whole object, it can lead to
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non-negligible improvement on bright regions as well as critical degradation on dim regions,

embedding peaks of interest into noise. It also leads to a SBR deterioration.
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FIGURE 6.14: Mean spectra of pure DMSO (a) and polluted DMSO (c), and their respective

variances. The average S-multiplexing (with LS) estimation variance is twice higher than the

raster-scanning variance, but is lower on the brightest regions of the spectra. Results are based

on 10 realizations.
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FIGURE 6.15: Superposition of the 10 realizations of raster-scanning and S-multiplexing with

least-square estimation, for pure DMSO (a,b) and polluted DMSO (c,d). High intensity spec-

tral bases are less noisy with S-multiplexing (b) while the background noise is enhanced. S-

multiplexing embeds the dimmest peaks of polluted DMSO into the background noise (d),

whereas they were distinguishable in the raster-scanning results. Furthermore, S-multiplexing

degrades the SBR in both cases.

6.5.3 Spatial Multiplexing

In this section, 1D S-multiplexing is performed to measure Raman line images (with no spectral

selectivity) of two types of samples.

Method

We use a line-focus to illuminate a sample (Fig. 5.1 (c)). The line illumination is imaged onto the

DMD plane, along the DMD x−axis. We acquire Raman images with no spectral selectivity: all

the Raman wavelengths are integrated onto the detector. The DMD pixels are thus fully binned

along its spectral axis (λ-axis). The sample is mounted onto a piezoelectric stage scanner which

scans the object y−axis, yielding 2D images.

The two samples consist of three types polymer beads (30 µm polystyrene (PS), 20 µm poly-

methylmethacrylate (PMMA), and 12 µm melamine resin (MR)) displayed in two different

manners:
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• The sparse sample (Fig. 6.16 (a)) consists of a few beads of each type displayed onto a

CaF2 coverslip. Since the coverslip hardly gives any Raman signal and since only a few

beads are present along the multiplexed line, the sample is considered as relatively sparse.

• The denser sample (Fig. 6.16 (b)) consists of more beads displayed onto a glass coverslip.

The glass exhibits Raman signal and more beads are present along a multiplexed line.

The total laser power along the line at the sample plane is about 3.6 mW (irradiance ≈ 1.1 ×
10−5 W/µm2) and the integration time 10 ms per measurement. Each measurement is repeated

50 times. The spatial resolution along the scan axis is ≈ 1.4 µm, and the piezo-scanner scans this

axis by steps of 1 µm, over 65 µm. The DMD pixels along the x−axis are binned 2-by-2, which

corresponds to a spatial resolution of about 1.2 µ along the line. The effective FOV along the

line is about 220 µm, which on the DMD plane only represents 1/3 of the entire DMD size. We

should have used only the DMD height corresponding to this FOV, but we used the whole DMD

height instead. This requires more measurements but also artificially favours multiplexing by

lowering the effective object mean. In this configuration, the sparse sample contains a maximum

of 70 non-zero pixels (out of 511 pixels) along its multiplex axis; while the denser sample contains

a maximum of 240 non-zero pixels. In the figures below, we crop zeros at the top and bottom of

the images for visualisation purposes, but one should keep in mind that the samples are more

sparse than what is suggested by the images.

In this section, we show the results for raster-scanning and S-multiplexing with estimations

based on LS-clip, NNLS and EM. Indeed, (i) we already showed experimental LS results in

the spectral domain and (ii) simulations suggested that these other algorithms could bring

improvement over LS-estimation for sparse objects or objects containing zeros, which is the

case here.

Results

Fig. 6.16 shows the estimated images from one single measurement. For the sparse sample (a),

S-multiplexing clearly reduces the noise on the beads as compared to the raster-scanned mea-

surement. However, the LS-clip estimation results in a noise spread along the multiplexed axis.

As expected, this noise is higher on the denser lines than on the lines where there is a single

bead. The use of the positivity constraint reduces this noise, with more efficacy for EM than

NNLS. The EM estimation of the background even seems slightly better than raster-scanning

(even if it is extremely low, at these very small number of counts the DMD OFF-order probably

contributes to this small noise - less than 1 count - on the raster-scan measurements). For the

denser sample (b), the interpretation of this single measurement is not trivial. The brightest

beads seem slightly more noisy in raster-scanning than with S-multiplexing, and the results of

the three estimators seem comparable. The signal in between the beads is the Raman signal from

the glass coverslip. These results are also confirmed by Fig. 6.17, which shows cross-sections of

the 2D images at two positions along the y−axis.
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Fig. 6.18 shows the variance of the estimations. The variance of the raster-scanned measure-

ments follows the objects shapes. For the sparse sample (a), the variance associated with S-

multiplexing is smaller on the beads while it is higher on the background. Again, NNLS and

EM help reducing the variance on the zero-background. This appear more clearly in the cross-

section variance figures (Fig. 6.19 (a-b)): The raster-scanning variance is considerably higher

than with S-multiplexing on the beads, and this difference is higher as the number of beads

along the multiplexed line decreases (Fig. 6.19 (a-b)). The variance associated with LS is not

shown but again found to be uniform along each line. For the denser sample, the variance

associated with S-multiplexing is quasi-uniform over the sample, and NNLS or EM lead to a

variance reduction on null pixels. The cross-section plots (Fig. 6.19 (b-c)) show S-multiplexing

leads to a slight variance reduction on bright pixels and to a slight variance increase on the glass

background.

Overall, these results in the spatial domain are consistent with the previous conclusions. They

confirm that for sparse objects, great improvement can be obtained with S-multiplexing on

bright pixels, and that the background noise can be considerably reduced by including positivity

constraints in the estimation. For denser objects, the advantage is limited and depends on the

different species brightness and on the sample composition along the multiplexed line. We note

that the presented results tend to favour multiplexing since we do not multiplex only the DMD

pixels corresponding to the effective FOV but rather the entire DMD, thereby introducing more

zeros and rendering the samples more sparse.
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FIGURE 6.16: Estimated objects after one measurement, in raster-scanning and S-

multiplexing with different estimators. Only 270 µm out of 511 are shown along the multiplexed

axis. (Top - sparse sample): S-multiplexing decreases the noise on the beads and LS estimation

spreads the noise along the multiplexing axis. Estimators with positivity constraints mitigate

this noise spread. (Bottom - denser sample): The effect of S-multiplexing is not as neat as for

the sparse sample.
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FIGURE 6.17: Cross-sections along the multiplexed axis of the estimated objects after

one measurement (Top - sparse sample, Bottom - denser sample). The estimations from S-

multiplexing retrieve the raster-scanning estimation. The same color code as in the rest of the

chapter is used for the estimators : RS, LSclip, NNLS, EM.
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FIGURE 6.18: Estimation variances calculated from 50 measurements. Only 270 µm out of

511 are shown along the multiplexed axis. (Top - sparse sample): S-multiplexing decreases the

variance on the beads and LS estimation spreads the noise along the multiplexing axis. The

object shape is slightly retrieved with LS-clip because the zeros are removed, but we retrieve a

uniform variance along each multiplexed line with pure LS estimation (not shown). Estimators

with positivity constraints mitigate this effect. (Bottom - denser sample): The variance is quasi-

uniform though NNLS and EM help reducing it on null pixels at the object borders.
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FIGURE 6.19: Cross-sections along the multiplexed axis of the estimation variances. (Top -

sparse sample): S-multiplexing decreases the variance by ≈ 6 times on the brightest pixels of

the line containing only one bead (a). When the line is denser (b), it decreases the variance by

≈ 3 times on the brightest pixels and increases it on the background. (Bottom - denser sample):

Any change in the variances are limited due to the denser nature of the sample. It is slightly

improved on bright beads and slightly degraded on the glass background or on very dim beads.

The same color code as in the rest of the chapter is used for the estimators: RS, LSclip, NNLS,

EM.

6.5.4 Conclusion of the experimental results

The results from 1D raster-scanning and S-multiplexing experiments, performed in both the

spectral and spatial domain, are in agreement with the theoretical derivations and simulations.

They show cases where S-multiplexing is advantageous, not particularly useful, or even dis-

advantageous, as compared to raster-scanning. They are to our knowledge the only available

experimental results for shot-noise limited data, at least in this community.

Yet, they could be improved for instance by: (i) increasing the number of realisations for more

statistical robustness, (ii) using the DMD only over a relevant FOV, (iii) including a comparison

with a spatially focused beam instead of artificially raster-scanning a line-focus. In addition, we
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noticed some systematic and periodic artefacts on the images and spectra, probably due to some

model mismatch and yet unidentified technical issues. So far, this was removed in a processing

step but should be better studied in the future.

6.6 Conclusion and discussion

6.6.1 Conclusion

In this chapter, the effect of S-multiplexing on SNR, as compared to raster-scanning is investi-

gated, in the context of shot-noise limited measurements and quantitative estimation.

Theoretical derivations and simulations show a global S-multiplexing disadvantage over raster-

scanning, when the error is averaged over the whole object. S-multiplexing leads to an average

MSE twice as worse as with raster-scanning. This corresponds to a loss in SNR of
√

2, and is

due to the noise properties, the multiplexing matrix and the estimation method.

The average MSE is an interesting figure-of-merit, but is not sufficient to compare S-multiplexing

with raster-scanning. A more detailed analysis of the distribution of the MSE over the object

indicates that S-multiplexing reduces the error on object bright regions and increases it on dim

parts. More precisely, it reduces the error on object regions at least twice as bright as the ob-

ject mean signal, and degrades it on regions dimer than this value. We also saw that including

positivity constraints into the estimation can, in some cases, help mitigating the S-multiplexing

disadvantage and bring a substantial reduction of the error on dim pixels, at the expense of an

increased bias. Finally, we show simple experimental results that confirm the theoretical and

numerical predictions.

Altogether, these results show that the choice of raster-scanning or S-multiplexing, as well as

the choice of the estimation strategy, depends on the nature of the object and on the user’s

interest (e.g. quantitative estimation, detection, contrast). We sum up the few investigated

case in Table. 6.1. For relatively homogeneous objects, raster-scanning should be preferred over

S-multiplexing. Otherwise, for inhomogeneous objects exhibiting some peaks, S-multiplexing

favours bright pixels, and the brighter the pixels, the more S-multiplexing is advantageous for

them. Therefore, S-multiplexing may bring a great advantage over raster-scanning for sparse

objects, to perform quantitative estimation on the main object peaks, and probably to localize

bright peaks. However, at extremely low flux, raster-scanning may still be preferred to localise

peaks since no noise is introduced on the background. Furthermore, if the user is seeking to

optimize the contrast, or if quantitative estimation is equally important over all the object pix-

els, raster-scanning should be preferred over S-multiplexing. Last but not least, S-multiplexing

should not be used for objects composed of peaks of very different brightness or for dim species

embedded into a bright background. Indeed, the error increase on faint parts could lead to bury

a dim peak into the the photon-noise of the bright ones.
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Experimentally, S-multiplexing could for instance be advantageous to image sparse fluorophores

of comparable intensities with low background, or to record very sparse Raman spectra with

low background and with spectral lines of similar intensity. However, as soon as there are dim

peaks, some fluorescence background, or imperfectly removed Rayleigh line, it would present a

disadvantage.

Quantitative estima-

tion (everywhere)

MSE

Quantitative estima-

tion (on the peaks)

MSE

Contrast

SBR

Homogeneous Raster-scanning

Slight S-multiplexing

disadvantage

- -

Peaks-structure, low-

background

Raster-scanning

S-multiplexing in-

creases error on back-

ground and reduces it

on peaks

S-multiplexing

S-multiplexing sub-

stantial advantage on

bright and/or sparse

peaks

Raster-scanning

Peaks-structure

, very different

brightnesses

Raster-scanning

S-multiplexing may

bury dim peaks into

noise

Raster-scanning

S-multiplexing may

bury dim peaks into

noise

Raster-scanning

Table 6.1: Preferred choices between S-multiplexing and raster scanning for a few classes of

objects and figures of merits. -: not applicable.

6.6.2 Discussion and perspectives

To begin with, we would like to emphasize that the study was carried at fixed integration time

and laser power. We tried to counterbalance the intuition that ”since multiplexing gives more

photons, one needs to integrate shorter times”. Indeed, we saw that, at fixed integration times, S-

multiplexing leads to higher number of photons than raster-scanning, but to higher errors on the

estimated object. The error is already worse with more photons: decreasing the integration time

associated with S-multiplexing would simply degrade its performances even more. A similar rea-

soning can be applied to laser-power. Therefore, associating less integration time or laser-power

to S-multiplexing as compared to raster-scanning - i.e. carrying the study with a fixed number of

detected photons - would just degrade more the performances of S-multiplexing. Nevertheless,

such an approach can be interesting in some cases: if S-multiplexing improves the MSE by p

times on one peak of interest, one could apply p times shorter exposures or p times less power
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than for raster-scanning. But this only works if only the bright peaks on an object are of interest.

This study was conducted in a specific context, within a relatively narrow framework and on

simplistic examples. The fact that the results are object-dependant make general conclusions

difficult to draw. The study leads to many questions, and many other directions could be inves-

tigated. First, the impact of a more realistic physical model should be studied, in particular the

impact of the PSF and of the sampling. Other effect such as other sources of noise (e.g. source

fluctuation noise) or non-linear optical contrasts (e.g. Coherent Raman imaging) could also be

investigated.

Second, the study could be broaden to other types of multiplexing, that would be very interest-

ing to study and compare, both numerically and experimentally [219]. From some calculations,

simulations and reading [52], we surmise that the results would be similar (to a multiplicative

factor) for other types of multiplexing with positive values such as Cosine-multiplexing. But our

conclusions do not hold for multiplexing with negative values or phase multiplexing for instance.

Third, other estimation strategies including sparsity constraints could be considered. Although

the l1-norm constraint may bias the estimation quite strongly and give poor MSE performance,

it may bring great improvement for localization purposes: it would preferably be used to detect

some peaks and their shapes rather than their quantitative value. We note that the l1-norm

could still be used in combination with LS-estimation to correct for the bias but this is beyond

the scope of the study.

Last, it would be very interesting to relate this study to the field of compress-sensing (CS),

since it would enable to acquire data sampled at sub-Nyquist and thus fasten the acquisition. It

seems that most derivations and algorithms related to compressive sensing are actually based on

additive white Gaussian noise models, athough single-pixel cameras systems are used in practise

(thus with shot-noise limited measurements). Raginsky et. al. derived performance bounds of

CS under shot-noise limited data and found less encouraging results than with the usual addi-

tive white Gaussian noise [248]. Thus improvement could surely be brought by CS but may be

limited for linear optical systems operating in the shot-noise limit.

While the present study may bring some insights on which acquisition strategy implement for

a particular purpose (e.g. parallel, raster-scanned or multiplex measurements - see 1.2.1), it

should be connected with technological aspects. Indeed, one should keep in mind that the SNR

is not the only bottleneck of an optical system. For instance, recording neuronal activity requires

speeds faster than 10 ms, so any system slower than this, even with much better SNR, is useless.

Some technological aspects to be consider include speed and cost. Even when S-multiplexing

is disadvantageous in terms of SNR, it can present advantages in terms of speed - if it makes

use of technology allowing shorter integration times than the raster-scanning technology - or

in terms of cost. For example, in imaging, fast light modulators combined to compress sensing

can bring significant speed improvement over raster-scanning and reduced costs. Some crucial

concerns lie in the speed of spatial light modulators or in the sensitivity and dynamic-range

of detectors. We also expect the advent of high speed and high fill-factor shot-noise limited
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detector-arrays to be a game changer in the field. Indeed, the previous conclusions only hold

when the information is completely multiplexed, i.e. is all mixed into one single-pixel detector.

Instead, mixing the information into a few-pixel-array of shot-noise limited detectors would im-

mediately mitigate the disadvantage, since the loss of average MSE is only of 2. Nevertheless,

it would depend on how the signal distribution on the detector pixels is achieved. In all, we

surmise that a ‘few-pixel-camera’ allowing shot-noise limited detection is probably one of the

best options to achieve significant S-multiplexing advantages on most object classes.

We conclude this study with a final word on its intrinsic link with compressive Raman. CRT is

a particular case of the multiplexing scheme presented above: it performs multiplexing in the

spectral domain, with a binary matrix. The crucial difference is that, in CRT, a priori informa-

tion is held: it permits to design a multiplexing matrix optimised for a particular problem. The

other difference is that CRT seeks to estimate chemical species proportions rather than number

of photons. In the CRT results presented in this thesis, we did not include any constraints on

the estimate. This allowed us to show that the LS estimator is efficient for our problem, and to

derive some interesting properties on the problem intrinsic precision. Nevertheless, in practise,

the proportions are positive. Therefore, the estimators presented in this chapter (6.2.5) could be

useful, especially when the object is sparse in the proportion space, i.e. when some pure species

are present in the sample. In these cases, they may help reduce the variance of the estimation,

at the potential cost of a bias. Such an analysis is reported to future work. Yet, when estimating

the proportions of the same beads as in Fig. 4.6 with NNLS or EM instead of the usual LS

(with zero cropping), we noted that it reduces noise from the PS beads that appeared in the

estimation of the dimmest beads (PMMA). This should be investigated in detail in the future

as it could be beneficial in some cases.
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FIGURE 6.20: Estimated proportion maps of PS, PMMA and CaF2, obtained with CRT

estimations based on (a) LS-clip and (b) NNLS. The results with LS-clip are the same as in

Fig. 4.6. NNLS, that gives similar results that EM on this example, reduces the noise from

residual PS estimation (1) on the PMMA map. The estimated proportion of PMMA beads (2)

also seems to be slightly lower.



Conclusion and Perspectives

In this thesis, we investigated some means to perform spontaneous Raman imaging efficiently

by considering a priori information, experimental noise, technological constraints, and final ap-

plication specificity.

To begin with, we featured the main underlying mechanisms of spontaneous Raman scatter-

ing. We saw that this label-free and non-destructive optical contrast imprints the signature of

molecules, but its extremely weak scattering cross-section hinders its efficiency. We described

the conventional method to acquire Raman signal; it results in a hyperspectral image, with two

spatial dimensions and one spectral dimension. We saw that this implementation is relatively

simple but (i) it requires substantial acquisition times and (ii) it generates overwhelmingly large

data sets. We reviewed a few alternative techniques that were proposed to mitigate these flaws,

but none have yet demonstrated enough efficiency to replace the conventional systems. Next,

we questioned the necessity to collect such large volumes of data: most of the time, the infor-

mation of interest - extracted from the data cube via postprocessing - is low dimensional. In

several cases, one even knows which chemical species are present in the sample. With the latter

knowledge, and when the measurement aims to estimate the proportions these, one can use

compressive Raman (CRT). Then, the measurement can be designed to directly probe quanti-

ties of interest, instead of deducing them from the complete hyperspectral data cube.

In CRT, processing is performed directly into the hardware: programmable optical filters se-

lect components of the Raman spectra, which are then combined into a single-pixel-detector. A

succeeding estimation step yields chemical species proportion. CRT thus relies on both accu-

rate hardware and signal-processing tools. Based on the physical model and noise properties of

the system, we presented a simple strategy to optimize the optical filters and to estimate the

species proportions. Experimentally, the measurements are limited by photon-noise: in this case,

we derived a lower bound on the proportion estimation precision allowed by CRT. We showed

that a simple least-square estimation is unbiased with minimal variance. This is interesting

since it is fast and requires low computational cost. We validated the performances of CRT on

test samples, and noted that the estimation accuracy is subject to accurate modelling of the

physical system. In addition, preliminary results on complex samples indicated the usefulness

of CRT on more concrete applications relevant to biomedical imaging, pharmaceutical industry,

and environmental science. Employing CRT to these more complex experimental problems also

allowed us to identify potentials improvements to both the model and the instrumentation.
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Furthermore, we compared the performances of CRT to state-of-the-art conventional hyperspec-

tral systems. We demonstrated fast Raman imaging with CRT acquisition speeds down to about

10 µs per pixel per spectral filter. These speeds are clearly not achievable with any conventional

hyperspectral system (absolute minimum pixel dwell times of about 1 ms). We estimated the

limit of detection of our CRT system to be a few tens of photons. This LOD is at the same

level as state-of-the-art systems equipped with EMCCD cameras and at least ten times lower

than those with CCD cameras. In addition, a CRT system does not require an expensive array

detector, making it significantly cheaper than state-of-the-art hyperspectral instruments. It is

also versatile: not only can it be employed for CRT measurements but also for standard hyper-

spectral imaging. Moreover, since the measurement is designed for a specific problem, it can be

optimized to favour the estimation of certain predefined species, or to be more resilient in the

presence of a given background. Finally, using a single-pixel-detector allows it to resolve fast

dynamics: it opens doors to fluorescent gated Raman [128], Raman applications in diffuse optics

[249], or correlation spectroscopy [250].

Evidently, the highlighted advantages of CRT hold when the chemical species present in the

sample are a priori known. CRT will in general be sensitive to the presence of unexpected

contaminants. In cases where the pure samples are not readily available or known, alternative

approaches can be used [120]. Furthermore, CRT performances depend on the accuracy of

the physical model and calibration step. Therefore, a sufficient knowledge of both the sample,

experimental conditions and noises is required to employ this technique, which will be most

beneficial as the number of chemical species is small.

Although CRT benefits should be further confirmed on more concrete experimental problems,

we believe that CRT could largely benefit from several developments. First, it would benefit

from a better understanding of the influence of the model on the estimation performances, e.g.

on the estimation bias. In general, the impact of many parameters should be further investigated

and quantified, such as the effect of the binary modulation, higher number of chemical species,

or using alternative estimators to least square, that take into account physical constraints. The

model could also be improved by considering various background sources as nuisance parameters

[121] or by optimising the exposure time per spectral filter [133]. Secondly, implementing the

spectral filters in parallel could lead to a substantial improvement in acquisition speed. A first

step is to simply use two detectors (Fig. 4.2, [122]), but one could think of some technological

designs to implement an array of photon counting detectors for instance.

Furthermore, CRT could be extended to the classification of chemical species. Throughout this

thesis, we used an estimation-based model even when the ultimate purpose of the experiments

was to discriminate species classes. Therefore, a model based on classification theory is expected

to bring some improvements [181, 182, 251].

Finally, the versatility of the CRT instrument could be further exploited to explore new acquisi-

tion strategies, including cases where no spectral information is a priori known. In this thesis, we

explored two spatio-spectral acquisition strategies to introduce a line-scanning modality to CRT,

via spatial multiplexing. In some situations, this second layer of multiplexing brings advantages
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in terms of speed or signal-to-noise ratio, but the shot-noise limited nature of the measurements

complicates the analysis. Line-scan CRT could especially be useful when the sample is suffi-

ciently sparse in both the spatial and spectral domains.

To conclude, in this thesis, we have investigated some theoretical and technological aspects of

compressive Raman. The results show the potential of CRT for faster, cheaper and more efficient

Raman imaging, thereby encouraging to continue exploring and improving this technology.



Appendix A

Derivation of the Cramer-Rao lower

bound for CRT

In the following we derive the Cramer-Rao lower bound (CRB) in the context of CRT. The

complete model can be found in chapter 2. When the measurements are shot-noise limited, the

following derivation can be adapted to full Raman spectrum measurements (3.1.1) and to the

general model of multiplexing (6.2.2).

Let nm be the number of photons measured with filter number m. nm is a random variable and

the probability law of nm can be modelled as a Poisson distribution, with mean bm = 〈nm〉. The

probability to observe nm photons with filter fm is:

Pm(nm) = e−bm
bnmm
nm!

(A.1)

Considering statistically independent measurements, the joint probability function, or likelihood,

is:

P (n) =

M∏
m=1

e−bm
bnmm
nm!

(A.2)

The log-likelihood then reads:

L = ln(P (n)) =

M∑
m=1

[−bm + nmln(bm)− ln(nm!)] (A.3)

We look for the parameters ci that maximizes the likelihood to obtain nm photons. Using the

CRT model, in particular b = Gc (Eq. (2.3)), leads to:

L =
M∑
m=1

[−
Q∑
k=1

Gmkck + nmln(

Q∑
k=1

Gmkck)− ln(nm!)] (A.4)
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∂L

∂ci
=

M∑
m=1

[−Gmi + nm
Gmi∑Q

k=1Gmkck
] if bm 6= 0,∀m (A.5)

∂L

∂ci∂cj
=

M∑
m=1

[−nm
GmiGmj

(
∑Q

k=1Gmkck)
2
] (A.6)

〈 ∂L

∂ci∂cj
〉 = −

M∑
m=1

bm
GmiGmj

(
∑Q

k=1Gmkck)
2

(A.7)

〈 ∂L

∂ci∂cj
〉 = −

M∑
m=1

GmiGmj∑Q
k=1Gmkck

(A.8)

〈 ∂L

∂ci∂cj
〉 = −

M∑
m=1

GmiGmj
bm

(A.9)

[IF]ij =

M∑
m=1

GmiGmj
bm

(A.10)

Or, in the matrix form, with B = diag(b):

IF = GT B−1 G (A.11)

IF is the Fisher information matrix, obtained through [IF]ij = −〈∂ci∂cjL(n)〉.

We note that in the above derivation, we need ∀m, bm 6= 0. A regularity condition that must

be satisfied for the CRB to be valid is verified in [134], with a similar model. In addition, the

CRB is defined for the Poisson probability law since its definition domain does not depend of

the estimated parameters. The CRB matrix is defined as:

CRB = IF
−1 (A.12)

When G is square and not singular, the CRB matrix results in:

CRB = G−1 B G−T (A.13)

We note than the maximum-likelihood estimator (MLE) estimates the parameter ci that maxi-

mizes the likelihood Eq. (A.2). With ∂L
∂ci∂cj

≤ 0, it is solution of:

∂L

∂ci
= 0 (A.14)

In the present case, the MLE consists in solving Eq. (A.5).



Appendix B

Cameras and their noise

characteristics

B.1 General description and noise properties

A CCD (charge-coupled device) is a solid-state sensor. It is based on a silicon chip structured

as an array of photosensors, that convert photons into a digital signal (Fig. B.1). Incident

photons with sufficient energy generate photoelectrons, which are stored in potential wells in

each pixel. The electrons are then transmitted line-by-line to a serial readout register, and

converted to voltage. Last, an Analog-to-Digital converter (ADC) assigns a digital value to each

pixel according to this voltage, with a precision given by the number of bits of the camera.

FIGURE B.1: Simplified structure of a CCD (without the multiplying register) and EMCCD

(with the multiplying register). Adapted from wikipedia.

Different sources of noise may arise from this conversion process, including:

• Photon-noise, intrinsic to the photon detection
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• Dark-noise, arises from thermally-generated electrons, that discharge a pixel as if a photon

had hit the pixel. It mainly depends on the integration time and cooling temperature, and

follows a Poisson-distribution.

• Read-out noise, includes most other sources of signal-independent noise, arising from the

electronics and quantization step (quantization errors are caused by the rounding, since

an ADC has a finite precision). It is generally modelled as an AWGN (additive white

Gaussian noise) [252]. The readout noise scales with the readout speed, thus reading out

the CCD at high speeds causes high readout noise. This noise is generally the limiting

source of noise of CCDs is the low flux regime.

Other sources of noise, such as photo response non-uniformity (spatial variation in pixel out-

put under uniform illumination), dark current fixed pattern (dark current variations from one

pixel to another), non-linearities in the voltage to electron conversion, etc, could be considered

for a more accurate description of the sensor noise. A complete description can be found in [252].

EMCCDs (electron-multiplying charge coupled devices) are similar to CCDs, with an additional

multiplication register. This on-chip multiplication step produces a gain (EM gain: gEM ) through

impact ionization in silicon. The subsequent higher number of generated charges results in a

negligible readout noise, since the charge-multiplication process happens before any source of

readout noise. Although this multiplication step results in a small additional noise F called

‘excess noise factor’, (approximated to the value 1.4 [253]), the SNR of EMCCDs is dramatically

improved as compared to a CCDs at low light levels (Fig.B.2). In addition, most EMCCDs can

also be utilized as conventional CCDs (no gain in the multiplying register), which can be useful

in high signal regimes (Fig.B.2).

For a fixed number of photons N impinging per camera pixel within a given exposure time, the

signal at a given camera pixel is N × QE (QE: quantum efficiency). Accounting for photon-

noise (σs =
√
NQE), dark-noise (σDN ) and read-out noise (σR), results in the SNR per pixel

expressions of Table B.1. It shows the theoretical expressions of the SNRs per pixel for a CCD,

EMCCD and PMT detector. Fig. B.2 is the corresponding graphical representation with ideal

quantum efficiencies of 100%, a readout noise of 6 electrons per pixel, and a EM gain of 1000.

The dark-noise, typically negligible, is discarded here. Then, the CCD SNR is shot-noise limited

in the high signal regime, while it is limited by its readout noise in the low signal regime. An

EMCCD has a small offset (F−1) as compared to the shot-noise limit, but largely outperforms

CCD performances in the low signal regime. Last, the PMT is limited by the photon noise at

all signal regimes.
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SNRCCD SNREMCCD SNRPMT

General expres-

sion

NQE√
σ2
s + σ2

DN + σ2
R

NQE√
F 2(σ2

s + σ2
DN ) + (σR/gEM )2

NQE√
σ2
s + σ2

DN

High signal limit
√
NQE F−1

√
NQE

√
NQE

Low signal limit NQE/σR F−1
√
NQE

√
NQE

Table B.1: Theoretical SNR per pixel of the three detectors

FIGURE B.2: SNR per detector pixel as a function of the number of photons N , for a CCD,

EMCCD and PMT of ideal QE of 100%. The cameras readout noise is set to 6 electrons per

pixel, the EM gain to 1000, and the dark-noise is neglected. Typically, F = 1.4 [253], leading to

an EMCCD offset of 0.7 as compared to the shot-noise limit.

B.2 Experimental characterisation of the noise

To gain insight of some noise characteristics of the cameras and verify manufacturers specifi-

cations, one can conduct simple experiments. For the two cameras used in the hyperspectral

measurements of chapter 3, we acquired dark frames (all sources of light OFF) under the same

parameters as for hyperspectral measurements (Table 3.1). This allowed us to estimate the

signal-independent sources of noise, i.e. mainly the readout noise (the dark noise being essen-

tially negligible). The mean of the dark frame counts defines the baseline level, and the standard

deviation the camera readout noise. Fig. B.3 shows the histograms of the signal recorded from



Appendix B 175

the dark frames with the CCD and EMCCD. Under the chosen modes, the CCD has a base-

line level of about 712 counts and exhibits a Gaussian-like distributed readout noise of about

2.25 counts (i.e. 6.1 electrons/pixel). The EMCCD exhibits a Gamma-like distributed readout

noise of about 34 counts (i.e. ≤ 1 electron/pixel), with a baseline level of 34 counts. These

measurements are consistent with the manufacturer specifications.

FIGURE B.3: Histograms of CCD and EMMCD dark frames counts. The distribution mean

corresponds to the baseline level and the standard deviation to the readout noise.



Appendix C

The S-matrix

C.1 Some properties of the S-matrix

The S-matrix of size (N-1) is built from removing the first row and column of a N-Hadamard

matrix, and changing its ones to zeros and minus ones to ones. It is invertible.

The S matrix of size N × N has the following properties [52]:

SST = STS =
N + 1

4
(I + 11T ) (C.1)

S−1 =
2

N + 1
(2ST − 11T ) (C.2)

Using equation (C.1) and the Sherman-Morrison formula, we derive :

(STS)−1 =
4

N + 1
(I + 11T )−1

=
4

N + 1
(I− 11T

1 + 1T1
)

=
4

N + 1
(I− 11T

1 +N
)

(C.3)

which leads to (for N � 1):

tr((STS)−1) =
4N2

(N + 1)2
(C.4)

C.2 S-multiplexing in the shot-noise limited case: Derivation of

the MSE

The above properties allows us to derive the mean square error (Eq. (6.3)) associated with the

estimate of x, when multiplexing is performed with the S-matrix (S-multiplexing), under photon
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noise. We consider the model from (Eq. (6.2)):

b = PoissonAx (C.5)

We derived in chapter 6 the general MSE expression for shot-noise limited measurements (Eq.

(6.21)):

MSEmult =
1

N
tr(B(AAT )−1) (C.6)

with B = diag(Ax).

For S-multiplexing, A = S. Using Eq. (C.4), we can carry the derivation of Eq. (C.6) below:

MSEmult =
1

N
tr(B(SST )−1)

=
4

N(N + 1)
tr(B(I− 11T

1 +N
))

=
4

N(N + 1)
tr(B(I− 11T

1 +N
))

=
4

N(N + 1)
(tr(B)− tr(B11T )

1 +N
)

=
4

(N + 1)2
tr(B) since B is diagonal

=
4

(N + 1)2

∑
i

∑
j

aijxj

=
4

(N + 1)2

∑
j

xj
∑
i

sij

=
2
∑

i xi
N + 1

for N odd

For N odd, each row of S contains (N+1)/2 ones, so
∑

i sij = (N + 1)/2.

As a comparison, for raster-scanning, A = I, and Eq. (C.6) becomes:

MSErs =
1

N
tr(B)

=
1

N
tr(Ix)

=
1

N

∑
i

xi
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