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## Dynamics of active particles in superfluids and their interaction with quantum vortices

Abstract Superfluids are inviscid flows in which vorticity is supported on filaments with quantized circulation. Such objects, known as quantum vortices, exhibit a hydrodynamical behavior. Experimentally, the dynamics of superfluids has been studied by using particles, which nowadays have become the main tool for visualizing quantum vortices. In this Thesis, we study numerically and analytically the dynamics of active and finite-size particles in superfluids. The superfluid is modeled with the GrossPitaevskii equation, while the particles are implemented as moving repulsive potentials coupled with the macroscopic wave function describing the superfluid. Firstly, the model is used to investigate the interaction between particles and quantum vortices at very low temperatures. This part aims to give a theoretical background to the current experiments in which macroscopic particles are used to sample superfluid vortices and quantum turbulence. Specifically, we address the following problems: the capture of a particle by a quantum vortex, the reconnections of vortex filaments and the propagation of Kelvin waves in presence trapped particles and the dynamics of particles in decaying quantum turbulence. In the last part of the manuscript, finite temperature effects are studied in the Fourier-truncated GrossPitaevskii model. The goal is to characterize the dynamics of impurities immersed in a thermal bath and how their presence modifies the statistical properties of the fluid. In particular, the random motion of the impurities and the temperature dependence of the friction coefficient are studied. Finally, the clustering of impurities and its effect on the phase transitions of the condensate are investigated.

Keywords Superfluids, Quantum turbulence, Particles, Numerical simulations

## Dynamique des particules active dans les superfluides et leur interaction avec les vortex quantiques

Résumé Les superfluides sont des fluides non visqueux dans lesquels la vorticité se concentre sur des filaments ayant une circulation quantifiée. Ces objets, appelés vortex quantiques, possèdent un comportement hydrodynamique. Expérimentalement, la dynamique des superfluides est souvent étudiée en utilisant des particules. Les particules sont aujourd'hui devenues l'outil principal pour visualiser les vortex quantiques. Dans cette thèse, nous étudions numériquement et analytiquement la dynamique des particules actives et de taille finie dans les superfluides. Le superfluide est modélisé avec l'équation Gross-Pitaevskii, tandis que les particules sont implémentées comme des potentiels répulsifs mobiles couplés avec la fonction d'onde macroscopique décrivant le superfluide. Le modèle est utilisé pour étudier l'interaction entre les particules et les tourbillons quantiques à très basse température. Cette première partie vise à donner un contexte théorique aux expériences actuelles dans lesquelles des particules macroscopiques sont utilisées pour échantillonner les vortex superfluides et la turbulence quantique. Plus précisément, nous abordons les problèmes suivants : la capture d'une particule par un vortex quantique, les reconnexions des filaments de vortex et la propagation des ondes Kelvin en présence de particules piégées, ainsi que la dynamique des particules dans la turbulence quantique en déclin. Dans la dernière partie du manuscrit, les effets de température finis sont étudiés dans le modèle Gross-Pitaevskii avec une troncature spectrale. L'objectif est de caractériser la dynamique des impuretés immergées dans un bain thermal et comment leur présence modifie les propriétés statistiques du fluide. En particulier, le mouvement aléatoire des impuretés et la dépendance en température du coefficient de frottement sont étudiés. Enfin, le clustering des impuretés et son effet sur les transitions de phase du condensat sont examinés.

Mots-clés Superfluides, Turbulence quantique, Particules, Simulations numeriques

## Dinamica di particelle attive nei superfluidi e la loro interazione con i vortici quantistici

Sommario I superfluidi sono fluidi non viscosi nei quali la vorticità è concentrata su strutture unidimensionali aventi circolazione quantizzata. Tali oggetti, chiamati vortici quantistici, mostrano un comportamento idrodinamico su larga scala. Sperimentalmente, la dinamica dei superfluidi viene spesso studiata utilizzando delle particelle come sonde, che attualmente esse sono diventate lo strumento principale per visualizzare i vortici quantistici. In questa Tesi, la dinamica di particelle attive e a taglia finita nei superfluidi viene studiata analiticamente e numericamente. Il superfluido è modellizzato con l'equazione di Gross-Pitaevskii, mentre le particelle sono implementate come potenziali repulsivi mobili, accoppiati con la funzione d'onda macroscopica che descrive il superfluido. Innanzi tutto, tale modello è utilizzato per studiare l'interazione tra le particelle e i vortici quantistici a bassissima temperatura. L'obiettivo di questa prima parte è quello di fornire un contesto teorico agli esperimenti in cui particelle macroscopiche vengono utilizzate per sondare i superfluidi e studiare la turbolenza quantistica. Più precisamente, i seguenti problemi vengono affrontati: la cattura di una particella da parte di un vortice quantistico, le riconnessioni tra filamenti vorticosi e la propagazione di onde di Kelvin in presenza di particelle intrappolate, la dinamica di particelle in regime di turbolenza quantistica. Nell'ultima parte del manoscritto, vengono studiati effetti di temperatura finita nel modello di Gross-Pitaevskii con troncamento spettrale. L'obiettivo è quello di caratterizzare la dinamica di impurità immerse in un bagno termico e come la loro presenza modifichi le proprietà statistiche del fluido quantistico. In particolare, vengono studiati il moto stocastico delle impurità e la dipendenza dalla temperature del coefficiente di frizione. Infine, vengono esaminati il processo di raggruppamento delle impurità e come questo influisca sulle transizioni di fase del condensato.

Parole chiave Superfluidi, Turbulenza quantistica, Particelle, Simulazioni numeriche
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## Introduction

According to its historical definition, a superfluid (or quantum fluid) is a liquid that flows with zero viscosity. In more general terms, a superfluid can be defined as a many-body system in which quantum coherence appears on a macroscopic scale [140, 176]. Since quantum effects become dominant if thermal fluctuations are low enough, it is not so surprising that the discovery of superfluidy is actually an unexpected outcome of the research in low temperature physics. Almost one century ago, scientists were trying to get closer to the absolute zero [153] and superfluidity was detected by chance in liquid helium ${ }^{4} \mathrm{He}$, below a critical temperature of about $2.17 \mathrm{~K}[1,106]$. Nowadays, superfluid helium (or the phase II of liquid helium) is still one of the most studied quantum fluids, although superfluidity has been achieved and is currently investigated in many other systems, from Bose-Einstein condensates of ultracold atoms [174] to quantum fluids of light in non-linear media [38].
A superfluid possesses an intrinsic long-range order, and thus it can be described by a macroscopic complex field which plays the role of order parameter. Perhaps the most fascinating quantum constraint in a superfluid is the restriction of the vorticity to topological defects of such order parameter. These peculiar unidimensional objects are known as quantum vortices. They exhibit a hydrodynamical behaviour at large scales, but they carry the signature of their quantum nature in the discreteness of the circulation around them [55]. A quantum fluid may be a very complex system, in which many scales are involved. In the case of superfluid helium, the core of quantum vortices has a diameter of about $\sim 1 \AA$, while the size of modern experiments can be up to ten orders of magnitude larger [195]. In particular, turbulence can exist in superfluids, despite the lack of viscosity, and it is actually one of the main reasons that currently attract the interest of researchers on quantum fluids [170, 236]. Superfluid turbulence manifests itself in a tangle of quantum vortex filaments, that interact non-linearly redistributing the energy among the different scales. The dynamics of superfluid vortices, which is characterized by peculiar phenomena, is thus crucial for quantum turbulence. One of such phenomena is for instance the reconnection between vortex filaments, a fast event through which two vortex strands are exchanged and the topology of the flow is rearranged [70,229]. Another feature is the presence of Kelvin waves $[192,220]$, helicoidal displacements of the vortex filaments that propagate along them and whose mutual non-linear interactions may transfer energy towards smaller and smaller scales, until it is eventually radiated in the form of sound [129, 141, 236]. Moreover, as already realized by Landau in his first phenomenological description of superfluid helium $[139,140]$, a superfluid always coexists at finite temperature with a normal (viscous) fluid component, in the so-called two-fluid framework. In the most general case, normal fluid, the superfluid and the quantum vortices therein interact
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and affect each other's dynamics in an intricate and non-trivial manner.
The experimental investigation of the properties of superfluids and quantum vortices relies mostly on indirect measurements. In particular for superfluid helium, particles are one of the main tools that has been used to sample the flow [91, 208]. Already the early studies in the 1960s used ions and electron bubbles in the framework of rotating superfluid helium $[37,186]$. An impressive experimental breakthrough took place in 2006, when quantum vortices were directly visualized thanks to solidified hydrogen particles, combined with the technique of particle tracking velocimetry [30]. Since then, this kind of probes has become a standard technique for studying superfluid vortex dynamics and quantum turbulence in liquid helium. In particular, signatures of reconnections [29, 169] and vortex wave propagation [64] have been observed, as well as statistical measurements of particle velocity and acceleration in turbulent regimes [137, 197]. Such particles have inertia and a size which is more than four orders of magnitude larger than the vortex core. Thus, they certainly affect the flow and may interact with the vortex filaments in a non obvious way. In such context, understanding what drives the actual motion of particles in a superfluid and providing some insights about how they modify the flow are necessary theoretical tasks. This is precisely the main original motivation that inspired the works collected in the present manuscripy. This Thesis is indeed devoted to a systematic study on the dynamics of active and finite-size particles in a superfluid, with a particular focus on their interaction with quantum vortices.

Given the complexity of a superfluid system and the large scale separation involved, a full prime principle theory for superfluid helium or a generic quantum fluid is currently missing. Nowadays, different phenomenological approaches are used, both analytically and numerically, which are valid at different scales. There is not an univocal manner to include the dynamics of particles in these model, and also in this regard different approaches have been proposed [208]. If the typical scales of the flow are much larger than the average separation between the vortex lines, the superfluid vorticity can be treated as a coarse-grained field, so that both the superfluid and the normal fluid are described by two coupled fluid equations. In such approach, known as the Hall-Vinen-Bekarevich-Khalatnikov (HVBK) model [96, 98], there is no notion of quantized circulation and it is of course valid as long as the vortex lines are and not randomly oriented, but rather spatially organized. The dynamics of point particles (i.e. much smaller than the smallest scale resolved by the model) has been recently implemented in the HVBK model $[178,179]$. Although suitable for studying the large scale motions of a two-fluid turbulent system, the physics at the scale of the vortex filaments is not accessible by these equations and the particle-vortex interaction is thus absent.

An extremely popular model that is valid at intermediate scales is the vortex filament method. Such model, pioneered by the work of Schwarz [205], describes the dynamics of each isolated vortex filament and the long range interaction between vortices, although the core is not resolved. Moreover, the quantization of circulation is simply assumed, and not derived by prime principles. In particular, the vortex lines evolve following Biot-Savart integrals stemming from basic hydrodynamical assumptions, but a numerical cutoff must be introduced to regularize the model at the scale of
the vortex core. Moreover, the reconnections between the filaments need also to be implemented as ad hoc mechanisms. In the beginning of this century, a large amount of articles exploited the vortex filament method coupled with moving spherical boundary conditions in order to study the interaction between finite-size particles and vortex filaments [15, 113-115, 117, 119].

Finally, a microscopic approach valid at the scale of the vortex core is the GrossPitaevskii (GP) model, i.e. a non-linear Schrödinger equation that describes directly the dynamics of the superfluid order parameter and in which the topological nature of quantized vortices is naturally contained [174,176]. The GP equation was originally devised as a mean field model to describe a weakly interacting Bose-Einstein condensate (BEC). It is based on the fundamental idea that at very low temperature a single macroscopic wavefunction can describe a bosonic system in which all the quantum particles belong to the fundamental state. The connection between such system and a compressible, barotropic, irrotational and inviscid superfluid can be shown straightforwardly [164]. Moreover, given that it naturally reproduces the dynamics of quantized vortex filament, the GP model can be considered as an optimal framework to describe a generic quantum fluid at very low temperature. In this sense, it is expected to provide a good qualitative description also for a strongly interacting superfluid, as helium II. The dynamics of particles and impurities can be studied in the GP framework, as already suggested in the seminal work by Gross himself [89]. One possibility is to model each impurity as a field (with infinite degrees of freedom), evolving according to a partial differential equation and coupled with the condensate wavefunction [25, $33,191,231]$. However, such approach is numerically costly and difficult to handle with if one wants to consider many impurities. A simpler, minimal method consists in modeling the particles with classical degrees of freedom and encoding the coupling with the superfluid in a fixed-shape potential [88, 212, 214, 242, 245].

This last model is specifically the one that I used to achieve the results reported in this manuscript and it has to be intended as complementary to the other methods utilized in the past with a similar purpose [208]. One of the main advantages of this model is the self-consistency: being based on the GP equation, the full superfluid vortex dynamics and the vortex-particles interaction are naturally reproduced, without the need of any numerical cutoff or ad hoc mechanism. Moreover, since the particle is described by its classical degrees of freedom (position and momentum of its center mass) the numerical implementation of many particles is relatively cheap and efficient. From the perspective of the superfluid field, a particle is just a dynamical external potential, and thus it has automatically a finite size and an active effect on the flow. We remark that the effective size of the particles that is computationally reasonable to consider in state-of-the-art GP numerical simulations is less than 100 vortex cores, which is still orders of magnitude smaller than the size of solidified hydrogen particles used in superfluid helium experiments. However, as it will be clear throughout the manuscript, there are insights suggesting that some of our main results are likely to remain valid also at the scale of liquid helium experiments.

Note that the GP model is developed for very low temperature quantum fluids, where the thermal excitations play a negligible role and the normal fluid component
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is absent. However, the typical range of temperatures at which the experiments with solidified hydrogen particles in liquid helium are conducted is between 1.5 K and 2 K [28, 137, 169]. In this range, the fraction of normal fluid compononent in the system is actually not negligible and finite temperature effects can be important. For this reason, a more accurate study of the vortex-particle interaction should take into account the presence of thermal fluctuations. In the last part of this manuscript, I introduce a truncation procedure that allows to adapt the GP equation to study the dynamics of a bosonic field at finite temperature [51,52, 128, 131]. In particular, I report two articles in which the dynamics of impurities is implemented for the first time also in the truncated GP system. The specific issue of the vortex-particle interaction at finite temperature is not studied in this Thesis, but it would be a natural follow-up of the results reported here.

During this Thesis, I addressed different specific problems, with several configurations of particles and superfluid field. The principal methods that I exploited to attack different aspects of each problem are the realization of extensive numerical simulations and the development of analytical treatments. The use of parallel computing techniques and well-established pseudo-spectral schemes to solve partial differential equations allowed me to efficiently obtain accurate and trustable results. I also implemented some of the algorithms of the code "FROST" (Full solveR Of Superfluid Turbulence) used by the quantum fluids team of the Observatory of Nice to solve the GP equation, specifically the particles dynamics and the stochastic model to generate GP thermal states. For some of the problems studied, the numerical achievements have been a guidance to develop analytical calculations, containing important insights about the underlying physics. I also gave emphasis to the direct visualization of the dynamics of the systems studied, which is often a powerful tool for grasping an intuitive picture of the observed phenomena.

The present manuscript is structured in six chapters. In the first two, I introduce the fundamental concepts of superfluids and particle dynamics, and the main results found in the literature are reviewed. The main body of the Thesis is then devoted to the presentation of original results, with further discussions and references to the current research context. From chapter 3 to chapter 5, I study the interaction between particles and superfluid vortices at very low temperature (neglecting the finite temperature effects), presenting the achieved results in an increasing order of complexity. In chapter 6 , I address the dynamics of impurities in the truncated GP equation, which models a quantum fluid at finite temperature.

An introduction to quantum fluids and superfluidity is provided in chapter 1 . I focus mainly on the notion of Bose-Einstein condensation [32,58], which is a fundamental physical mechanism intimately related to superfluidity. I discuss the formation of a condensate in a gas of free bosons, showing explicitly how the lowest quantum energy level of the system becomes macroscopically populated below a critical temperature. Then, I consider the case of a weakly interacting system and discuss the Gross-Pitaevskii model [176]. My main concern in this chapter is to point out how the presence of non-linear interactions in a dilute bosonic system is naturally linked to a superfluid behaviour [164]. In particular, I introduce the vortex solution of the GP
equation, which is an actual topological defect of the wavefunction with a quantized circulation. Such preliminary discussion is intended to provide satisfactory motivations for the use of the GP model as an optimal framework for the study of a superfluid at very low temperature, although the absence of non-local interactions prevents it to capture all the physics of superfluid helium [23,187]. In the last part of the chapter the dynamics of quantum vortices is also introduced, in the hydrodynamic framework of the standard vortex filament model [205]. The phenomena of vortex reconnections [70,229] and propagation of Kelvin waves [97, 192] are also discussed, since they are central in the subsequent parts of the manuscript.

Chapter 2 is dedicated to reviewing the current knowledge about the dynamics of particles in fluids and superfluids. In order to give substance to the motivation of the present Thesis, I briefly list the various experimental techniques implying the use of particles to sample superfluid helium. Then, I retrace the derivation of the equation of motion for a particle in classical hydrodynamics [8,150]. I focus in particular to the inviscid and irrotational case, which is akin to a low temperature superfluid, and then I discuss the viscous effects for completeness. Eventually, I show the theoretical and numerical models which have been proposed so far to study the dynamics of particles in superfluids. I stress how the presence of quantized vortices, as well as the coexistence of an inviscid superfluid and a normal (viscous) component at finite temperature, are the key differences with respect to a classical fluid. I discuss in particular the one-way coupling, where the particles are just passive points [181] and the vortex filament method with moving spherical boundary conditions [119, 203, 209]. In the last sections I introduce the coupling between the GP wavefunction and the particles, setting the ground for the presentation of the original results of this Thesis.
I start to show my novel results in chapter 3, by studying the long range interaction between a single particle and a single straight vortex filament, reported in the included publication P1 [75]. In particular, the focus is on the process of particle capture by the vortex. The article contains a derivation of an effective theory, obtained integrating explicitly the GP Hamiltonian coupled with particles. This reduced model explains the observation of the full GP simulations and it is compatible with the dynamics observed in other models describing the same mechanism [15, 24]. This is an important benchmark that proofs the validity of the full GP model coupled with particles, besides confirming that the effects of compressibility are negligible. Moreover, adding weak deformations of the vortex line as degrees of freedom of the effective theory, it is possible to predict a new mechanism for the generation of monochromatic vortex waves along the filament. An interesting property of the effective theory is a scale invariance when both the particle size and the initial vortex-particle distance are multiplied by the same factor $\lambda$, while the time is dilated by $\lambda^{2}$. This invariance is respected by the full GP numerical simulations and suggests that the dynamics of particle trapping in real superfluid experiments should be analogous.
Another case in which the long range particle-vortex interaction plays a crucial role is the reconnection between quantum vortices, when particles are already trapped by the filaments. A work addressing this issue is the publication P2 [77], reported at the end of chapter 3 . There, it is shown that reconnections may be triggered by the
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presence of particles lying along the filaments and the momentum exchange between reconnecting vortices and particles is characterized. The scaling invariance of the particle trapping [75] can be observed also here, although it is affected by the interaction between the particle and the vortex at which it is attached. This result underlines the similarity between the reconnection and the trapping process, related to the fact that the dimensional parameter controlling the dynamics is just the (quantized) circulation. Eventually, it is observed that the reconnection process is unchanged by the presence of light particles decorating the filaments. This numerical observation supports the superfluid helium experiments in which reconnections have been sampled by solidified hydrogen particles less dense than the fluid [169].

Chapter 4 is dedicated to the interaction between trapped particles and the vortex waves propagating along a straight vortex filament. The article in which this study is reported is $\mathbf{P 3}$ [79]. Also in this case, the main motivation is related to superfluid helium experiments in which Kelvin waves are claimed to have been detected [64]. The first result is that GP simulations can reproduce a precession motion of the particle related to the Magnus force acting on a sphere with a circulating flow about it [19, 109]. Secondly, the motion of trapped particles reflects a rich dynamics, resulting in many branches of the dispersion relation sampled by them. Such surprising result can be explained by means of a mathematical analogy with the standard Kronig-Penney model for the propagation of electrons in a one-dimensional crystal [127]. This effective theory can predict that light particles affect less the vortex motion, compatibly to what observed also for reconnections [77]. Moreover, it shows that the presence of particles has a negligible effect for large Kelvin waves with slow frequencies. At the end of the chapter I dive deeper into the analogy with the crystal, showing explicitly the differences and the similarities with the original Kronig-Penney model.

In chapter 5 I consider the most complex vortex-particle configuration, namely a tangle of vortex filament in decaying turbulence with a number of particles immersed in the system. It is also the last chapter in which the zero temperature GP model is employed. After two introductive sections on classical and quantum turbulence, I report the article P4 [76], in which the motion of particles in the tangle analyzed. In such setting all the phenomena studied in the previous chapters are present and contribute to the evolution of the system. Also in this case, figuring out how the turbulent superflow and the particles affect each other falls within the research aim of validating the use of particles as probes, besides helping in understanding better quantum turbulence itself. A reassuring result of [76] is that the presence of active and finite-size particles does not modify the building up and decay of the turbulent regime. It is shown that the majority of particles remains trapped inside vortices, with just occasional episodes of detachment and recapture. This result supports the idea that particles may be capable to sample the evolution of the tangle. Accordingly, the predictions of classical Lagrangian turbulence $[222,248]$ are recovered at scales larger than the inter-vortex distance. At small scales, the presence of a Magnus precession frequency is detected (consistently with the previous article [79]) together with a non-classical particle velocity power spectrum.

Eventually, chapter 6 is dedicated to a supplementary study that I carried out during
this Thesis, in which finite temperature effects are taken into account. In particular, the Galerkin truncation procedure is applied to the Gross-Pitaevskii model [52, 131], together with the coupling with particles. The purpose is to investigate the dynamics of impurities in a finite temperature quantum fluid, having in mind an atomic BEC as physical setting. Indeed, immiscible and finite size impurities can be produced for instance in the strong-repulsive regime of the multi-component BEC [107, 156, 191]. After describing briefly the truncation (or projection) technique to generate thermal states in GP, I present two last articles. In the first one, P5 [78], the random motion of a spherical impurity is characterized, and in particular the temperature dependence of the friction coefficient is measured. This allows to show that for the typical sizes of impurities implementable numerically, the GP fluid behaves more as a dilute gas of thermal waves rather than as a continuous liquid. Then, in the publication P6 [80] a (2D) system with many impurities immersed in it is analyzed. It is shown that a phase in which all the impurities are clustered takes place because of the interplay between the impurity-impurity repulsion and the fluid mediated attraction [212]. When such clustering occurs, an increment of the critical temperatures associated with the condensation and the Berezinskii-Kosterlitz-Thouless phase transitions is detected.
At the end of the manuscript, I give some further concluding considerations to all the work done during the Thesis, while in the Appendix A I provide details on the numerical techniques exploited to perform the simulations.
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#### Abstract

This is an introductory chapter on quantum fluids, in which we give the fundamental notions at the basis of the results presented throughout this Thesis. We introduce the concept of Bose-Einstein condensation and provide the basic hints on how it is deeply linked to superfluidity. First, after shortly reviewing the main phenomenology of superfluid helium, we discuss the phenomenon of Bose-Einstein condensation in the simplest case of a non-interacting boson gas. Then, we derive and characterize the Gross-Pitaevskii model for a weakly interacting bosonic system, that is the framework in which the full work of this Thesis has been carried out. After explaining why the Gross-Pitaevskii model can be considered as the prototype of a superfluid at very low temperature, we discuss the key points of the known physics of quantum vortices, which are one of the most spectacular features of superfluids, as well as the fundamental building blocks of quantum turbulence. In particular, we show how quantum vortices naturally arise in the Gross-Pitaevskii theory and we present the vortex filament method, that is the main phenomenological model to describe their dynamics. Finally, we introduce reconnections and Kelvin wave propagation, two important features of vortex dynamics whose interplay with particles is one of the topics analyzed afterwards.


Superfluidity and Bose-Einstein condensation are two conceptually different physical notions, but they are without doubt intimately interconnected (although in a non trivial and still not completely clear way) [176]. Historically, superfluidity refers to the feature that defines a fluid with zero viscosity, namely which can flow without dissipation of energy. This means that in principle an object moving through a superfluid is not slowed down by any drag. However, a superfluid (or quantum fluid) is not just an ideal fluid. Many spectacular phenomena accompany the occurence of superfluidity in a system, from the propagation of second sound of heat waves to unexpected dynamics of the flow, like the fountain effect [1]. One of the most striking features of superfluids is the emergence of exotic structures known as quantum vortices, unidimensional topological defects with a discrete circulation around them. The first system in which superfluidity was observed is the phase II of liquid helium ${ }^{4} \mathrm{He}$, below the critical temperature $T_{\lambda} \simeq 2.17 \mathrm{~K}$. Such discovery was reported independently by Kapitza [106] and Allen [1] in 1938. Nowadays, superfluidity has been observed in a wide variety of systems other than liquid helium, like ultracold atomic gases [174] or light in non-linear optical crystals [38], and even hypothized to appear in the core of neutron stars [144].

During the same year in which superfluid helium was experimentally realized, the
first attempts to give a theoretical explanation to the superfluid phenomenology [145, 221] used an idea formulated by Bose and Einstein one decade earlier, related to the fundamental proprieties of quantum mechanical statistics at very low temperature [32, 58]. It was indeed the notion of Bose-Einstein condensation, i.e. the existence of a state of bosonic matter in which, below a certain critical temperature, a macroscopic fraction of particles occupy the same fundamental quantum state.

Bosons and fermions are two cathegories in which quantum particles can be classified. Fermions have semi-integer spin and are constrained to occupy different states due to the Pauli exclusion principle, while bosons are particles with integer spin that are not prevented from coexisting in the same quantum state. Technically, this difference arises from the symmetrization of the bosonic wavefunctions with respect to the exchange of particles and the antisymmetrization of the fermionic ones. Being a consequence of the statistics built on such constraint, Bose-Einstein condensation is a purely quantum mechanical phenomenon, that nevertheless appears on a macroscopic scale.

It should be noticed, however, that BECs can be observed not only in pure bosonic systems, like atomic gases or liquid helium ${ }^{4} \mathrm{He}$, but also in the fermionic ones. In the latter case, the fermionic condensation is the result of a more complicated rearrangement of fermions into bosonic states. Typical examples are the emergence of bounded states like Cooper pairs in superconductors [12] or in liquid ${ }^{3} \mathrm{He}$ [167].

Einstein's theory of BEC was formulated for an ideal gas, while superfluid helium is a strongly interacting liquid, which makes it a much more complex system. Actually, in the phenomenological theory of superfluidity created by Landau in 1941 [139, 140], which is known as two-fluid hydrodynamics and is still largely used nowadays, BoseEinstein condensation does not play any direct role. Howsoever, below the temperature at which thermal fluctuations become critically weak and the superfluid phenomenology takes place, the emergence of a Bose-Einstein condensation is an unavoidable occurrence. In particular, superfluid systems are characterized by the emergence of a macroscopic order parameter, resulting in the manifestation of quantum effects on a macroscopic scale. This connection between BECs and superfluidity can be grasped in a somewhat simple way in the framework of the Gross-Pitaevskii model for weakly interacting bosonic systems.

In this chapter, after shortly reviewing the main phenomenology of superfluid helium (section 1.1) and the mechanism of Bose-Einstein condensation in the non-interacting case (section 1.2), we show the derivation of the GP model and discuss its fundamental properties (section 1.3). We present it as a general prototype of a low temperature superfluid in which all the hydrodynamical features coming from quantum-mechanical constraints are naturally included, justifying its use as the fundamental framework in which the original results of this Thesis have been achieved. Finally, in section 1.4 we discuss more in detail the dynamics of quantum vortices.


Figure 1.1. (left) Phase diagram pressure vs temperature of helium. (right) Specific heat of liquid helium as a function of temperature. Figures taken from [225], to which we refer for further details.

### 1.1 Superfluid helium

The discovery of the superfluid properties of liquid helium is an unexpected result of the research trend developed between the end of the XIX century and beginning of the $X X$ century, which had the broad goal of understanding the behaviour of nature at very low temperature [153]. In a race to reach the absolute zero, many elements which are gaseous at room temperature were systematically liquefied. Helium was the last that resisted, until Onnes was able to generate a sample of liquid ${ }^{4} \mathrm{He}$ in 1908 reaching the temperature of 4 K . Nowadays, helium is still the only known substance which is liquid at the temperature of a few Kelvin and this makes it the most optimal coolant currently available. For instance, it is used to cool down magnets, making possible the engeneering applications of superconductivity, or to refrigerate infrared detectors for astrophysical purposes. Always in Onnes experiments, a critical temperature $T_{\mathrm{c}}$ was then identified at about $2 K$, corresponding to a peak in the specific heat of liquid helium, and for this reason named $T_{\mathrm{c}}=T_{\lambda}$, or "lambda point". It became clear that below such temperature, which is actually a critical line in the pressure-temperature phase diagram, a trasformation in the liquid takes place. The new phase was called phase II of liquid helium ${ }^{4} \mathrm{He}$, to distinguish it from the standard liquid helium (phase I). One of the peculiarities of liquid helium II is the ability to flow without viscous dissipation and it was discovered in 1938 by Kapitza [106] and Allen [1], who coined the name superfluidity to describe that. The phase diagram of helium is displayed in Fig.1.1 left, while the lambda point in the specific heat is shown in Fig.1.1 right. The power law behavior of the specific heat, including the value of the power ( $\sim 0.012$ [143]) and the pre-factors for $T \rightarrow T_{\lambda}^{+}$and $T \rightarrow T_{\lambda}^{-}$are in good agreement with the theoretical predictions for the three-dimensional XY model universality class (described by the 2components " $\lambda-\phi^{4}$ " theory), obtained with the renormalization group analysis [100]. This indication suggests indeed the existence of an order parameter that acquires a
non-zero value at the transition to a superfluid state. Such parameter could be thought locally as the macroscopic wavefunction of a Bose-Einstein condensate (see the next sections of this chapter), although it must be stressed that such analogy cannot be exact, given the much stronger interparticle interaction in liquid helium with respect to a dilute bosonic gas.

Subsequent experiments investigated the response of the phase II of liquid helium when subjected to external rotation, which inspired the theories about the quantization of circulation and the existence of quantum vortices by Onsager [166] and Feynman [63], confirmed by the first observation of circulation quanta by Vinen in 1961 [238]. The dynamics of these quantum vortices, largely described throughout this manuscript, is at the basis of the complex phenomenon of quantum turbulence [170,236]. On the one hand, since quantum vortices break the superfluidity, quantum turbulence is a limitation for the capability of liquid helium to achieve ideal heat transfer in the engeneering applications. On the other hand it is an intriguing complex framework where the universal properties of turbulence can be tested and new non-linear physics can emerge. These are the general motivations for which nowadays superfluid helium is still studied.

Some of the most important facilities in which quantum turbulence in superfluid helium is studied today are the Guo Cryogenics Lab in Florida [94], the Cryogenic Division of the University of Tsukuba in Japan [47] and the Czech Cryogenic Turbulence Facility in Czech Republic [48]. Moreover we mention the Low Temperature Physics department of Lancaster University [146] in UK, where superfluid ${ }^{3} \mathrm{He}$ is produced and studied, and the CEA Grenoble Helium Infrastructures in France [86], where the large Von Karman experiment SHREK is settled [195].

### 1.1.1 Landau two-fluid model

The first phenomenological theory of superfluid helium at temperatures below the critical point (but still finite), is the so-called two-fluid model and it is due to Landau [139, 140]. In this model, superfluid helium is thought as composed by an immiscible mixture of two components, a normal (viscous) fluid and an inviscid superfluid that does not carry any heat. Each of the two components of the fluid is characterized by its own velocity ( $v_{\mathrm{n}}$ and $v_{\mathrm{s}}$ ) and density ( $\rho_{\mathrm{s}}$ and $\rho_{\mathrm{n}}$ ), so that the total density of the fluid is given by $\rho=\rho_{\mathrm{s}}+\rho_{\mathrm{n}}$. The densities of the two components depend non-linearly on the temperature, such that close to the absolute zero only the superfluid survives. The temperature dependence of the superfluid and normal components of liquid ${ }^{4} \mathrm{He}$ II are displayed in Fig.1.2 left. The existence of two different contribution to the fluid density was demonstated experimentally by Andronikashvili in 1946 [66]. He measured the precession frequency of a stack of closely spaced disks immersed inside superfluid helium, which classically is expected to depend on the fluid density via an effective inertia induced by viscous drag. However, he was able to show that only a fraction of the liquid helium did contribute to the inertia, and the other did not. Note that close to the transition temperature, the superfluid component vanishes as $n_{\mathrm{s}} \sim\left(T_{\mathrm{c}}-T\right)^{0.67}$, which is again compatible with the universality class of the three-dimensional XY


Figure 1.2. (left) Temperature dependence of the normal fluid fraction $n_{\mathrm{n}}=\rho_{\mathrm{n}} / m_{\mathrm{He}}$ and the superfluid fraction $n_{\mathrm{s}}=\rho_{\mathrm{s}} / m_{\mathrm{He}}$ in liquid helium II ( $m_{\mathrm{He}}$ is the mass of a ${ }^{4} \mathrm{He}$ atom). (right) Excitation spectrum in liquid helium II. Figures taken from [225], to which we refer for further details.
model.
The equations of motion of the two-fluid model in the Landau formulation are the following:

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\nabla \cdot\left(\rho_{\mathrm{s}} v_{\mathrm{s}}+\rho_{\mathrm{n}} v_{\mathrm{n}}\right) & =0  \tag{1.1}\\
\frac{\partial(s \rho)}{\partial t}+\nabla \cdot\left(\rho s v_{\mathrm{n}}\right) & =0  \tag{1.2}\\
\frac{\partial v_{\mathrm{n}}}{\partial t}+\left(v_{\mathrm{n}} \cdot \nabla\right) v_{\mathrm{n}} & =-\frac{1}{\rho} \nabla p-\frac{\rho_{\mathrm{s}}}{\rho_{\mathrm{n}}} s \nabla T+\frac{\eta}{\rho_{\mathrm{n}}} \nabla^{2} v_{\mathrm{n}}  \tag{1.3}\\
\frac{\partial v_{\mathrm{s}}}{\partial t}+\left(v_{\mathrm{s}} \cdot \nabla\right) v_{\mathrm{s}} & =-\frac{1}{\rho} \nabla p+s \nabla T \tag{1.4}
\end{align*}
$$

where $s$ is the entropy, $p$ is the pressure and $\eta$ is the normal fluid dynamic viscosity. Equations (1.1) and (1.2) are respectively the conservation of mass and entropy, from which it is explicit that the entropy is transported by the normal fluid. Equations (1.3) and (1.4) are respectively the transport equation of the normal component and of the superfluid component. In absence of a temperature gradient these last are nothing but a Navier-Stokes equation and an Euler (inviscid) equation. Note that the two-fluid model is in principle valid for small velocities and does not account for the presence of quantum vortices [16].
A peculiar consequence which can be easily inferred from the two-fluid model is the existence of a non-dispersive wave equation for temperature perturbationss. The propagation of temperature waves is known as second sound and it is still at the basis of a technique to measure the flow properties in superfluid helium experiments [16, 56]. Another kind of flow, specific of superfluid systems and predicted by the two-fluid model, is the thermal counterflow. Consider a superfluid container with a heat source placed at one closed end. The normal component of the fluid carries the heat away
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from the source with an average speed $v_{\mathrm{n}}=q / \rho s T$, where $q$ is the heat flux and $T$ the temperature of the heater. A counterflow arises because, in order to conserve the mass, the superfluid component $v_{s}$ has to flow in the opposite verse with respect to the normal one, namely towards the source [140]. Turbulence in counterflows can arise because of a mutual friction force between the two fluids (not included in the original version of the two-fluid model), resulting in a complex tangle of quantized vortices, sustained by the counterflow itself [234].

In the Landau picture, superfluidity is the consequence of a gap in the spectrum of the collective excitations of the fluid, with no actual notion of Bose-Einstein condensation. In particular, the normal fluid is constituted by an ensamble of thermal excitations (or quasiparticles) with energy $\epsilon_{p}$ and momentum $p$. If the normal fluid fraction is so low that viscous effects are negligible, an object moving through the fluid would experience no drag, unless its velocity is larger than a critical value. The argument that predicts the existence of such critical velocity, known as Landau criterion, is the following. Consider a superfluid flowing in a pipe with velocity $\boldsymbol{v}_{\mathrm{s}}$. The superfluidity is broken if an excitation is created as a consequence of the interaction between the fluid and the walls of the pipe: such quasiparticle would be responsible for dissipation, carrying away energy from the fluid. Since $\epsilon_{p}>0$ and $p$ are the energy and the momentum of the excitation in the superfluid reference frame, one can simply apply a Galileian transformation to compute the energy of the quasiparticle in the pipe reference frame:

$$
\begin{equation*}
\epsilon_{p}^{\prime}=\epsilon_{p}+p \cdot v_{s} . \tag{1.5}
\end{equation*}
$$

The creation of an excitation happens if it is an energetically favourable process, namely if the quantity (1.5) is negative. This implies a kinematic constraint to the superfluid velocity. In particular, above the critical value

$$
\begin{equation*}
v_{\mathrm{C}} \sim \min _{p}\left(\epsilon_{p} /|\boldsymbol{p}|\right), \tag{1.6}
\end{equation*}
$$

the generation of an excitation is possible and the superfluidity is broken, but if the fluid moves with a velocity smaller than (1.6), it does not dissipate energy and in principle can flow forever. From this simple argument it is evident how the functional form of the fluid excitations dispersion relation $\epsilon_{p}$ plays a crucial role for the emergence of a superfluid behaviour. In particular, if one considers a system composed of free particles (with $\epsilon_{p} \propto p^{2}$ ) the critical velocity is zero, meaning that a superfluid state is impossible (although Bose-Einstein condensation can happen, as described in section 1.2). In this sense, the presence of some non-linearity (i.e. interaction among the atoms) is necessary to develop a superfluid state [176]. In the case of liquid helium II the excitations are phonons at low momentum (with a linear dispersion relation) and free particles at high momentum. Between the two behaviours, the excitations spectrum shows a minimum and the quasiparticles in this range are known as rotons. The dispersion relation of helium II excitations, which can be measured using neutron scattering [3], is shown in Fig.1.2 right. One of the main differences between a weakly interacting Bose-Einstein condensate and liquid helium is indeed that in the former case the roton minimum is
absent, and thus the Landau critical velocity is just the speed of sound ${ }^{1}$. Finally, we stress that although the mechanism enlighted by Landau is ultimately correct, the actual critical velocity for breaking the superfluidity is different from the one associated to this roton minimum. Indeed, the superfluidity breaking is often accompanied by the emission of quantized vortices, which are collective topological structures not encoded in the helium quasiparticle spectrum. Instead, they are naturally reproduced by a standard mean field approach for modeling a dilute Bose-Einstein condensate. One of the goals of this chapter is indeed to show that such mean field approach is actually sufficient to catch the fundamental features of a superfluid like liquid helium II and in particular the hydrodynamical behaviour of quantum vortices.

### 1.2 Bose-Einstein condensation in an ideal boson gas

Starting from this section we focus on the discussion of the phenomenon of BoseEinstein condensation and the properties of the Gross-Pitaevskii model. In order to understand the mechanism of Bose-Einstein condensation we can consider the simplest case of a homogeneous three-dimensional bosonic gas of particle density $n$. There is a simple argument which is rather useful to visualize the intuition behind BEC. We assume the statistical mechanical definiton of thermal energy as average kinetic energy

$$
\begin{equation*}
\frac{1}{2} m\left\langle v^{2}\right\rangle=\frac{3}{2} \mathrm{k}_{\mathrm{B}} T, \tag{1.7}
\end{equation*}
$$

where $m$ is the boson mass, $v$ its velocity, $T$ is the temperature and $\mathrm{k}_{\mathrm{B}}$ is the Boltzmann constant. Combining Eq. (1.7) with the usual definition of the de-Broglie wavelength $\lambda_{\mathrm{dB}}=h / p=h / m v$ (i.e. the wavelenght associated with a quantum particle of momentum $p$ ), we get

$$
\begin{equation*}
\lambda_{\mathrm{dB}}(T)=\frac{h}{\sqrt{3 m \mathrm{k}_{\mathrm{B}} T}}, \tag{1.8}
\end{equation*}
$$

which represents the average de Broglie wavelength of the gas at a temperature $T$ and it is related to the distance at which the system shows quantum correlation. When the temperature is low enough, then $\lambda_{\mathrm{dB}}(T)$ becomes of the same order of the average interatomic distance $\ell=n^{-1 / 3}$, and the quantum collective behaviour of the condensed system becomes evident on a large scale. Indeed, a rough estimate of the critical temperature of the BEC transition can be obtained imposing $\lambda_{\mathrm{dB}}\left(T_{\mathrm{c}}\right)=\ell$, which implies

$$
\begin{equation*}
T_{\mathrm{c}}=\frac{4 \pi \hbar^{2}}{3 m \mathrm{k}_{\mathrm{B}}} n^{\frac{2}{3}} . \tag{1.9}
\end{equation*}
$$

The estimation (1.9) predicts the same dependence on all the physical quantities $n, m$, $\mathrm{k}_{\mathrm{B}}, \hbar$ of the full statistical mechanics treatment (1.28) discussed in detail in the next section, although the numerical prefactor is not accurate. This simple argument is

[^0]also a qualitative justification for describing the condensate by using a macroscopic wavefunction containing all the collective informations of the system. In section 1.3 we will formalize this concept introducing the Gross-Pitaevskii model, which is the main theoretical framework in which the results of this Thesis have been achieved.

### 1.2.1 Statistichal mechanics of a 3D gas of free bosons

Following a more precise statistical mechanical approach, we consider the gas made of $N$ free bosons with integer spin $s$, without external confining potential or mutual interaction [176]. It is an idealized picture, not really experimentally achievable, but it is useful to point out the main concepts. We consider the gas in a cubic box of side length $L$ and with periodic boundary conditions. The single-particle energy is the energy of a free particle

$$
\begin{equation*}
E_{k}=\frac{p_{k}^{2}}{2 m}=\frac{\hbar^{2} k^{2}}{2 m}, \tag{1.10}
\end{equation*}
$$

where $\boldsymbol{p}_{k}=\hbar \boldsymbol{k}$ is the eigenvalue of the momentum in Fourier space and $p_{k}=\hbar k=\hbar|\boldsymbol{k}|$ its modulus. In the grand-canonical ensemble of statistical mechanics the system is described by the grand-canonical partition function

$$
\begin{equation*}
\mathscr{Q}(T, z)=\sum_{N=0}^{\infty} z^{N} \mathscr{L}_{N}(T) \quad \text { with } \quad z=e^{\frac{\mu}{k_{B} T}}, \tag{1.11}
\end{equation*}
$$

where we have defined the fugacity $z$ as the exponential of the chemical potential $\mu$, namely the energy needed to add a boson to the system. The fugacity weights the canonical partition functions $\mathscr{L}_{N}$ for each fixed number of particles $N$ :

$$
\begin{equation*}
\mathscr{Z}_{N}(T)=\left[\sum_{\left\{n_{k}\right\}} e^{-\sum_{k} \frac{n_{k} E_{k}}{k_{B} T}}\right]^{2 s+1}, \tag{1.12}
\end{equation*}
$$

where $2 s+1$ is the degeneration related to the spin $s$, and the sum $\sum_{\left\{n_{k}\right\}}$ runs over all the possible sets of the occupation numbers $n_{k}$ associated to each energy level $E_{k}$ (i.e. all configurations), with the constraint of fixed number of particles

$$
\begin{equation*}
\sum_{k} n_{k}=N . \tag{1.13}
\end{equation*}
$$

The Boltzmann weight depends on the total energy of the system $\sum_{k} n_{k} E_{k}$, for each configuration. Since we are summing also over $N$ in (1.11), we can neglect the constraint (1.13) and just sum, for each $k$, over a mute index $n$ running from 0 to $\infty$ :

$$
\begin{equation*}
\mathcal{Q}(T, z)=\left\{\prod_{k} \sum_{n=0}^{\infty}\left(z e^{-\frac{E_{k}}{K_{B} T}}\right)^{n}\right\}^{2 s+1} . \tag{1.14}
\end{equation*}
$$

It is easier to work with the logarithm of $\mathscr{Q}$, so that the series inside (1.14) is just a geometrical series:

$$
\begin{equation*}
\log \mathscr{Q}(T, z)=(2 s+1) \sum_{k} \log \left[\frac{1}{1-z e^{-\frac{E_{k}}{k_{B} T}}}\right] \tag{1.15}
\end{equation*}
$$

The last expression is all we need to derive the thermodynamical properties of the system. Inside the periodic box, momenta are discretized as

$$
\begin{equation*}
k=\frac{2 \pi}{L} j \quad \text { with } \quad j=\left(j_{1}, j_{2}, j_{3}\right) \in \mathbb{Z}^{3} \tag{1.16}
\end{equation*}
$$

so that in 3D the sum over momentum configurations is a sum over integer numbers

$$
\begin{equation*}
\sum_{k} \equiv \sum_{j}=\sum_{j_{1=-\infty}}^{\infty} \sum_{j_{2=-\infty}}^{\infty} \sum_{j_{3=-\infty}}^{\infty} \tag{1.17}
\end{equation*}
$$

and the grand-canonical potential reads

$$
\begin{equation*}
\log \mathcal{Q}(T, z)=-(2 s+1) \sum_{j} \log \left[1-z e^{-\frac{1}{2 m k_{\mathrm{B}} T} \sum_{i=1}^{3}\left(\frac{2 \pi h_{i}}{L}\right)^{2}}\right] \tag{1.18}
\end{equation*}
$$

The average number of bosons $N$ can be easily computed in this ensemble, just deriving the expression (1.18) with respect to $\log z$

$$
\begin{equation*}
N(T, z)=\frac{\partial \log \mathscr{Q}}{\partial \log z}=\sum_{j} n_{B}(k ; T, z), \tag{1.19}
\end{equation*}
$$

where $n_{B}(k ; T, z)$ is the boson density in momentum space

$$
\begin{equation*}
n_{B}(k ; T, z)=\frac{(2 s+1)}{z^{-1} e^{\frac{E_{k}}{k_{B} T}}-1}=\frac{(2 s+1)}{e^{\frac{E_{k}-\mu}{k_{B} T}}-1} . \tag{1.20}
\end{equation*}
$$

We express Eq. (1.19) separating the total number of bosons in the fundamental quantum state (associated to the lowest energy level $E_{0}=0$ ) from the bosons in the other states, constituting the thermal component $N_{T}$ of the gas:

$$
\begin{equation*}
N=N_{0}+N_{T} . \tag{1.21}
\end{equation*}
$$

Indeed, if we now perform the thermodynamic limit $L \rightarrow \infty$, we can convert sums inside (1.19) into integrals and compute them, but only if the boson density (1.20) is a continuous function. In a moment we will see that this is not the case, because the occupation number of the ground state $N_{0}=n_{B}(k=0 ; T, z)$ diverges below a critical temperature $T_{\mathrm{c}}$. Such behaviour is precisely the BEC transition we are looking for. We can see this fact explicitely (fixing the spin $s=0$ for the sake of simplicity): in the
thermodynamic limit, the occupation number of the zero-mode is still

$$
\begin{equation*}
\lim _{L \rightarrow \infty} N_{0}(T, z)=\frac{1}{z^{-1} e^{\frac{E_{0}}{\mathrm{~K}_{\mathrm{B}} T}}-1}=\frac{1}{e^{\frac{E_{0}-\mu}{\mathrm{k}_{\mathrm{B}} T}}-1} \tag{1.22}
\end{equation*}
$$

while $N_{T}$ becomes

$$
\begin{equation*}
\lim _{L \rightarrow \infty} N_{T}(T, z)=\left(\frac{L}{2 \pi}\right)^{3} \int n_{B}(\boldsymbol{k} ; T, z) \mathrm{d} \boldsymbol{k}=\left(\frac{L}{\lambda_{T}}\right)^{3} \operatorname{Li}_{\frac{3}{2}}(z) \tag{1.23}
\end{equation*}
$$

where we have introduced the thermal wavelength

$$
\begin{equation*}
\lambda_{T}=\sqrt{\frac{2 \pi \hbar^{2}}{m \mathrm{k}_{\mathrm{B}} T}}=\sqrt{\frac{6}{\pi}} \lambda_{\mathrm{dB}}(T) \tag{1.24}
\end{equation*}
$$

and where $\mathrm{Li}_{q}(z)$ is the polylogarithm function, monothonic and convergent for $\operatorname{Re}[z]<$ 1 , defined in general by the integral representation

$$
\begin{equation*}
\mathrm{Li}_{q}(z)=\frac{1}{\Gamma(q)} \int \frac{x^{q-1}}{z^{-1} e^{x}-1} \mathrm{~d} x \tag{1.25}
\end{equation*}
$$

For large temperature, $E_{0}$ and all the other levels are populated by an infinitesimal number of particles (with respect to the total number of particles), so that we have $N \sim N_{T}$. Imposing an infinitesimal boson density for all $\boldsymbol{k}$ we obtain

$$
\begin{equation*}
\lim _{T \rightarrow \infty} n_{B}(\boldsymbol{k} ; T, z)=\frac{1}{z^{-1}-1} \ll 1 \quad \text { iff } \quad z \rightarrow 0 \tag{1.26}
\end{equation*}
$$

In this limit, the polylogarithm is asymptotic to a linear function $\lim _{z \rightarrow 0} \operatorname{Li}_{q}(z)=z$, so we can easily invert the expression for the thermal component (1.23) and derive the dipendence of $\mu$ on the temperature

$$
\begin{equation*}
\mu=-\frac{3}{2} \mathrm{k}_{\mathrm{B}} T \log \left[\frac{m \mathrm{k}_{\mathrm{B}} T}{2 \pi \hbar^{2} n^{\frac{2}{3}}}\right] \tag{1.27}
\end{equation*}
$$

which turns out to be monothonic. Decreasing the temperature, there is a critical point $T_{\mathrm{c}}$ in which the chemical potential vanishes. Note that $\mu$ cannot become positive, otherwise we would have unphysical levels $E_{k}<\mu$ with a negative occupation number. Therefore, the critical point corresponds to the saturation $\mu \rightarrow E_{0}=0$, namely $z \rightarrow$ 1. Looking at the dependence of $N_{0}$ and $N_{T}$ with respect to the chemical potential $\mu=\mathrm{k}_{\mathrm{B}} T \log z$ (see Fig.1.3) we can see that when the saturation happens, the thermal component remains finite, because $\lim _{z \rightarrow 1} \operatorname{Li}_{\frac{3}{2}}(z)=\zeta(3 / 2) \sim 2.612$, where $\zeta(\cdot)$ is the Riemann Zeta function. In particular, it gets a critical value $N_{T}=N_{\mathrm{c}}\left(T, \mu=E_{0}\right)$. Conversely, the occupation number of the ground state $N_{0}$ diverges. It means that the number of particles in the state with $k=0$ is macroscopic, which defines the condensation phenomenon for an ideal Bose gas. Note that the function $\operatorname{Li}_{\frac{3}{2}}(z)$ is


Figure 1.3. Bose-Einstein condensation for an ideal boson gas. (left) Occupation number of the thermally excited states (solid blue line) and occupation number of the ground state $N_{0}$ (dashed orange line) as a function of the chemical potential. The intersection of the dotted gray lines indicates the critical point, with the saturated chemical potential $\mu=E_{0}$ and the corresponding finite critical occupation number $N_{\mathrm{c}}$. (right) Condensate fraction as a function of the temperature. We refer to [176] for an exhaustive treatment of the problem.
nothing but the phase-space density $\mathscr{D}=\left(N_{T} / L^{3}\right) \lambda_{T}^{3}$, which represents the number of particles that occupy a cube of side equal to the thermal wavelength $\lambda_{T}$. The signature of Bose-Einstein condensation is indeed its saturation (at the critical point) to the constant value $\sim 2.612$. The critical temperature can be obtained imposing $N=N_{\mathrm{c}}\left(T, \mu=E_{0}\right)$ with the saturated chemical potential:

$$
\begin{equation*}
T_{\mathrm{c}}=\frac{2 \pi \hbar^{2}}{\mathrm{k}_{B} m}\left(\frac{n}{\zeta\left(\frac{3}{2}\right)}\right)^{\frac{2}{3}} \tag{1.28}
\end{equation*}
$$

where $n=N / L^{3}$, the gas density, an intensive parameter which remains finite in the thermodynamic limit. Decreasing the temperature below $T_{\mathrm{c}}$ the fugacity is always 1, but the condition $N=N_{T}$ is not valid anymore, because an increasing number of particles starts to fill the ground state, populating the condensate. Inverting the Eq. (1.21) below $T_{\mathrm{c}}$ we obtain a simple temperature dependence for the condensed fraction

$$
\begin{equation*}
\frac{N_{0}}{N}=1-\left(\frac{T}{T_{\mathrm{c}}}\right)^{\frac{3}{2}} \tag{1.29}
\end{equation*}
$$

from which we see that when $T=0$ all the particles are in a condensate state. The formula (1.28) can be inverted and tell what is critical density $n_{c}$ for which BEC occurs at any fixed temperature ${ }^{2}$.

[^1]
## 1 Superfluidity and Bose-Einstein condensation

We can characterize further the BEC phase transition cosidering the total energy of the system in the thermodynamic limit:

$$
\begin{equation*}
\lim _{L \rightarrow \infty} E(T, z)=N_{0} E_{0}+\left(\frac{L}{2 \pi}\right)^{3} \int E_{k} n_{B}(\boldsymbol{k} ; T, z) \mathrm{d} \boldsymbol{k} . \tag{1.30}
\end{equation*}
$$

For $T \rightarrow \infty\left(\operatorname{Li}_{\frac{3}{2}}(z) \sim z\right)$, quantum effects are negligible and in fact Eq. (1.30) gives the usual equipartition law for an ideal classical gas

$$
\begin{equation*}
\lim _{L \rightarrow \infty} E=\frac{3}{2} \mathrm{k}_{\mathrm{B}} T \frac{L^{3}}{\lambda_{T}^{3}} \operatorname{Li}_{\frac{5}{2}}(z) \underset{T \gg T_{\mathrm{c}}}{\longrightarrow} \frac{3}{2} N \mathrm{k}_{\mathrm{B}} T, \tag{1.31}
\end{equation*}
$$

so that the the thermal capacity at fixed volume and number of particles tends to a constant

$$
\begin{equation*}
C_{V}=\left(\frac{\partial E}{\partial T}\right)_{L, N}=\frac{15}{4} \frac{L^{3}}{\lambda_{T}^{3}} \mathrm{k}_{\mathrm{B}} \operatorname{Li}_{\frac{5}{2}}(z)-\frac{9}{2} \frac{\operatorname{Li}_{\frac{3}{2}}(z)}{\operatorname{Li}_{\frac{1}{2}}(z)} \underset{T \gg T_{\mathrm{c}}}{ } \frac{3}{2} N \mathrm{k}_{\mathrm{B}}=\text { cost. } \tag{1.32}
\end{equation*}
$$

Instead, below the critical temperature $T<T_{c}\left(\operatorname{Li}_{q}(z=1)=\zeta(q)\right)$ energy decreases more rapidly when the temperature is decreased:

$$
\begin{equation*}
\lim _{L \rightarrow \infty} E=\frac{3}{2} \mathrm{k}_{\mathrm{B}} T \frac{L^{3}}{\lambda_{T}^{3}} \zeta\left(\frac{5}{2}\right) \tag{1.33}
\end{equation*}
$$

and therefore the thermal capacity is not constant

$$
\begin{equation*}
C_{V}=\left(\frac{\partial E}{\partial T}\right)_{L, N}=\frac{15}{4} \frac{L^{3}}{\lambda_{T}^{3}} \mathrm{k}_{\mathrm{B}} \zeta\left(\frac{5}{2}\right) \tag{1.34}
\end{equation*}
$$

From these limits it is evident that the thermal capacity of the system is a continuous function of the temperature, but its derivative must be discontinuous at the point $T=T_{\mathrm{c}}$.

In figure 1.4 we have reported a visualization of the peak forming in the momentum distribution across the transition temperature. It refers to one of the first experimental realization of BEC transition in an ultracold atomic gas, which dates back to 1996 [59]. For completeness, we must notice that in the context of cold atoms experiments, the actual systems in which a BEC state is achievable are not free gases but rather confined ones. In the case of trapped gases, the argument followed in this section is still valid, but with some technical differences due to the fact that the eigenstates of the Hamiltonian are affected by the shape of the trap [50]. For instance, a harmonic trap can be realized using lasers or magnetic fields, producing the quantum harmonic oscillator single-particle energy levels

$$
\begin{equation*}
E_{n_{x} n_{y} n_{z}}=\left(\frac{1}{2}+n_{x}\right) \hbar \omega_{x}+\left(\frac{1}{2}+n_{y}\right) \hbar \omega_{y}+\left(\frac{1}{2}+n_{z}\right) \hbar \omega_{z}, \quad n_{x}, n_{y}, n_{z} \in \mathbb{N} \tag{1.35}
\end{equation*}
$$



Figure 1.4. Transition to the state of Bose-Einstein condensate as the temperature is decreased. The upper row shows visualization of the momentum distributions, taken in the JILA experiments [59]. The lower row displays schematically the distribution of particles in the trap and the condensation to the lowest particle state. Image taken from [223].
so that the exponent of the temperature dependence of the condensate fraction eventually changes

$$
\begin{equation*}
\frac{N_{0}}{N}=1-\left(\frac{T}{T_{\mathrm{c}}}\right)^{3} \tag{1.36}
\end{equation*}
$$

and other next order corrections for finite size systems can also arise [50].

### 1.2.2 Condensation in 2D as a finite size effect

We finally give a short remark on condensation in the two-dimensional case, which in principle is formally prevented bacause of the Mermin-Wagner-Hohenberg theorem [99, 154], although it can be recovered as a finite size effect ${ }^{3}$. We consider the phasespace density of a non-interacting Bose gas in 2D:

$$
\begin{equation*}
\mathscr{D}=\frac{N_{T}}{L^{2}} \lambda_{T}^{2}=\int_{0}^{\infty} \frac{1}{z^{-1} e^{x}-1} \mathrm{~d} x=-\ln (1-z) \tag{1.37}
\end{equation*}
$$

As opposed to the 3D case, we see from Eq. (1.37) that at any non-zero temperature the value of the chemical potential $\mu=\mathrm{k}_{\mathrm{B}} T \ln \left(1-e^{-\mathscr{D}}\right)$ is always strictly negative. This means that arbitrarily small thermal fluctuations are sufficient to prevent the divergence of the occupation number of the fundamental level, i.e. condensation does not occur. The reason of such behaviour is actually a deeper and more general result due to Mermin, Wagner [154] and Hohenberg [99]. Their theorem states that in a system with short-range interactions the emergence of a true long range order (which is the result of a spontaneous breaking of a continuous symmetry) is prevented in dimensions $D \leq 2$. As we will see in the next section, for a weakly interacting bosonic system the order parameter is the macroscopic complex wavefunction of the bosons in the fundamental state and the broken symmetry associated to condensation is the $U(1)$ invariance (multiplication of the wavefunction by a global phase factor). In $2 D$, the long range order is destroyed by the long wavelength thermal fluctuations, whose correlator has a logarithmically divergent infrared contribution [172]. Now, the Mermin-Wagner-Hohenberg theorem is valid in the thermodynamic limit, where the system size $L$ is infinite. However, if $L$ is finite, condensation can still occur as a finite size effect. Indeed, one can consider the first order correlation function of an ideal Bose gas, which shows an exponential decay at large scales [95]:

$$
\begin{equation*}
g_{1}(r) \propto \int n_{\mathrm{B}}(\boldsymbol{k}) e^{i k \cdot r} \mathrm{~d} \boldsymbol{k} \quad \underset{r \gg \lambda_{T}}{\quad} \quad e^{-r / \ell} \tag{1.38}
\end{equation*}
$$

with the correlation length $\ell \sim \lambda_{T} e^{\mathscr{D} / 2} / \sqrt{4 \pi}$. Thus, since $\ell$ increases when the temperature decreases, at a certain temperature it becomes of the same order of the system size: $\ell \sim L$. At this point the system has an effective long-range correlation and a non-zero condensate $n_{0} \propto \int_{0}^{L} g_{1}(r) \mathrm{d} r>0$ appears accordingly. Of course, such phase

[^2]transition is not a second-order phase-transition stemming from a symmetry breaking mechanism and thus does not contradict the Mermin-Wagner-Hohenberg theorem.

### 1.3 The Gross-Pitaevskii model

So far, we have described the condensation mechanism in the simplest case of noninteracting bosons. But the key point for the emergence of superfluidity is actually the presence of non-linear interactions in the system. In this section we will address a system similar to the one described above, but assuming no constraints on homogeneity and including weak non-linear interactions. We will approach the problem with a different strategy, starting from the Hamiltonian dynamics, and performing a mean field approximation in the second quantization framework [31,50, 176, 193]. Then we will characterize the properties of the model, showing the symmetries and the related conserved quantities. Finally, we will explain the connection with hydrodynamics and the existence of vortex solutions with quantized circulation.

### 1.3.1 Mean field approximation

We start by considering an inhomogeneous gas of $N$ bosons with mass $m$, interacting via a 2-body interaction $V_{\text {int }}\left(x_{i}, x_{j}\right)$ in a $D$-dimensional space. If the system is further confined by an external potential $V_{\text {ext }}(x, t)$, which in principle may depend on both space and time, its dynamics is governed by the following $N$-body Schrödinger equation:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Phi\left(x_{1}, \ldots, x_{N} ; t\right)=H_{N} \Phi\left(x_{1}, \ldots, x_{N} ; t\right) \tag{1.39}
\end{equation*}
$$

where $\Phi\left(x_{1}, \ldots, x_{n} ; t\right)$ is the symmetric wavefunction of $N$ bosons:

$$
\begin{equation*}
\Phi\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}, \ldots, x_{N} ; t\right)=\Phi\left(x_{1}, \ldots, x_{j}, \ldots, x_{i}, \ldots, x_{N} ; t\right) \quad \forall i, j \in[1, N] \tag{1.40}
\end{equation*}
$$

and $H_{N}$ is the $N$-body Hamiltonian

$$
\begin{equation*}
H_{N}=\sum_{i=1}^{N}\left[-\frac{\hbar^{2}}{2 m} \nabla_{i}^{2}+V_{\mathrm{ext}}\left(\boldsymbol{x}_{i}, t\right)\right]+\sum_{i<j}^{N} V_{\mathrm{int}}\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right) . \tag{1.41}
\end{equation*}
$$

In general, such equation is impossible to solve for large $N$ and therefore it is necessary to impose some approximations. Adopting the second quantization formalism, we substitute the wavefunction $\Phi\left(x_{1}, \ldots, x_{n} ; t\right)$, which depends on $N D$ spatial coordinates, by the boson field operator $\hat{\Psi}(x, t)$ (in the Heisenberg representation) which instead depends only on $D$ spatial coordinates. The field operator $\hat{\Psi}(x, t)$ and its Hermitian conjugate $\hat{\Psi}^{\dagger}(x, t)$ respectively annihilate and create a particle at the position $x^{4}$ :

$$
\begin{equation*}
\hat{\Psi}^{\dagger}\left(x_{i}, t\right)\left|\{x\}_{N_{B}}\right\rangle=\left|\{x\}_{N_{B}}, x_{i}\right\rangle, \quad \hat{\Psi}\left(x_{i}, t\right)\left|\{x\}_{N_{B}}, x_{i}\right\rangle=\left|\{x\}_{N_{B}}\right\rangle, \tag{1.42}
\end{equation*}
$$

[^3]where $\left|\{x\}_{M}\right\rangle$ is the quantum state populated by $N_{B}$ bosons labeled by their position. The standard bosonic commutation relations at fixed time hold:
\[

$$
\begin{align*}
{\left[\hat{\Psi}(x, t), \hat{\Psi}^{\dagger}\left(x^{\prime}, t\right)\right] } & =\delta\left(x-x^{\prime}\right) \\
{\left[\hat{\Psi}(x, t), \hat{\Psi}\left(x^{\prime}, t\right)\right] } & =0  \tag{1.43}\\
{\left[\hat{\Psi}^{\dagger}(x, t), \hat{\Psi}^{\dagger}\left(x^{\prime}, t\right)\right] } & =0 \tag{1.44}
\end{align*}
$$
\]

and the Hamiltonian operator is therefore given by

$$
\begin{align*}
\hat{H} & =\int \hat{\Psi}^{\dagger}(x, t)\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{ext}}(x, t)\right] \hat{\Psi}(x, t) \mathrm{d} x+  \tag{1.45}\\
& +\frac{1}{2} \int \hat{\Psi}^{\dagger}(x, t) \hat{\Psi}^{\dagger}\left(x^{\prime}, t\right) V_{\mathrm{int}}\left(x-x^{\prime}\right) \hat{\Psi}(x, t) \hat{\Psi}\left(x^{\prime}, t\right) \mathrm{d} x \mathrm{~d} x^{\prime}
\end{align*}
$$

where we also assumed translational symmetric interaction, so that $V_{\text {int }}$ depends only on $\left(x-x^{\prime}\right)$. The corresponding evolution equation for the field $\hat{\Psi}(x, t)$ is then the Heisenberg equation

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \hat{\Psi}(x, t) & =[\hat{\Psi}, \hat{H}]=  \tag{1.46}\\
& =\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{ext}}(x, t)+\int \hat{\Psi}^{\dagger}\left(x^{\prime}, t\right) V_{\mathrm{int}}\left(x-x^{\prime}\right) \mathrm{d} x^{\prime} \hat{\Psi}\left(x^{\prime}, t\right)\right] \hat{\Psi}(x, t)
\end{align*}
$$

In general, the field operator can be decomposed as

$$
\begin{equation*}
\hat{\Psi}(x, t)=\sum_{\alpha} \Psi_{\alpha}(x, t) \hat{a}_{\alpha} \tag{1.47}
\end{equation*}
$$

where $\Psi_{\alpha}(x, t)$ are the single-particle wavefunctions associated with each bosonic operator $\hat{a}_{\alpha}$. The action of the operator $\hat{a}_{\alpha}$ is to annihilate a particle in the $\alpha$-state. Indeed, $\hat{a}_{\alpha}$ and its Hermitian conjugate $\hat{a}_{\alpha}^{\dagger}$ (the creation operator) are defined in the Hilbert-Fock space through the relations:

$$
\begin{align*}
& \hat{a}_{\alpha}^{\dagger}\left|N_{0}, \ldots, N_{\alpha}, \ldots\right\rangle=\sqrt{N_{\alpha}+1}\left|N_{0}, \ldots, N_{\alpha}+1, \ldots\right\rangle  \tag{1.48}\\
& \hat{a}_{\alpha}\left|N_{0}, \ldots, N_{\alpha}, \ldots\right\rangle=\sqrt{N_{\alpha}}\left|N_{0}, \ldots, N_{\alpha}-1, \ldots\right\rangle \tag{1.49}
\end{align*}
$$

where $N_{\alpha}$ is the number of particle in the $\alpha$-state, i.e. the eigenvalue of the number operator $\hat{N}_{\alpha}=\hat{a}_{\alpha}^{\dagger} \hat{a}_{\alpha}$. The commutation relations must be:

$$
\begin{equation*}
\left[\hat{a}_{\alpha}, \hat{a}_{\beta}^{\dagger}\right]=\delta_{\alpha, \beta}, \quad\left[\hat{a}_{\alpha}, \hat{a}_{\beta}\right]=0, \quad\left[\hat{a}_{\alpha}^{\dagger}, \hat{a}_{\beta}^{\dagger}\right]=0 \tag{1.50}
\end{equation*}
$$

At low temperatures, when the Bose-Einstein condensation occurs, a large number of bosons occupies the fundamental state $\left|N_{0}\right\rangle$, so that $N_{0} \gg 1$. As a consequence, the action of the creation operator $\hat{a}_{0}^{\dagger}$ and the annihilation operator $\hat{a}_{0}$ is the same and is
negligible, so they can be treated as c-numbers:

$$
\begin{equation*}
\hat{a}_{0} \simeq \hat{a}_{0}^{+} \simeq \sqrt{N}_{0} \tag{1.51}
\end{equation*}
$$

In other words, since $N_{0} \gg 1$, adding a particle to the condensate does not change the physical properties of the system, and the states $\left|N_{0}+1\right\rangle \propto \hat{a}_{0}^{\dagger}\left|N_{0}\right\rangle$ and $\left|N_{0}-1\right\rangle \propto$ $\hat{a}_{0}\left|N_{0}\right\rangle$ are physically equivalent. If we consider a homogeneous system, namely a bosonic gas of $N$ free particles in a volume $V=L^{3}$ (exactly the same system studied in the first section), condensation implies that the wavefunction of the single-particle state with zero-momentum is $\Psi_{0}=\sqrt{1 / V}$. Therefore, the field operator can be written explicitly as

$$
\begin{equation*}
\hat{\Psi}(x, t)=\Psi_{0} \hat{a}_{0}+\sum_{\alpha \neq 0} \Psi_{\alpha}(x, t) \hat{a}_{\alpha}=\sqrt{\frac{N_{0}}{V}}+\delta \hat{\Psi}(x, t) \tag{1.52}
\end{equation*}
$$

where $\delta \hat{\Psi}(\boldsymbol{x}, t)$ are small quantum fluctuations over the condensate background. Following a perturbative quantum field theory approach one can show that $\delta \hat{\Psi}(x, t)$ is associated, at the first order, to creation and annihilation of excitations known as Bogoliubov pseudoparticles [31].
A more general situation occurs when the configuration $\Psi_{0}(x, t)$ is non-uniform and time-dependent. Then we can write

$$
\begin{equation*}
\hat{\Psi}(x, t)=\sqrt{N_{0}} \Psi_{0}(x, t)+\delta \hat{\Psi}(x, t), \tag{1.53}
\end{equation*}
$$

because of the approximation (1.51), so that the expectation value $\langle\hat{\Psi}(x, t)\rangle$ is different from zero. Indeed, we can define $\langle\hat{\Psi}(x, t)\rangle=\Psi_{0}(x, t) \equiv \psi(x, t)$ and $\left\langle\hat{\Psi}^{\dagger}(x, t)\right\rangle=$ $\Psi_{0}^{*}(\boldsymbol{x}, t) \equiv \psi^{*}(\boldsymbol{x}, t)$, where $\psi(x, t)$ is the complex non-zero order parameter of the BEC transition. If we consider the average $\langle\hat{\Psi}(x, t)\rangle$ over stationary states evolving with the phase factor $e^{-i \frac{E\left(N_{0}\right) t}{h}}$, we get the following time evolution for the order parameter:

$$
\begin{equation*}
\psi(\boldsymbol{x}, t)=e^{-i \frac{E\left(N_{0}\right)-E\left(N_{0}-1\right)}{h} t} \psi(\boldsymbol{x}) \sim e^{-i \frac{\mu}{\hbar} t} \psi(\boldsymbol{x}) \tag{1.54}
\end{equation*}
$$

since $\mu=\partial E / \partial N_{0} \sim E\left(N_{0}\right)-E\left(N_{0}-1\right)$. The fact that the chemical potential replaces the role played by energy in the phase oscillation of quantum steady states is a remarkable evidence of its importance in the physics of Bose-Einstein condensates [176].
The complex function $\psi(x, t)$ is usually referred to as the macroscopic wavefunction of the condensate and, if the distance over which its variations are significant is much smaller than the average distance between particles, we can treat it neglecting the quantum fluctuations $\delta \hat{\Psi}(x, t)$, namely developing a completely classical mean field theory. Indeed, the main semplification with respect to the many-body theory (1.39) from which we started is that now we have a single function describing the collective properties of the condensed system. Note that the norm of such wavefunction represents the number density of condensed bosons $n=|\psi|^{2}$. The classical dynamics of the order parameter can be directly inferred from the full quantum equation (1.46) under
the mean field approximation (1.52), and neglecting the small quantum fluctuations:

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \psi(x, t) & =  \tag{1.55}\\
& =\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{ext}}(x, t)+\int \psi^{*}\left(x^{\prime}, t\right) V_{\mathrm{int}}\left(x-x^{\prime}\right) \psi\left(x^{\prime}, t\right) \mathrm{d} x^{\prime}\right] \psi(x, t)
\end{align*}
$$

If the system is dilute enough, only binary collisions at low energy are relevant and the details of the 2-body interaction are negligible. In this regime, an effective deltapotential which depends on the $s$-wave scattering length $a_{s}$ of bosons can be used:

$$
\begin{equation*}
V_{\mathrm{int}}\left(x-x^{\prime}\right)=g \delta^{d}\left(x-x^{\prime}\right), \quad g=\frac{4 \pi \hbar^{2} a_{s}}{m} \tag{1.56}
\end{equation*}
$$

This actually means that we are implicitely assuming that the scattering volume $\left|a_{s}\right|^{3}$ is much smaller than the specific volume $V / N$ of the system. Thus equation (1.56) reduces to:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(x, t)=\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{ext}}(x, t)+g|\psi(\boldsymbol{x}, t)|^{2}\right] \psi(\boldsymbol{x}, t) \tag{1.57}
\end{equation*}
$$

which is a non-linear Schrödinger equation (NLSE) known as Gross-Pitaevskii equation. It is definitely the main tool for studying the evolution of a dilute inhomogeneous BEC from a macroscopic point of view.

In principle the sign of the interaction term can be either positive or negative, depending on whether the interaction between particles is repulsive ( $a_{s}>0$ ) or attractive $\left(a_{s}<0\right)$. As it will be clear in section 1.3.3, only the first case is physically allowed for Bose-Einstein condensates. It should be noticed that Eq. (1.57) appears also in other completely different physical situations. For instance in non-linear optics (and also generally in applied mathematics), Eq.(1.57) with repulsive interaction is usually referred to as defocusing NLSE because the non-linear repulsion leads to the spreading of the wavefunction when it is concentrated. The opposite effect arises for attractive interaction, where a modulational instability can develop [219]. In this case Eq. (1.57) is also called focusing NLSE.

In the following section we characterize the properties of the GP model, analyzing the symmetries and conserved quantities of the NLSE.

### 1.3.2 Symmetries and conserved quantities

The Gross-Pitaevskii model is a classical field theory equipped with a Hamiltonian structure, as well as with symmetries and conserved quantities that can be elegantly related by means of the Noether theorem [72, 164, 219].

In this section we will adopt the notation $\Psi \longrightarrow \Psi_{a}=\left(\Psi_{1}, \Psi_{2}\right)=\left(\psi, \psi^{*}\right)$ to indicate the two complex conjugate fields, which are nothing but canonical conjugate variables, $\partial \longrightarrow \partial_{\mu}=\left(\partial_{t}, \nabla\right)$ to indicate differentiation in both space and time and $\chi \rightarrow \chi_{\mu}=$ $(t, x)$ as a coordinate over the $(D+1)$ Euclidean spacetime. The Hamiltonian which
describes the system is:

$$
\begin{equation*}
H=\int \mathscr{A}[\Psi(\chi), \nabla \Psi(\chi)] \mathrm{d} x=\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}|\psi|^{4}+V_{\text {ext }}|\psi|^{2}\right) \mathrm{d} x, \tag{1.58}
\end{equation*}
$$

while the Lagrangian can be obtained by an usual Legendre transformation:

$$
\begin{equation*}
L=\int \mathscr{L}[\Psi(\chi), \partial \Psi(\chi)] \mathrm{d} x=\int \frac{i \hbar}{2}\left(\frac{\partial \psi}{\partial t} \psi^{*}-\frac{\partial \psi^{*}}{\partial t} \psi\right) \mathrm{d} x-H . \tag{1.59}
\end{equation*}
$$

Integration over time then gives the Gross-Pitaevskii action:

$$
\begin{align*}
S[\Psi(\chi), \partial \Psi(\chi)] & =\int L[\Psi(\chi), \partial \Psi(\chi)] \mathrm{d} t=  \tag{1.60}\\
& =\int_{\mathscr{D}}\left\{\frac{i \hbar}{2}\left(\frac{\partial \psi}{\partial t} \psi^{*}-\frac{\partial \psi^{*}}{\partial t} \psi\right)-\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}|\psi|^{4}+V_{\mathrm{ext}}\right)\right\} \mathrm{d} \chi,
\end{align*}
$$

where we have explicitated the spacetime domain of the system $\mathscr{D}$. Thus, the GP equation can be rewritten simply as an Euler-Lagrange equation ${ }^{5}$ :

$$
\begin{equation*}
\frac{\delta S}{\delta \psi^{*}}=\frac{\partial \mathscr{B}}{\partial \psi^{*}}-\partial_{\mu} \frac{\partial \mathscr{L}}{\partial \partial_{\mu} \psi^{*}}=0 \quad \rightarrow \quad i \hbar \frac{\partial \psi}{\partial t}=\frac{\delta H}{\delta \psi^{*}} . \tag{1.61}
\end{equation*}
$$

The functional differentiation of $S$ with respect to $\psi$ instead of $\psi^{*}$ just leads to the complex-conjugate of Eq. (1.57).
Now, let $\mathscr{G}$ be a generical Lie group with $N_{\mathscr{G}}$ continuous parameters $\epsilon_{k}$. For small values of the $\epsilon_{k}$ 's it transforms coordinates and fields in the following way

$$
\begin{array}{r}
\tilde{\chi}_{\mu}=\chi_{\mu}+\delta \chi_{\mu} \\
\tilde{\Psi}_{a}(\tilde{\chi})=\Psi_{a}(\chi)+\bar{\delta} \Psi_{a}(\tilde{\chi}), \tag{1.63}
\end{array}
$$

where $\bar{\delta}$ stands for total variation, not only with respect to fields but also with respect to coordinates

$$
\begin{equation*}
\bar{\delta} \Psi_{a}(\tilde{\chi})=\delta \Psi_{a}(\chi)+\left(\partial_{\mu} \Psi_{a}\right) \delta \chi^{\mu} \tag{1.64}
\end{equation*}
$$

The variation of the coordinates $\delta \chi_{\mu}$ and the variation of the fields $\delta \Psi_{a}$ are then defined as

$$
\begin{equation*}
\delta \chi_{\mu} \equiv \sum_{k=1}^{N_{\mathscr{G}}} \epsilon_{k}\left(\delta_{k} \chi_{\mu}\right) \quad \delta \Psi_{a} \equiv \sum_{k=1}^{N_{\mathscr{G}}} \epsilon_{k}\left(\delta_{k} \Psi_{a}\right) . \tag{1.65}
\end{equation*}
$$

All the $\delta_{k} \chi_{\mu}$ and $\delta_{k} \Psi_{a}$ are finite and represent the group generators. Also the domain $\mathscr{D}$ changes into $\tilde{\mathscr{D}}$, and at the first order in $\epsilon$ the Jacobian is $\frac{\partial \tilde{\chi}_{\mu}}{\partial \chi_{\nu}}=\delta_{\mu}^{\nu}+\partial_{\mu} \delta \chi^{\nu}$. If the transformations (1.62) and (1.63) leave the GP action unchanged, the group $\mathscr{G}$ is a

[^4]continuous symmetry of the system. The action $S$ is conserved too, thus we must have ${ }^{6}$ :
\[

$$
\begin{equation*}
\bar{\delta} S=\int_{\mathscr{D}} \bar{\delta} \mathscr{C} \mathrm{d} \chi+\int_{\mathscr{D}} \mathscr{L} \delta(\mathrm{d} \chi)=\int_{\mathscr{D}}\left\{\bar{\delta} \mathscr{C}+\left(\partial_{\mu} \delta \chi^{\mu}\right) \mathscr{L}\right\} \mathrm{d} \chi=0 \quad \forall \mathscr{D} . \tag{1.66}
\end{equation*}
$$

\]

Since the total variation of the Lagrangian density can be calculated as

$$
\begin{align*}
\bar{\delta} \mathscr{L} & =\frac{\partial \mathscr{L}}{\partial \Psi_{a}} \delta \Psi_{a}+\frac{\partial \mathscr{L}}{\partial \partial_{\mu} \Psi_{a}} \delta\left(\partial_{\mu} \Psi_{a}\right)+\left(\partial_{\mu} \mathscr{L}\right) \delta \chi^{\mu}=  \tag{1.67}\\
& =\left(\frac{\partial \mathscr{L}}{\partial \Psi_{a}}-\partial_{\mu} \frac{\partial \mathscr{L}}{\partial \partial_{\mu} \Psi_{a}}\right) \delta \Psi_{a}+\partial_{\mu}\left(\frac{\partial \mathscr{C}}{\partial \partial_{\mu} \Psi_{a}} \delta \Psi_{a}\right)+\left(\partial_{\mu} \mathscr{L}\right) \delta \chi^{\mu},
\end{align*}
$$

Eq. (1.66) becomes

$$
\begin{equation*}
\bar{\delta} S=\int_{\mathscr{D}}\left\{\left(\frac{\partial \mathscr{L}}{\partial \Psi_{a}}-\partial_{\mu} \frac{\partial \mathscr{L}}{\partial \partial_{\mu} \Psi_{a}}\right) \delta \Psi_{a}+\partial_{\mu}\left(\frac{\partial \mathscr{L}}{\partial \partial_{\mu} \Psi_{a}} \delta \Psi_{a}+\mathscr{L} \delta \chi^{\mu}\right)\right\} \mathrm{d} \chi=0 . \tag{1.68}
\end{equation*}
$$

This must hold for all the domains $\mathscr{D}$, thus the integrand itself vanishes. The first term is proportional to the Euler-Lagrange equation, therefore it is zero by definition if $\psi$ solves the GP equation. Then, the condition that an invariance group must satisfy is:

$$
\begin{equation*}
\partial_{\mu}\left(\frac{\partial \mathscr{B}}{\partial \partial_{\mu} \Psi_{a}} \delta \Psi_{a}+\mathscr{L} \delta \chi^{\mu}\right)=0 \tag{1.69}
\end{equation*}
$$

As it is valid for each of the group parameters, Eq. (1.69) eventually leads to the conservation of $N_{\mathscr{G}}$ Noether currents:

$$
\begin{equation*}
\partial_{\mu} j_{k}^{\mu}=0, \quad j_{k}^{\mu}=\left(\frac{\partial \mathscr{L}}{\partial \partial_{\mu} \Psi_{a}} \delta_{k} \Psi_{a}+\mathscr{L} \delta_{k} \chi^{\mu}\right) \tag{1.70}
\end{equation*}
$$

while the associated Noether charges are the following quantities $Q_{k}$, which turn out to be constant in time:

$$
\begin{equation*}
\frac{d Q_{k}}{d t}=0, \quad Q_{k}(t)=\int j_{k}^{0}(x, t) \mathrm{d} x=\int\left(\frac{\partial \mathscr{B}}{\partial \partial_{t} \Psi_{a}} \delta_{k} \Psi_{a}+\mathscr{B} \delta_{k} t\right) \mathrm{d} x . \tag{1.71}
\end{equation*}
$$

This general result allows us to find out conserved quantities associated to the symmetries of the GP equation.

### 1.3.2.1 Global gauge invariance and wave action conservation

Since the only non-linear term of the Gross-Pitaevskii model is $\propto|\psi|^{2}=\psi \psi^{*}$ an evident internal symmetry of the system is the unitary group $U(1)$. Indeed, if we tranform the

[^5]wavefunction as
\[

$$
\begin{equation*}
\tilde{\psi}(\tilde{\boldsymbol{x}}, \tilde{t})=e^{-\frac{i}{\hbar} \varphi} \psi(\boldsymbol{x}, t) \tag{1.72}
\end{equation*}
$$

\]

namely a global phase shift independent of spacetime coordinates, then the GP equation is invariant. Since the infinitesimal transformation is

$$
\begin{equation*}
\tilde{\psi}(x, t)=\psi(x, t)-\varphi \frac{i}{\hbar} \psi(x, t) \tag{1.73}
\end{equation*}
$$

with space and time unchanged $(\delta x=\delta t=0)$, the charge associated to this symmetry is

$$
\begin{equation*}
Q=\frac{i \hbar}{2} \int\left(-\frac{i}{\hbar} \psi^{*} \psi-\frac{i}{\hbar} \psi \psi^{*}\right) \mathrm{d} x \tag{1.74}
\end{equation*}
$$

which is nothing but the conserved normalization of the wavefunction:

$$
\begin{equation*}
N_{0}=\int|\psi|^{2} \mathrm{~d} x=\int n \mathrm{~d} x=\text { cost. } \tag{1.75}
\end{equation*}
$$

It represents the total number of condensed bosons, and it is usually referred to as wave action. From now on, we will omit the subscript " 0 " and we will indicate it just with $N$. As it will be clear in section 1.3.4, the wave action is related to the total mass of the condensate $M=m N$ in the hydrodynamic interpretation of the GP model. The spatial component of the Noether current associated to the $U(1)$ symmetry is the gauge current

$$
\begin{equation*}
j=-\frac{i \hbar}{2 m}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right) \tag{1.76}
\end{equation*}
$$

which leads to the continuity equation

$$
\begin{equation*}
\frac{\partial n}{\partial t}+\nabla \cdot j=0 \tag{1.77}
\end{equation*}
$$

### 1.3.2.2 Time translation invariance and Hamiltonian conservation

If the external potential $V_{\text {ext }}$ is constant in time, there is no explicit time dependence in the action (1.60) and an infinitesimal time shift

$$
\begin{equation*}
\tilde{t}=t+\delta t \tag{1.78}
\end{equation*}
$$

with $\tilde{\boldsymbol{x}}=\boldsymbol{x}$ and $\tilde{\psi}(\tilde{\boldsymbol{x}}, \tilde{t})=\psi(\boldsymbol{x}, t)$ is an external symmetry of the system. In this case the total variation of the field vanishes, and therefore:

$$
\begin{equation*}
\bar{\delta} \Psi_{a}(x, \tilde{t})=\delta \Psi_{a}(x, t)+\partial_{t} \Psi_{a}(x, t) \delta t=0 \quad \rightarrow \quad \delta \Psi_{a}=-\frac{\partial \Psi_{a}}{\partial t} \delta t \tag{1.79}
\end{equation*}
$$

The direct application of Eq. (1.71) leads to the conservation of the Hamiltonian:

$$
\begin{align*}
H & =\int\left\{\frac{i \hbar}{2}\left(\frac{\partial \psi}{\partial t} \psi^{*}-\frac{\partial \psi^{*}}{\partial t} \psi\right)-\mathscr{L}\right\} \mathrm{d} x=\int \mathscr{H}(x, t) \mathrm{d} x=  \tag{1.80}\\
& =\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}|\psi|^{4}+V_{\text {ext }}(x)|\psi|^{2}\right) \mathrm{d} x=\text { cost }
\end{align*}
$$

and the spatial Noether current associated to it, sometimes simply called energy flux density, is

$$
\begin{equation*}
\boldsymbol{q}_{H}=-\frac{\hbar^{2}}{2 m}\left(\frac{\partial \psi}{\partial t} \nabla \psi^{*}+\frac{\partial \psi^{*}}{\partial t} \nabla \psi\right) \tag{1.81}
\end{equation*}
$$

so that the continuity equation for the Hamiltonian density is ${ }^{7}$

$$
\begin{equation*}
\frac{\partial \mathscr{H}}{\partial t}+\nabla \cdot \boldsymbol{q}_{H}=0 . \tag{1.82}
\end{equation*}
$$

### 1.3.2.3 Space translation invariance and momentum conservation

Another external symmetry of the system is the translation of the space coordinates

$$
\begin{equation*}
\tilde{x}=x+\delta x, \tag{1.83}
\end{equation*}
$$

with $\tilde{t}=t$ and $\tilde{\psi}(\tilde{\boldsymbol{x}}, \tilde{t})=\psi(\boldsymbol{x}, t)$. Of course, this transformation leaves the action (1.60) unchanged only if the external potential $V_{\text {ext }}$ is homogeneous in space. As in the case of time translation invariance, the total variation of the fields vanishes:

$$
\begin{equation*}
\bar{\delta} \Psi_{a}(\tilde{x}, t)=\delta \Psi_{a}(x, t)+\nabla \Psi_{a}(x, t) \cdot \delta x=0 \quad \rightarrow \quad \delta \Psi_{a}=-\nabla \Psi_{a} \cdot \delta x \tag{1.84}
\end{equation*}
$$

The associated conserved charge is the total linear momentum of the GP equation:

$$
\begin{equation*}
\boldsymbol{P}=\frac{i \hbar}{2} \int\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right) \mathrm{d} x \tag{1.85}
\end{equation*}
$$

Now, if we define the center of mass of the system as

$$
\begin{equation*}
\boldsymbol{X}_{M}=\frac{1}{N} \int m|\psi|^{2} x \mathrm{~d} x \tag{1.86}
\end{equation*}
$$

and recall the continuity equation (1.77), we get

$$
\begin{align*}
N \frac{\mathrm{~d} \boldsymbol{X}_{M}}{\mathrm{~d} t} & =-\int \frac{i \hbar}{2}\left[\nabla \cdot\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right)\right] x \mathrm{~d} x= \\
& =-\int(\nabla \cdot \boldsymbol{P}) x \mathrm{~d} x=P \tag{1.87}
\end{align*}
$$

[^6]where last equality follows from integration by part, under the assumption that all the fields and their derivatives are periodic or vanish at the boundary of the spatial domain. Thus, Eq. (1.87) tells us that the center of mass of the condensate moves with constant velocity. It is also interesting that the gauge current associated to the mass conservation (1.76) is directly linked to the total momentum (1.85):
\[

$$
\begin{equation*}
\boldsymbol{P}=m \int j \mathrm{~d} \boldsymbol{x} \tag{1.88}
\end{equation*}
$$

\]

even though these quantities are associated to different symmetries. From Eq. (1.88) we also see explicitly that the momentum density is simply proportional to the gauge current

$$
\begin{equation*}
\boldsymbol{p}(\boldsymbol{x})=m \boldsymbol{j}(\boldsymbol{x}) \tag{1.89}
\end{equation*}
$$

Finally, the spatial components of the Noether currents of the space translation invariance (1.83) constitute the stress tensor $\Pi_{j k}$ which represents the flux density of the $j$-th component of momentum in direction $k$ :

$$
\begin{align*}
\Pi_{j k} & =\frac{\hbar^{2}}{2 m}\left(\frac{\partial \psi}{\partial x_{j}} \frac{\partial \psi^{*}}{\partial x_{k}}+\frac{\partial \psi^{*}}{\partial x_{j}} \frac{\partial \psi}{\partial x_{k}}\right)+\mathscr{L} \delta_{j k}=  \tag{1.90}\\
& =\frac{\hbar^{2}}{2 m}\left(\frac{\partial \psi}{\partial x_{j}} \frac{\partial \psi^{*}}{\partial x_{k}}+\frac{\partial \psi^{*}}{\partial x_{j}} \frac{\partial \psi}{\partial x_{k}}\right)+\left(\frac{3}{2} g|\psi|^{4}-\frac{\hbar^{2}}{2 m}\left(|\nabla \psi|^{2}+\nabla^{2}|\psi|^{2}\right)+V_{\mathrm{ext}}(t)|\psi|^{2}\right) \delta_{j k}
\end{align*}
$$

where $\delta_{j k}$ is the $D$-dimensional Kronecker delta. The momentum conservation equation eventually reads:

$$
\begin{equation*}
\partial_{t} P_{k}+\partial_{j} \Pi_{j k}=0 \tag{1.91}
\end{equation*}
$$

If the external potential depends on some spatial coordinate $x_{k}$, only the components $P_{i \neq k}$ of the linear momentum are conserved. Note that the only possibility for having both the Hamiltonian and the linear momentum conserved is homogeneous and constant external potential.

### 1.3.2.4 Galileian invariance and center of mass conservation

The last important symmetry of the GP model that we analyze here is the invariance with respect to a Galileian transformation, defined as

$$
\begin{align*}
\tilde{\boldsymbol{x}} & =\boldsymbol{x}-\boldsymbol{v} t \\
\tilde{t} & =t  \tag{1.92}\\
\tilde{\psi}(\tilde{\boldsymbol{x}}, \tilde{t}) & =\psi(\tilde{\boldsymbol{x}}, \tilde{t}) e^{-i \frac{m}{h}\left(v \cdot \tilde{x}+\frac{1}{2} v^{2} \tilde{t}\right)}
\end{align*}
$$

where $v$ is a constant velocity which plays the role of group parameter. We set $V_{\text {ext }}=0$ for the sake of simplicity. For small values of $v$ the field transforms at the leading order as $\tilde{\psi}(\tilde{\boldsymbol{x}}, \tilde{t})=\psi(\boldsymbol{x}, t)-i \frac{\tilde{m}}{\hbar} v \cdot \boldsymbol{x}$. Therefore, applying the formula (1.71), we see the the conserved Noether charge associated to the Galileian invariance is the center of mass (1.86) and the conservation of the Noether current (1.70) implies the relation between
center of mass and linear momentum Eq. (1.87).

### 1.3.3 Condensate ground state and Bogoliubov excitations

The ground state of the GP system is the stationary field configuration $\psi_{0}$ that minimizes the free energy $F\left[\psi, \psi^{*}\right]=H\left[\psi, \psi^{*}\right]-\mu N\left[\psi, \psi^{*}\right]$, i.e.:

$$
\begin{equation*}
\frac{\delta F}{\delta \psi^{*}}=\frac{\delta F}{\delta \psi}=0 \tag{1.93}
\end{equation*}
$$

For the sake of simplicity, we first consider the external potential $V_{\text {ext }}$ switched off. The free energy is defined as a linear combination of two of the invariants found in the previous section, the Hamiltonian $H$ (1.80) and the wave action $N(1.75)$. In this way the chemical potential $\mu$ assumes the role of a Lagrange multiplier, taking into account the fact that the number of bosons in the condensate state is generally not fixed. In particular, it quantifies the energy needed to add a particle to the condensate. In general, the minimization condition (1.93) implies the stationary Gross-Pitaevskii equation:

$$
\begin{equation*}
\mu \psi=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g|\psi|^{2} \psi \tag{1.94}
\end{equation*}
$$

but clearly the global minimum is reached when the kinetic term is zero, namely when the solution is homogeneous. The ground state $\psi_{0}$ is therefore a minimum of the Higgs-like potential

$$
\begin{equation*}
\int\left\{\frac{g}{2}|\psi|^{4}-\mu|\psi|^{2}\right\} \mathrm{d} x \tag{1.95}
\end{equation*}
$$

It means that there is a continuum of degenerate ground states, all with the same modulus $\left|\psi_{0}\right|$, but with different phases. This is a natural consequence of the $U(1)$ gauge invariance of the system. When the system falls into a ground state configuration the phase is fixed and takes a constant value. In this sense, it is ususally said that the choice of the minimum state spontaneously breaks the symmetry. Indeed, each specific ground state is not invariant under the $U(1)$ gauge transformation, as a phase shift will trasform it into a different ground state. Thus, except such fixed but arbitrary phase, the ground state is a flat condensate described by the homogeneous wavefunction

$$
\begin{equation*}
\psi_{0}(t)=\left|\psi_{0}\right| e^{-i \frac{\mu}{\hbar} t} \tag{1.96}
\end{equation*}
$$

and the chemical potential which determines its temporal evolution depends on the (homogeneous) density and on the self interaction:

$$
\begin{equation*}
\mu=g\left|\psi_{0}\right|^{2}=g n_{0} \tag{1.97}
\end{equation*}
$$

Note that in presence of an external constant potential $V_{\text {ext }}(x)$, the actual ground state has a non-zero kinetic term and in general cannot be found analitically. However, if $V_{\text {ext }}(\boldsymbol{x})$ varies slowly in space, one can still neglect the kinetic term and obtain the
solution in the Thomas-Fermi approximation

$$
\begin{equation*}
\left|\psi_{\mathrm{TF}}(\boldsymbol{x}, t)\right|^{2}=\frac{1}{g}\left(\mu-V_{\mathrm{ext}}(x)\right) \theta_{\mathrm{H}}\left[1-\frac{V_{\mathrm{ext}}(\boldsymbol{x})}{\mu}\right], \tag{1.98}
\end{equation*}
$$

where $\theta_{\mathrm{H}}$ is the Heaviside Theta function. The actual ground state in this case (and in general) can be found numerically by using the gradient descent method. In practice, the GP equation with imaginary time evolution, also known as real Ginzburg Landau equation, is evolved until the stationary state is reached. The same method can be used to find other solutions of the steady GP equation (1.94) which correspond to local minima of the free energy. An example of these solutions is the stationary vortex state, described in section 1.3.5.
Coming back to the homogeneous case with $V_{\text {ext }}=0$, we see that the energy associated to the flat condensate ground state is

$$
\begin{equation*}
E_{0}=\frac{g}{2} \int\left|\psi_{0}\right|^{4} \mathrm{~d} x=\frac{g N n_{0}}{2} \tag{1.99}
\end{equation*}
$$

Therefore, unlike in a non-interacting condensate, the pressure does not vanish

$$
\begin{equation*}
p=-\frac{\partial E_{0}}{\partial V}=\frac{g n_{0}^{2}}{2}, \tag{1.100}
\end{equation*}
$$

so that the compressibility is finite, too:

$$
\begin{equation*}
\frac{\partial n_{0}}{\partial p}=\frac{1}{g n_{0}} . \tag{1.101}
\end{equation*}
$$

Since stable thermodynamic systems must have a positive compressibility, from last equation we learn that only positive couplings $g$ are allowed. Namely, as announced in section 1.3.1, only bosons with repulsive interactions can form a condensate ${ }^{8}$. From compressibility we can also compute the speed of sound $c$ inside the system, using the hydrodynamic relation

$$
\begin{equation*}
\frac{\partial n_{0}}{\partial p}=\frac{1}{m c^{2}} \quad \rightarrow \quad c=\sqrt{\frac{g_{0}}{m}} . \tag{1.102}
\end{equation*}
$$

Another important physical quantity which characterize the condensate is the healing length $\xi$, that estimates the correlation of the system. We can determine it as the distance at which the density passes from zero to the homogeneous value $n_{0}$. Since the flat condensate has no kinetic energy, its total energy is entirely contained in the interaction term. Thus, in the region where the density is depleted, the same happens to the interaction term, and it must be compensed by the kinetic term:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \sim \frac{\hbar^{2}}{2 m \xi^{2}}=g|\psi|^{2} . \tag{1.103}
\end{equation*}
$$

[^7]The healing length is determined inverting this relation:

$$
\begin{equation*}
\xi=\frac{\hbar}{\sqrt{2 m n_{0} g}}=\frac{1}{\sqrt{8 \pi \rho_{0} a_{s}}} . \tag{1.104}
\end{equation*}
$$

Speed of sound $c$ and healing length $\xi$ are the main parameters that characterize the GP system, together with the condensate density $n_{0}$. They also control the propagation of the elementary linear excitations of the condensate, known as Bogoliubov modes $[31,135,176]$. The dispersion relation of the Bogoliubov modes can be found directly in the classical mean field theory. Indeed, we can consider a solution consisting of a small perturbation of the flat condensate (always keeping $V_{\mathrm{ext}}=0$ for simplicity) (1.96):

$$
\begin{equation*}
\psi(\boldsymbol{x}, t)=\left(\left|\psi_{0}\right|+\delta \psi(\boldsymbol{x}, t)\right) e^{-i \frac{\mu}{h} t}, \quad \text { with } \quad|\delta \psi| \ll\left|\psi_{0}\right| \tag{1.105}
\end{equation*}
$$

plug it into the GP equation (1.57), and obtain the linearized equation

$$
\begin{equation*}
\mu \delta \psi+i \hbar \frac{\partial \delta \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \delta \psi+g\left|\psi_{0}\right|^{2} \delta \psi^{2}+2 g\left|\psi_{0}\right|^{2} \delta_{\psi} \tag{1.106}
\end{equation*}
$$

where we kept only the terms linear in $\delta \psi$. In particular, we consider as perturbation $\delta \psi$ a planar wave of wavenumber $k$ and frequency $\omega$ :

$$
\begin{equation*}
\delta \psi(\boldsymbol{x}, t)=\sum_{k} u_{k} e^{i(\boldsymbol{k} \cdot \boldsymbol{x}-\omega t)}+v_{k}^{*} e^{-i(\boldsymbol{k} \cdot \boldsymbol{x}+\omega t)} \tag{1.107}
\end{equation*}
$$

Comparing the terms which multiply the same exponential in (1.106), we obtain the condition on the chemical potential (1.97) and the linear system

$$
\left(\begin{array}{cc}
\frac{\hbar k^{2}}{2 m}+\mu & \mu  \tag{1.108}\\
-\mu & -\frac{\hbar k^{2}}{2 m}-\mu
\end{array}\right)\binom{u_{k}}{v_{k}^{*}}=\omega\binom{u_{k}}{v_{k}^{*}}
$$

The linear operator in the left hand side of Eq. (1.108) can be diagonalized to find the eigenfrequencies of the system. The result is the Bogoliubov spectrum

$$
\begin{equation*}
\omega_{\mathrm{B}}^{ \pm}(\boldsymbol{k})= \pm \sqrt{\frac{\hbar k^{2}}{2 m}\left(\frac{\hbar k^{2}}{2 m}+2 \mu\right)} \tag{1.109}
\end{equation*}
$$

that can be rewritten in terms of speed of sound $c$ and healing length $\xi$ as

$$
\begin{equation*}
\omega_{\mathrm{B}}^{ \pm}(k)= \pm c k \sqrt{1+\frac{\xi^{2} k^{2}}{2}} \tag{1.110}
\end{equation*}
$$

It is clear from Eq. (1.110) that at large scales the Bogoliubov excitations are not dispersive and propagate with speed $c$. This is the reason why we generally refer to Bogoliubov excitations as sound waves. The healing length $\xi$ is the scale at which dispersive ef-
fects become important and at smaller scales $k \xi \gg 1$ the excitations propagate as free particles with a quadratic dispersion relation. We can finally note that for each solution $\left(u_{k}, v_{k}^{*}\right)$ that propagates with frequency $\omega_{\mathrm{B}}(\boldsymbol{k})$ there exists another solution $\left(v_{k}, u_{k}^{*}\right)$ that propagate with frequency $-\omega_{\mathrm{B}}(\boldsymbol{k})$. In the diagonalized Bogoliubov basis this does not happen and indeed the two solutions represent the same physical oscillation, being associated one to $\delta \psi$ and the other to $\delta \psi^{*}$ [176]. Finally note that for the excitation spectrum (1.110), the critical velocity for the breaking of superfluidity (1.6) should be the speed of sound, according to the Landau criterion. However, a drag force acting on a finite size object moving in the GP system appears already at smaller velocities and it is related to the emission of quantum vortices [67,101, 245], not included in the Landau picture.

### 1.3.4 Hydrodynamic picture

In this section we show the hydrodynamic interpretation of the GP model, clarifying why it is a suitable theory for the description of a superfluid. Actually, the connection with hydrodynamics is rather straightforward. It lies in the Madelung transformation applied to the the macroscopic wavefunction:

$$
\begin{equation*}
\psi(x, t)=\sqrt{\frac{\rho(x, t)}{m}} e^{i \frac{m}{\hbar} \phi(x, t)}=\sqrt{\frac{\rho(x, t)}{m}} e^{i \frac{\sqrt{2}}{2 c \underline{\xi}} \phi(x, t)}, \tag{1.111}
\end{equation*}
$$

where the complex degree of freedom $\psi$ is splitted into 2 real degrees of freedom, the mass density $\rho=m n$ and the phase $\phi$. The field $\rho$ will play the role of superfluid density, while the superfluid velocity field $v_{\mathrm{s}}$ can be derived writing the momentum density (1.89) as

$$
\begin{equation*}
p=m j=-\frac{i \hbar}{2}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)=\hbar \operatorname{Im}\left[\psi^{*} \nabla \psi\right]=\rho \boldsymbol{v}_{s}, \tag{1.112}
\end{equation*}
$$

from which we see that $v_{\mathrm{s}}$ is related to the gradient of the phase

$$
\begin{equation*}
v_{\mathrm{s}}=\nabla \phi . \tag{1.113}
\end{equation*}
$$

The first important property that we can infer is that the flow described by GrossPitaevskii theory is potential and therefore intrinsically irrotational:

$$
\begin{equation*}
\nabla \times v_{\mathrm{s}}=\nabla \times \nabla \phi=0 . \tag{1.114}
\end{equation*}
$$

The next step consists in applying the definitions (1.111) and (1.113) to the GP equation (1.57). Separating real and imaginary part we get the following set of hydrodynamic
equations (neglecting the external potential $V_{\text {ext }}$ ):

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\nabla \cdot\left(\rho v_{\mathrm{s}}\right)=0  \tag{1.115}\\
& \frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}=-c^{2} \frac{\rho}{\rho_{0}}+c^{2} \xi^{2}\left(\frac{\nabla^{2} \sqrt{\rho}}{\sqrt{\rho}}\right) \tag{1.116}
\end{align*}
$$

where $\rho_{0}=m n_{0}$ and we used the definitions of the speed of sound $c(1.102)$ and the healing length $\xi$ (1.104). The first equation is just the continuity equation (1.77) associated with the conservation of the Noether charge of the global gauge symmetry. In the hydrodynamic picture it expresses the conservation of the fluid mass. The second equation is a Bernoulli equation which in turn is related to the conservation of energy. Since dissipation terms are absent, the fluid described by the GP model is effectively inviscid. We can recognize two contributions to the pressure field in the right hand side of Eq. (1.116) $p=p_{\mathrm{cl}}+p_{\mathrm{q}}$ :

$$
\begin{equation*}
\frac{p_{\mathrm{cl}}}{\rho}=\frac{g \rho}{m}=c^{2} \frac{\rho}{\rho_{0}}, \quad \frac{p_{\mathrm{q}}}{\rho}=-\frac{\hbar^{2}}{2 m^{2}}\left(\frac{\nabla^{2} \sqrt{\rho}}{\sqrt{\rho}}\right)=-c^{2} \tilde{\xi}^{2}\left(\frac{\nabla^{2} \sqrt{\rho}}{\sqrt{\rho}}\right) \tag{1.117}
\end{equation*}
$$

The term $p_{\mathrm{cl}}$ is the classical pressure of a barotropic fluid, while $p_{\mathrm{q}}$ is the so called quantum pressure. This contribution arises when inhomogeneities are present in the system and embodies the difference between an inviscid irrotational ideal fluid and an actual superfluid. As we will explain in the next section, it is responsible for the regularization of the flow close to the core of quantum vortices and drives their small scale dynamics, allowing phenomena like vortex reconnections [162, 229]. Indeed, as we will show in the next section, the GP model contains naturally the full non-linear dynamics of superfluid vortices. This is maybe the most important reason why it can be considered as an optimal model for a low temperature superfluid.

It is useful to express also the energy in the context of the hydrodynamic picture [164]. In this framework, it is more suitable to redefine the Hamiltonian (1.58) as $H \rightarrow H-\mu N+\frac{\mu^{2}}{2 g} V$, namely:

$$
\begin{equation*}
H=\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}\left(|\psi|^{2}-\frac{\mu}{g}\right)^{2}+V_{\mathrm{ext}}|\psi|^{2}\right) \mathrm{d} x \tag{1.118}
\end{equation*}
$$

In this way we remove the contribution of the flat condensate ground state, where the largest amount of energy is contained. From the dynamical point of view, the equation of motion associated to the Hamiltonian (1.118) is the following equation:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(x, t)=\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{ext}}(x, t)+g|\psi(x, t)|^{2}-\mu\right] \psi(\boldsymbol{x}, t) \tag{1.119}
\end{equation*}
$$

which has the same solution of Eq. (1.57) multiplied by $e^{i \frac{\mu}{\hbar} t}$, that compensates the
global phase oscillation of the condensate. The two solutions have the same physical content, in particular they provide the same density and velocity fields. Expressing the Hamiltonian density $H / V$ in terms of the hydrodynamic variables $\rho$ and $v_{\mathrm{s}}$, we can split it into three contributions $H / V=e_{\mathrm{kin}}+e_{\mathrm{int}}+e_{\mathrm{qnt}}[140,164]$ :

$$
\begin{align*}
e_{\text {kin }} & =\frac{E_{\text {kin }}}{V}=\frac{1}{V} \int \frac{1}{2}\left(\sqrt{\rho} v_{\mathrm{s}}\right)^{2} \mathrm{~d} x  \tag{1.120}\\
e_{\text {int }} & =\frac{E_{\text {int }}}{V}=\frac{1}{V} \int \frac{c^{2}}{2 \rho_{0}}\left(\rho-\frac{\mu m}{g}\right)^{2} \mathrm{~d} x  \tag{1.121}\\
e_{\mathrm{qnt}} & =\frac{E_{\mathrm{qnt}}}{V}=\frac{1}{V} \int c^{2} z^{2}(\nabla \sqrt{\rho})^{2} \mathrm{~d} x . \tag{1.122}
\end{align*}
$$

The terms (1.120) and (1.121) are respectively the kinetic energy and the interaction energy, while Eq. (1.122) is a term which is absent in classical fluid, and it is directly related to quantum pressure. Since all the integrands inside $(1.120,1.121,1.122)$ are quadratic, the energies can be expressed in Fourier space using the Parseval theorem ${ }^{9}$. If the system is isotropic we can integrate over angles and define the 1D energy spectra, which depends only on the modulus of the wavenumber $k=|\boldsymbol{k}|$ :

$$
\begin{align*}
& e_{\mathrm{kin}}^{1 D}(k)=\frac{1}{(2 \pi)^{D}} \int \frac{1}{2}\left|\int \sqrt{\rho} v_{\mathrm{s}} e^{-i k \cdot x} \mathrm{~d} x\right|^{2} k^{D-1} \mathrm{~d} \Omega_{k},  \tag{1.123}\\
& e_{\mathrm{int}}^{1 D}(k)=\frac{1}{(2 \pi)^{D}} \int \frac{g}{2 m^{2}}\left|\int\left(\rho-\frac{\mu m}{g}\right) e^{-i \boldsymbol{k} \cdot x} \mathrm{~d} x\right|^{2} k^{D-1} \mathrm{~d} \Omega_{k},  \tag{1.124}\\
& e_{\mathrm{qnt}}^{1 D}(k)=\frac{1}{(2 \pi)^{D}} \int c^{2} \tilde{\xi}^{2}\left|\int \nabla \sqrt{\rho} e^{-i \boldsymbol{k} \cdot x} \mathrm{~d} x\right|^{2} k^{D-1} \mathrm{~d} \Omega_{k}, \tag{1.125}
\end{align*}
$$

so that $E_{\text {kin }}=\int e_{\text {kin }}(k) \mathrm{d} k, E_{\text {int }}=\int e_{\text {int }}(k) \mathrm{d} k, E_{\text {qnt }}=\int e_{\text {qnt }}(k) \mathrm{d} k$, and where $\mathrm{d} \Omega_{k}$ is the surface measure of the sphere in the wavenumber space. The spectra describe the distribution of the energy components over different lenghtscales. Of course, if an external potential $V_{\text {ext }}(x, t)$ is present, the sum of these three energies is not conserved. If $V_{\text {ext }}$ does not depend on time, the Hamiltonian $H=E_{\mathrm{kin}}+E_{\mathrm{int}}+E_{\mathrm{qnt}}+E_{\mathrm{ext}}$, with the extra energy term

$$
\begin{equation*}
E_{\mathrm{ext}}=\int \frac{1}{m} V_{\mathrm{ext}}(\boldsymbol{x}) \rho(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{1.126}
\end{equation*}
$$

is conserved, otherwise it will vary with time. Finally, note that the kinetic energy can be further separated into compressible and incompressible part, by splitting the integrand as

$$
\begin{equation*}
\sqrt{\rho} \boldsymbol{v}_{\mathrm{s}}=\left(\sqrt{\rho} \boldsymbol{v}_{\mathrm{s}}\right)^{\mathrm{I}}+\left(\sqrt{\rho} \boldsymbol{v}_{\mathrm{s}}\right)^{\mathrm{C}} \tag{1.127}
\end{equation*}
$$

where $\nabla \cdot\left(\sqrt{\rho} v_{s}\right)^{\mathrm{I}}=0$. In practice, the decomposition is made in Fourier space, applying the projector $P_{i j}^{\mathrm{I}}=\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}$ to the Fourier transform of $\sqrt{\rho} v_{\mathrm{s}}$. The compressible part of
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### 1.3.5 Quantum vortex solution

As already mentioned more than once, vortices in quantum fluids may exist, despite the irrotationality of the superfluid flow. Superfluid vortices (or quantum vortices) are topological defects with quantized circulation. In 3D they appear like unidimesional filaments where the density is depleted and the phase is not defined, while in $2 D$ they are just points. The quantization of circulation is a natural consequence of the quantum mechanical nature of the macroscopic wavefunction $\psi$ and it was already postulated by Feynman in 1955 in the context of superfluid helium [63]. If we consider a bidimensional region $\mathscr{A}$ (a disc for instance), we could think to calculate the circulation of the superfluid around the contour of $\mathscr{A}$ applying the Stokes theorem:

$$
\begin{equation*}
\Gamma=\oint_{\partial \mathscr{A}} \boldsymbol{v}_{\mathrm{s}} \cdot \mathrm{~d} \delta=\int_{\mathscr{A}}\left(\nabla \times \boldsymbol{v}_{\mathrm{s}}\right) \cdot \mathrm{d} \Sigma=0 \tag{1.128}
\end{equation*}
$$

where the last equality comes from irrotationality. It is evident that we can have non zero circulation only if the domain $\mathscr{A}$ is not simply connected, namely if there are regions in which the velocity field $v_{\mathrm{s}}$ diverges and the condensate phase $\phi$. In fact, if this is the case, the second equality of Eq. (1.128) does not hold. The aforementioned regions are lines along which the wavefunction vanishes $(\operatorname{Re} \psi=\operatorname{Im} \psi=0)$, and which indeed identify vortices. Along the vortex lines the velocity field is virtually infinite and the vorticity $\omega=\nabla \times v_{\mathrm{s}}$ is proportional to a Dirac delta, so that $\Gamma \neq 0$. If the contour of $\mathscr{A}$ encircles one or more singularities of the velocity field, $\Gamma$ can be directly computed as

$$
\begin{equation*}
\Gamma=\oint_{\partial \mathscr{A}} \nabla \phi \cdot \mathrm{d} \ell=\phi\left(\boldsymbol{x}_{\mathrm{end}}\right)-\phi\left(\boldsymbol{x}_{\text {start }}\right) \tag{1.129}
\end{equation*}
$$

where $x_{\text {end }}$ and $x_{\text {start }}$ are respectively the ending point and the starting point of the loop $\partial \mathscr{A}$. Clearly, since these two points coincide $x_{\text {end }} \equiv x_{\text {start }}$, the phase difference can be only a descrete multiple of the constant

$$
\begin{equation*}
\kappa=\frac{2 \pi \hbar}{m}=2 \pi \sqrt{2} c \xi \tag{1.130}
\end{equation*}
$$

otherwise the wavefunction $\psi$ would have non physical polidromy points in which it can take multiple values. The parameter $\kappa(1.130)$ is called quantum of circulation, and the circulation of superfluid vortices can be simply written as

$$
\begin{equation*}
\Gamma=n \kappa, \quad \text { with } \quad n \in \mathbb{N} \tag{1.131}
\end{equation*}
$$

where $n$ is called the charge of the vortex. The velocity $v_{v}$ of the superfluid flow rotating around the vortex is therefore diverging as

$$
\begin{equation*}
v_{\mathrm{v}}=\frac{\Gamma}{2 \pi r}=\frac{\hbar}{m} \frac{n}{r} \tag{1.132}
\end{equation*}
$$

where $r$ is the distance to the singular line (or point, in 2D) that defines the vortex core.
Although such singular behaviour of the velocity field, the superfluid field remains by definition regular on the nodal lines, because the density $\rho=m|\psi|^{2}$ vanishes along the vortex filaments. The beauty of the GP model is that such regularization is achieved automatically, making it a robust theory for superfluid dynamics. To see this, we note that the GP model admits a steady solution that correspond to a straight quantum vortex $[74,177]$. This solution has cylindrical symmetry, therefore it can be written in cylindrical coordinates $(r, \varphi, z)$ as

$$
\begin{equation*}
\psi_{\mathrm{v}}(r, \varphi, t)=\sqrt{\frac{\rho_{\mathrm{v}}(r)}{m}} e^{-i \frac{\mu}{\hbar} t} e^{i n \varphi}, \quad \text { with } \quad n \in \mathbb{N} \tag{1.133}
\end{equation*}
$$

where $z$ is the axis of symmetry (taken along the axis of the filament), $\varphi$ is the azimuthal angle around the filament and $r$ is the radial distance. The (incompressible) velocity field generated by this solution is indeed the one associated to the singularity (1.132):

$$
\begin{equation*}
\mathrm{v}_{\mathrm{v}}(r)=\frac{\Gamma}{2 \pi r} \hat{\boldsymbol{\varphi}}, \tag{1.134}
\end{equation*}
$$

where $\hat{\boldsymbol{\varphi}}$ is the unit vector oriented along the azimuthal direction. The phase and the velocity streamlines of the quantum vortex with winding number $n=1$ (corresponding to one quantum of circulation) are displayed in Fig. 1.5 right.

We define the vortex profile as $R(r)=\sqrt{\rho_{\mathrm{v}}(r) / \rho_{0}}$, where $\rho_{0}$ is the homogeneous density of the superfluid far from the vortex. Plugging the solution (1.133) into the stationary GP equation (1.94), we get the following equation for $R$ :

$$
\begin{equation*}
\tilde{r}^{2} \frac{\mathrm{~d}^{2} R}{\mathrm{~d} \tilde{r}^{2}}+\tilde{r} \frac{\mathrm{~d} R}{\mathrm{~d} \tilde{r}}+\left(\tilde{r}^{2}-n^{2}\right) R-\tilde{r}^{2} R^{3}=0 \tag{1.135}
\end{equation*}
$$

where the radial coordinate has been rescaled with the healing length $\tilde{r}=r / \xi$. From this equation we can derive the two asymptotics for the vortex profile, close and far from the core:

$$
\begin{equation*}
\lim _{\tilde{r} \rightarrow 0} R(\tilde{r}) \sim c_{1} \tilde{r}^{n}, \quad \lim _{\tilde{r} \rightarrow \infty} R(\tilde{r}) \sim 1-\frac{n^{2}}{\tilde{r}^{2}} \tag{1.136}
\end{equation*}
$$

where the prefactor $c_{1}=0.5827811878$ can be determined numerically [22]. We can see that the density is actually depleted in the vortex core, where the velocity is diverging. Note that the kinetic energy of the GP model (1.120) is then always finite, because the velocity appears in the product $\sqrt{\rho} v_{\text {s }}$, sometimes also called regularized velocity. For the same reason, the incompressible projector in the decomposition (1.127) must be applied to $\sqrt{\rho} v_{\mathrm{s}}$, and not to the bare velocity. We point out that the scale of the vortex
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Figure 1.5. The Gross-Pitaevskii quantum vortex. (left) 3D visualization of the quantum vortex steady solution (1.133) of the GP model, obtained numerically. The vortex is represented as a red isosurface at low density $\left(\rho=0.12 \rho_{0}\right)$. The volume rendering of the density is displayed in shaded blue and the streamlines of the velocity are in green. (top right) Phase of the straight vortex solution (1.133) in the plane orthogonal to the filament. In green the streamlines of the vortex velocity field (1.134), with linewidth proportional to its modulus. (bottom right) Vortex density profile (blue solid line) in the plane parallel to the filament and vortex velocity profile (1.132) (dotted green line).
core is defined by the healing length, since the vortex density goes to zero for distances shorter than $\xi$ and approaches the bulk value $\rho_{0}$ at distances larger than $\xi$. This is not a surprise, given that the healing length is the fundamental length scale in the GP model. In atomic Bose-Einstein condensates the size of $\xi$ can be manipulated, and typically is around $\sim 1 \mu m=10000 \AA$. Instead, in superfluid helium the vortex core has a much smaller size $\sim 1 \AA$.

The exact shape of the vortex profile $R(r)$ cannot be found analytically, even though pretty accurate approximations can be found in the literature. One of these is the Pade approximation derived by Pismen [175] and studied by Berloff [22], which for a vortex with charge $n=1$ reads:

$$
\begin{equation*}
\frac{\rho_{\text {Pade }_{1}}(\tilde{r})}{\rho_{0}}=R_{\text {Pade }_{1}}^{2}(\tilde{r})=\frac{\tilde{r}^{2}\left(a_{1}+a_{2} \tilde{r}^{2}\right)}{1+b_{1} \tilde{r}^{2}+b_{2} \tilde{r}^{4}}, \tag{1.137}
\end{equation*}
$$

where $a_{1}=11 / 32, b_{1}=\left(5-32 a_{1}\right) /\left(48-192 a_{1}\right), a_{2}=a_{1}\left(b_{1}-1 / 4\right)$, and $b_{2}=a_{2}$. The constants are fixed by imposing the match of Eq. (1.137) with the two known asymptotics of the vortex profile (1.136). Another more precise Padé approximation is the following:

$$
\begin{equation*}
\frac{\rho_{\text {Pade }_{2}}(\tilde{r})}{\rho_{0}}=R_{\text {Pade }_{2}}^{2}(\tilde{r})=\frac{\tilde{r}^{2}\left(a_{1}+a_{2} \tilde{r}^{2}+a_{3} \tilde{r}^{4}\right)}{1+b_{1} \tilde{r}^{2}+b_{2} \tilde{r}^{4}+a_{3} \tilde{r}^{4}}, \tag{1.138}
\end{equation*}
$$

with the coefficients $a_{1}=0.340038, a_{2}=0.0360207, a_{3}=0.000985125, b_{1}=0.355931$, $b_{2}=0.037502$, which has been used for instance in our paper [75]. The actual vortex profile can be found numerically starting from an approximated initial condition like (1.137) and applying the gradient descent method to the GP model. Indeed, the straight vortex solution is a steady state which correspond to a local minimum of the Hamiltonian (1.118). An example of the vortex density profile obtained numerically in this way is displayed in Fig. 1.5 right, together with the corresponding velocity profile, for a winding number $n=1$. In Fig. 1.5 left, the full 3D visualization of the GP vortex is also displayed. The filament is indicated as a red isosurface at low temperature, the velocity streamlines are in green and the density depletion is rendered in blue. In Fig.1.6 we compare the vortex density profile obtained numerically with the asyptotics and the Pade approximations. Note in particular the lost of monothony of the approximation (1.137) close to the bulk density.

We point out that since the energy associated to the vortex solution (1.133) is roughly proportional to $n^{2}$, vortices with a charge $n>1$ are energetically disadvantaged. For this reason, a single vortex of charge $n>1$ is not stable and would rather split into $n$ singly charged vortex filaments.
As a final remark, we stress once again that the fundamental parameters of the GP model are the healing length $\xi$ (which coincides with the vortex core size), the speed of sound $c$ and the bulk density $\rho_{0}$. The GP equation expressed expliciting these parameters reads

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}=-i \frac{c}{\sqrt{2} \xi}\left(-\xi^{2} \nabla^{2} \psi-\psi+\frac{1}{\rho_{0}}|\psi|^{2} \psi\right) . \tag{1.139}
\end{equation*}
$$



Figure 1.6. Comparison between approximations of the vortex density profile. Blue solid line is obtained numerically applying the gradient descent method to the GP model, dashed orange line is the Padé approximation (1.137) and dotted green line is the Padé approximation (1.138). The small distance and far field asymptotics (1.136) are displayed respectively as grey solid line and grey dash-dotted line. On the left a zoom close to the bulk density.

Moreover, the GP equation can be fully adimensionalized if written in terms of the adimensional spatial variable $\tilde{x}=x / \xi$ and the adimensional time $\tilde{t}=t / \tau$ (with $\tau=\xi / c$ ), besides normalizing the wave function as $\tilde{\psi}=\psi \sqrt{m / \rho_{0}}$. Thus, the results provided by the GP model can be directly compared with experiments (for instance with superfluid helium) if distances are expressed in units of $\xi$, times in units of $\tau$, densities in units of $\rho_{0}$, and velocities in units of the speed of sound $c$. If not explicitly mentioned, in all the results reported in this Thesis we express variables in the aforementioned units.

### 1.4 Dynamics of superfluid vortices

In the previous section we showed the existence of quantized vortices in the GP model, which arise as a direct consequence of the monodromy of the macroscopic wavefunction. The full non-linear dynamics of superfluid vortices, as well as the interaction between different vortices, are self-consistently reproduced by the GP model. In this section we briefly review the dynamics of superfluid vortex filaments, using the phenomenological hydrodynamical approach known as vortex filament method [49,55, 199, 204]. The main dynamical features of quantum vortices, i.e. vortex reconnections and propagation of Kelvin waves are then discussed, and the corrections due to finite temperature are mentioned. We already anticipate that the dynamics of quantum vortices plays a fundamental role in superfluid turbulence, that we will discuss in chapter 5 .

### 1.4.1 The vortex filament model

A vortex filament can be thought as a thin core of radius $a_{0}$ passing through a fluid with zero vorticity outside it [204], but with non-zero circulation around it. Quantum
effects are relevant in the region of the core, but outside it the dynamics of the vortex can be described by classical hydrodynamics. In general, the velocity $\boldsymbol{v}(\boldsymbol{x})$ in a point $\boldsymbol{x}$ generated by a vorticity field $\omega(y)$ can be computed by applying the Green function of the curl [199]:

$$
\begin{equation*}
v(x)=\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} \frac{\omega(y) \times(x-y)}{|x-y|^{3}} \mathrm{~d} y . \tag{1.140}
\end{equation*}
$$

In the case of a vortex filament, the vorticity is concentrated in a tube with infinitesimal cross-section $\sigma$. Specifically, when $\sigma \rightarrow 0$, the vorticity goes to infinity in such a way that the circulation $\Gamma=\omega \sigma$ is kept constant. Therefore, we can formally write the vorticity as

$$
\begin{equation*}
\omega(y)=\Gamma \int_{\mathscr{C}} \delta(y-s) \mathrm{d} s \tag{1.141}
\end{equation*}
$$

where the integral extends over the filament $\mathscr{C}$. The velocity field (1.140) generated by such vorticity distribution is thus given by the Biot-Savart law:

$$
\begin{equation*}
v_{\mathrm{BS}}(x)=\frac{\Gamma}{4 \pi} \int_{\mathscr{C}} \frac{(s-x) \times \mathrm{d} s}{|s-x|^{3}} . \tag{1.142}
\end{equation*}
$$

Note that the integral in (1.142) is independent of the parametrization of the filament. The idea behind the vortex filament method is to apply this equation to describe the dynamics of the vortex filament itself, namely taking $x=s$. However, Eq. (1.142) is asymptotically valid in the region where $|\boldsymbol{x}-\boldsymbol{s}| \gg a_{0}$ and the vortex can be effectively considered as a one-dimensional curve. In fact, if we try to apply directly the BiotSavart integral for $x=s$, we see immediately that it diverges. The way in which the divergence is regularized depends on the structure of the vortex core, which is precisely what we discussed in section 1.3 .5 in the specific case of a GP quantum vortex. In order to describe the self-induced motion of the vortex filament with the equation

$$
\begin{equation*}
\dot{s}=v_{\mathrm{BS}}(\boldsymbol{s}) \tag{1.143}
\end{equation*}
$$

it is necessary to introduce a cutoff length $l$, where the small scale physics of the core is hidden. In particular, the velocity of the filament is splitted into a local and a non-local contribution $\dot{\boldsymbol{s}}=\dot{\boldsymbol{s}}_{\text {loc }}+\dot{s}_{\text {nonloc }}$. The non-local contribution is given by the Biot-Savart integral computed along the filament $\mathscr{C}^{\prime}$ in which a portion $\delta$ of size $2 l$ centered in the point $s$ has been removed:

$$
\begin{equation*}
\dot{s}_{\text {nonloc }}=\frac{\Gamma}{4 \pi} \int_{\mathscr{C}^{\prime}} \frac{\left(s_{1}-s\right) \times \mathrm{d} s_{1}}{\left|s_{1}-s\right|^{3}} \tag{1.144}
\end{equation*}
$$

The local contribution is computed assuming that the portion $\delta$ of the filament close to the point $s$ can be approximated with a segment of a ring having a radius equal to the curvature radius $R(s)=\left|s^{\prime}\right|^{3} /\left|s^{\prime} \times s^{\prime \prime}\right|$ of the filament at the point $s^{10}$. Such
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Figure 1.7. Sketch of the regularization procedure of the vortex filament method. See main text and [204] for further details.
approximation is valid if the cutoff is sufficiently small, i.e. $l \ll R(s)$. Its usefulness lies in the fact that an expression for the constant speed of an inviscid vortex ring can be evaluated independently using Euler equations [138]:

$$
\begin{equation*}
\dot{\boldsymbol{s}}_{\mathrm{ring}}=\frac{\Gamma}{4 \pi R} \boldsymbol{b}\left[\log \left(\frac{8 R}{e^{\Delta} a_{0}}\right)+\mathcal{O}\left(\frac{a_{0}}{R}\right)\right], \tag{1.145}
\end{equation*}
$$

where $b=s^{\prime} \times s^{\prime \prime} /\left|s^{\prime} \times s^{\prime \prime}\right|$ is the binormal unit vector (orthogonal to the plane of the ring), $a_{0}$ is the vortex core size and $\Delta$ is a constant that depends on the structure of the core ( $\Delta=1 / 4$ if the vorticity in the core is uniform, or $\Delta=1 / 2$ if it is confined to the surface of the ring [97]). In the case of vortex filaments in superfluid helium, the exact value of the core size parameter $a_{0}$ has been measured experimentally. Taking $\Delta=1 / 2$ in Eq. (1.145) it turns out to be about $1.3 \AA$ at $T=0.3 \mathrm{~K}$ and it slightly increases with temperature [81]. In the GP model, the speed of vortex rings is well reproduced in numerical simulations with $a_{0} \sim 1.12 \xi$ and $\Delta=1 / 2$ [130]. Therefore, the local contribution to the filament velocity (1.143) is

$$
\begin{equation*}
\dot{s}_{\mathrm{loc}}=\frac{\Gamma}{4 \pi R(\boldsymbol{s})} \boldsymbol{b} \log \left(\frac{2 l}{e^{\Delta a_{0}}}\right) \tag{1.146}
\end{equation*}
$$

where we removed from the total ring velocity (1.145) the non-local contribution coming from the portion of the ring outside the region $\delta$ close to the point $s$. Thus, the regularized velocity of a vortex filament reads:

$$
\begin{equation*}
\dot{s}=\frac{\Gamma}{4 \pi R(\boldsymbol{s})} \boldsymbol{b} \log \left(\frac{2 l}{e^{\Delta a_{0}}}\right)+\frac{\Gamma}{4 \pi} \int_{\mathscr{C}^{\prime}} \frac{\left(s_{1}-\boldsymbol{s}\right) \times \mathrm{d} s_{1}}{\left|s_{1}-s\right|^{3}} . \tag{1.147}
\end{equation*}
$$

The regularization procedure of the vortex filament method is sketched in Fig.1.7.
We point out that the equation of motion of the vortex (1.143) can be deduced
identifying the Magnus effect as the only force acting on the line [14]. Indeed, when an object with circulation moves in a fluid, it is subjected to a transverse lift force which is the consequence of the pressure imbalance due to the different velocities on its sides. We will deepen the notion of Magnus effect in section 2.2.3 discussing the dynamics of particles in a fluid, but applying this concept to the vortex line we can write the following force per unit length:

$$
\begin{equation*}
f_{\text {Magnus }}=\rho \Gamma \boldsymbol{s}^{\prime} \times\left(\dot{s}-v_{\mathrm{tot}}(\boldsymbol{s})\right) . \tag{1.148}
\end{equation*}
$$

The term $v_{\text {tot }}$ is given by the sum of the self-induced velocity of the vortex on itself and the bulk fluid velocity far from the vortex: $v_{\text {tot }}(s)=v_{\mathrm{BS}}(s)+v_{0}$. Then, we make use of the fact that the inertia of the filament is negligible, so that the second Newton law reads

$$
\begin{equation*}
f_{\text {Magnus }}=0, \tag{1.149}
\end{equation*}
$$

and the resulting equation of motion of the filament is

$$
\begin{equation*}
\dot{s}=v_{\mathrm{BS}}(\boldsymbol{s})+v_{0}, \tag{1.150}
\end{equation*}
$$

which coincides with Eq. (1.143) if $\boldsymbol{v}_{0}=0$.
When a number $N_{\mathrm{v}}$ of vortices is present in the system, the velocity field generated by a filament will also induce a motion of the other lines, in addition to the self-induced velocity. This is not an issue, since the Biot-Savart integral (1.142) is not singular when evaluated on points $x$ which not lie on the integration curve. Adding the contribution due to the other vortices to the regularized velocity (1.147), the equation of motion of the vortex filament $s_{i}$ reads:

$$
\begin{equation*}
\dot{s}_{i}=\frac{\Gamma}{4 \pi}\left[\frac{b_{i}}{R\left(s_{i}\right)} \log \left(\frac{2 l}{e^{\Delta a_{0}}}\right)+\int_{\mathscr{C}_{i}^{\prime}} \frac{\left(s_{1}-s_{i}\right) \times \mathrm{d} s_{1}}{\left|s_{1}-s_{i}\right|^{3}}+\sum_{j \neq i}^{N_{\mathrm{v}}} \int_{\mathscr{C}_{j}} \frac{\left(s_{j}-s_{i}\right) \times \mathrm{d} s_{j}}{\left|s_{j}-s_{i}\right|^{3}}\right] . \tag{1.151}
\end{equation*}
$$

We point out that this equation is formally valid if the scale separation $a_{0} \ll l \ll R(s)$ holds for every point $s$ on the line. Furthermore it is derived considering an unbounded fluid and neglecting the friction due to the interaction with thermal excitations, which will be briefly introduced in section 1.4.3. We finally stress again that the hydrodynamics of the vortex filament described by Eq. (1.143) is reproduced by the GP model. Although this fact can be intuitive, given that the vortex filament is a solution of the GP equation and at large scales the GP fluid behaves as a perfect fluid, it has been formally demonstrated only recently [35].

### 1.4.2 Local induction approximation

One of the simplest and most used approximations that can be applied to the equation of motion of a vortex filament is the local induction approximation (LIA) [4, 49, 54, 199]. As the name suggests, this simplification consists in neglecting the non-local contribution to the self-induced vortex speed, assuming that the motion of the filament
is basically determined by the local curvature at each point $s$. More precisly, let us consider the natural parametrization of the filament $s\left(\xi_{a}\right)$, where the parameter $\xi_{a}$ is the arclenght. One can take the Taylor expansion of the Biot-Savart integrand in Eq. (1.142), for points $x=s_{1}\left(\xi_{a}+\epsilon_{a}\right)$ on the vortex line close to the point $s_{1}\left(\xi_{a}\right)$. The resulting integral

$$
\begin{equation*}
\dot{\boldsymbol{s}} \sim \frac{\Gamma}{4 \pi} \int_{a_{0}}^{L} \frac{\partial s}{\partial \xi_{a}} \times \frac{\partial^{2} s}{\partial \xi_{a}^{2}} \frac{1}{\left|\epsilon_{a}\right|} \mathrm{d}\left|\epsilon_{a}\right| \tag{1.152}
\end{equation*}
$$

must be evaluated between the physical small scale cutoff $a_{0}$ and some length $L$, which denotes the scale above which the non-local contributions are negligible. The integration leads to the velocity

$$
\begin{equation*}
\dot{\boldsymbol{s}} \sim \frac{\Gamma}{4 \pi} \Lambda \frac{\partial s}{\partial \xi_{a}} \times \frac{\partial^{2} s}{\partial \xi_{a}^{2}} \tag{1.153}
\end{equation*}
$$

where $\Lambda=\log L / a_{0}$. The parameter $L$ is a large lenght scale which depends on the specific vortex configuration and should be chosen in order to give a good approximation to the actual Biot-Savart dynamics [54]. Typically, a good choice is to take $L \sim R$, and in general the LIA approximation remains accurate as long as this parameter is large. In the case of small displacements of a straight filament oriented along the $z$-axis, the LIA self-induced velocity can be written parametrizing the vortex in complex variables as $s(z, t)=s_{x}(z, t)+i s_{y}(z, t)$ and neglecting the variation of the vortex length, $\zeta(z) \sim z$. It becomes

$$
\begin{equation*}
\dot{s}(z, t) \sim i \frac{\Gamma}{4 \pi} \Lambda \frac{\partial^{2}}{\partial z^{2}} s(z, t) \tag{1.154}
\end{equation*}
$$

which is just a linear Schrödinger equation. We used the local induction approximation in the form (1.154) to study analytically the interaction between particles and slightly perturbed straight vortices. These calculations have been devoloped in the publication [75] in the case of particles outside the vortex cores and in [79] for trapped particles, both reported in this Thesis, respectively in sections 3.2 and 4.1.

### 1.4.3 Mutual friction

If the temperature in a quantum fluid is different from zero, a normal fluid component with density $\rho_{\mathrm{n}}$ and velocity $\boldsymbol{v}_{\mathrm{n}}$ is present in the system, while the superfluid component has density $\rho_{\mathrm{s}}$ and velocity $v_{\mathrm{s}}$. The interaction between the vortex lines and the thermal excitations of the normal fluid generates a mutual friction, encoded in a drag force per unit length acting on the filament [13, 14, 96, 204]:

$$
\begin{equation*}
f_{\mathrm{mf}}=-\alpha(T) \rho_{\mathrm{s}} \Gamma s^{\prime} \times\left[s^{\prime} \times\left(v_{\mathrm{n}}-v_{\mathrm{s}, \text { tot }}\right)\right]-\alpha^{\prime}(T) \rho_{\mathrm{s}} \Gamma s^{\prime} \times\left(v_{\mathrm{n}}-v_{\mathrm{s}, \text { tot }}\right), \tag{1.155}
\end{equation*}
$$

where $v_{\mathrm{s}, \text { tot }}=\boldsymbol{v}_{\mathrm{BS}}(\boldsymbol{s})+\boldsymbol{v}_{\mathrm{s}, 0}$, exactly as in (1.148). The dimensionless parameters $\alpha(T)$ and $\alpha^{\prime}(T)$ are related respectively to the fundamental longitudinal and transverse scattering lengths of the interaction with the thermal excitations. They contain all the temperature dependence and can be measured experimentally [96].

Taking into account such effect together with the Magnus effect (1.148), the balance of the forces acting on the filament is

$$
\begin{equation*}
f_{\text {Magnus }}+f_{\mathrm{mf}}=0 \tag{1.156}
\end{equation*}
$$

given that the vortex inertia is negligible. The resulting equation of motion for a superfluid vortex at finite temperature is

$$
\begin{equation*}
\dot{s}=v_{\mathrm{s}, 0}+v_{\mathrm{BS}}(s)+v_{\mathrm{mf}} \tag{1.157}
\end{equation*}
$$

where the velocity component induced by the mutual friction is

$$
\begin{equation*}
v_{\mathrm{mf}}=\alpha(T) s^{\prime} \times\left(v_{\mathrm{n}}-v_{\mathrm{s}, 0}-v_{\mathrm{BS}}(\boldsymbol{s})\right)-\alpha^{\prime}(T) s^{\prime} \times\left[s^{\prime} \times\left(v_{\mathrm{n}}-v_{\mathrm{s}, 0}-v_{\mathrm{BS}}(s)\right)\right] . \tag{1.158}
\end{equation*}
$$

Note that in writing (1.157) we are considering the normal fluid velocity $\boldsymbol{v}_{\mathrm{n}}$ as the average drift velocity of the thermal excitation gas [204]. A more comprehensive analysis can be performed, which takes into account a local normal fluid velocity induced by the presence of the filament and which is far from the scope of the present manuscript. It can be found in [103], whose main result is indeed a new formula for the mutual fricition velocity:

$$
\begin{equation*}
v_{\mathrm{mf}}=h_{* *}\left(v_{\mathrm{s}, 0}+v_{\mathrm{BS}}\right)+h_{*} s^{\prime} \times\left(v_{\mathrm{n}}-v_{\mathrm{s}, 0}-v_{\mathrm{BS}}\right)+h_{* *} s^{\prime} \times\left(s^{\prime} \times v_{\mathrm{n}}\right) \tag{1.159}
\end{equation*}
$$

coupled via a mutual friction forcing with a Navier-Stokes equation for the normal fluid velocity $v_{n}$, and where the friction coefficients $h_{* *}(T)$ and $h_{*}(T)$ are a combination of $\alpha(T)$ and $\alpha^{\prime}(T)$. In the remainder of this chapter, as well as in the novel results exposed later, we will ignore finite temperature effects on the vortex dynamics.

### 1.4.4 Vortex reconnections

One of the most interesting phenomena that occur in superfluids is the reconnection of vortex filaments. In general, in fluid mechanics a vortex reconnection is an event in which the topology of the vorticity field is rearranged [108]. Similarly, reconnections also occur in plasma physics as a rearrangement of the magnetic field [34]. In classical viscous fluids, where the vorticity is not confined in one-dimensional objects, the reconnection of vortex tubes is a complex phenomenon, [102], while the case of vortex filaments is a limiting and to some extent simpler situation. Two reconnecting vortex filaments approach each other, touch in a point and separate, after exchanging their strands. According to the Kelvin circulation theorem, reconnections in a barotropic inviscid fluid (as a superfluid is) should be prevented, since the circulation around a closed curve moving with the fluid is constant [133]. However, as it happens for the healing of the singularity of the vortex velocity field, superfluid vortex reconnections are possible because of the vanishing density at the core of the vortices [123]. Note that in classical Navier-Stokes fluids, the Kelvin circulation theorem is broken by the viscous dissipation, which is absent in superfluids.

## 1 Superfluidity and Bose-Einstein condensation

Vortex reconnections have been already predicted in the seminal works by Feynman [63] and Schwarz [205], and nowadays it is known that they play a fundamental dissipative role in superfluid turbulence. Specifically, they provide a channel through which the kinetic energy is redistributed. In fact, after the reconnection, helicoidal waves propagating along the filaments are produced (see section 1.4.5) and the incompressible energy contained inside the vortex lines cascades towards the scale of the core, where it is radiated into sound [170]. Recently, vortex reconnections have been directly observed in atomic BECs, by using destructive absorption imaging [206] and in superfluid helium experiments by means of the PTV technique with solidified hydrogen particles as probes $[29,169]$ (see section 2.1.3). From the numerical side, it should be noted that even if the route to reconnection is reproduced by the vortex filament model, the reconnection event (intended as the exchange of strands) must be added by ad hoc mechanisms. This is not the case for the GP model, in which reconnections are self-consistently reproduced because the regularization due to the vanishing density is naturally included. For this reason, the GP equation is the optimal framework for the study and characterization of quantum vortex reconnections. Indeed, in order to validate and support the last experimental observations [29, 169], in the publication [77] reported in section 3.3 of this Thesis we used precisely the Gross-Piteaveskii model to study the reconnections of quantum vortices mediated by particles.

The simplest observable that characterizes a superfluid vortex reconnection is the separation $\delta(t)$ between the two reconnecting points. In the limits where $\delta \ll \xi$ and $\delta \gg \xi$ (assuming that other vortices or boundaries are not present in the system), the only relevant parameter is the circulation $\Gamma$, and from a simple dimensional analysis argument it follows that the separation rate should scale as:

$$
\begin{equation*}
\delta(t) \propto(\Gamma t)^{1 / 2} . \tag{1.160}
\end{equation*}
$$

Such scaling was derived analytically in the context of the Gross-Pitaevskii model in [162], where it was also shown that locally the reconnecting vortices are always antiparallel and closely to reconnection they are arranged in hyperbola branches. The calculation reported in [162] neglects the non-linearity of the GP equation, since it is subdominant close to the core where $\psi \sim 0$. This fact suggests the universality of the scaling law (1.160), outlining its purely kinetic origin. Moreover, scaling laws different from Eq. (1.160) can be justified only by the introduction of other lenght scales. Nevertheless, many contradictory numerical results appeared in the literature (see for instance [194] and [253]), which showed different scaling before and after the reconnection. The controversy was ended by the systematic study reported in [229], in which the $t^{1 / 2}$ law was confirmed for a number of initial GP vortex configurations (included filaments in a turbulent tangle) for separations up to $\sim 10 \xi$. In the same work, the non-universality of the prefactors in Eq. (1.160) before and after the reconnection was pointed out. However, it seems that vortices always separate faster than they approach, and this dynamics has been related to the irreversible emission of a sound pulse after the reconnection [230]. Visualizations of GP vortex reconnections from [229] are reported in Fig.1.8. In a recent publication, it was shown that the $t^{1 / 2}$


Figure 1.8. Visualization of reconnection events in GP simulations. The initial configuration is displayed for (a1) perpendicular vortex lines, (b1) antiparallel lines, (c1) trefoil knot and (d1) turbulent tangle. Red and blue correspond to the reconnecting vortex filaments; the light blue isosurfaces render the density field at low values. The bottom row shows a zoom at the reconnection time of the correspondig event in the upper row. Image taken from [229] to which we refer for further details.
scaling can sussist even for large times far from the reconnection event and in presence of an external trapping, provided that the vortex-vortex mutual interaction keeps on governing the dynamics [70]. However, at distances larger than $10 \xi$ from the reconnection event, steeper scalings of the separation rate can be observed, depending on the presence of extrinsic factors like the presence of other vortices, density gradients and interaction with the boundaries. In particular, in the fully driven regime the separation rate is ballistic, scaling as $\delta(t) \propto t$.

### 1.4.5 Vortex waves

When thermal, quantum or turbulent fluctuations are present in a superfluid, or violent events like reconnections happen, excitations of quantum vortices are induced. These excitations are helicoidal waves propagating along the filaments, known as vortex waves. In the case of a slightly perturbed straight vortex filament, vortex waves propagate with a dispersion relation $\Omega_{\mathrm{v}}(k)$, where $k$ is the wavenumber associated to the vortex direction. At scales much larger than the vortex core size $\xi$, the frequency of vortex waves matches asymptotically the classical dispersion relation derived by Sir William Thomson (better known as Lord Kelvin) in 1880 in the case of a hollow vortex
in an ideal fluid [220]. Such dispersion relation reads:

$$
\begin{equation*}
\Omega_{\mathrm{KW}}(k)=\frac{\Gamma}{2 \pi a_{0}^{2}}\left[1-\sqrt{1+a_{0}|k| \frac{K_{0}\left(a_{0}|k|\right)}{K_{1}\left(a_{0}|k|\right)}}\right], \tag{1.161}
\end{equation*}
$$

where $K_{n}(x)$ is the modified Bessel function of order $n$ and $a_{0}$ identifies the size of the vortex core. The long wavelength limit of Eq. (1.161) is quadratic, with a logarithmic correction:

$$
\begin{equation*}
\lim _{k a_{0} \rightarrow 0} \Omega_{\mathrm{KW}}(k)=-\frac{\Gamma}{4 \pi} k^{2}\left(\ln \frac{2}{a_{0}|k|}-\gamma_{\mathrm{E}}\right) \tag{1.162}
\end{equation*}
$$

where $\gamma_{\mathrm{E}} \sim 0.5772$ is the Euler-Mascheroni constant. The explicit formal demonstration that long vortex waves in the Gross-Pitaevskii model propagate asymptotically as Eq. (1.162) is already contained in the original work of Pitaevskii himself [177], and has been refined and extended later by Roberts [192]. In his analysis, Roberts writes the perturbed vortex filament (in cylindrical coordinates) as the solution $\psi_{\mathrm{v}}+\delta \psi_{\mathrm{v}}$ of the GP equation, where $\psi_{\mathrm{v}}$ is the straight vortex state (1.133) and $\delta \psi_{\mathrm{v}}$ a small amplitude linear fluctuation:

$$
\begin{equation*}
\delta \psi_{\mathrm{v}}=\left[u_{1}(r) e^{-i\left(k z+m_{\varphi} \varphi-\Omega_{\mathrm{v}} t\right)}+u_{2}^{*}(r) e^{i\left(k z+m_{\varphi} \varphi+\Omega_{\mathrm{v}} t\right)}\right] e^{i \varphi} \tag{1.163}
\end{equation*}
$$

where $m_{\varphi}$ is the (integer) mode of the vortex excitation and $u_{1}(r)$ and $u_{2}(r)$ are complex radial functions. The solutions for which the angular velocity $\Omega_{\mathrm{v}}$ is real are called "bound modes", while if $\Omega_{\mathrm{v}}$ has a non vanishing imaginary part the solutions are "free modes", which lose energy through sound radiation as time passes. The main result reported in [192] is that almost all the modes are free for all $k$ and the only mode which is bound for all $k$ is the slow mode with $m_{\varphi}=1$. In the long wavelength limit, this mode is exactly the one which propagates with the dispersion relation (1.162):

$$
\begin{equation*}
\lim _{k \zeta \rightarrow 0} \Omega_{\mathrm{V}}(k)=\lim _{k a_{0} \rightarrow 0} \Omega_{\mathrm{KW}}(k) \tag{1.164}
\end{equation*}
$$

with the vortex core parameter $a_{0} \sim 1.12 \xi$. For this reason, superfluid vortex waves are usually called Kelvin waves at these scales, as their classical analog. It is interesting to notice that the angular velocity (1.161) has an opposite sign with respect to the vortex velocity field (1.132), meaning that the helicoidal Kelvin waves rotate in the opposite verse with respect to the superflow around the vortex. An example of Kelvin wave obtained tracking a vortex filament in a GP simulation is displayed in Fig.1.9. In the small scale limit, vortex excitations behave as Bogoliubov free particles with a quadratic dispersion relation, namely

$$
\begin{equation*}
\lim _{k \xi \rightarrow \infty} \Omega_{\mathrm{v}}(k)=\lim _{k \xi \rightarrow \infty} \omega_{\mathrm{B}}^{-}(k) \tag{1.165}
\end{equation*}
$$

where $\omega_{\mathrm{B}}^{-}(k)$ is given by Eq. (1.110). A complete analytical formula that matches the two asymptotics of the GP vortex wave dispersion relation has been given in the publication [79], in which the propagation of Kelvin waves in presence of particles


Figure 1.9. Example of Kelvin wave obtained tracking a vortex filament in a GP simulation. See text for further details.
trapped inside the vortex filaments is investigated. Such work constitutes one of the major findings of this Thesis and it is reported in chapter 4.
From the experimental side, Kelvin waves have been visualized directly in superfluid helium only recently, by using solidified hydrogen particles [64] (see section 2.1.3). On the other hand, the theoretical achievements are further ahead and the non-linear interactions of vortex waves have been deeply investigated, producing intense debates during the last two decades in the framework of the weak wave turbulence theory [126, $136,141]$. The non-linear interactions among waves produce a direct energy cascade towards small scales, which is believed to be one of the fundamental dissipation mechanisms in quantum turbulence [236]. Indeed, at scales smaller than the intervortex distance, the Kelvin wave cascade transfers the hydrodynamics energy of the vortex lines towards smaller scales along the filaments, until it is radiated in the form of sound waves at the scale of the vortex core size. Two predictions for the energy spectrum associated to such cascade have been derived. The first one, by Kozik and Svistunov, invoked a symmetry argument which saves the locality of the energy transfer in a six-wave non-linear interaction theory and leads to an energy spectrum $E_{\mathrm{KS}} \propto k^{-7 / 5}$ [126]. The second one, by L'vov and Nazarenko, showed the actual non-locality of the Kozik-Svistunov theory and derived an energy spectrum $E_{\mathrm{LN}} \propto k^{-5 / 3}$ as a result of an effective four-wave interaction theory [136]. Numerical evidences in the GrossPitaevskii framework support this last prediction [129]. Recently, the actual presence of Kelvin waves in a GP quantum turbulent regime has been detected [43] and a spectrum compatible with the cascade in the four-wave interaction theory has been measured [228].

## 2 Particles in fluids and superfluids


#### Abstract

In this second introductory chapter, we give a motivational background to the study of particle dynamics in superfluids and present the model that has been used to achieve the results reported in this manuscript. We first provide a general overview of the main techniques involving the use of particle as probes in superfluid helium experiments. Then we review the physics that governs the motion of spherical particles in a classical fluid, highlighting the concepts which apply for quantum fluids as well. In the last part, we discuss the theoretical and numerical models developed in the past and current years for the description of particle dynamics in a superfluid. These models include the one-way coupling, which is a generalization of the classical dynamics to the two-fluid model and the vortex filament method with moving spherical boundary conditions. Finally we introduce the coupling between the Gross-Pitaevskii model and moving repulsive potentials, which is the principal investigation tool used in this Thesis, besides mentioning the bubble fields and multi-component condensate models.


How an object moves when it is immersed in a fluid is one of the most natural questions that can be asked in hydrodynamics. In the case of quantum fluids, the fact that an object can move without experiencing any drag is the natural consequence of superfluidity, or it can be even considered as the feature which defines superfluidity. As already predicted by Landau, superfluidity is broken if the velocity of the object is larger than a critical value $[139,176]$ (see section 1.1). Nowadays, experimental evidence in liquid helium and numerical studies agree that the appearance of a drag is accompanied by the emission of quantum vortices [54, 67, 101, 180, 245]. Moreover, the temperature of a quantum fluid can never be strictly zero, and therefore a normal fluid component is always present. Besides interacting with the superfluid component, the normal flow always couples to any particle or impurity immersed in it, necessarily affecting its motion. Thus, in the most general case the behaviour of a particle in a quantum fluid is determined by the combined action of superfluid, the quantized vortices therein, and normal fluid. At the same time, particles modify actively the flow, making their dynamics rather far from obvious and in need of being studied.
In the case of superfluid helium, the main interest in understanding the motion of particles relies on the experimental implementation of particles as probes for visualizing the flow $[91,208]$. In general, the two most successful techniques for flow visualization are the Particle Image Velocimetry (PIV) and the Particle Tracking Velocimetry (PTV) [185]. The first one requires the use of a dense distribution of particles and consists in the local average of their velocities, resulting in a smooth velocity field. The second one involves the tracking of each individual particle trajectory, providing a tool for
the investigation of Lagrangian properties of the flow. Practically, in both techniques particles are suspended in the flow and reflect the light of a laser sheet, making possible to capture their time dependent position. Whilst in experiments with classical fluids the visualization techniques are currently employed with a high level of precision, for superfluid helium such development is yet to be achieved, given the intrinsic complexity of quantum fluids, as well as the practical issue of reaching and maintaining very low temperatures. Several methods which involve the use of particles have been developed for the visualization of superfluid and quantum vortex dynamics in liquid helium. The early efforts date back to the late 50's, when ions were implemented to study the properties of liquid helium and to detect the motion of vortex filaments [37, 83,186 , 241]. During the last 20 years, PIV and PTV techniques have been adopted in superfluid helium experiments using different categories of particles, from solidified hydrogen and deuterium to $\mathrm{He}_{2}$ excimers [28-30, 91].

We give an overview of such techniques in the next section 2.1, enlighting some of the most important results obtained with their use. Afterwards, in section 2.2 we will discuss the theory behind the motion of spherical particles in a classical fluid, starting from the inviscid case and then considering the effects of viscosity. The specific models used to describe the dynamics of particles in quantum fluids are examinated in the last section 2.3, emphasizing the analogies with the classical theory. Note that a prime principle theory for superfluid helium is missing, so that the use of phenomenological methods is required. In this regard, the main difficulty is caused by the large extent of scales involved in the problem, which makes currently impossible to have a single model able to capture at once all the physical properties. In this chapter we will give a major focus on the modeling of particles at very low temperature, where viscous thermal excitations are absent, which is the setting in which the largest part of the findings exposed in this manuscript is concerned. In particular, in section 2.3.3, the model based on the coupling between moving repulsive potentials and the GrossPitaevskii model is described, which is central for the follow-up of the Thesis. Indeed, starting from the next chapters, specific problems related to the interaction between particles and superfluid will be addressed using this model.

### 2.1 Visualization experiments in superfluid helium

### 2.1.1 Ion trapping and electron bubbles

When a single negative charge carried by an electron is injected in liquid helium, it self-localizes in a spherical void region from which ${ }^{4} \mathrm{He}$ atoms are excluded. This is the phenomenon that leads to the formation of the so-called electron bubbles, charged particles of size between $12 \AA$ and $20 \AA$, that can be used as detectors of quantum vortices $[37,83,186]$. The idea is that negative ion bubbles are attracted to the vortices because of Bernoulli force and eventually get captured. Such mechanism is actually the same at the basis of the use of positive ions and even large solid particles, given that in general the energy of the system is lower when an object is trapped in the core


Figure 2.1. Photographs of discrete quantized vortex lines (left) and stable vortex arrays (right) in rotating ${ }^{4} \mathrm{He}$ experiments with trapped ion bubbles. Different labels correspond to different angular velocities. Images taken respectively from [240] and [247], to which we refer for further details.
than far from it $[55,173]$. We will give more details on this mechanism in chapter 3. In the case of a positive ion, the particle attracts the surrounding fluid, triggering a liquid-solid transition and generating a "snowball" of solid helium [6]. However, given the extremely small size of such objects ( $\sim 8 \AA$ ) and therefore of the cross-section of the snowball-vortex interaction, their practical use in experiments is limited.
Being the electron bubbles charged, the application of an external electric field can be used to manipulate them. In the early experiments, the technique consisted in generating straight vortices by rotating a bucket of liquid helium, loading them with ions injected orthogonally to the filaments and applying an electric field parallel to them. As a consequence, the electron bubbles slided along the vortices and reached a detector, where they were revealed. In this way it was eventually possible to detect individual vortex lines [168], and an improvement of such method led to the measurement of vortex line density in a turbulent tangle [215]. Later, a photographic technique combined with the negative ion detection allowed for the first direct visualization of individual quantized vortices and symmetric arrays of vortices in rotating ${ }^{4} \mathrm{He}$ [240, 247]. These first photographs of quantum vortices are reported Fig. 2.1.

In conclusion, the advantages of the standard bubble ion trapping technique is
that the smallness of the particles prevent them from disturbying the flow and can be implemented in very low temperature regimes. On the other hand, the actual visualization of the full three dimensional dynamics of superfluid vortices is hardly possible and when the temperature is too high ( $>1.7 \mathrm{~K}$ ) they do not remain trapped inside the vortex filaments [208].

We mention here that a further technique based on the acoustic cavitation imaging of electron bubbles is being developed. The basic principle behind this method is that if a negative pressure is applied to liquid helium, the size of the bubbles increases from the typical radius of $\sim 12 \AA$ up to several microns. After a critical value of the negative pressure there is no longer an energy minimum, thus a bubble becomes unstable and eventually explodes [44, 73, 93, 104]. Recently, bubble expansions of 1 mm have been observed [246]. In these experiments, the variation of pressure is generated by an acoustic forcing and the large bubbles can be visualized using standard optical methods. Unlike the traditional ion trapping technique, the cavitating electrons are those already present in the system (by natural or induced ionization), and no external electron beam is used. As a consequence, they are supposed to trace the normal fluid component, unless they get captured by quantized vortices and slide along them, which could explain the observation of snakelike paths [93]. Finally note that since the pressure around particles trapped inside quantum vortices is reduced (see section 3.1), the explosion can be triggered at a lower critical pressure, providing thereby a way to distinguish the trapped bubbles from the free ones [73].

### 2.1.2 PIV with solid particles

Micron-size polymer micro-spheres have been used in combination with the PIV method to study average properties of liquid helium below the critical temperature [249-251]. This technique has been implemented particularly in the specific setting of turbulent thermal counterflow.

One of the most relevant early experiments with counterflow sampled with PIV is the one reported in [250] by Zhang and Van Sciver, where the sedimentation of heavy solid particles is studied. A heat source is applied at the bottom of the helium container, so that the normal fluid component flows upwards and the superfluid component flows downwards. Heavy particles (with a mass density 9 times higher than the liquid helium one) are immersed in the system in a temperature range between 1.62 K and 2.0 K and with heat fluxes between $q=110 \mathrm{~mW} / \mathrm{cm}^{2}$ and $q=1370 \mathrm{~mW} / \mathrm{cm}^{2}$. In these conditions, one could have expected the viscous Stokes drag due to the normal fluid to balance the gravitational body force, so that the particle velocity is given by $v_{\mathrm{p}}=v_{\mathrm{n}}-v_{\text {slip }}$, namley the difference between the normal fluid velocity $v_{\mathrm{n}}$ and the terminal velocity of particle sedimentation $v_{\text {slip }}$. Instead, the instructive result of [250] is that the actual particle velocity has an extra contribution $v_{\text {add }}$ in the direction opposite to the normal fluid. This deviation, which produced an average particle velocity $v_{\mathrm{p}} \sim 0.5 v_{\mathrm{n}}$ for all the temperatures analyzed, can be indeed explained with the presence of a tangle of superfluid vortices strongly interacting with the particles.

The same authors used similar particles in the same range of temperatures to study
thermal counterflow past a macroscopic cylinder [251]. The striking result of the PIV measurements was the emergence of large eddies at the scale of the cylinder both downstream and upstream. Also in this case, Zhang and Van Sciver explained these unclassical structures as the consequence of mutual friction between quantized vortex lines and the normal fluid. However, in this case an alternative explanation has been proposed, based on the existence of stationary locations in the point vortex model in a setting analogous to the experiment [207].
In general, the interpretation of PIV measurements in finite temperature superfluids is much harder than in classical hydrodynamics, given the intrinsic bifluid nature of the flow. In particular, particles interact with both the superfluid and the normal fluid component, and they are affected by the presence of quantized vortices. Therefore, although the use of this technique gave important results in the description of the mean flow properties, it is not suitable for the investigation of the detailed structure of quantum turbulence and the dynamics of superfluid vortices. For this reason, other techniques and innovative kind of particles have been recently implemented, which are described in the following.

### 2.1.3 Vortex imaging and PTV with solidified particles

The PTV technique, which consists in the tracking of each single particle trajectory, is a powerful method that provides more insights about the details of the flow than PIV. Since the solid particles usually used in PIV experiments turned out to be generally too dense to allow for a detailed description of superfluid turbulence, solidified hydrogen (or deuterium) particles have been introduced for the PTV measurements [28, 30, 91, 208]. These new probes are produced via injection of a gaseous mixture of hydrogen and helium directly in the liquid helium sample at a temperature slightly above the transition point. The solidification of hydrogen then leads to "ice" particles with a diameter of few microns and a density slightly less than the liquid helium one $\left(\rho_{\mathrm{H}}=0.7 \rho_{\mathrm{He}}\right)$ [30]. After the generation of solidified particles inside the liquid helium sample, the temperature is slowly decreased below the critical value, so that turbulent vortex filaments appear. In 2006, the groundbreaking experiment [28] by the Lathrop's group in Maryland used this new technique to directly visualize quantum vortex filaments in superfluid helium for the first time. The already famous images of this experiment are reported in Fig. 2.2.
Subsequent studies used the same procedure to characterize the dynamics of superfluid vortices, especially the process of vortex reconnection $[29,169]$ and the propagation of Kelvin waves [64], introduced in the first chapter of this Thesis. In particular, the experiments strongly suggest that the reconnections between vortex filaments effectively take place [29] (see Fig. 2.3) and the measured vortex approaching rate before and after the reconnection is compatible with the scaling $\left(\left|t-t_{0}\right|\right)^{1 / 2}$ predicted in theory $[70,162,229]$, with some deviation that may be due to the local properties of the environment [169]. The reconnection scaling, which is ultimately determined by the presence of the quantum of circulation as the only significant parameter at small scales, has been proposed to be the physical origin of the power law tails observed in

## 2 Particles in fluids and superfluids



Figure 2.2. Visualization of quantum vortices with solidified hydrogen particles in the experiment [28]. (a) Slightly above the superfluid transition temperature. (b,c) Tens of mK below the transition temperature, regrouped in branching filaments and (d) along vertical lines for stationary rotation about the vertical axis. Images taken from [28] to which we refer for further details.


Figure 2.3. Visualization of individual pairs of reconnecting vortices decorated with hydrogen particles in superfluid helium. Different labels refer to different events with different visual perspectives. Subsequent snapshots in each row are taken at intervals of 50 ms . Images taken from [29] to which we refer for further details.


Figure 2.4. Visualization of Kelvin waves propagating after a reconnection event in superfluid helium. The circles indicate hydrogen particles decorating the vortex. Images taken from [64] to which we refer for further details.
the velocity distribution of particles in quantum turbulence experiments [137, 170]. Such issue will be discussed in more detail in chapter 5.
The first observation of Kelvin waves in superfluid helium sampled with hydrogen ice particles [64] is reported in Fig. 2.4. The helicoidal perturbation observed in the experiment is generated after a reconnection event and it is compatible with LIA and Biot-Savart self-similar solutions, adjusted with a damping term that takes into account finite temperature mutual friction effects.
Solidifed particles have been adopted in combination to PTV to study thermal counterflow as well. An important counterflow experiment was performed by Paoletti et al. [197] in the same range of temperatures of [250] but at lower values of the heat flux (between $q=13 \mathrm{~mW} / \mathrm{cm}^{2}$ and $q=91 \mathrm{~mW} / \mathrm{cm}^{2}$ ). Thanks to the PTV method, a bimodal probability distribution for the particle velocity along the counterflow was observed, with one peak associated with smooth trajectories following the normal fluid component and another associated with irregular trajectories moving in the opposite direction. These results partially confirmed the scenario arised in the PIV experiment [250] in which a fraction of particles moves in the direction opposite to the normal fluid component, being trapped in a tangle of quantum vortices carried by the superflow. However, the peak associated to the particles trapped in the tangle drops when the temperature is increased (which means lower vortex line density) or the heat flux is
increased (which means higher normal fluid velocity). Therefore, an apparent paradox emerged, since in the PIV experiment [250] the average particle velocity was always proportional to $v_{\mathrm{n}}$ and independent of temperature. This contradition was solved by further theoretical studies in the vortex filament framework $[114,115]$ and a subsequent PTV experiments over a wider range of heat fluxes and normal fluid velocities [39, 148]. It was shown that the bimodal behaviour is present only for sufficiently low counterflow velocities. Conversely, above a critical velocity the particles get untrapped from the vortices and the distribution becomes monovalued, with the tangle causing a friction slowdown as in the original PIV experiment [250].

In conclusion, the PTV technique with solidified ice particles as probes is a powerful and promising method for the investigation of superfluid physics, provided that a strong theoretical backgroung is able to support them. This is indeed the main motivation that led to the work exposed in the following chapters of this Thesis, which has been inspired precisely by the avant-garde experiments described in this section.

### 2.1.4 Fluorescence of $\mathrm{He}_{2}^{*}$ excimers

Finally, we mention a recent visualization technique using excited $\mathrm{He}_{2}^{*}$ molecules as probes, which are claimed to be sensitive only to the normal fluid [71, 90, 147, 151]. In particular the triplet state $\mathrm{He}_{2}\left(a^{3} \Sigma_{\mathfrak{u}}^{+}\right)$is metastable but with a long decay time ( $\sim 13 \mathrm{~s}$ ), and can be produced easily and in large amount by excitating helium ground state atoms. Excimers immersed in liquid helium form very small bubbles of radius $6 \AA$, which can be detected using a laser-induced fluorescence technique [91]. Given their small size, the binding energy of the $\mathrm{He}_{2}^{*}$ molecules to quantum vortices at temperatures larger than 1 K is not sufficient to get them trapped and Stokes drag is expected to be the dominating force [235]. Therefore these excimers are perfect candidates for sampling the normal fluid component, even at the Kolmogorov scale. In the experiments [71, 90, 147] a tracer line of excimers is produced with a laser-field ionization and then probed using a laser in a counterflow setting of superfluid helium. The presence of a turbulent regime in the normal fluid is shown, in which the dissipation acts at all scales due to the mutual friction with the superfluid component. Such turbulence is achieved when the heat flux generating the counterflow is large (see Fig. 2.5) and the local velocity can be measured by dividing the displacement of a small line segment along the counterflow direction by the drift time (i.e. the time gap between the creation and the imaging of the tracer line). One limitation is thus that only the velocity component perpendicular to the tracer line can be measured, but some expedients are being studied to overcome this issue [92].

The imaging of helium excimers is an interesting technique because it allows for the estimation of useful quantities in turbulence like structure functions, and thus helps in characterizing the normal fluid component in thermal counterflow. Moreover, at sufficiently low temperature, triplet molecules could become trapped in quantized vortex cores, allowing for the imaging of superfluid vortices [235] and tracing a turbulent quantum vortex tangle [252]. As we will stress in the publications [76, 79], having small particles as probes for quantum vortices is theoretically the best solution,


Figure 2.5. Fluorescence imaging of a thin line of $\mathrm{He}_{2}^{*}$ excimers in thermal counterflow. Images taken from [91], to which we refer for further details.
therefore excimers could be a promising option also for vortex tracking at very low temperature, if succesfully developed.

### 2.2 Dynamics of particles in classical hydrodynamics

In this section we review the key steps for the derivation of the equation of motion for a body immersed in a classical fluid. Some of the concepts introduced here will be recovered in the following section describing the models for particles in superfluids, as well as in the results presented in the publications included later in this Thesis. In particular, we focus on the case of an incompressible fluid described by the velocity field $\boldsymbol{v}(x, t)$, which obeys the Navier-Stokes equation:

$$
\begin{equation*}
\frac{D v}{D t}=-\frac{1}{\rho} \nabla p+\nu \nabla^{2} v+\tilde{g}, \tag{2.1}
\end{equation*}
$$

with the incompressibility condition

$$
\begin{equation*}
\nabla \cdot v=0 \tag{2.2}
\end{equation*}
$$

and where $D / D t=\partial / \partial t+(v \cdot \nabla)$ is the material derivative, $\rho$ is the constant homogenous density, $p(x, t)$ is the pressure field, $v$ is the kinematic viscosity and $\tilde{g}$ is the gravitational acceleration. We start by defining a tracer, also called Lagrangian particle or fluid particle, which is a point $\boldsymbol{q}(t)$ following the streamlines of the flow. Its equation of motion is thus

$$
\begin{equation*}
\dot{\boldsymbol{q}}(t)=\boldsymbol{v}(\boldsymbol{q}(t), t), \tag{2.3}
\end{equation*}
$$

with the initial condition $\dot{\boldsymbol{q}}\left(t_{0}\right)=\boldsymbol{v}\left(\boldsymbol{q}\left(t_{0}\right), t_{0}\right)$. By definition a tracer is a passive and buoyant point particle. The trajectories of tracers are fundamental objects, since all the Lagrangian description of fluid dynamics is based on them. However, the dynamics of real finite size and inertial particles is more complex than the one of an ideal fluid particle. We will show at the end of this section some limits in which the tracer behaviour can be recovered.
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In general, we assume that a particle immersed in a fluid is a rigid body of mass $M_{p}$ described by the position of its center of mass $\boldsymbol{q}(t)$, which moves with a velocity $\dot{\boldsymbol{q}}(t)$. Note that the incompressibility approximation (2.2) is valid as long as the velocity of the particle remains smaller compared to the speed of sound in the liquid. The equation of motion for such particle is given by

$$
\begin{equation*}
M_{\mathrm{p}} \ddot{q}_{i}=M_{\mathrm{p}} \tilde{g}_{i}+F_{i} \quad \text { with } \quad F_{i}=\oint_{\partial \mathbb{B}} \sigma_{i j} n_{j} \mathrm{~d} \Sigma, \tag{2.4}
\end{equation*}
$$

where $\mathbb{B}[\boldsymbol{q}(t)]$ is the volume occupied by the particle and the integral is extended over the full particle surface $\partial \mathbb{B}[\boldsymbol{q}(t)]$. The unit vector $\hat{\boldsymbol{n}}$ is the outward normal to the particle surface and $\sigma_{i j}$ in the stress tensor of the fluid

$$
\begin{equation*}
\sigma_{i j}=-p \delta_{i j}+v \rho\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right) . \tag{2.5}
\end{equation*}
$$

In this Thesis we deal with spherical particles but many of the conclusions can be in principle generalized to the case of rigid particles with an arbitrary shape. The problem consists in giving an explicit expression for the force $F_{i}$ in Eq. (2.4) that only depends on the particle degrees of freedom, or in other words evaluating the stress tensor on the particle surface. In the following, we first consider the case of an inviscid irrotational fluid, adding later the contribution due to rotational and viscous effects.

### 2.2.1 Particle motion in ideal irrotational fluids

We indicate with $v_{0}(x, t)$ the undisturbed fluid velocity field when the particle is absent, while $v(x, t)$ is the velocity field in presence of the particle, both in the laboratory reference frame. In the following we will consider the coordinate system moving with the particle $x^{\prime}(t)=\boldsymbol{x}-\boldsymbol{q}(t)$, in which the relative velocity field is denoted by $\boldsymbol{w}\left(\boldsymbol{x}^{\prime}, t\right)=\boldsymbol{v}\left(\boldsymbol{x}^{\prime}+\boldsymbol{q}(t), t\right)-\dot{\boldsymbol{q}}$. Analytical calculations can be performed if the length scale at which the flow varies is much larger than the particle size $a_{\mathrm{p}}$, namely if the following parameter remains small:

$$
\begin{equation*}
\epsilon_{\mathrm{p}}=a_{\mathrm{p}} \frac{\left\|\nabla v_{0}(\boldsymbol{q})\right\|}{\left|v_{0}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right|}=a_{\mathrm{p}} \frac{\left\|\nabla v_{0}(\boldsymbol{q})\right\|}{\left|\boldsymbol{w}_{0}(\mathbf{0})\right|} \ll 1 . \tag{2.6}
\end{equation*}
$$

In the case of an ideal (inviscid) fluid the viscous term proportional to $v$ in Eq. (2.1) is absent, and the stress tensor (2.5) is just given by the diagonal terms proportional to the pressure $\sigma_{i j}=-p \delta_{i j}$. The presence of the particle imposes the free slip boundary condition for the flow around it

$$
\begin{equation*}
\boldsymbol{w}\left(x^{\prime}\right) \cdot \hat{n}=0, \quad \forall x^{\prime} \text { s.t. }\left|x^{\prime}\right|=|x-\boldsymbol{q}|=a_{\mathrm{p}}, \tag{2.7}
\end{equation*}
$$

while far from the particle the flow tends to the undisturbed field

$$
\begin{equation*}
\boldsymbol{w}\left(\boldsymbol{x}^{\prime}\right) \rightarrow \boldsymbol{w}_{0}\left(\boldsymbol{x}^{\prime}\right), \quad \forall \boldsymbol{x}^{\prime} \text { s.t. }\left|x^{\prime}\right|=|\boldsymbol{x}-\boldsymbol{q}| \gg a_{\mathrm{p}} . \tag{2.8}
\end{equation*}
$$

In the standard treatment of the problem, the fluid velocity field is splitted into the far field component plus corrections due to the presence of the particle [8, 150, 181]:

$$
\begin{equation*}
w=w_{0}+w_{\mathrm{p}}+w_{\mathrm{BC}} \tag{2.9}
\end{equation*}
$$

where we are assuming that the flow is also irrotational. In this case, Eq. (2.9) can be written also in terms of the corresponding velocity potentials:

$$
\begin{equation*}
\phi=\phi_{0}+\phi_{\mathrm{p}}+\phi_{\mathrm{BC}}, \tag{2.10}
\end{equation*}
$$

so that $w=\nabla \phi, w_{0}=\nabla \phi_{0}, w_{\mathrm{p}}=\nabla \phi_{\mathrm{p}}$ and $w_{\mathrm{BC}}=\nabla \phi_{\mathrm{BC}}$. The contribution $w_{\mathrm{p}}$ is of the order of magnitude of $w_{0}$, and it represents the perturbation of a homogeneous flow due to the presence of a sphere. Its potential reads [19]

$$
\begin{equation*}
\phi_{\mathrm{p}}=\frac{a_{\mathrm{p}}^{3}}{\left.2\left|x^{\prime}\right|\right|^{\prime}} x^{\prime} \cdot \boldsymbol{w}_{0}(\mathbf{0}, t)=\frac{a_{\mathrm{p}}^{3}}{2|\boldsymbol{x}-\boldsymbol{q}|^{3}}(x-\boldsymbol{q}) \cdot\left(\boldsymbol{v}_{0}(\boldsymbol{q}, t)-\dot{\boldsymbol{q}}\right), \tag{2.11}
\end{equation*}
$$

so that at the boundary of the particle

$$
\begin{equation*}
w_{\mathrm{p}}\left(a_{\mathrm{p}} \hat{\boldsymbol{n}}\right) \cdot \hat{n}=-\boldsymbol{w}_{0}(\mathbf{0}) \cdot \hat{n}=\left(\dot{\boldsymbol{q}}-v_{0}(\boldsymbol{q})\right) \cdot \hat{n} \tag{2.12}
\end{equation*}
$$

In the case of a homogenous flow this correction would be sufficient to satisfy the boundary condition (2.7) by construction, while the general case of an inhomogenous flow it is necessary to add the contribution $w_{\mathrm{BC}}$. This is indeed fixed by the condition

$$
\begin{equation*}
\boldsymbol{w}_{\mathrm{BC}}\left(a_{\mathrm{p}} \hat{\boldsymbol{n}}\right) \cdot \hat{\boldsymbol{n}}=\left(\boldsymbol{w}_{0}\left(a_{\mathrm{p}} \hat{\boldsymbol{n}}\right)-\boldsymbol{w}_{0}(\mathbf{0})\right) \cdot \hat{\boldsymbol{n}}=\left(\boldsymbol{v}_{0}\left(\boldsymbol{q}+a_{\mathrm{p}} \hat{\boldsymbol{n}}\right)-\boldsymbol{v}_{0}(\boldsymbol{q})\right) \cdot \hat{\boldsymbol{n}}, \tag{2.13}
\end{equation*}
$$

which is satisfied at the order $\mathcal{O}\left(\epsilon_{\mathrm{p}}\right)$ if the potential $\phi_{\mathrm{BC}}$ reads

$$
\begin{equation*}
\phi_{\mathrm{BC}}=\frac{1}{2} e_{i j} x_{i}^{\prime} x_{j}^{\prime}=\frac{1}{2}\left(\left.\frac{\partial v_{i}}{\partial x_{j}}\right|_{q}+\left.\frac{\partial v_{j}}{\partial x_{i}}\right|_{q}\right)\left(x_{i}-q_{i}\right)\left(x_{j}-q_{j}\right), \tag{2.14}
\end{equation*}
$$

where $e_{i j}$ is a shortcut for the strain rate tensor evaluated at the particle position. The pressure field $p^{\prime}\left(x^{\prime}, t\right)$ in the coordinates system of the particle can be evaluated writing the momentum equation (2.1) for an inviscid irrotational fluid

$$
\begin{equation*}
\frac{\partial w}{\partial t}+\ddot{q}+\frac{1}{2} \nabla|w|^{2}=-\frac{1}{\rho} \nabla p^{\prime}+\tilde{g}, \tag{2.15}
\end{equation*}
$$

which implies the Bernoulli equation

$$
\begin{equation*}
p^{\prime}=-\rho\left(\frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}+\ddot{q} \cdot x^{\prime}-\tilde{g} \cdot x^{\prime}\right)+C_{p}(t) \tag{2.16}
\end{equation*}
$$

where $C_{p}(t)$ is a homogenous term which is fixed by the far field boundary condition

## 2 Particles in fluids and superfluids

(2.8). Therefore, the force term in Eq. (2.4) can be computed as

$$
\begin{equation*}
F=-\oint_{\partial \mathbb{B}} p^{\prime} \hat{\boldsymbol{n}} \mathrm{d} \Sigma=\rho \oint_{\partial \mathbb{B}}\left(\frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}\right) \hat{n} \mathrm{~d} \Sigma+M_{0}(\ddot{\boldsymbol{q}}-\tilde{g}), \tag{2.17}
\end{equation*}
$$

where in the last term we have used the divergence theorem and defined the fluid mass displaced by the particle as

$$
\begin{equation*}
M_{0}=\rho \int_{\mathbb{B}} \mathrm{d} x^{\prime}=\frac{4}{3} \pi \rho a_{\mathrm{p}}^{3} . \tag{2.18}
\end{equation*}
$$

Using the definition (2.10) with (2.11) and (2.14) and applying again the divergence theorem we get the formula for the hydrodynamic force [8]

$$
\begin{equation*}
F=\left.\left(C_{\mathrm{a}}+1\right) M_{0} \frac{D v_{0}}{D t}\right|_{q}-M_{0} \tilde{g}-C_{\mathrm{a}} M_{0} \ddot{\boldsymbol{q}}, \tag{2.19}
\end{equation*}
$$

where the value of the coefficient $C_{a}=1 / 2$ is due to the spherical shape of the particle. Considering particles of different shapes would give a different value, for instance for a cylinder $C_{a}=1$ [19]. The equation of motion (2.4) can be rearranged in the following way:

$$
\begin{equation*}
M_{\mathrm{eff}} \ddot{q}=\left(M_{\mathrm{p}}-M_{0}\right) \tilde{g}+\left.\left(C_{\mathrm{a}}+1\right) M_{0} \frac{D v_{0}}{D t}\right|_{q}, \tag{2.20}
\end{equation*}
$$

where we have defined an effective mass

$$
\begin{equation*}
M_{\mathrm{eff}}=M_{\mathrm{p}}+C_{\mathrm{a}} M_{0}, \tag{2.21}
\end{equation*}
$$

in which we have collected the actual mass of the particle $M_{p}$ and the so called added mass $C_{\mathrm{a}} M_{0}$. The physical origin of such increment of the inertia lies in the finite size of the particle, which has to displace the same amount of fluid occupied by its volume while it moves. The force term related to the fluid acceleration is

$$
\begin{equation*}
F_{\mathrm{acc}}=\left.\left(C_{\mathrm{a}}+1\right) M_{0} \frac{D v_{0}}{D t}\right|_{q}, \tag{2.22}
\end{equation*}
$$

and in Eq. (2.20) we also recognize the familiar body force term

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{g}}=\left(M_{\mathrm{p}}-M_{0}\right) \tilde{\boldsymbol{g}}, \tag{2.23}
\end{equation*}
$$

which is gravitational force minus buoyancy. It arises for a reason similar to the added mass effect and its consequence is that particles with the same mass density of the fluid (i.e. with unitary mass ratio $M_{b}=M_{p} / M_{0}=1$ ) do not feel the effect of gravity. These kind of particles are usually called neutrally buoyant particles, while they are called heavy if $M_{l}>1$ and light if $\mathscr{M}<1$. It is interesting to notice that in the case of neutral particles any dependence on the mass disappears in (2.20), which becomes
simply

$$
\begin{equation*}
\ddot{q}=\left.\frac{D v_{0}}{D t}\right|_{q}, \tag{2.24}
\end{equation*}
$$

meaning that particle and fluid feel exactly the same acceleration, given by the pressure gradient.
At this point we should stress that a quantum fluid like liquid helium close to zero temperature can be modeled at sufficiently large scales as an inviscid, incompressible and irrotational classical fluid. The same is true for a fluid described by the GP model at scales larger that the healing length and if sound waves are weak. As a consequence, Eq. (2.20) can be used to describe the motion of a large spherical particle in a low temperature superfluid, in the case in which the flow does not circulate around the sphere, namely if there are no vortex filaments piercing the particle. This situation is indeed the one studied in [15] in the framework of the vortex filament method and in [75] using the GP theory. This latter case is reported in chapter 3 of this manuscript, where Eq. (2.20) is derived in the GP framework (in absence of gravity), taking as undisturbed flow $v_{0}$ the one generated by a straight vortex line (1.132) far from the particle.

### 2.2.2 Rotational effects

We briefly mention what changes in the case of a rotational ambient flow, in which the vorticity $\omega_{0}=\nabla \times v_{0}$ is different from zero. At order $\mathcal{O}\left(\epsilon_{\mathrm{p}}\right)$, namely for a uniform straining flow, the vorticity is also uniform. Then, since the rate of change of vorticity is of order $\left|\partial \omega_{0} / \partial t\right| \sim\left\|\nabla v_{0}\right\|^{2}$, in the time interval needed for the flow to go past the sphere $\delta t=a_{\mathrm{p}} /\left|w_{0}(\mathbf{0})\right|$ the change in the vorticity is small $\left|\delta \boldsymbol{\omega}_{0}\right|=a_{\mathrm{p}}\left\|\nabla v_{0}\right\|^{2} /\left|\boldsymbol{w}_{0}(\mathbf{0})\right| \ll \omega_{0}$. Therefore the rate of change of the vorticity can be also neglected at the order $\mathcal{O}\left(\epsilon_{\mathrm{p}}\right)$ and the decomposition (2.9) is still valid with the addition of an extra rotational term $w_{\omega}$. The rotational correction must satisfy the usual boundary condition $w_{\omega} \cdot \hat{n}=0$ at the surface of the particle and leads to the following force $[7,8]$ :

$$
\begin{equation*}
\boldsymbol{F}_{\omega}=C_{\omega} M_{0}\left(v_{0}(\boldsymbol{q})-\dot{q}\right) \times \omega_{0}(\boldsymbol{q}), \tag{2.25}
\end{equation*}
$$

with $C_{\omega}=1 / 2$ for a spherical particle. Such force, which must be added in the right hand side of Eq. (2.20), represents a lift force orthogonal to the relative velocity between the ambient flow and the particle, that arises because of the stretching of the vorticity lines in the vicinity of the particle surface. We write for completeness the full equation of motion of the particle in an incompressible ideal fluid:

$$
\begin{equation*}
M_{\mathrm{eff}} \ddot{q}=\left(M_{\mathrm{p}}-M_{0}\right) \tilde{g}+\left.\left(C_{\mathrm{a}}+1\right) M_{0} \frac{D v_{0}}{D t}\right|_{q}+C_{\omega} M_{0}\left(v_{0}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right) \times \omega_{0}(\boldsymbol{q}) \tag{2.26}
\end{equation*}
$$

The rotational term requires the existence of a continous non-zero vorticity field. The limiting case in which the vorticity is always zero apart where the particle is gives rise to the Kutta-Jukovskii lift force (also called Magnus effect), which can be completely
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solved using just the potential flow.

### 2.2.3 Magnus effect

If the flow is inviscid, incompressible and irrotational but it has a non-zero circulation $\Gamma$ around the particle another term arises in its equation of motion. This limiting situation in which irrotationality and circulation coexist in the same flow is possible only if a line of singular vorticity runs through the particle. Although such picture is rather unnatural in a classical perfect fluid, it corresponds exactly to what happens in superfluid helium experiments, where particles used as probes are trapped by quantum vortex filaments [54]. However, such exotic object is still a solution that can be treated in classical fluid mechanics, and gives rise to the lift force known as Magnus effect $[109,138]$. The velocity field $v_{v}$ generated by the vortex is the same given in Eq. (1.132). We choose the system of reference with the particle center as origin, the vortex line that lies on the $z$ axis and the relative velocity between the particle and the ambient fluid aligned to the $y$ axis. In this configuration, the potential associated to the vortex is

$$
\begin{equation*}
\phi_{\mathrm{v}}=\frac{\Gamma}{2 \pi} \arctan \frac{y}{x}, \tag{2.27}
\end{equation*}
$$

which has to be added to the decomposition (2.10). The Magnus effect arises from the coupling $\nabla \phi_{\mathrm{p}} \cdot \nabla \phi_{\mathrm{v}}$ inside the pressure term integrated in (2.19). In the chosen coordinates system the only non-zero contribution to the force is along the $x$ axis, orthogonal to both the vortex filament and the particle relative velocity:

$$
\begin{equation*}
F_{x}^{\text {Magnus }}=\rho \oint_{\partial \mathbb{B}} \rho\left(\nabla \phi_{\mathrm{v}} \cdot \nabla \phi_{\mathrm{p}}\right) \hat{n} \mathrm{~d} \Sigma=\frac{3}{2} \rho \Gamma a_{\mathrm{p}} w_{0 x}(\boldsymbol{q}) . \tag{2.28}
\end{equation*}
$$

Generalizing to the laboratory reference frame, the Magnus force eventually reads

$$
\begin{equation*}
\boldsymbol{F}_{\text {Magnus }}=-\frac{3}{2} \rho a_{\mathrm{p}} \boldsymbol{\Gamma} \times\left(\boldsymbol{v}_{0}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right), \tag{2.29}
\end{equation*}
$$

where the modulus of the vector $\Gamma$ is the circulation and it is oriented along the vortex filament. It is evident that such effect is present only if the particle inside the vortex and the ambient flow have a non-zero relative velocity. Magnus force causes a precession of the particle around the vortex filament. This dynamics is present in quantum fluids and studied in detail in the article [79], reported in chapter 4.
It is worthwile to point out a subtle difference between the Magnus effect described here and the one present in viscous fluids. In fact, the usual Magnus force is a lift force that arises when an object rotates and at the same time moves with a translational velocity in a viscous fluid $[19,196]$. In this case the presence of viscosity produces a boundary layer close to the particle surface that rotates together with the particle. When the rotating particle also moves with a translational velocity, an asymmetry in the flow is produced. In particular, on one side of the particle the velocity coming from rotation is added to the one coming from translation, while on the opposite side the
two contributions are subtracted. The velocity difference is converted into a pressure difference via Bernoulli principle, producing as a consequence a lift force (see [196] and next section). Therefore, both in the inviscid and the viscous case the Magnus effect is induced by Bernoulli pressure. The difference is that in a viscous fluid the circulation results from the rotation of the particle which carries the fluid close to its boundary, and could not be possible in absence of viscosity. Conversely, in a perfect fluid the rotation of an object does not have any effect on the sourrunding flow and the circulation around it must be triggered by another independent mechanism, which is indeed the presence of a vortex filament.

### 2.2.4 Viscous effects

When the viscous dissipation is present in a classical fluid described by the incompressible Navier-Stokes equations (2.1) and (2.2), the derivation of the equation of motion for the particle becomes much more complex, requiring further approximations besides the smallness of the flow inhomogeneity at the particle scale ${ }^{1}(2.6)$ [150, 152]. Firstly, the no-slip boundary condition must be satisfied at the particle boundary:

$$
\begin{equation*}
w\left(x^{\prime}\right)=\Omega \times x^{\prime}, \quad \forall x^{\prime} \text { s.t. }\left|x^{\prime}\right|=|x-q|=a_{\mathrm{p}}, \tag{2.30}
\end{equation*}
$$

where $\Omega$ is the angular velocity of the sphere and the usual notation $w=v-\dot{q}$ for the flow in the coordinate system comoving with the particle is used. An anlytical treatment of the problem has been performed in [150] in the case of a creeping flow. In particular, we can decompose the velocity field as

$$
\begin{equation*}
w=w_{0}+w_{1} \tag{2.31}
\end{equation*}
$$

where $w_{0}$ is the undisturbed flow and $w_{1}$ is the term arising because of the presence of the particle. Then, the advective terms in the equation for $w_{1}$ can be neglected if the particle Reynolds number tends to zero:

$$
\begin{equation*}
\operatorname{Re}_{\mathrm{p}}=\frac{a_{\mathrm{p}} w_{0}(\mathbf{0})}{v} \ll 1 . \tag{2.32}
\end{equation*}
$$

Note that the condition (2.32) is generally satisfied in the typical particle tracking experiments, in both classical and quantum fluids [208]. The equation of motion obtained in [150] is

$$
\begin{equation*}
M_{\mathrm{eff}} \ddot{\eta}=\left(M_{\mathrm{p}}-M_{0}\right) \tilde{g}+\left.M_{0} \frac{D v_{0}}{D t}\right|_{q}+\left.C_{\mathrm{a}} M_{0} \frac{\mathrm{~d} v_{0}}{\mathrm{~d} t}\right|_{q}+\boldsymbol{F}_{\mathrm{drag}}+\boldsymbol{F}_{\mathrm{Faxén}}+\boldsymbol{F}_{\text {Basset }} . \tag{2.33}
\end{equation*}
$$

The immediate consequence of the creeping flow condition (2.32) is that the fluid acceleration term $\left.C_{a}\left(D v_{0} / D t\right)\right|_{q}$ in the inviscid case (2.20) has been substituted with
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$\left.C_{a}\left(\mathrm{~d} v_{0} / \mathrm{d} t\right)\right|_{q}$, where now the total derivative follows the particle trajectory $\mathrm{d} / \mathrm{d} t=$ $\partial / \partial t+(\dot{\boldsymbol{q}} \cdot \nabla)$. However, the added mass coefficient $C_{\mathrm{a}}$ remains the same, only depending on the geometry of the particle. It has been proposed that in the case of an arbitrary viscous inhomogenoeus flow, the generalization of Eq. (2.33) should contain the material derivative $D / D t$, in analogy with the inviscid case (2.20) [152].

Several new forces emerge in the dynamics of a sphere in a viscous fluid. At low particle Reynolds number, the dominant one is the Stokes drag

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{drag}}=6 \pi \rho a_{\mathrm{p}} v\left(\boldsymbol{v}_{0}(\boldsymbol{q})-\dot{q}\right), \tag{2.34}
\end{equation*}
$$

whose effect is to align the particle velocity to the flow velocity.
The Faxén corrections arise because of the local inhomogeneities of the undisturbed flow:

$$
\begin{equation*}
\boldsymbol{F}_{\text {Faxén }}=\left.\frac{C_{\mathrm{a}}}{10} M_{0} a_{\mathrm{p}}^{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \nabla^{2} v\right|_{q}+\left.\pi \rho a_{\mathrm{p}} \nu \nabla^{2} v\right|_{q}, \tag{2.35}
\end{equation*}
$$

and it is of order $\mathcal{O}\left(a_{\mathrm{p}}^{2} / \ell_{\mathrm{f}}^{2} F_{\mathrm{drag}}\right)$, where $\ell_{\mathrm{f}}$ is the length scale of the fluid motion. In turbulent flow it is equal to the Kolmogorov dissipative scale $\eta$, so that the Faxén correction is generally neglected if $a_{\mathrm{p}}<\eta$.

The Basset history term takes into account the time lag in the development of the viscous boundary layer as the relative particle-fluid velocity varies with time:

$$
\begin{equation*}
\boldsymbol{F}_{\text {Basset }}=6 \pi \rho a_{\mathrm{p}} v \int_{-\infty}^{t} K\left(t-t^{\prime}, t^{\prime}\right) \frac{\mathrm{d}}{\mathrm{~d} t^{\prime}}\left[v_{0}\left(\boldsymbol{q}\left(t^{\prime}\right), t^{\prime}\right)-\dot{\boldsymbol{q}}\left(t^{\prime}\right)+\left.\frac{1}{6} a_{\mathrm{p}}^{2} \nabla^{2} v\right|_{q}\right] \mathrm{d} t^{\prime}, \tag{2.36}
\end{equation*}
$$

with the kernel $K\left(t-t^{\prime}, t^{\prime}\right)=a_{\mathrm{p}} / \sqrt{\pi v\left(t-t^{\prime}\right)}$ for short times. The analysis of these terms at larger times has been developed in [110]. If the viscous relaxation time

$$
\begin{equation*}
\tau_{\mathrm{p}}=\frac{a_{\mathrm{p}}^{2}(2 \mu \mathrm{~m}+1)}{9 v} \tag{2.37}
\end{equation*}
$$

is shorter than the timescale of the fluid motion $\tau_{\mathrm{f}}$, then the Basset hystory term can be neglected. In turbulent flows, this means that the viscous relaxation time must be smaller than the Kolmogorov dissipative timescale $\tau_{\mathrm{p}}<\tau_{\mathrm{f}}=\tau_{\eta}=\left(\nu / \epsilon_{\mathrm{d}}\right)^{1 / 2}$.

When Stokes drag is the only non negligible viscous effect, the equation of motion of the particle can be written in the compact form

$$
\begin{equation*}
\ddot{q}=\gamma_{\mathrm{p}} \tilde{g}+\left.\beta_{\mathrm{p}} \frac{D v_{0}}{D t}\right|_{q}+\frac{1}{\tau_{\mathrm{p}}}\left(v_{\mathrm{n}}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right), \tag{2.38}
\end{equation*}
$$

where the parameters

$$
\begin{equation*}
\gamma_{\mathrm{p}}=\frac{2 \Omega 6-2}{2 \cdot \mu+1} \quad \text { and } \quad \beta_{\mathrm{p}}=\frac{3}{2 \Omega b+1} \tag{2.39}
\end{equation*}
$$

account for the inertial effects. If $\tau_{\mathrm{p}} / \tau_{\mathrm{f}} \ll 1 / \beta_{\mathrm{p}}$ and $\tau_{\mathrm{p}} / \tau_{\mathrm{f}} \ll 1 / \gamma_{\mathrm{p}}$ then the drag force (2.34) is dominant with respect to all the other terms and we obtain the equation of
motion for a heavy particle

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=\frac{1}{\tau_{\mathrm{p}}}\left(v_{0}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right), \tag{2.40}
\end{equation*}
$$

which gets aligned to the fluid velocity exponentially fast, with a characteristic time $\tau_{\mathrm{p}}$. Eventually, when the relaxation time $\tau_{\mathrm{p}}$ is so short to be negligible compared with the shortest timescale of the flow, then the left hand side of Eq. (2.40) can be set to zero and one recovers the equation for a tracer (2.24).

Note that other subleading terms have been neglected in (2.33), like the Saffman lift in presence of high shear [198], which become more important when the particle Reynolds number is larger and are out of the scope of this Thesis. We just mention that among these extra terms we find also the viscous Magnus force, mentioned in the end of the previous section, which arises because of the asymmetry in the flow close to the surface of a rotating particle. If both the particle Reynolds number (2.32) and the rotational Reynolds number $4|\boldsymbol{\Omega}| a_{\mathrm{p}}^{2} / v$ are small, such lift force reads [196]:

$$
\begin{equation*}
F_{\Omega}=-\rho \pi a_{\mathrm{p}}^{3} \Omega \times(\boldsymbol{v}(\boldsymbol{q})-\dot{\boldsymbol{q}}) \tag{2.41}
\end{equation*}
$$

and must not be confused with the Magnus force in absence of viscosity (2.29), which is independent of the particle spin $\Omega$.

We finally mention that the use of particles to study the Lagrangian properties of (classical) turbulent flows has seen an important development during the last 30 years, thanks to the introduction of fast cameras and particle tracking techniques [222]. From the theoretical side, the behaviour of particles in turbulent flows has been thoroughly investigated as well [61]. In particular, many studies focused on the transition from the ballistic regime of particle pairs dispersion (in which the squared separation scales as $t^{2}$ ) to the Richardson regime (in which the squared separation scales as $t^{3}$, accordingly to the Kolmogorov theory) [21, 200, 202]. Moreover, the preferential concentration of particles in turbulent flows has been extensively studied [36]: for instance, in the case of heavy particles it was observed that they form fractal clusters in the dissipative range [20]. In general, the amount of results for classical Lagrangian turbulence is huge compared to the quantum case. In the next section we will present the main theoretical and numerical models developed to understand the dynamics of particles in superfluids and quantum turbulence.

### 2.3 Models for particles in quantum fluids

Now we outline the models which have been used to describe theoretically and numerically the motion of particles in superfluids. The analytical treatment of the classical hydrodynamical problem prompted in the previous section will serve as a guidance for comparison and analogies, both here and in the results presented later.

### 2.3.1 One-way coupling

The equations for the dynamics of spherical particles in a classical fluid can be straightforwardly generalized to superfluids in the case in which the particles are passive (they do not modify the flow properties), they are small compared to the scale of the flow variation, and do not interact strongly with quantized vortices. The last condition in particular implies that particles are not trapped into vortex lines and do not interfere with their dynamics. Such assumptions are rather constraining, being satisfied for those flows in which both the Kolmogorov length scale and the mean inter-vortex distance are much larger than the particle size [181, 208]. If this is the case, the equation of motion of the particle at finite temperature can be written collecting the force terms coming from both the superfluid and the normal fluid component, which have respectively densities $\rho_{\mathrm{s}}$ and $\rho_{\mathrm{n}}$, and velocities $v_{\mathrm{s}}$ and $v_{\mathrm{n}}$. The two components contribute equally to the body force $\boldsymbol{F}_{\mathrm{g}}(2.23)$ and the effective inertia $M_{\text {eff }}$ (2.21). Being the superfluid irrotational and assuming no vortex trapping, the contribution of the superflow alone is only a Bernoulli fluid acceleration $\boldsymbol{F}_{\text {acc }}^{(\mathrm{s})}$ (2.22). The normal fluid also contributes with a term in the form $\boldsymbol{F}_{\text {acc }}^{(\mathrm{n})}(2.22)$, besides the viscous effects. Among the latter, at small particle Reynolds number only the Stokes drag $\boldsymbol{F}_{\text {drag }}^{(\mathrm{n})}$ (2.34) is taken into account. Eventually the equation of motion for the particle in this one-way coupling model reads [181, 208]:

$$
\begin{align*}
M_{\mathrm{eff}} \ddot{\eta}= & \boldsymbol{F}_{\mathrm{g}}+\boldsymbol{F}_{\mathrm{acc}}^{(\mathrm{s})}+\boldsymbol{F}_{\mathrm{acc}}^{(\mathrm{n})}+\boldsymbol{F}_{\mathrm{drag}}^{(\mathrm{n})}=  \tag{2.42}\\
& \left(M_{\mathrm{p}}-M_{0}\right) \tilde{g}+\left(C_{\mathrm{a}}+1\right) \Theta_{\mathrm{p}}\left[\left.\rho_{\mathrm{s}} \frac{D v_{\mathrm{s}}}{D t}\right|_{q}+\left.\rho_{\mathrm{n}} \frac{D v_{\mathrm{n}}}{D t}\right|_{q}\right]+6 \pi \rho_{\mathrm{n}} a_{\mathrm{p}} v\left(v_{\mathrm{n}}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right),
\end{align*}
$$

where $\Theta_{\mathrm{p}}=\frac{4}{3} \pi a_{\mathrm{p}}^{3}$ is the volume of the particle and the displaced mass is computed with the total fluid density $M_{0}=\Theta_{\mathrm{p}} \rho$ with $\rho=\rho_{\mathrm{s}}+\rho_{\mathrm{n}}$. Note that Eq. (2.42) implicitly assumes incompressibility, which is a good approximation for superfluid helium. An even more compact way of writing Eq. (2.42) is the following:

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=\gamma_{\mathrm{p}} \tilde{g}+\beta_{\mathrm{p}}\left[\left.\frac{\rho_{\mathrm{s}}}{\rho} \frac{D v_{\mathrm{s}}}{D t}\right|_{q}+\left.\frac{\rho_{\mathrm{n}}}{\rho} \frac{D v_{\mathrm{n}}}{D t}\right|_{q}\right]+\frac{1}{\tau_{\mathrm{p}}}\left(v_{\mathrm{n}}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right), \tag{2.43}
\end{equation*}
$$

where the parameters $\gamma_{\mathrm{p}}$ and $\beta_{\mathrm{p}}$ are the same defined in the previous section in Eq. (2.39) and the viscous relaxation time $\tau_{\mathrm{p}}$ (2.37) represents how fast the particle adjusts its motion to the normal flow. It is evident that the effect of superfluidity is the lack of a relaxation force aligning the particle velocity to the superflow. This fact was checked in the case of neutrally buoyant particles [181]. For these particles, with relative mass $N_{6}=1$, the effect of gravity is absent $\gamma_{p}=0$, as well as the added mass effect $\beta_{p}=1$ :

$$
\begin{equation*}
\ddot{q}=\left.\frac{\rho_{\mathrm{s}}}{\rho} \frac{D v_{\mathrm{s}}}{D t}\right|_{q}+\left.\frac{\rho_{\mathrm{n}}}{\rho} \frac{D v_{\mathrm{n}}}{D t}\right|_{q}+\frac{1}{\tau_{\mathrm{p}}}\left(\boldsymbol{v}_{\mathrm{n}}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right) . \tag{2.44}
\end{equation*}
$$

Therefore, if the particle relaxation time $\tau_{\mathrm{p}}$ is much shorter than the timescale of the fluid motion $\tau_{\mathrm{f}}$, particles behave as tracers of the normal fluid [181]. If $\tau_{\mathrm{p}} \gtrsim \tau_{\mathrm{f}}$, the force term coming from the fluid acceleration becomes important. Considering for example the simplest case in which the two fluids are locked $v_{\mathrm{s}}=v_{\mathrm{n}}=v$ (which is true if the mutual friction is high), we get the equation

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=\left.\frac{D v}{D t}\right|_{q}+\frac{1}{\tau_{\mathrm{p}}}(\boldsymbol{v}(\boldsymbol{q})-\dot{\boldsymbol{q}}) . \tag{2.45}
\end{equation*}
$$

Such equation admits the formal solution $\dot{\boldsymbol{q}}(t)=\boldsymbol{v}(\boldsymbol{q}, t)$ with the initial condition $\dot{\boldsymbol{q}}\left(t_{0}\right)=\boldsymbol{v}\left(\boldsymbol{q}\left(t_{0}\right), t_{0}\right)$, meaning that in principle neutral particles could follow the flow. However it has been shown that this is not the case, since the particle trajectories are unstable and separate from the streamlines [181]. A similar situation occurs at zero temperature, when the normal fluid is absent. In particular, for neutral particles the equation of motion becomes the Eq. (2.24) already recovered for an incompressible, inviscid and irrotational fluid in which the particle acceleration equals the fluid acceleration. In such case, although in principle imposing the initial condition $\dot{\boldsymbol{q}}\left(t_{0}\right)=\boldsymbol{v}\left(\boldsymbol{q}\left(t_{0}\right), t_{0}\right)$ would allow the particles to trace the superflow, this is nevertheless impossible for finite-size particles. Indeed, when the particle velocity is aligned to the superfluid velocity, next orders in the parameter $\epsilon_{\mathrm{p}}$ (2.6) become important and Eq. (2.24) is not a good description anymore. Such consideration applies perfectly to the setting of a particle placed far from a vortex line at very low temperature. The trajectories instability in this particular scenario has been pointed out by the Newcastle group [15] and recovered in the GP model in the publication [75], presented later in this manuscript.

As we will show later, particle trapping into quantum vortices seems to be the dominating mechanism at very low temperature. As a consequence, the one-way coupling is a suitable model if the temperature is sufficiently high and the inter-vortex distance is sufficiently large, so that the trapping of particles into quantized vortices is prevented. It has been shown, indeed, that the presence of a normal fluid can generate a viscous dipolar disturbance in the vicinity of a quantized vortex [103], which deflects the particle trajectory and avoid the capture [210]. Other numerical works showed that in specific settings, the use of a one-way coupling can be appropriate. In [116] a single vortex ring modeled with the Biot-Savart equation (1.143) with finite temperature correction collides with a plane sheet of neutrally buoyant particles. It is shown that less than the $5 \%$ of the particles is likely to get trapped, and the particle velocity is similar to the normal fluid one. An anologus result is shown in [112], where a counterflow with laminar normal fluid and a vortex tangle is simulated for temperatures larger than $T=1.3 \mathrm{~K}$.

Recently, the equation of motion for inertial particles (2.44) has been simulated coupled with the Hall-Vinen-Bekarevich-Khalatnikov (HVBK) model [54], which is a coarse-grained set of equations, suitable to describe the large-scale motion of a turbulent superfluid at finite temperature. It consists of two coupled incompressible

Navier-Stokes equations for the velocity fields $v_{\mathrm{n}}$ and $v_{\mathrm{s}}$ :

$$
\begin{align*}
\frac{\partial v_{\mathrm{n}}}{\partial t}+\left(v_{\mathrm{n}} \cdot \nabla\right) \boldsymbol{v}_{\mathrm{n}} & =-\frac{1}{\rho_{\mathrm{n}}} \nabla p_{\mathrm{n}}+v_{\mathrm{n}} \nabla^{2} v_{\mathrm{n}}-\frac{\rho_{\mathrm{s}}}{\rho_{\mathrm{n}}} f_{\mathrm{ns}}+\boldsymbol{\phi}_{\mathrm{n}}  \tag{2.46}\\
\frac{\partial v_{\mathrm{s}}}{\partial t}+\left(\boldsymbol{v}_{\mathrm{s}} \cdot \nabla\right) \boldsymbol{v}_{\mathrm{s}} & =-\frac{1}{\rho_{\mathrm{s}}} \nabla p_{\mathrm{s}}+v_{\mathrm{s}} \nabla^{2} \boldsymbol{v}_{\mathrm{s}}+f_{\mathrm{ns}}+\boldsymbol{\phi}_{\mathrm{s}}  \tag{2.47}\\
\nabla \cdot v_{\mathrm{n}} & =\nabla \cdot \boldsymbol{v}_{\mathrm{n}}=0, \tag{2.48}
\end{align*}
$$

where $v_{\mathrm{n}}$ is the viscous dissipation of the normal fluid component and the effective superfluid viscosity $v_{\mathrm{s}}$ accounts for energy dissipation at scales smaller than those resolved by the HVBK model, originating from quantum vortex reconnections and Kelvin wave excitation. The velocity fields are coupled by the mutual friction force $f_{\mathrm{ns}}=\alpha \Omega_{0}\left(v_{\mathrm{n}}-v_{\mathrm{s}}\right)$, where $\alpha$ is a temperature-dependent parameter, and $\Omega_{0}$ is associated to the density of quantum vortices in the flow. The forcing terms $\phi_{\mathrm{n}}$ and $f_{\mathrm{s}}$ represent the stirring of the flow by an external mechanism. Studying such framework in a coflow turbulence regime, it was found that at sufficiently low temperature (small normal fluid fraction) particles cluster along vorticity filaments regardless their physical properties [179]. Instead, when the normal component is significant the distribution of particles is comparable to the case of heavy particles in classical turbulence [20]. A mean counterflow may be also imposed in the HVBK model by setting the average of the external forces to different values for each of the two fluids. In a strong counterflow regime, the particle distribution is compatible with a quasi-two-dimensionalization of the flow, consistent with the arising of an inverse cascade [178].

It is important to stress that a possible bias of all these numerical works is the absence of an active effect of the particles on the two fluids and on the quantum vortices, which could in principle modify the scenario. The model discussed in the following section does not present such issue, given that it is based precisly on the vortex-particle interaction.

### 2.3.2 Moving spherical boundaries in the vortex filament model

At low temperature, the chance that particles get captured by quantum vortices seems to be rather high, as we will see many times in the course of this Thesis and given the experimental signatures mentioned in section 2.1. Therefore, the development of models which take into account the mutual interaction between particles and superfluid vortices is needed. The most straightforward approach to challenge this issue is probably the one devised by the Newcastle group, which implemented particles as moving boundary conditions of the vortex filament model [15, 113-115, 117, 119], developing theoretically and numerically the seminal calculations by Schwarz [203]. This model consists of two coupled equations of motion, one for the particle and one for the vortex. The latter is the standard equation of a vortex filament described as a parametrized curve $\boldsymbol{s}\left(\xi_{\mathrm{a}}, t\right)$ (1.143) (see section 1.4.1), modified for taking into account
the presence of a sphere, together with finite temperature effects:

$$
\begin{equation*}
\dot{s}=v_{\mathrm{BS}}(\boldsymbol{s})+v_{\mathrm{b}}(\boldsymbol{s}, \boldsymbol{q})+v_{\mathrm{p}}(\boldsymbol{s}, \boldsymbol{q}, \dot{\boldsymbol{q}})+v_{\mathrm{mf}}(\boldsymbol{s}, \boldsymbol{q}, \dot{\boldsymbol{q}}) . \tag{2.49}
\end{equation*}
$$

The component $\boldsymbol{v}_{\mathrm{b}}$ represents the effect of the presence of a static sphere at the boundary of the filament, and it is determined by the free slip boundary condition at the surface of the particle:

$$
\begin{equation*}
\left(v_{\mathrm{BS}}(\boldsymbol{x})+v_{\mathrm{b}}(\boldsymbol{x}, \boldsymbol{q})\right) \cdot \hat{n}=0, \quad \forall x \text { s.t. }|\boldsymbol{x}-\boldsymbol{q}|=a_{\mathrm{p}} . \tag{2.50}
\end{equation*}
$$

The component $v_{\mathrm{p}}=\nabla \phi_{\mathrm{p}}$ is the standard potential flow induced by a moving sphere in a homogeneous fluid (2.11) evaluated along the filament. Finally, the term $\boldsymbol{v}_{\mathrm{mf}}$ accounts for the mutual friction of the the filament with the thermal excitations of the normal fluid component. It is given by the the formula (1.159) where the bulk superflow $v_{s, 0}$ includes now the boundary conditions due to the particle: $v_{s, 0}=v_{\mathrm{b}}+v_{\mathrm{p}}$. The corresponding equation of motion for the spherical particle results from the integration of the fluid stress stensor (2.5) in the particular case of the flow generated by vortex sphere system just described:

$$
\begin{equation*}
M_{\mathrm{eff}} \ddot{\boldsymbol{q}}=\left.\left(C_{\mathrm{a}}+1\right) \Theta_{\mathrm{p}} \rho_{\mathrm{s}} \frac{\partial v_{\mathrm{BS}}}{\partial t}\right|_{q}+6 \pi \rho_{\mathrm{n}} a_{\mathrm{p}} v\left(\boldsymbol{v}_{\mathrm{n}}(\boldsymbol{q})-\dot{\boldsymbol{q}}\right)+\frac{1}{2} \int_{\partial \mathbb{B}}\left|v_{B S}+v_{\mathrm{b}}\right|^{2} \hat{n} \mathrm{~d} \Sigma \tag{2.51}
\end{equation*}
$$

Note that in this model gravity forces are neglected and Stokes drag is assumed to be the only normal fluid force which affects directly the particle dynamics. The last term of Eq. (2.51) is a novel contribution to the particle dynamics, which is the direct expression of the vortex-particle interaction.

One of the main applications in which the vortex filament method has been adopted is the numerical study of the collision between a finite size neutral particle and a quantum vortex at finite temperature ${ }^{2}[15,113,118-120]$. Although the coupled equations (2.49) and (2.51) describe self-consistently the interaction between a particle and a vortex when they are well separated, the process of capture needs to be implemented with an ad-hoc numerical mechanism. Indeed, given the singular nature of the Biot-Savart integral, the reconnection between the filament and the sphere is not reproduced by the model. The algorithm developed in [113] for this purpose entails that, if the particle-vortex distance is smaller than the mesh-size on the filament, extra vortex points need to be added on the particle surface as well as inside the sphere. Then, the system composed by the vortex and the trapped particle is treated as a single filament and also the particle detachement is mimicked with an analogous scheme.

A typical simulation of the vortex filament model for the collision problem is displayed in Fig. 2.6, in which the particle is shot towards the vortex at high velocity [119]. When the particle gets trapped by the vortex, the generation of Kelvin waves along the filament can be observed. Subsequently, the particle drags the vortex, producing a
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Figure 2.6. Collision between a neutral particle and a vortex in the vortex filament method coupled with hard spheres. The temperature is $T=1.3 \mathrm{~K}$, the particle size is $1 \mu \mathrm{~m}$ and the initial velocity of the particle is $25 \mathrm{~cm} / \mathrm{s}$. Images taken from [119] to which we refer for further details.
stretching of the strands attached to it. These become closer until a self-reconnection of the filament is produced and the particle is finally released with the generation of a small ring. In other simulations of the same setting but with a smaller initial particle velocity, it has been observed that the particle does not escape but remains attached to the filament [119]. The authors suggested the existence of a critical initial particle velocity (proportional to temperature and inversely proportional to the sphere radius) above which the particles always escapes from the vortex. It has been noticed, however, that such velocities are pretty high and therefore constitute extreme events in typical flows [208]. Moreover, in [113] it is prompted that the occurrence of capture events depends strongly on the damping force exerted by the fluid on the particles, that is basically viscous drag present at finite temperature. As a consequence, at very low temperature capture events should be prevented. However, in the publication [76], to which chapter 5 is dedicated, we observed that in a zero temperature quantum turbulence regime modeled by the GP equation, the majority of particles remains trapped, with just sporadic episodes of particle detachement and recapture.

The motion of a single particle in a thermal counterflow and in presence of a vortex tangle has been also investigated using the vortex filament model [115], in support of the PIV experiment [250] discussed in section 2.1. Such situation has been mimicked by considering $v_{\mathrm{n}}$ in Eq. (2.49) and (2.51) as a prescribed normal fluid counterflow velocity. The result of the computation in [115] is that for low counterflow velocities and a dilute tangle, the particle can sample the normal fluid. Some deviations due to the interactions with the filaments are detected, but never larger than the $4 \%$ of the normal fluid velocity. At the same time, it has been shown that if the number of particles is too large (as it is the case in PIV experiments) the properties of the tangle can be drastically modified [227]. In particular, the vortex line density can increase and the polarization of the tangle can be affected. Indeed, counterflow tangles are typically partially polarized, because of the mutual friction that tends to organize them orthogonally to the stream-wise direction. The presence of particles reduces the anysotropy between the vortex line density in the transverse and in the stream-wise direction [16]. The reason of such behaviour can be traced back to the effect of Stokes drag, that aligning the particle velocities to the normal flow, allows them to strech the vortex lines in the stream-wise direction.

We finally mention that another effect observed in simulations of the vortex filament
model is a drift of particles along a vortex, once they get stably trapped by the filament [118]. For a neutrally buoyant, micron-sized particle the drift velocity is $\sim 0.5 \mathrm{~cm} / \mathrm{s}$, and it has been associated with a momentum transfer between the Kelvin waves present along the vortex and the particle. Of course, this is the case if an asymmetry of Kelvin waves with respect to the particle is present. Otherwise the net drift is expected to be zero, as it has been observed for instance in GP simulations [79].
In conclusion, the vortex filament model has been certainly the main tool for the investigation of the particle dynamics in (finite temperature) superfluids during the last two decades. Although such method enables for the use of particles having a size comparable with the current liquid helium experiments, obvious limitations are the intrinsic presence of a numerical cutoff in the system and the fact that both reconnections and particle trapping must be added with ad-hoc numerical mechanisms. For these reasons, other models based on the GP equation have been recently adopted, in which quantized vortices, reconnections and interaction with the particle are self-consistently included. We will discuss these models in the remainder of this chapter.

### 2.3.3 Particles coupled with the Gross-Pitaevskii model

In this pivotal section of the manuscript, we introduce the model that has been used to achieve the results reported in the following chapters. The first appearance of a model based on the Gross-Pitaevskii equation, in which particles are described as repulsive potentials dates back to the 1958 milestone work by Gross himself [89]. The physical intuition behind such method is actually very simple and therefore powerful. It lies in the observation that from the perspective of the superfluid, a finite-size particle is nothing but an extended region of space where the fluid is fully depleted. In the language of the GP framework this is equivalent to ask that the macroscopic wavefunction $\psi$ must vanish inside the particle (we refer to section 1.3 for more details on the GP model). Instead of imposing by hand such constraint as a boundary condition, the same result can be achieved considering as external potential of the GP model (1.57) a highly repulsive potential $V_{\text {ext }}(\boldsymbol{x}, t)=V_{\mathrm{p}}(\boldsymbol{x}, \boldsymbol{q}(t))$, localized around the position $\boldsymbol{q}(t)$. The effect of this potential is indeed to deplete the wavefunction in all the regions where $V_{\mathrm{p}}>\mu$, so that if its functional form has a compact support, it can actually mimic a localized object. The point $\boldsymbol{q}(t)$ plays the role of the particle position and if the potential is isotropic, it coincides with its center. Note that the precise functional shape of the potential is in general not crucial, provided that it extends for a distance larger than the healing length (where its strength must be larger than the chemical potential), and that it drops rapidly to zero at the particle boundaries (say in a distance of the order of $\xi$ ). A typical particle potential that has been used in the results reported in the next chapters is the isotropic smoothed hat function:

$$
\begin{equation*}
V_{\mathrm{p}}(r)=\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\zeta_{\mathrm{p}}^{2}}{4 \Delta_{\mathrm{p}}^{2}}\right]\right), \tag{2.52}
\end{equation*}
$$



Figure 2.7. Ground state of the GP equation with a particle modeled as a repulsive potential.(left) 2D slice of the GP density passing through the particle center. (right) Corresponding density profile along the $x$ direction (solid blue), and Thomas-Fermi approximation (dashed orange). In green the particle potential (2.52), with the parameters $V_{0}=20 \mu, \zeta_{p}=6 \xi$ and $\Delta_{\mathrm{p}}=1.5 \xi$. The other parameters of the calculation are $N_{c}=256$ collocation points per side, box size $L=2 \pi$ and healing length $\xi=4 L / N_{\mathrm{c}}$.
where the parameters $\zeta_{\mathrm{p}}$ and $\Delta_{\mathrm{p}}$ are related respectively to the boundary size and the core size of the particle. We refer to the Appendix for further details on the parameters and the numerical implementation of the particles. In the left side of Fig. 2.7 we see a bidimensional slice of the GP density $\rho_{\mathrm{p}}=m\left|\psi_{\mathrm{p}}\right|^{2}$, corresponding to the ground state $\psi_{p}$ containing one particle modeled in this way. The ground state is obtained as usual using the gradient descent method. In the right side, the corresponding density profile in the $x$ direction (solid blue line) is compared with the Thomas-Fermi approximation (1.98), computed taking $V_{\text {ext }}=V_{\mathrm{p}}$ (dashed orange line). The potential (2.52), which repels the fluid density inside the particle is displayed in green. Note how the density profile passes smoothly from zero (in the region occupied by the particle) to the bulk value $\rho_{0}$ in a distance of approximately one healing length. This behaviour does not depend on the particle potential but it is an unavoidable occurrence in the GP model, given the intrinsic dispersion of the system. We stress that particles modeled in this way are by definition active particles, since they emerge from an interaction potential coupled with the fluid.

The GP model with hard localized potentials has been initally used without giving any degree of freedom to the potential center (i.e. fixing $\boldsymbol{q}(t)=\boldsymbol{q}=$ cost) to study the vortex nucleation or the acceleration of an object immersed in a quantum fluid [67, 101, $165,243-245$ ]. It allowed to measure the critical velocity for which the superfluidity is broken and a non-zero drag appears, as well as to show that it is related to the emission of vortex dipoles (for a circle in 2D) and vortex rings (for a sphere in 3D). In this last case, three possible stationary solutions have been found for a given sub-critical relative velocity between the condensate and the obstacle [244]. The lowest energy state is the laminar flow, the middle energy state consists in a vortex ring pinned by


Figure 2.8. (left) The three stationary solutions (laminar flow, pinned ring and encircling ring) of the GP model with highly repulsive isotropic obstacle. Figure taken from [244] to which we refer for further details. (right) Dynamical evolution of the GP model coupled with a repulsive particle (2.53). The particle is subjected to a constant force towards the horizontal direction, slightly tilted to break the symmetry. Figure taken from [242] to which we refer for further details.
the particle, and the highest level is a particle encircled by a ring (see Fig. 2.8 left). For high velocities the pinned ring and the encircling ring solution are indistinguishable and a bifurcation between the two appears at a certain (sub-critical) speed, whose value depends on the obstacle size.
The effective dynamics of a finite size particle within this GP approach was first investigated 20 years ago in a seminal work by Winiecki and Adams [242], where the GP fluid back-action on the particle was included. The Hamiltonian of such system, including the chemical potential as in (1.118), is

$$
\begin{equation*}
H=\frac{p^{2}}{2 M_{\mathrm{p}}}+\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}|\psi|^{4}-\mu|\psi|^{2}+V_{\mathrm{p}}(|\boldsymbol{x}-\boldsymbol{q}(t)|)|\psi|^{2}\right) \mathrm{d} \boldsymbol{x} \tag{2.53}
\end{equation*}
$$

where the position $\boldsymbol{q}(t)$ of the particle is now a time dependent degree of freedom and where the first term is its kinetic energy, quadratic in the particle momentum $p=M_{\mathrm{p}} \dot{\boldsymbol{q}}(\boldsymbol{t})$. The associated Hamilton equations can be derived straightforwardly, variating with respect to the degrees of freedom:

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \psi(\boldsymbol{x}, t) & =\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+g|\psi(\boldsymbol{x}, t)|^{2}-\mu+V_{\mathrm{p}}(|\boldsymbol{x}-\boldsymbol{q}(t)|)\right] \psi(\boldsymbol{x}, t)  \tag{2.54}\\
M_{\mathrm{p}} \ddot{\boldsymbol{q}} & =-\int V_{\mathrm{p}}(\boldsymbol{x}-\boldsymbol{q}(t)) \nabla|\psi(\boldsymbol{x}, t)|^{2} \mathrm{~d} \boldsymbol{x} . \tag{2.55}
\end{align*}
$$

The first equation is the standard GP equation, while the second one is a Newton equation for the particle position, for which the force term is given by the convolution between the particle potential and the gradient of the superfluid density. The physical meaning of Eq. (2.55) can be somehow appreciated considering the limit of a pointparticle, namely substituting the particle potential with a Dirac delta $V_{\mathrm{p}}=g_{\mathrm{p}} \delta(\boldsymbol{x}-\boldsymbol{q}(t))$, where $g_{\mathrm{p}}$ is a coupling constant. In this case the equation for the particle becomes

$$
\begin{equation*}
M_{\mathrm{p}} \ddot{q}=-\left.\mu \frac{g_{\mathrm{p}}}{g} \nabla\left(\frac{\rho}{\rho_{0}}\right)\right|_{q}=-\left.m \frac{g_{\mathrm{p}}}{g} \nabla\left(\frac{p_{\mathrm{cl}}}{\rho}\right)\right|_{q} \tag{2.56}
\end{equation*}
$$

## 2 Particles in fluids and superfluids

where $p_{\mathrm{cl}}$ is the classical pressure of a barotropic fluid (1.117). Therefore, it is clear that also the force in the right hand side of Eq. (2.55) is a hydrodynamical force related to the classical pressure gradient, and the convolution with the particle potential just takes into account the finite size effects. The equation (2.56) coupled with GP has been studied by Pitaevskii and Astrakharchik, who found that even point particles feel a drag when they travel at supersonic speed because of the Cherenkov radiation of phonons [5].

Getting back to the case of finite-size particles, in their pioneering article [242] Winiecki and Adams observed that the time-dependent evolution of the particle velocity is indeed consistent with the steady states classified in [244]. Their procedure consisted in adding an extra constant force $F_{\text {ext }}$ in the right-hand-side of the equation for the particle (2.55), in order to dynamically variates its momentum as time passes. As displayed in Fig. 2.8 right the transition between laminar and pinned state was detected at the critical speed. Moreover, it was observed that the interaction between the particle and the generated ring induces perturbations on the vortex itself, which in turn affect the motion of the sphere. This was one of the first numerical evidences of the backaction of the quantum fluid on the sphere, which is entirely due to the interaction between the particle and the superfluid and it is encoded in the coupling between the condensate wavefunction and the particle potential.

In recent years, other works explored further the phenomenology of such interactions, in particular in the case where many particles are present in the system. In [212] the existence of an attractive interaction between particles immersed in the GP fluid was investigated. The attraction is mediated by the presence of the superfluid and it is a consequence of the density gradients originated by the particle potential. A downside of such effect is that adding more particles to the model (2.53) would in principle lead to the collapse of all the them. The state in which the potentials overlap with each other is indeed an optimal configuration for the energy of the system. A technique to avoid such unphysical occurrence has been implented already in [212] and consists in the introduction of an interaction potential between the particles, which mimics a hard sphere repulsion. In the case of $N_{\mathrm{p}}$ particles immersed in the system, the modified GP Hamiltonian reads:

$$
\begin{align*}
H & =\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}\left(|\psi|^{2}-\frac{\mu}{g}\right)^{2}+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\boldsymbol{x}-\boldsymbol{q}_{i}\right|\right)|\psi|^{2}\right) \mathrm{d} x \\
& +\sum_{i=1}^{N_{\mathrm{p}}} \frac{p_{i}^{2}}{2 M_{\mathrm{p}}}+\sum_{i<j}^{N_{\mathrm{p}}} V_{\mathrm{rep}}^{i j}, \tag{2.57}
\end{align*}
$$

where the new potential $V_{\text {rep }}^{i j}$ is indeed a repulsive interaction between each couple of particles (labelled by $i$ and $j$ ). Also in this case, its exact functional shape is not crucial, provided that it is highly repulsive and short range, so that its only effect is to avoid the particle overlap. Typically, a good choice is the repulsive part of the Lennard-Jones
potential used in molecular physics [105]:

$$
\begin{equation*}
V_{\text {rep }}^{i j}=\gamma_{\text {rep }} \mu\left(\frac{2 r_{\text {rep }}}{\left|\boldsymbol{q}_{i}-\boldsymbol{q}_{j}\right|}\right)^{12}, \tag{2.58}
\end{equation*}
$$

where $2 r_{\text {rep }}$ is the range at which the repulsion starts to act and $\gamma_{\text {rep }}$ is an adjusting numerical pre-factor (see the Appendix A) for further details). Typically the length $2 r_{\text {rep }}$ is set equal to the particle diameter. In this way the overlap is prevented but particles can still collide. In some other cases it is interesting to study specific effects due to larger or smaller repulsion (as in the publications [80] and [79] reported in sections 4.1 and 6.3). In particular, if the repulsion range is sufficiently short, particles can form compact clusters even at finite temperature ??.

We report here for completeness the equations associated with the Hamiltonian (2.57) with many particles, which are a straightforward generalization of Eqs. (2.54) and (2.55):

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \psi(\boldsymbol{x}, t) & =\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+g|\psi(\boldsymbol{x}, t)|^{2}-\mu+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\boldsymbol{x}-\boldsymbol{q}_{i}(t)\right|\right)\right] \psi(\boldsymbol{x}, t)  \tag{2.59}\\
M_{\mathrm{p}} \ddot{\boldsymbol{q}}_{i} & =-\int V_{\mathrm{p}}\left(\boldsymbol{x}-\boldsymbol{q}_{i}(t)\right) \nabla|\psi(\boldsymbol{x}, t)|^{2} \mathrm{~d} \boldsymbol{x}-\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial}{\partial \boldsymbol{q}_{i}} V_{\mathrm{rep}}^{i j} \tag{2.60}
\end{align*}
$$

The full model (2.57) has been further used to study the interaction between particles and vortices in 2D [214], extending a previous work with static obstacles [87]. In particular, it was elighted how the dynamics of particles can easily become chaotic, as well as the tendency of particles to be captured by vortices, even when the system is highly perturbed. Always in the bidimensional case of the model (2.57), it was recently shown that a dynamics based on Magnus force (2.29) drives vortex dipoles loaded with massive particles [88]. For what concerns the dynamics described by the model (2.57) in three dimension, we refer to the original results reported in the chapters 3,4 and 5 of the present manuscript. Finally, in chapter 6, we use the same model combined with the truncation technique in order to study the motion of impurities in a quantum fluid at finite temperature.

We specify that in all the works presented in this Thesis we considered a spherical particle and without any rotational degree of freedom. This choice allows us to keep the model minimal. Of course, a generalization of the model discussed here could take into account an arbitrary shape for the particle. Studies in this direction may be justified by the actual suspect of some anysotropy existing in the particles used in liquid helium experiments. For instance, some angular momentum exchanged when an elongated particle is trapped by a vortex may be identified. Here we propose the simplest generalization of a spherical particle, which consists in an axisymmetric ellipsoid. Calling $\hat{\boldsymbol{n}}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ the orientation unit vector of the
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ellipsoid symmetry axis, a Gaussian potential for the particle would read

$$
\begin{equation*}
V_{\mathrm{p}}(\boldsymbol{x}-\boldsymbol{q}, \hat{\boldsymbol{n}})=V_{0} \exp \left\{\left(-\frac{(\boldsymbol{r} \cdot \hat{\boldsymbol{n}})^{2}}{2 a_{\|}^{2}}-\frac{|\boldsymbol{r}-(\boldsymbol{r} \cdot \hat{\boldsymbol{n}}) \hat{\boldsymbol{n}}|^{2}}{2 a_{\perp}^{2}}\right)\right\}, \tag{2.61}
\end{equation*}
$$

where $\boldsymbol{r}=\boldsymbol{x}-\boldsymbol{q}$ (with $\boldsymbol{q}$ the centroid of the ellipsoid) and where $a_{\|}$and $a_{\perp}$ are the lengths of the principal axis (parallel and orthogonal to the symmetry axis, respectively). The new rotational degrees of freedom are $\theta(t)$ (which is the angle between the $z$ axis and $\hat{\boldsymbol{n}}$ ) and $\phi(t)$ (which is the angle between the $x$ axis and the plane where $\boldsymbol{n}$ lies). Thus, a rotational kinetic energy term must be added to the Lagrangian of the system [82]:

$$
\begin{equation*}
E_{\mathrm{kin}}^{\mathrm{rot}}(\theta, \phi)=\frac{I_{\perp}}{2}\left(\dot{\phi}^{2} \sin ^{2} \theta+\dot{\theta}^{2}\right)+I_{\|}(\dot{\phi} \cos \theta)^{2}, \tag{2.62}
\end{equation*}
$$

where $I_{\|}=\frac{1}{10} M_{\mathrm{p}}\left(a_{\perp}^{2}+a_{\|}^{2}\right)$ and $I_{\perp}=\frac{1}{5} M_{\mathrm{p}}\left(a_{\perp}^{2}\right)$ are the moments of inertia respectively along the axis $\hat{n}$ and orthogonal to it. Note that these are also the only parameters that would change if an axisymmetric particle with an arbitrary shape is considered. Then, the Hamiltonian of the system is the same as (2.53) with the additional term (2.62), where $\dot{\theta}$ and $\dot{\phi}$ must be expressed in terms of the canonical moments associated to the variables $\theta$ and $\phi$.

### 2.3.4 Bubble fields and multi-component condensates

In this last section, we mention another technique that has been used to model particles and impurities in the Gross-Pitaevskii framework. It appeared for the first time in the 1958 article by Gross mentioned in the previous section [89], and was shortly after resumed by Clark [41] as a theoretical support of the electron bubble technique for probing superfluid helium (see section 2.1.1). In this Gross-Clark model a particle is not simply described as a single classical degree of freedom, but instead as a full field driven by a partial differential equation. In particular, the motion of an electron in a quantum fluid can be described by a linear Schrödinger equation for the electron wavefunction $\phi$ coupled with the mean field equation for the condensate wavefunction $\psi$. Explicitly, the Hamiltonian of the system is

$$
\begin{equation*}
H=\int\left(\frac{\hbar^{2}}{2 m_{1}}|\nabla \psi|^{2}+\frac{g_{1}}{2}|\psi|^{4}-\mu_{1}|\psi|^{2}+\frac{\hbar^{2}}{2 m_{2}}|\nabla \phi|^{2}-\mu_{2}|\phi|^{2}+g_{12}|\phi|^{2}|\psi|^{2}\right) \mathrm{d} x \tag{2.63}
\end{equation*}
$$

where $m_{1}$ is the mass of the condensed bosons, $m_{2}$ is the mass of the impurity atom (the electron), $\mu_{1}$ is the energy (per atom) of the condensate and $\mu_{2}$ the energy of the impurity. The coupling constant of the repulsive interaction between the condensate and the impurity is denoted by $g_{12}<0$, assuming a local interaction. The corresponing


Figure 2.9. (left) Trapping process of a bubble by a quantum vortex in the Gross-Clark model. Figure taken from [24] to which we refer for further details. (right) Vortex wake generated by a bubble in its ground state driven by a strong external force. Figure taken from [231] to which we refer for futher details.
system of equations of motion is then:

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \psi(x, t) & =\left[-\frac{\hbar^{2}}{2 m_{1}} \nabla^{2}+g_{1}|\psi(x, t)|^{2}-\mu_{1}+g_{12}|\phi(x, t)|^{2}\right] \psi(x, t)  \tag{2.64}\\
i \hbar \frac{\partial}{\partial t} \phi(x, t) & =\left[-\frac{\hbar^{2}}{2 m_{2}} \nabla^{2}-\mu_{2}+g_{12}|\psi(x, t)|^{2}\right] \phi(x, t) \tag{2.65}
\end{align*}
$$

In the same spirit of the repulsive potential (2.53), the repulsion between the condensate and the bubble field generates a depletion in the superfluid which is filled by the impurity. The main difference between and the model described in the previous section (2.53) and this one (2.63) is that in the latter case the bubble can deform its shape, giving rise potentially to a much higher degree of complexity. In particular, an oblate shape of a bubble moving through a condensate has been observed, which has been related to a reduction of the critical velocity [25]. As the vortex filament method (see section 2.3.2), also the bubble model has been used to study the capture process of a particle by a quantum vortex [24]. Despite the complexity of the model, the deformation of the bubble appears to be negligible and it keeps an almost spherical shape (see Fig.2.9 left). The observed dynamics is thus consistent with the general hydrodynamic picture of the trapping mechanism, that we will describe in the next chapter.

When parameters compatible with superfluid helium are used, the Gross-Clark equations become costly to be simulated. Indeed the ratio between the masses of ${ }^{4} \mathrm{He}$ atoms and the electrons is large, which is translated into a large time scale separation of the respective dynamics. To overcome this issue, in [231] an adiabatic approximation (already developed in [25]) has been used, constraining the electronic wavefunction to remain in its ground state. Such semplification allowed the numerical study of the transport of negative ions in a superfluid when an external electric field is applied to the particle. The typical dynamics of the system when a large electric field is applied is shown in Fig.2.9 right, where a complex wake of vortex rings is visible behind the impurity. The authors of [231] measured the mobility of the electron, which is the proportionality between the drift velocity of the particle and the applied electric field,
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and found that the vortex emission is indeed a key contribution to the superfluid drag force acting on the particle.

In the Gross-Clark model, the bubble field dynamics is not affected by any selfinteraction as it would be in a BEC mixture. Such effect can be implemented adding an extra non-linear term to Eq. (2.65), making it effectively a Gross-Pitaevskii equation:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \phi(x, t)=\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+g_{2}|\phi(x, t)|^{2}-\mu_{\mathrm{I}}+g_{12}|\psi(\boldsymbol{x}, t)|^{2}\right] \phi(\boldsymbol{x}, t), \tag{2.66}
\end{equation*}
$$

with $g_{2}$ a new coupling constant. The new set of equations (2.64) - (2.66) models a system composed of a mixture of two different condensates [107], which have been observed in experiments with cold atomic gases [156, 160, 171]. In a certain domain of the parameter space ( $g_{1}, g_{2}, g_{12}$ ), one of the two condensates exists in a localized region and can be effectively thought as an impurity. Such immiscibility condition can be simply derived for a homogeneous system [155]. Denoting by $N_{1}=\int|\psi|^{2} \mathrm{~d} x$ and $N_{2}=\int\left|\phi^{2}\right| \mathrm{d} x$ the number of bosons in the two components, the energies of the uniform configuration and the separated configuration are respectively:

$$
\begin{equation*}
E_{\text {unif }}=\frac{g_{1}}{2} \frac{N_{1}^{2}}{V}+\frac{g_{2}}{2} \frac{N_{2}^{2}}{V}, \quad \quad E_{\text {sep }}=\frac{g_{1}}{2} \frac{N_{1}^{2}}{V_{1}}+\frac{g_{2}}{2} \frac{N_{2}^{2}}{V_{2}}+g_{12} \frac{N_{1} N_{2}}{V} . \tag{2.67}
\end{equation*}
$$

The volumes occupied by each component in the separated configuration are indicated by $V_{1}$ and $V_{2}$, while the total volume is $V=V_{1}+V_{2}$. Imposing the mechanical equilibrium between the two separated condensates $\partial E_{\text {sep }} / \partial V_{1}=\partial E_{\text {sep }} / \partial V_{2}$ and requiring that such configuration is energetically favourable $E_{\text {sep }}>E_{\text {unif }}$, one obtains the immiscibility condition

$$
\begin{equation*}
g_{12}>\sqrt{g_{1} g_{2}} . \tag{2.68}
\end{equation*}
$$

It means that the mutual repulsion between the components must dominate over the self-interactions, as intuitively expected. An application of the two-components model in the immiscible regime is the study of the dynamics of localized impurites inside the core of quantum vortices. It was indeed observed that if vortices are present in one of the condensate, the other component gets trapped inside their cores (as in the other models analyzed so far), providing them with an effective inertia [190]. The dynamics of such system is rich and still largely unknown, including for instance the possible decoupling of the two components during a vortex reconnection [184] or the multiple splitting of composed vortices [134]. Being the two-components condensate feasible with current experimental techniques for the manipulation of cold atoms, it constitutes a promising background for the investigation of non-linear physics.

In this perspective, an even more complex system constituted by a large condensate with a multitude of impurity fields has been recently studied [188, 191]. Different phases of the system have been identified, depending on the ratios between the different coupling parameters. In particular, two crystallization mechanisms are possible when the mutual repulsion among the impurities is larger than their self-interaction. In one case, if their interaction with the bulk condensate is low, the crystal of separated
impurities remains immersed in the bulk condensate. In a second case, if the impurities highly repel also the bulk condensate, a large cluster of separated impurities is formed. In the publication [80], presented in chapter 6 of this manuscript, we show that the particle model (2.57) in the finite temperature regime reproduces a similar steady state with clusters of impurites immersed in a bath of thermal excitations. This supports that idea that the model (2.57) can be also intended as an approximation of the multicondensate system in the strong repulsion limit.

# 3 Trapping process and long range interaction between particles and quantum vortices 


#### Abstract

In this chapter we analyze the long range interaction between particles and quantum vortices. We discuss the process of particle capture, which is the fundamental mechanism that allows particles to get trapped and thus provide information on the vortex dynamics. After giving some general intuitions behind the trapping dynamics, we present the original publication "Interaction between active particles and quantum vortices leading to Kelvin wave generation" [75]. Therein, an effective model for the particle dynamics is derived from the Gross-Pitaevskii Hamiltonian and confirmed by numerical simulations. In the same article we show that the vortex deformations can be included in the effective model, predicting the generation of a cusp on the filament during the particle approach. In addition, the generation of Kelvin waves due to the long range particle-vortex interaction is also observed and explained by a resonance mechanism. Then, we report the article "Quantum vortex reconnections mediated by trapped particles" [77], in which we study how the vortex-particle long range interaction affects the reconnection process. We focus on two different configurations: a dipole of two vortices with a particle trapped in one of them and a Hopf link of two vortex rings decorated by particles. In the first case the reconnection is triggered by the symmetry breaking induced the particle, which is then detached after exchanging momentum with the filaments. In the second case we observe that light and neutral particles do not affect the time scaling of the vortex separation.


### 3.1 Capture mechanism

As an introduction to the the work in which the long range particle-vortex interaction is investigated in the Gross-Pitaevskii framework, we give the essential intuitions on the dynamics through which particles get captured by quantum vortices. The following basic physical insights about the trapping mechanism can be formulated with a classical hydrodynamic approach for an irrotational ideal fluid.
As one might expect, the mechanism of particle trapping when the particle is far from the vortex, is triggered simply by Bernoulli pressure. Indeed, as we discussed in section 2.2 , this is the only force that drives the particle in an inviscid and irrotational fluid. Since the velocity field generated by a superfluid vortex rotates about the vortex filament and scales as the inverse of the distance to the core (1.132), the corresponding pressure gradient scales as the cube of the distance and it is aligned along the radial
direction. Therefore, the corresponding attracting force on the particle coming from (2.22) is simply:

$$
\begin{equation*}
F=-M_{0}\left(1+C_{\mathrm{a}}\right) \frac{\Gamma^{2}}{4 \pi^{2} r^{3}} \hat{r}, \tag{3.1}
\end{equation*}
$$

where $r$ is the particle-vortex distance. Clearly, if this is the only force that acts on a particle it will be eventually trapped.

From the perspective of the filament, when the particle is close to it, the vortex starts to feel its own images inside the region occupied by the particle, which are an unavoidable consequence of the boundary condition at the particle surface. As a result, the vortex moves according to its interaction with the images, adding complexity to the actual vortex-particle dynamics. It is worth it to see this fact more in detail in the bidimensional case, where explicit calculations can be performed thanks to conformal mapping. Let us consider a bidimensional flow described by the complex potential $W(z, t)=\Phi(x, y, t)+i \Psi(x, y, t)$, where $z=x+i y=r e^{i \varphi}$ and $\Phi$ and $\Psi$ are respectively the velocity potential and the stream function, so that $v=\nabla \Phi=\nabla \times(\Psi \hat{k})$. If a circular particle of radius $a_{p}$ is placed at the origin of the domain, the flow potential is modified according to the Milne-Thomson theorem [19]:

$$
\begin{equation*}
\tilde{W}(z, t)=W(z, t)+\left[W\left(\frac{a_{\mathrm{p}}^{2}}{z^{*}}, t\right)\right]^{*}=W(z, t)+W^{*}\left(\frac{a_{\mathrm{p}}^{2}}{z}, t\right), \tag{3.2}
\end{equation*}
$$

which maps every complex point outside the particle into a point inside the circle, in such a way that at the particle boundary $|z|^{2}=z^{*} z=a_{\mathrm{p}}^{2}$ it reads $\tilde{W}(z)=W(z)+W^{*}\left(z^{*}\right)$. As a consequence the particle boundary is always a streamline with $\tilde{\Psi}=\operatorname{Im}[\tilde{W}]=0$ and the free slip condition is automatically satisfied. In the case of the flow generated by a (point) vortex placed at the position $z_{\mathrm{v}}(t)$ outside the particle, the complex potential is $W(z, t)=i \frac{\Gamma}{2 \pi} \log \left[z-z_{\mathrm{v}}(t)\right]$ and the presence of the particle transforms it as

$$
\begin{equation*}
\tilde{W}(z, t)=i \frac{\Gamma}{2 \pi}\left(\log \left[z-z_{\mathrm{v}}(t)\right]-\log \left[\frac{a_{\mathrm{p}}^{2}}{z}-z_{\mathrm{v}}^{*}(t)\right]\right) . \tag{3.3}
\end{equation*}
$$

It is easy to check that a consequence of Eq. (3.3) is the emergence of two new singularities inside the particle, that together constitute an image vortex dipole, which keeps the total circulation constant (and equal to zero around the particle). The first image vortex is placed at the inverse of the physical vortex position $a_{\mathrm{p}}^{2} / z_{\mathrm{v}}^{*}$ and it has opposite charge with respect it. The second one is placed at the origin, i.e. at the particle center, and it has the same charge of the physical vortex. A picture of the flow is displayed in Fig.3.1 left, where both the velocity potential $\Phi=\operatorname{Re}[\tilde{W}]$ (3.3) and the streamlines are shown. Of course, in 3D the situation is more complex and such an immediate analytical treatment is impossible, but qualitatively the physical picture is analogous. In particular, the presence of images inside the approaching spherical particle drives the motion of the vortex, so that the resulting dynamics of the particle itself is affected.

When the particle capture eventually happens, the new system constituted by the


Figure 3.1. (top) Two-dimensional flow generated by a point vortex and a (static) circular particle. The colormap is the velocity potential $\Phi=\operatorname{Re}[\tilde{W}]$ (3.3), while the corresponding streamlines are in green. The particle boundary is indicated by the yellow solid line. Note the presence of an image dipole inside the particle, aligned with the external real point vortex. (bottom left) Substitution energy $\Delta E_{\text {Donnelly }}$ (3.5) numerically integrated as a function of the distance between the spherical particle and the straight vortex line [173]. The vortex core radius is set to $a_{0}=0.01 a_{\mathrm{p}}$. (bottom right) Sketch of the origin of restoring force for non symmetrical trapped particle-vortex configurations (taken from [209]).
trapped particle and the vortex turns out to be energetically favourable with respect to the case when the vortex and the particle are well separated. In 1966, Donnelly and Parks computed explicitly this "substitution energy", which is the kinetic energy of the fluid excluded by the presence of the particle [173]

$$
\begin{equation*}
\Delta E_{\text {Donnelly }}=\frac{1}{2} \int_{\mathbb{B}[q]} \rho_{\mathrm{v}} v_{\mathrm{v}}^{2} \mathrm{~d} x, \tag{3.4}
\end{equation*}
$$

where $\rho_{\mathrm{v}}$ and $v_{\mathrm{v}}$ are the density profile and the velocity field of a straight vortex line. The cited calculation has been performed having in mind the ions which were being used extensively in that period, but generalizes to every finite size particle. Choosing a system of reference centered at the particle position, so that a straight vortex is placed at a distance $d$ and aligned with the $z$ axis, we call $r$ and $\varphi$ the radial and the azimuthal coordinates. Approximating the vortex density profile as $\rho_{\mathrm{v}}=\rho_{0} r^{\prime 2}\left(r^{\prime 2}+a_{0}^{2}\right)^{-1}$ [62], where $r^{\prime}=\sqrt{r^{2}+d^{2}+2 r d \cos \varphi}$ is the radial coordinate in the vortex reference frame and $a_{0}$ is the vortex core size, the substitution energy reads:

$$
\begin{equation*}
\Delta E_{\text {Donnelly }}(d)=-\frac{\Gamma^{2} \rho_{0}}{2 \pi} \int_{0}^{a_{\mathrm{p}}} \sqrt{\frac{a_{\mathrm{p}}^{2}-r^{2}}{\left(r^{2}+d^{2}+a_{0}^{2}\right)^{2}-4 d^{2} r^{2}}} r \mathrm{~d} r . \tag{3.5}
\end{equation*}
$$

In the two limiting cases of the particle symmetrically trapped by the straight vortex ( $d=0$ ), or far away from it $\left(d / a_{0} \rightarrow \infty\right)$, the expression (3.5) can be fully evaluated:

$$
\begin{align*}
d=0 & \rightarrow \Delta E_{\text {Donnelly }}=-\frac{\Gamma^{2} \rho_{0}}{2 \pi} a_{\mathrm{p}}\left[1-\sqrt{1+\frac{a_{0}^{2}}{a_{\mathrm{p}}^{2}}} \operatorname{arcsinh}\left(\frac{a_{\mathrm{p}}}{a_{0}}\right)\right],  \tag{3.6}\\
d / a_{0} \rightarrow \infty & \rightarrow \Delta E_{\text {Donnelly }}=-\frac{\Gamma^{2} \rho_{0}}{2 \pi} a_{\mathrm{p}}\left[1-\sqrt{\frac{d^{2}}{a_{\mathrm{p}}^{2}}-1} \arcsin \left(\frac{a_{\mathrm{p}}}{d}\right)\right] . \tag{3.7}
\end{align*}
$$

The numerical integration of the substitution energy as a function of the particle-vortex distance is displayed in Fig. 3.1 bottom left, where it is clear that the trapped configuration is the stable one. More than that, for distances $d<a_{\mathrm{p}}$ the energy $\Delta E_{\text {Donnelly }}$ is steeply monothonically increasing. This means that there is an attractive force $-\nabla \Delta E_{\text {Donnelly }}$, stronger than the long range force (3.1), which tends to keep trapped a particle when it is displaced from the symmetric configuration. Another qualitative way to see this attraction is sketched in Fig.3.1 bottom right, originally reported in [209]. If we consider a non symmetric vortex-particle configuration, the velocity is larger on the side of the particle surface where the two vortex strands are closer. As a consequence of Bernoulli principle, the pressure is larger on the opposite side, generating a net restoring force that tends to establish a symmetric configuration.

In the next section, we present the work [75] in which the capture process is thoroughly investigated in the GP framework. Before that, we give a qualitative glimpse of the complexity of the system when the actual particle-vortex mutual interaction


Figure 3.2. Time evolution of a straight vortex and a trapped particle of radius $7.6 \xi$ and relative mass $\mathscr{M}=1$ subject to a transverse external constant force $F_{\mathrm{ext}}=12.5 \rho_{0} \xi^{2} c^{2}$ (top panel) and $F_{\text {ext }}=33.3 \rho_{0} \xi^{2} c^{2}$ (bottom panel), according to the GP model. The vortex is rendered as a red isosurface at low density $\rho=0.15 \rho_{0}$ and the particle as a green sphere. The parameters of the particle potential are $V_{0}=20 \mu, \zeta_{\mathrm{p}}=2.5 \xi, \Delta_{\mathrm{p}}=2.5 \xi$ and the other parameters of the simulation are $L=2 \pi, N_{c}=256$ and $\xi=L / N_{c}$.
(provided by such model) is taken into account. It should be noticed, indeed, that the substitution energy (3.4) is not necessarily the energy needed to pull out a particle from a vortex. For instance, consider an external force suddenly applied to a steadily trapped particle. It may happen that the energy injected in the system thereby is redistributed among the degrees of freedom of the vortex, instead of allowing the particle to escape. Specifically, it can induce a deformation or a stretching of the filament, keeping the particle captured. An example of such phenomenology is displayed in Fig.3.2, where a particle trapped by a straight vortex is indeed pulled by an external constant force, transverse to the filament. The time evolution is given by a simulation of the equations (2.54) and (2.55), with an extra force $\boldsymbol{F}_{\text {ext }}$ added to the right hand side of Eq. (2.55). Clearly, the vortex and the particle affect each other. In particular, if the force acting on the trapped particle is sufficiently low (top panel of Fig.3.2) its effect is to pump energy into the vortex. The filament is stretched and when the particle eventually gets detached, the vortex is longer (and thus more energetic) than in the intial condition. Conversely, if the forcing is high enough (bottom panel of Fig.3.2), the vortex does not react sufficiently fast and the particle can escape without inducing a large stretching of the filament. Therefore, the particle trapping process is certainly not a reversible mechanism ${ }^{1}$ and the stability of the vortex-captured particle system may be more robust than what expected from static energetic considerations.

### 3.2 Publication: Interaction between active particles and quantum vortices leading to Kelvin wave generation

The trapping mechanism discussed in the previous section is somehow simplified, essentially because it does not take into account the relative interactions between the vortex and the particle. For this reason, the use of more elaborated models is necessary, which could give better insights on the actual forces that dominate the dynamics. One of these model is indeed the GP equation coupled with repulsive potentials presented in section 2.3.3, which in the article attached below [75] has been used to study the vortex-particle interaction at large distance. Therein, we derive an effective Hamiltonian for the attractive interaction between a particle and a straight vortex, which depends only on the particle degrees of freedom. The procedure consists in guessing an ansatz for the solution of the GP equation in such setting and imposing the proper boundary conditions for the phase of the wavefunction about the surface of the sphere. The effective Hamiltonian follows then from a perturbative analysis in the same small parameter (2.6) introduced in section 2.2 for the dynamics of a particle in a classical fluid. Indeed, at the leading order we recover exactly the equation of motion (3.1). Such prediction and the next-to-leading-order correction are well reproduced by the direct numerical simulations of the GP model.

Since the effective Hamiltionian describes a central force problem, particularly interesting is the studying of the orbits predicted by it. At the leading order, a critical

[^12]angular momentum exists below which the particle is always trapped and above which it always escapes from the vortex. At the critical angular momentum, the leading order of the attracting force vanishes and a close circular orbit is predicted. The critical angular momentum is reached for a neutral particle if it initially moves with the same velocity of the vortex flow (1.132). However, in this case the corrections to the leading order become crucial: numerics and analytics agree that the actual particle trajectory is a spiral that eventually collapses to the vortex core. Such fact is perfectly consistent with the fact that a tracer of the superfluid velocity field cannot exist at zero temperature because of the lack of Stokes drag.

Another interesting property of the effective Hamiltonian discussed in [75] is a scaling invariance valid at all the orders. It applies when the particle size and its distance to the vortex are multiplied by a factor $\lambda$ and the time is scaled by a factor $\lambda^{2}$ :

$$
\begin{equation*}
\mathrm{q} \rightarrow \lambda \mathrm{q}, \quad a_{\mathrm{p}} \rightarrow \lambda a_{\mathrm{p}}, \quad t \rightarrow \lambda^{2} t \quad \forall \lambda \in \mathbb{R}^{+} \tag{3.8}
\end{equation*}
$$

Such scaling invariance indicates that the main dimensional parameter that actually controls the dynamics of the system is just the circulation of the vortex. It is indeed reminiscent of the scaling invariance of the Biot-Savart integral (1.142), which is also conserved if distances are rescaled by $\lambda$ and times by $\lambda^{2}$. The symmetry (3.8) is important because allows us to generalize our results to the case of much larger particles, in principle similar to the one used in superfluid helium experiments.

In a second part of the publication, we introduce the vortex dynamics in the effective Hamiltonian. In particular we provide degrees of freedom to the filament, allowing it to deform according to the Local Induction Approximation (see section 1.4.2). As a result, we can predict the formation of a cusp along the filament (observed in the GP simulations) as a consequence of the vortex-particle long range mutual interaction. Furthermore, such interaction is able to induce the generation of a monochromatic Kelvin wave along the filament. Indeed, we find that for a given combination of the particle angular frequency about the vortex and linear velocity along the vortex, a specific frequency can be excited on the vortex, as a consequence of a linear resonance mechanism. The far reaching hope associated to this observation is that a similar mechanism could be used to excite Kelvin waves in a controlled manner ${ }^{2}$.
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# Interaction between active particles and quantum vortices leading to Kelvin wave generation 


#### Abstract

Umberto Giuriato © \& Giorgio Krstulovic (D) One of the main features of superfluids is the presence of topological defects with quantised circulation. These objects are known as quantum vortices and exhibit a hydrodynamic behaviour. Nowadays, particles are the main experimental tool used to visualise quantum vortices and to study their dynamics. We use a self-consistent model based on the three-dimensional Gross-Pitaevskii (GP) equation to explore theoretically and numerically the attractive interaction between particles and quantized vortices at very low temperature. Particles are described as localised potentials depleting the superfluid and following Newtonian dynamics. We are able to derive analytically a reduced centralforce model that only depends on the classical degrees of freedom of the particle. Such model is found to be consistent with the GP simulations. We then generalised the model to include deformations of the vortex filament. The resulting long-range mutual interaction qualitatively reproduces the observed generation of a cusp on the vortex filament during the particle approach. Moreover, we show that particles can excite Kelvin waves on the vortex filament through a resonance mechanism even if they are still far from it.


Quantum vortices have a long history in physics of superfluids and superconductors. Already in the 40's Onsager had suggested the existence of quantised flows. This idea was further developed by Feynman by introducing the concept of quantum vortices ${ }^{1}$. What makes these vortices fascinating is that they appear as topological defects of the order parameter describing the system. As a consequence their charge or circulation is quantised, making them topological protected objects. Their core size varies form a few Angstroms in superfluid ${ }^{4} \mathrm{He}$ to micrometers in Bose-Einstein condensates (BECs). In systems such as ${ }^{4} \mathrm{He},{ }^{3} \mathrm{He}$ and atomic BECs, quantum vortices behave as hydrodynamic vortices, reconnecting and rearranging their topology, forming in this way complex vortex tangles. Such out-of-equilibrium state is today known as quantum turbulence ${ }^{2}$. In rotating BECs, quantised vortices naturally appear and they have been studied since the early $2000 \mathrm{~s}^{3,4}$. In superfluid helium, ions and impurities have been extensively used since long time to investigate the properties of quantum vortices ${ }^{1}$. However, an important experimental breakthrough occurred in $2006^{5}$, when quantum vortices were directly visualised by using micrometer-sized hydrogen particles. These impurities are trapped inside the vortex core and they can be directly visualised by using standard particle-tracking techniques, that are commonly exploited in classical hydrodynamic turbulence. Thanks to this method, quantum vortex reconnections ${ }^{6}$ and Kelvin waves propagating along the vortex filaments ${ }^{7}$ have been observed. In addition, the employment of particles has been helpful to enlighten similarities and differences between classical hydrodynamic and quantum turbulence ${ }^{8,9}$. For superfluid helium, the typical size of hydrogen particles is several orders of magnitude larger than the vortex core, whereas recent experiments have used $\mathrm{He}_{2}^{*}$ excimers that are slightly larger than the vortex core ${ }^{10}$. Therefore, understanding the interaction between particles and vortices has become crucial for current experiments.

In general, utilising particles to unveil the properties of a fluid is a common technique in classical hydrodynamics. For instance, air bubbles are used to visualise classical vortices in water since the pioneering work of Couder et al. in $1991^{11}$ and tracers (very small and neutrally-buoyant particles) are followed by using ultra-fast-cameras to determine the statistics of turbulent flows ${ }^{12}$. When particles are not tracers, they manifest inertia with respect to the fluid flow, deviating from its stream lines. Although complex, their dynamics is well understood in classical fluids if their size is small enough ${ }^{13,14}$.
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Superfluids differ in several aspects to classical fluids. Firstly, at very low temperature, an object moving at low velocity experiences no drag. Secondly, the quantum nature of vortices makes the vorticity field (the curl of the velocity) a Dirac- $\delta$ distribution supported on the vortex filaments. Finally, at finite temperature, they are modelled by an immiscible mixture of two components: the actual superfluid and a normal fluid. The latter is described by the (viscous) Navier-Stokes equations. Such mixture of fluids is responsible for some quantum effects with no classical analogous such as the fountain effect and second sound ${ }^{1}$. The dynamics of a particle moving in a finite temperature superfluid happens to be richer than in an ordinary fluid. Its equations of motion have been generalised to the case where the flow is prescribed by the two-fluid model ${ }^{15,16}$. This model provides a large-scale description of a finite temperature superfluid where vortices are described with a coarse-grained field, therefore the quantised nature of superfluid vortices is missing. A different model that does account for the quantised nature of superfluid vortices, was introduced by Schwartz and it is known as the vortex filament method ${ }^{17}$. Also in this case, the dynamics of particles has been addressed both theoretically and numerically ${ }^{18,19}$. Eventually, in the limit of very low temperature, superfluids can be described by another important model, the Gross-Pitaevskii (GP) equation. This model derives from a mean field approximation of a quantum system and directly applies to weakly-interacting BECs, but it is also expected to qualitatively apply to other types of superfluids. The GP equation governs the dynamics of the macroscopic wave function of the system, hence quantum vortices are naturally included. In the GP framework, impurities and particles are often described in terms of classical fields ${ }^{20-23}$. In particular, it was shown by Roberts and Rica ${ }^{22}$ that, depending on the coupling constants, the impurity field separates from the condensate and the two fields become immiscible. In this regime, an impurity can be seen as a hard-core particle described with classical (Newtonian) degrees of freedom ${ }^{24-26}$. Such approach is numerically much cheaper than the classical field description, and thus allow for simulations of a large number of particles ${ }^{27}$. It also suitable for developing analytical predictions.

In this Report we study numerically and analytically the interaction of quantum vortices and particles by using the Gross-Pitaevskii model coupled with a particle having classical degrees of freedom. We take advantage of the Hamiltonian structure of the system to derive a simplified model for the particle motion that it is then directly confronted with numerical simulations of the full GP model. In particular, we study the trapping of particles by a straight vortex, where an explicit analogy of a Newtonian central force problem can be established. The model is then generalised to describe the deformation of the vortex filament. The consequences of the long-range interaction between the particle and the filament are analytically studied and a prediction for the generation of Kelvin wave is obtained.

## Results

Model for particles in a superfluid. We consider a superfluid at very low temperature with one spherical particle of radius $a_{\mathrm{p}}$ and mass $M_{\mathrm{p}}$ immersed in it. The superfluid is described by a complex field $\psi(\mathbf{x}, t)$ and the particle classical degrees of freedom are its position $\mathbf{q}=\left(q_{x}, q_{y}, q_{z}\right)$ and momentum $\mathbf{p}=M_{\mathrm{p}} \dot{\mathbf{q}}=\left(p_{x}, p_{y}, p_{z}\right)$. The dynamics of the system is governed by the following Hamiltonian:

$$
\begin{equation*}
H=\frac{\mathbf{p}^{2}}{2 M_{\mathbf{p}}}+\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}|\psi|^{4}-\mu|\psi|^{2}+V_{\mathbf{p}}(|\mathbf{x}-\mathbf{q}|)|\psi|^{2}\right) \mathrm{d} \mathbf{x}, \tag{1}
\end{equation*}
$$

where $m$ is the mass of the fundamental bosons constituting the superfluid, $\mu$ is the chemical potential and the coupling constant $g=4 \pi a_{s} \hbar^{2} / m$ depends on the $s$-wave scattering length $a_{s}$. The potential $V_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|) \gg \mu>0$ is localised around $\mathbf{q}$ and it determines the shape of the particle. Its presence induces a full depletion of the superfluid around the position $\mathbf{q}$ up to a distance $a_{\mathrm{p}}$. The equations of motion for the field and the particle position are directly obtained by varying (1) and read

$$
\begin{align*}
i \hbar \frac{\partial \psi}{\partial t} & =-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+\left(g|\psi|^{2}-\mu\right) \psi+V_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|) \psi, \\
M_{\mathrm{p}} \ddot{\mathbf{q}} & =-\int V_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|) \nabla|\psi|^{2} \mathrm{~d} \mathbf{x} . \tag{2}
\end{align*}
$$

The Hamiltonian (1), the total superfluid mass $M=m \int|\psi|^{2} \mathrm{~d} \mathbf{x}$ and the total momentum $\mathbf{P}=\frac{i \hbar}{2} \int\left(\psi \nabla \psi^{*}-\right.$ $\left.\psi^{*} \nabla \psi\right) \mathrm{d} \mathbf{x}+\mathbf{p}$ are conserved quantities. The connection of Eq. (2) with hydrodynamics is made through the Madelung transformation $\psi(\mathbf{x})=\sqrt{\rho(x) / m} e^{i \frac{m}{\hbar} \phi(\mathbf{x})}$ that maps the GP model into the continuity and Bernoulli equations of a fluid of density $\rho$ and velocity $\mathbf{v}_{\mathrm{s}}=\Delta \phi$.

In absence of the particle, the GP equation has a simple steady solution corresponding to a constant flat condensate $\psi_{\infty}=\sqrt{\rho_{\infty} / m}=\sqrt{\mu / g}$. If (2) is linearised about $\psi_{\infty}$, large wavelength waves propagate with the phonon (sound) velocity $c=\sqrt{g \rho_{\infty} / m^{2}}$ and dispersive effects take place at length scales smaller than the healing length $\xi=\sqrt{\hbar^{2} / 2 g \rho_{\infty}}$.

Another important steady solution corresponds to a straight quantum vortex

$$
\begin{equation*}
\psi_{\mathrm{v}}(x, y, z)=\sqrt{\rho_{\mathrm{v}}(x, y) / m} e^{i \frac{m}{\hbar} \phi_{\mathrm{v}}(x, y)} \tag{3}
\end{equation*}
$$

The vortex density $\rho_{\mathrm{v}}$ vanishes at $(0,0, z)$ and the phase is given by $\phi_{\mathrm{v}}=\frac{\hbar}{m} \kappa \varphi$, with $\varphi$ the angle in the $(x, y)$ plane and $\kappa$ a non-zero integer. The corresponding velocity field $\mathbf{v}_{v}$ satisfies


Figure 1. Snapshots of the superfluid density and a neutral-mass particle during the trapping (times varies from left to to right). Vortices are displayed in red, particles in green and sound waves are rendered in blue. Top: small particle $\left(a_{\mathrm{p}}=7.6 \xi\right)$. Bottom: large particle $\left(a_{\mathrm{p}}=23.5 \xi\right)$. Images were produced with VAPOR rendering software.

$$
\begin{equation*}
\mathbf{v}_{\mathrm{v}}=\frac{\kappa \hbar}{m} \frac{\hat{\varphi}}{\left|\mathbf{x}_{\perp}\right|} \text { and } \Gamma=\frac{1}{\kappa} \oint_{\mathcal{C}} \mathbf{v}_{\mathrm{v}} \cdot \mathrm{~d} \mathbf{l}=\frac{h}{m}=2 \pi \sqrt{2} c \xi, \tag{4}
\end{equation*}
$$

where $\hat{\varphi}$ is the azimuthal versor and $\boldsymbol{x}_{\perp}=(x, y, 0)$. Similarly, in the following we will denote $q_{\perp}=\left(q_{x}, q_{y}, 0\right)$ and $q_{\perp}=\left|\mathbf{q}_{\perp}\right|$. The close path $\mathcal{C}$ surrounds the vortex, whose circulation is thus given by $\kappa \Gamma$. We will consider $\kappa= \pm 1$ because it is the only stable solution. Note that the vortex core size is given by the healing length $\xi, \rho_{\mathrm{v}}$ and $\mathbf{v}_{\mathrm{v}}$ are radial functions and $\rho_{\mathrm{v}} \rightarrow \rho_{\infty}$ away from the vortex ${ }^{28}$.

When a particle is present, the ground state (without vortices) corresponds to a flat condensate with a strong density depletion at places where $V_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|)>\mu$. A good approximation when $a_{\mathrm{p}} \gg \xi$ is given by the Thomas-Fermi ground state that is obtained neglecting the kinetic term. It reads

$$
\begin{equation*}
\rho_{\mathrm{p}}(\mathbf{x} ; \mathbf{q})=\rho_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|)=\rho_{\infty}\left(1-\frac{V_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|)}{\mu}\right) \theta\left[1-\frac{V_{\mathrm{p}}(|\mathbf{x}-\mathbf{q}|)}{\mu}\right] \tag{5}
\end{equation*}
$$

with $\theta$ the Heaviside function. The size of the particles is thus roughly determined by the relation $V_{\mathrm{p}}\left(a_{\mathrm{p}}\right) \approx \mu$. The results presented in this work are independent of the functional shape of $V_{\mathrm{p}}$, provided that it is isotropic.

In numerics, we express the particle mass as $M_{\mathrm{p}}=\mathcal{M} M_{0}$, where $M_{0}$ is the mass of the displaced superfluid. Therefore, neutral-mass particles have $\mathcal{M}=1$, heavy particles have $\mathcal{M}>1$ and light particles have $\mathcal{L}<1$. Lengths are expressed in units of $\xi$, times in units of $\tau=\xi / c$, velocities in units of $c$ and energies are normalised by $M_{0} c^{2}$. Details on the numerical implementation and the particular choice of $V_{\mathrm{p}}$ are given in Methods.

Interaction between particles and quantum vortices. We begin by presenting some numerical experiments where a particle is attracted and captured by a vortex. We integrate the model (2) in a 3D periodic domain of size $L=256 \xi$ with an initial condition consisting of one particle at rest and one straight vortex initially separated by a distance $q_{\perp}=q_{0} \gg \xi$. The domain contains image vortices in order to preserve periodicity that are not displayed in figures. Their effect on the particle has been checked to be negligible. Snapshots of the superfluid density field with the particle at different times are displayed in Fig. 1. The top row refers to a relatively small particle $\left(a_{\mathrm{p}}=7.6 \xi\right)$, while the bottom row to a large one $\left(a_{\mathrm{p}}=23.5 \xi\right)$. Both particles have a neutral relative mass $\mathcal{M}=1$. Note that hydrogen particles used for visualization of quantum vortices in superfluid helium have a relative mass $\mathcal{M} \sim 0.7$ and a typical size of $a_{\mathrm{p}} \sim 10^{3} \xi$. Simulating such particle size is not achievable numerically, however a clear difference is already observed for our large particle. In both cases, the particle is attracted by the vortex. Before the merging, while the particle is moving closer to the vortex, a deformation of the vortex line is observed. Such deformation is a cusp regularised at the scale of the healing length by the dispersion of the GP equation. Initially, the cusp develops perpendicularly to the particle velocity. Later, it curves towards the particle, until the contact point the vortex separates into two branches. The two contact points then slide on the particle surface towards opposite directions. The oscillation of the trapped particle excites helicoidal waves on the filament. Such waves, that propagate along the vortex line, are known as Kelvin waves. We note that the vortex deformation is less marked for smaller particles and the amplitude of Kelvin waves increases with the particle size. A similar behaviour has been already observed in the hydrodynamical model adopted in refs ${ }^{15,29,30}$, as well as in the
classical field impurity model studied by Berloff and Roberts ${ }^{21}$. The trapping process was then interpreted as a reconnection of the straight vortex with its images inside the particle, whose presence is necessary to set the boundary conditions for the flow around the particle.

The model (2) also allow us to observe the sound emitted by the particle-vortex pair during the trapping process. In a first stage, a big pulse is emitted at the moment of the trapping due to the strong acceleration experienced by the particle. In a later time, for the smaller particle a clear quadrupolar radiative pulse is observed ( $t=1548 \tau$, top row of Fig. 1). Remarkably, this kind of pattern is expected in superfluids when some symmetry cancels the first order of the multipolar radiative expansion. For instance, this is the case in 2D counter-rotating vortices ${ }^{31,32}$. Here, the symmetry could be related to the two antisymmetric traveling waves emerging from the particle and meeting at the boundary of the periodic domain. This issue will be investigated further in a future work. Finally, the particle remains trapped inside the vortex and coexists with a bath of sound waves. For the big particle, all the phenomena are amplified. Movies of the numerical simulations can be found as a Supplementary Information.

From these simulations it is manifest that the trapping of a particle by a quantum vortex is accompanied by a myriad of complex physical phenomena. In the next sections, we take advantage of the simplicity of the model to derive effective equations for the particle and the vortex Filament dynamics.

Reduced theoretical model for the particle-vortex interaction. In the following we set the origin of the reference frame at the intersection between the unperturbed vortex line and its orthogonal plane where the particle lies. At $t=0$, the vortex line coincides then with the $z$ axis. To derive a simplified theory, we consider the following ansatz for the superfluid field:

$$
\begin{equation*}
\psi(\mathbf{x} ; \mathbf{q}, \mathbf{q})=\sqrt{\frac{\rho_{\infty}}{m}} \sqrt{\widetilde{\rho}_{\mathbf{v}}(\mathbf{x})} \sqrt{\widetilde{\rho}_{\mathbf{p}}(|\mathbf{x}-\mathbf{q}|)} e^{i \frac{m}{\hbar} \phi(\mathbf{x} ; \mathbf{q}, \mathbf{q})} \tag{6}
\end{equation*}
$$

where $\widetilde{\rho}_{\mathrm{v}}=\sqrt{\rho_{\mathrm{v}} / \rho_{\infty}}$ and $\widetilde{\rho}_{\mathrm{p}}=\sqrt{\rho_{\mathrm{p}} / \rho_{\infty}}$ are the normalised ground states of an isolated vortex and an isolated particle given in (3) and (5) respectively. At first approximation, we neglect the deformation of the vortex. This last assumption is valid at the stages where the particle is attracted by the vortex, but still far from it. We will consider the vortex deformation in the last section. The ansatz (6) also neglects small density variations due to sound emission and might not be valid at the exact moment of the trapping, but it gives a good description elsewhere. The phase $\phi$ leads to the superfluid velocity field $\boldsymbol{v}_{\mathrm{s}}=\nabla \phi$ and it is determined by imposing the boundary conditions around the particle and at infinity:

$$
\begin{equation*}
\dot{\mathbf{q}} \cdot \mathbf{n}=\mathbf{v}_{\mathrm{s}} \cdot \mathbf{n} \quad \forall \mathbf{x} \text { s. t. }|\mathbf{x}-\mathbf{q}|=a_{\mathrm{p}} \quad \text { and } \quad \mathbf{v}_{\mathrm{s}} \xrightarrow[|\mathbf{x}-\mathbf{q}| \rightarrow \infty]{ } \mathbf{v}_{\mathrm{v}} . \tag{7}
\end{equation*}
$$

where $\mathbf{n}=(\mathbf{x}-\mathbf{q}) /|\mathbf{x}-q|$ and $\mathbf{v}_{\mathbf{v}}$ the vortex velocity field (4). Since $\mathbf{v}_{v}$ describes a non-uniform irrotational flow, we have to take into account how the superfluid velocity field is modified when the particle accelerates in it. As it is done in classical fluid mechanics ${ }^{13-15}$, we include in the superfluid velocity the corrections to the pure vortex flow $\mathbf{v}_{\mathrm{v}}$ that are generated by the moving particle. We set $\mathbf{v}_{\mathrm{s}}=\mathbf{v}_{\mathrm{v}}+\mathbf{v}_{\mathrm{p}}+\mathbf{v}_{\mathrm{BC}}$, or in terms of the phase $\phi=\phi_{\mathrm{v}}+\phi_{\mathrm{p}}+\phi_{\mathrm{BC}}$.

The potential $\phi_{\mathrm{p}}$ describes the flow of a sphere of radius $a_{\mathrm{p}}$ moving in a uniform flow given by the relative velocity $\dot{\mathbf{q}}-\mathbf{v}_{\mathrm{v}}(\mathbf{q})$. It reads ${ }^{33}$

$$
\begin{equation*}
\phi_{\mathrm{p}}(\mathbf{x} ; \mathbf{q}, \dot{\mathbf{q}})=-\frac{a_{\mathrm{p}}^{3}}{2|\mathbf{x}-\mathbf{q}|^{3}}(\mathbf{x}-\mathbf{q}) \cdot\left(\dot{\mathbf{q}}-\mathbf{v}_{\mathrm{v}}(\mathbf{q})\right) . \tag{8}
\end{equation*}
$$

The potential $\phi_{\mathrm{BC}}$ is in principle determined by the condition at the particle boundary $\nabla \phi_{\mathrm{BC}} \cdot \mathbf{n}=\left[\mathbf{v}_{\mathrm{v}}(\mathbf{q}+\right.$ $\left.\left.a_{\mathrm{p}} \mathbf{n}\right)-\mathbf{v}_{\mathrm{v}}(\mathbf{q})\right] \cdot \mathbf{n}$. In practice, it is obtained by a Taylor expansion of the vortex velocity flow around the particle and hence $\phi_{B C}$ is expressed in terms of its gradients ${ }^{13-15}$. This flow gives a contribution of order

$$
\begin{equation*}
\varepsilon=a_{\mathrm{p}} \frac{\left|\nabla \mathbf{v}_{\mathrm{v}}(\mathbf{q})\right|}{\left|\mathbf{v}_{\mathrm{v}}(\mathbf{q})\right|}=\frac{a_{\mathrm{p}}}{q_{\perp}} \ll 1, \tag{9}
\end{equation*}
$$

where we have used $\left|\mathbf{v}_{\mathrm{v}}(\mathbf{q})\right| \sim 1 / q$. We include in our calculations $\phi_{\mathrm{BC}}$ up to $\mathcal{O}\left(\varepsilon^{2}\right)$.
In order to express the Hamiltonian (1) only in terms of $q$ and $q$ we split it as $H=K+H_{\text {hydro }}^{\mathrm{GP}}+H_{\mathrm{int}}^{\mathrm{GP}}+$ $H_{\mathrm{p}}^{\mathrm{GP}}+H_{\mathrm{qnt}}^{\mathrm{GP}}$, where

$$
\begin{align*}
K & =\frac{1}{2} M_{\mathrm{p}} \dot{\mathbf{q}}^{2}, \quad H_{\mathrm{hydro}}^{\mathrm{GP}}=\frac{1}{2} \int \rho \mathbf{v}_{\mathrm{s}}^{2} \mathrm{~d} \mathbf{x}, \quad H_{\mathrm{int}}^{\mathrm{GP}}=\frac{g}{2 m^{2}} \int \rho^{2} \mathrm{~d} \mathbf{x}, \\
H_{\mathrm{p}}^{\mathrm{GP}} & =\frac{1}{m} \int\left(V_{\mathrm{p}}-\mu\right) \rho \mathrm{d} \mathbf{x}, \quad H_{\mathrm{qnt}}^{\mathrm{GP}}=\frac{\Gamma^{2}}{8 \pi^{2}} \int(\nabla \sqrt{\rho})^{2} \mathrm{~d} \mathbf{x} . \tag{10}
\end{align*}
$$

We use the ansatz (6) to explicitly perform the space integrals. From (5), we observe that for a strong localised potential $V_{\mathrm{p}} \gg \mu$ the field $1-\widetilde{\rho}_{\mathrm{p}}(x)$ is supported on a ball of center $q$ and radius $a_{\mathrm{p}}$, up to a layer of size $\xi$. We use this fact to reduce the domain of integration. Inside this ball and if $\varepsilon \ll 1$, we can assume that $\widetilde{\rho}_{\mathrm{v}}(\mathbf{x}) \approx \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)$ and $\mathbf{v}_{\mathrm{v}}(\mathbf{x}) \approx \mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right)$. All the integrations can be then carried out. Details on these computations are given in Methods. The Hamiltonian components (10) eventually read

$$
\begin{align*}
& H_{\text {hydro }}^{\mathrm{GP}} \approx \bar{H}_{\text {hydro }}^{G P}-\frac{(1+C) M_{0} \Gamma^{2}}{8 \pi^{2} q_{\perp}^{2}} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)-\frac{\Gamma^{2} a_{\mathrm{p}}^{2}}{20 \pi^{2} c^{2} q_{\perp}^{4}} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)+E_{\mathrm{add}}, \\
& \quad \text { with } \\
& E_{\text {add }}=\frac{1}{2} C \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right) M_{0} \dot{\mathbf{q}}^{2},  \tag{11}\\
& H_{\mathrm{int}}^{\mathrm{GP}} \approx \bar{H}_{\mathrm{int}}^{\mathrm{GP}}-\frac{1}{2} M_{0} c^{2} \widetilde{\rho}_{\mathrm{v}}^{2}\left(q_{\perp}\right), H_{\mathrm{p}}^{\mathrm{GP}} \approx \bar{H}_{\mathrm{p}}^{\mathrm{GP}}+M_{0} c^{2} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right), H_{\mathrm{qnt}}^{\mathrm{GP}} \approx \bar{H}_{\mathrm{qnt}}^{\mathrm{GP}} \tag{12}
\end{align*}
$$

where $C=1 / 2$ and overbars denote constants at the leading order. $E_{\text {add }}$ is the classical added mass energy in three dimensions ${ }^{33}$ modified by the density profile. Gathering all the terms, we obtain the reduced Hamiltonian (RH)

$$
\begin{align*}
H_{\text {red }}[\mathbf{q}, \mathbf{p}]= & \bar{H}^{\mathrm{GP}}+\frac{\mathbf{p}^{2}}{2 M_{\text {eff }}}+M_{0} c^{2}\left[-\frac{1}{2} \widetilde{\rho}_{\mathrm{v}}^{2}\left(q_{\perp}\right)+\widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)\right. \\
& \left.-\frac{(1+C) \Gamma^{2}}{8 \pi^{2} c^{2} q_{\perp}^{2}} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)-\frac{\Gamma^{2} a_{\mathrm{p}}^{2}}{20 \pi^{2} c^{2} q_{\perp}^{4}} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)\right] . \tag{13}
\end{align*}
$$

In (13) the added mass has been absorbed in the effective particle mass $M_{\text {eff }}=M_{\mathrm{p}}+C \widetilde{\rho}_{\mathrm{v}} M_{0}=\left(\mathcal{M}+C \widetilde{\rho_{\mathrm{v}}}\right) M_{0}$ and the particle momentum has been redefined as $\mathbf{p}=M_{\text {eff }} \dot{\mathbf{q}}$. Note that, as $\widetilde{\rho}_{\mathrm{v}}$ only depends on $q_{\perp}$, the coordinate $q_{z}$ of the particle is cyclic and can be trivially integrated. The dynamics thus simplifies to a motion in the plane perpendicular to the vortex. The reduced model (13), therefore describes a classical central force problem in two dimensions with a potential given by its last term. Note that the same calculations can be performed in two dimensions, by redefining the phase (8) which leads to the constant $C=1$.

The reduced Hamiltonian (13) can be further simplified using the asymptotic behaviour of $\widetilde{\rho}_{\mathrm{v}}$. At large distances, $\widetilde{\rho}_{\mathrm{v}} \sim 1-\xi^{2} / q_{\perp}^{2}-2 \xi^{4} / q_{\perp}^{4}+O\left(\xi^{6} / q_{\perp}^{6}\right)$, hence at the leading order $H_{\mathrm{p}}^{\mathrm{GP}} \approx-H_{\mathrm{int}}^{\mathrm{GP}}$ and the main contribution comes only from $H_{\text {hydro }}^{\mathrm{GP}}$. Finally, at lowest order, we obtain the effective Hamiltonian (EH) for the particle dynamics

$$
\begin{align*}
H_{\text {eff }}[\mathbf{q}, \mathbf{p}] & =\frac{\mathbf{p}^{2}}{2 M_{\text {eff }}}+U\left(q_{\perp}\right), U\left(q_{\perp}\right)=-\frac{(1+C) M_{0} \Gamma^{2}}{8 \pi^{2} q_{\perp}^{2}}, \text { and } \\
M_{\text {eff }} & =M_{\mathrm{p}}+C M_{0}=(\mathcal{M}+C) M_{0} . \tag{14}
\end{align*}
$$

The equations of motion for the particle position are then:

$$
\begin{equation*}
(\mathcal{M}+C) \ddot{\mathbf{q}}_{\perp}=-\frac{(1+C) \Gamma^{2}}{4 \pi^{2} q_{\perp}^{4}} \mathbf{q}_{\perp}, \quad \ddot{q}_{z}=0, \tag{15}
\end{equation*}
$$

Note that the added mass effect is suppressed for neutral-mass particles having $\mathcal{M}=1$ and the particle size explicitly appears only at high order terms. The attractive force scaling as $q^{-3}$ was first proposed by Donnelly ${ }^{34}$ as the result of a pressure gradient. Equation (15) has been also studied for neutral-mass particles in the framework of pure hydrodynamical models ${ }^{15,16}$.

Finally, note that if we replace in (13) the density by its leading order $\widetilde{\rho}_{\mathrm{v}}=1$, then the associated equations of motion are invariant under the following scaling transformation:

$$
\begin{equation*}
\mathbf{q} \rightarrow \lambda \mathbf{q}, \quad a_{\mathrm{p}} \rightarrow \lambda a_{\mathrm{p}}, \quad t \rightarrow \lambda^{2} t \quad \forall \lambda \in \mathbb{R}^{+} \tag{16}
\end{equation*}
$$

Such invariance will be also preserved in terms coming from higher orders in $\varepsilon$.
Numerical measurements and comparison with theory. We compare now our reduced model to the numerical experiment presented in Fig. 1. We first consider a small neutral-mass particle of size $a_{\mathrm{p}}=2.7 \xi$. For this particle, the condition (9) is valid for a wide range of separations and the deformation of the vortex during the particle approach is negligible. We measured the variation of the different components of the Hamiltonian (10) as a function of distance between the particle and the vortex. Figure 2a displays such energies (markers) compared to the respective theoretical predictions (lines).

The striped region identifies the particle radius $a_{\mathrm{p}} / \xi$ where the particle and the vortex overlap. Since the added mass energy $E_{\text {add }}$ (11) only modifies the particle inertia but has no effect in determining the force in the r.h.s. of (15), we subtract it from the hydrodynamic component $H_{\text {hydro }}^{\mathrm{GP}}$ and the total GP energy $H^{\mathrm{GP}}=H-K$. We have used the Padé approximation given in Methods as an analytical expression for the vortex density profile $\widetilde{\rho}_{\mathrm{v}}$, so that both asymptotics (large and short vortex-particle separations) are reproduced. Even if our model is not supposed to be quantitatively accurate for $q_{\perp} \sim a_{\mathrm{p}}$, we can still observe a quite good agreement. Remarkably, the hypothesis that leads to neglect $H_{\mathrm{q}}^{\mathrm{GP}}$ is perfectly valid up to a distance about twice of the particle radius. Moreover, $H_{\mathrm{p}}^{\mathrm{GP}} \approx-H_{\text {int }}^{\mathrm{GP}}$ and thus during the particle approach $H^{\mathrm{GP}} \approx H_{\text {hydro }}^{\mathrm{GP}}$. Figure 2 b shows in a $\log -\log$ plot the absolute value of the measured energies for large distances. Clearly, all the energy contributions follow the predicted $q_{b}^{-2}$ scaling, as long as the vortex-particle separation is large. We have checked that the data in Fig. 2 are almost independent of


Figure 2. (a) Different energies as a function of the vortex-particle distance $q_{\perp} / \xi$ during the approach of a particle with size $a_{\mathrm{p}}=2.7 \xi$. The initial separation is $q_{\perp}=45.3 \xi$ and the particle has zero velocity. Markers are numerical data and lines theoretical curves of corresponding colours. (b) Same energies as in (a) in (log - $\log$ scale). Initial $q_{\perp}=85.1 \xi$ and initial velocity $\dot{q}_{\perp}=-0.04 c$.


Figure 3. (a) Measured vortex-particle separation as a function of time for neutral-mass $(\mathcal{M}=1)$ particles of different sizes moving towards a straight vortex (solid lines). The initial condition is $q_{\perp}=45.3 \xi$ and $q=0$. Round markers indicate the corresponding trapping times. ${ }^{\dagger}$ The pink dash-dot-dotted line refers to a big particle initially at $q_{\perp}=90.6 \xi$ rescaled using Eq. (16) with $\lambda=2$. The figure also displays the predictions RH (13) in dashed lines of the corresponding colours, the theoretical prediction (17) of the effective model EH (dotted golden line) and the scaling $q \sim\left(t^{*}-t\right)^{\frac{1}{2}}$, obtained by fitting the numerical data (dash-dotted black line). (b) The same as (a) but for particles with $a_{\mathrm{p}}=2.7 \xi$ and different masses. Data from GP simulation are displayed in solid lines whereas the predictions (17) are in dotted lines. The dashed golden line refers to a GP simulation with a vortex containing Kelvin waves of $r m s$ amplitude $0.5 \xi$.
the particle mass. Discrepancies between data and theory might be due to sound radiation or to sub-leading terms in the boundary conditions of the superfluid velocity. We conclude that the effective potential energy is relatively well described by $U\left(q_{\perp}\right)$ in Eqs (14) and $(15)$ gives a good approximation for the motion of the particle.

Equation (15) can be straightforwardly integrated and the solution for the particle-vortex distance reads

$$
\begin{equation*}
q_{\perp}(t)=\sqrt{\frac{2 E_{\perp}}{M_{\mathrm{eff}}} t^{2}+q_{0}^{2}+q_{0} \dot{q}_{0} t}, \tag{17}
\end{equation*}
$$

where $q_{0}=q_{\perp}(t=0), \dot{q}_{0}=\dot{q}_{\perp}(t=0)$ and $E_{\perp}=H_{\text {eff }}[\mathbf{q}(t=0), \mathbf{p}(t=0)]-p_{z}^{2} / 2 M_{\text {eff }}$ is the conserved energy in the effective model. In the case of a neutral-mass particle with zero initial velocity Eq. (17) reduces to the one derived by Barenghi et al. ${ }^{30}$. In Fig. 3 the prediction (17) and the one obtained numerically from RH (13) are compared with numerical data.

Figure 3a shows the particle-vortex distance for neutral-mass particles of different sizes initially located at a distance $q_{0}=45.3 \xi$. The markers denote the capture times, after which particles keep moving inside the vortex. The assumption (9) is ideally satisfied for point-like particles but it reasonably applies as long as the particle radius is sufficiently small compared to its distance to the vortex. Indeed, for the particle $a_{\mathrm{p}}=7.6 \xi$ the accordance with theory is good, while for the one having $a_{\mathrm{p}}=23.5 \xi$ is just qualitative. For such particle, the full reduced Hamiltonian gives a better description. In addition, the motion curve of a particle of radius $a_{\mathrm{p}}=2 \times 23.5 \xi$, initially located at $2 q_{0}$ is in good agreement (pink dashed-dot-dotted curve) with the scaling relation (16). It is interesting to note that close to the capture time the particle-vortex separation scales as


Figure 4. (a) Trajectories of small particles $\left(a_{\mathrm{p}}=2.7 \xi\right)$ with $\dot{\mathbf{q}}_{\perp}(t=0)=\mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right)$ and $q_{\perp}(t=0)=22.6 \xi$. GP data are displayed in solid lines, predictions of EH (14) in dotted lines and the predictions of RH (13) in dashed lines of the corresponding colours. (b) Relative variation of angular momentum as a function of time for the same simulations of (a).

$$
\begin{equation*}
q(t) \underset{t \rightarrow t^{*-}}{ }\left(\frac{1+C}{\pi^{2}(\mathcal{M}+C)}\right)^{1 / 4} \sqrt{\Gamma\left(t^{*}-t\right)}, \quad \text { with } \quad t^{*}=\frac{q_{0}^{2}}{\Gamma} \sqrt{\frac{4 \pi^{2}(\mathcal{M}+C)}{1+C}}, \tag{18}
\end{equation*}
$$

where we have set $\dot{\mathbf{q}}(t=0)=0$ for sake of simplicity. In Fig. 3a such scaling is also apparent up to a separation of $q \sim 30 \xi$ for the particle with $a_{\mathrm{p}}=7.6 \xi$ (dotted-dashed line). The capture time $t^{*}$ predicted by the effective model is compatible with the one observed in the GP simulation with a relative error of $5 \%$. The scaling (18), that is also observed in vortex reconnections ${ }^{35}$, suggests the idea that the trapping process could be seen as reconnection of the vortex with its images inside the particle. Finally, in Fig. 3b the vortex-particle separation has been measured for a small particle $\left(a_{\mathrm{p}}=2.7 \xi\right)$ with the same initial condition but with different masses. Remarkably, the heavier the particle, the better the agreement with theory. This could due to the fact that light particles are more sensitive to sound waves and compressible effects not taken into account in the theory. For completeness, we also show the case of a vortex filament perturbed with small-amplitude Kelvin waves (dashed golden line). As expected, the effect of Kelvin waves is sub-leading and no difference is appreciable with respect to the unperturbed case.

It is well known in classical hydrodynamics that light particles go into vortices whereas the heavy ones escape from them ${ }^{11}$. The same situation takes place for a particle in a superfluid, even if there is no Stokes drag at zero temperature. Indeed, as a central force problem, the effective Hamiltonian (14) conserves the angular momentum $\ell_{z}=M_{\text {eff }}\left(\mathbf{q}_{\perp} \times \dot{\mathbf{q}}_{\perp}\right) \cdot \hat{z}$. This conserved quantity leads to the emergence of a repulsive potential $\ell_{z}^{2} / 2 M_{\text {eff }} q_{\perp}^{2}$ in the effective Hamiltonian for $q_{\perp}$. Therefore there exists a critical angular momentum $\ell_{\text {crit }}=\sqrt{(1+C)(\mathcal{M}+C)} M_{0} \Gamma / 2 \pi$ such that for $\ell_{z}<\ell_{\text {crit }}$ particles collapse into the vortex and escape from it for $\ell_{z}>\ell_{\text {crit }}$ Now, if the particle is initially at rest in the reference frame moving with vortex flow, i.e. $\dot{\mathbf{q}}_{\perp}=\mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right)$, the condition on the critical value of $\ell_{z}$ is expressed in terms of the mass, as $\mathcal{M}<1$ for trapping and $\mathcal{M}>1$ for escaping. At $\mathcal{M}=1$ the model (14) predicts a closed circular orbit, i.e. a particle tracing the flow. However, this orbit is unstable and modified by high order terms (see Methods) that lead to a collapse also in this case. The three situations $\mathcal{M}=1$ and $\mathcal{M}>1$ are manifest in Fig. 4a, where we display the trajectories of a small particle ( $a_{\mathrm{p}}=2.7 \xi$ ) with initial velocity $\dot{\mathbf{q}}_{\perp}=\mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right)$ but different masses. For the $\mathcal{M}=1$ case the prediction given by (13) works better than the leading order solution. This is consistent with the fact that the terms proportional to $q_{\perp}^{-2}$ cancel for $\ell_{z}=\ell_{\text {crit }}$, so that the next-to-leading order becomes predominant.

Figure 4 b shows that the angular momentum is conserved up to $4 \%$. Note that the escaping particle feels the attraction of image vortices in the periodic box that break down the conservation of $\ell_{z}$.

Generation of cusps and Kelvin waves on the vortex filament. We now address the effect of the particle on the vortex filament. As the vortex remains almost straight, it can be parametrised as $\mathbf{R}(z)=(\mathbf{s}(z), z)$, where $\mathbf{s}(z)$ is a bi-dimensional vector. The ansatz (6) can be generalised by replacing $\mathbf{x}_{\perp}$ in $\rho_{\mathrm{v}}$ and $\phi_{\mathrm{v}}$ by $\mathbf{x}_{\perp}-\mathbf{R}(z)$. Assuming $|\mathbf{s}(z)| \ll q_{\perp}$ and small deflections $\left|\partial_{z} \mathbf{s}\right| \ll 1$, all the calculations made in the previous section to reduce the Hamiltonian can be performed in the same way if we keep only contributions at the first order in $\mathbf{s}(z)$. The vortex deformation appears in the term $\bar{H}^{\mathrm{GP}}$ in (13) and simply corresponds to the Local Induced Approximation (LIA) Hamiltonian ${ }^{28}$ (see Methods). The effective vortex-particle Hamiltonian (14) becomes

$$
\begin{equation*}
H_{\mathrm{v}-\mathrm{p}}[\mathbf{q}, \mathbf{p}, \mathbf{s}]=\frac{\mathbf{p}_{\mathrm{eff}}^{2}}{2 M_{\mathrm{eff}}}+\frac{\Gamma^{2} \rho_{\infty}}{8 \pi} \int_{0}^{L}\left[-\mathbf{s} \cdot \Lambda \frac{\partial^{2} \mathbf{s}}{\partial z^{2}}-\frac{(1+C) M_{0}}{\rho_{\infty} \pi\left|\mathbf{q}_{\perp}-\mathbf{s}(z)\right|^{2}} \delta\left(z-q_{z}\right)\right] \mathrm{d} z, \tag{19}
\end{equation*}
$$

where from now on $q_{\perp}=\left(q_{x}, q_{y}\right)$. In principle $\Lambda$ is a non-local operator yielding the correct Kelvin wave dispersion relation ${ }^{28}$. For the moment, we treat it as a constant. Up to a logarithmic correction, this is equivalent to consider the limit of large-scale vortex deformations. Although rough, such approximation provides a qualitatively


Figure 5. (a) Cusp generated during the trapping of a neutral-mass particle of size $a_{\mathrm{p}}=7.6 \xi$ at the capture time $t^{*}$. The initial particle condition is $q_{\perp}=45.3 \xi$ and $q=0$. Red solid line is the vortex line tracked during GP simulation, whereas green solid line is $\mathbf{s}\left(z, t^{*}\right)$ computed with the dynamics (20,21). (b) Spectrum of vortex displacement measured from GP simulation at different times during the trapping of a particle. The parameters are the same as in (a). (c) Spectrum of vortex displacement measured from GP simulation during the motion of a particle. The parameters for the particle are $a_{\mathrm{p}}=7.6 \xi, q_{\perp}(t=0)=22.6 \xi, q_{\perp}(t=0)=\mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right)$ and $\dot{q}_{z}=0.27 c$ (see Methods). The inset shows the superfluid density and the particle where Kelvin waves are clearly present on the vortex filament.
good description of the vortex dynamics. The equations of motion coupling the vortex filament and the particle are thus found to be:

$$
\begin{gather*}
(\mathcal{M}+C) \ddot{\mathbf{q}}_{\perp}=-\frac{(1+C) \Gamma^{2}}{4 \pi^{2} \mid \mathbf{q}_{\perp}-\mathbf{s}\left(\left.q_{z}\right|^{4}\right.}\left(\mathbf{q}_{\perp}-\mathbf{s}\left(q_{z}\right)\right), \\
(\mathcal{M}+C) \ddot{q}_{z}=\left.\frac{(1+C) \Gamma^{2}}{4 \pi^{2}\left|\mathbf{q}_{\perp}-\mathbf{s}\left(q_{z}\right)\right|^{4}}\left(\mathbf{q}_{\perp}-\mathbf{s}\left(q_{z}\right)\right) \cdot \frac{\partial s}{\partial z}\right|_{z=q_{z}}  \tag{20}\\
\kappa \frac{\partial \mathbf{s}}{\partial t}=\hat{z} \times\left[\frac{\Lambda \Gamma}{4 \pi} \frac{\partial^{2} \mathbf{s}}{\partial z^{2}}+\frac{(1+C) M_{0} \Gamma}{\rho_{\infty} 4 \pi^{2}\left|\mathbf{q}_{\perp}-\mathbf{s}(z)\right|^{4}}\left(\mathbf{q}_{\perp}-\mathbf{s}(z)\right) \delta\left(z-q_{z}\right)\right], \text { with } \kappa= \pm 1, \tag{21}
\end{gather*}
$$

where $(\hat{z} \times \mathbf{A})_{i}=\varepsilon_{i j} A_{j}$, with $\varepsilon_{i j}$ the Levi-Civita symbol. The l.h.s of Eq. (21) can be straightforwardly derived following the calculations performed in refs ${ }^{36,37}$. Note that the r.h.s. of equation for $\ddot{q}_{z}$ is negligible in the limit $\left|\partial_{z} \boldsymbol{s}\right| \ll 1$ and $|\mathbf{q}| \gg|\mathbf{s}|$. In Eq. (21) a point force is exerted by the particle giving rise to the deformation of the vortex line, while the dispersive term leads to Kelvin wave propagation. This simplified model reproduces the generation of a cusp similar to the one observed in the numerical simulations of the full GP model, as apparent in Fig. 5a.

In previous works, such cusp-shaped deformations have been interpreted as the result of the vortex reconnection with the images inside the particle ${ }^{21}$. Such effect is not taken into account in our model and the formation of a cusp is the result of a simple action-reaction mechanism between the particle and the vortex. In addition, the curvature of the vortex filament during the trapping is not well described by the universal theoretical prediction for pure vortex reconnections obtained by Villois et al. ${ }^{35}$ (data not shown).

From the particle-vortex model $(20,21)$ we can extract further analytical predictions. Since $|\mathbf{s}| \ll \mathbf{q}_{1}$, we can set $\mathbf{q}_{\perp}-\mathbf{s} \approx \mathbf{q}_{\perp}$ in the model. The particle thus decouples from the vortex and just drives the forcing acting on it. We write $\mathbf{s}(z, t)$ and $\mathbf{q}(t)$ in complex variables as $s(z)=s_{x}(z, t)+i s_{y}(z, t)$ and $q(t)=|q(t)| e^{i \Omega_{q}(t) t}$, and linearise (21) for small $s$. The equation now reads

$$
\begin{equation*}
\frac{\partial \hat{s}_{k}}{\partial t}=-i \kappa \frac{\Gamma \Lambda_{k}}{4 \pi} k^{2} \hat{s}_{k}+i \frac{F_{0}}{|q(t)|^{3}} e^{-i\left(\Omega_{q}(t)+k \dot{g}_{z}\right) t} \text { with } F_{0}=\kappa \frac{(1+C) M_{0} \Gamma}{4 \pi^{2} \rho_{\infty}}, \tag{22}
\end{equation*}
$$

where $\hat{s}_{k}$ is the Fourier transform of $s(z)$ and $k$ a wave-vector. We have now phenomenologically included the non-local operator $\Lambda_{k}$ that in Fourier space reads $\Lambda_{k}=2\left(1-\sqrt{1-k a_{0} K_{0}\left(k a_{0}\right) / K_{1}\left(k a_{0}\right)}\right) /\left(a_{0} k\right)^{2}$, with $K_{n}$ the modified Bessel function of order $n$ and $a_{0}=1.1265 \xi$. The operator $\Lambda_{k}$ has been defined in order to obtain the correct Kelvin wave relation dispersion $\omega_{k}^{K W}=\kappa \Gamma \Lambda_{k} k^{2} / 4 \pi$ computed in refs ${ }^{28,38}$ and the cut-off $a_{0}$ has been fixed to satisfy the known GP small- $k$ asymptotic expansion ${ }^{38}$. First, let us consider the case of radial approach $\left(\Omega_{q}=0\right)$ with vertical velocity $\dot{q}_{z}=0$. Integrating Eq. (22), it follows that the spectrum of the vortex displacement obeys the scaling $\left|\hat{\hat{k}}_{k}\right|^{2} \sim k^{-4}$ at large scales, up to a logarithmic correction. Such scaling corresponds to the deformation of the vortex line which starts to develop already at the early times of the trapping process. We compute the spectra using the tracked vortex lines obtained from GP simulations by using the method explained in refs ${ }^{33,40}$. They present a good agreement with theory (see Fig. 5b). Finally, if $\dot{q}_{z} \neq 0$ or $\Omega_{q} \neq 0$, the particle-vortex model predicts the generation of Kelvin waves when the particle is still distant. Indeed, when the particle is far from the vortex,
the time dependence of $|q(t)|$ and the one of $\Omega_{q}(t)$ are much slower than the one of $s(t)$ and they can be treated as constants in Eq. (22). Therefore, the model (22) predicts a linear resonance if $\omega_{k}^{\mathrm{K} W}=\Omega_{q}+k \dot{q}_{z}$. As a consequence, any motion of the particle not purely radial generates waves on the filament. In order to check this claim, we performed a GP simulation with a particle orbiting around the vortex while moving parallel to it. A movie of the simulation is available as Supplementary Information. The corresponding vortex displacement spectrum is presented in Fig. 5c, where the development of a resonance is clearly visible. The resonant mode predicted by the model (22) is $k \xi=0.24$, compatible with the position of the observed peak. In the inset a snapshot of the superfluid density shows the corresponding Kelvin waves generated on the filament. Actually, all the small- $k$ modes of the filament are growing during the first stages of particle motion. Indeed, the forcing driven by the particle produces an oscillation in time of such modes, with low frequency and high amplitude. Note that the considerations made from Eq. (22) could be in principle formalised using a multi-time asymptotic expansion.

## Discussion

We have studied the interaction of a particle and a quantum vortex in a self-consistent framework given by the particle-superfluid Hamiltonian (1). The superfluid is described by the Gross-Pitaevskii equation and the particle through classical degrees of freedom. This minimal system is able to extend results obtained in more complex models ${ }^{21,30}$ with a much lower numerical cost. The simplicity of the model allowed us to derive the reduced Hamiltonian (13) for the particle dynamics, that also includes corrections due to the vortex density profile. Similar theoretical computations can be straightforwardly performed in the case of non-local models of superfluids, that are more adequate for describing superfluid helium. In such models, the vortex density profile shows oscillations as a function of the distance to the core ${ }^{41,42}$, which could have some impact on the dynamics of small and light particles. In our derivation, we have neglected acoustic radiation and interaction of vortices with with sound waves. Compressibility effects of this kind might be also important for light particles and they could be included, in principle, generalising the ansatz (6). The Gross-Pitaevskii model used in this work has a very simple equation of state valid in the weak coupling limit. When the coupling is not so weak, like in superfluid helium, the equation of state can be easily modified changing the type of non-linearity of the model to account for the effect of beyond-mean-field quantum fluctuations ${ }^{43,44}$. It would be interesting to study how these fluctuations modify the particle dynamics. In the same spirit, at extremely low temperatures, quantum fluctuations could excite low-amplitude Kelvin waves ${ }^{45}$. However, we expect this effect to be negligible as it was shown in Fig. 3b.

The vortex-particle interaction leads to the trapping of the particle by the vortex. The bounded state with a particle trapped inside a vortex line possesses an energy lower that the state in which the vortex and the particle are far apart. This energy gap, known as substitution energy, was first computed by Parks and Donelly ${ }^{46}$. It simply corresponds to the vortex kinetic energy contained in the volume occupied by the particle. We have checked that this estimate gives the good order of magnitude for the incompressible kinetic energy difference. However, it overestimates it as it does not account for dynamical processes like the generation of Kelvin waves after the capture. The substitution energy was then used in ref. ${ }^{46}$ to assess the life time of a Brownian ion inside a vortex in presence of an electric field. The model used in this Report can be trivially extended to describe a charged particle by adding an external potential, and similar considerations could be easily rephrased. We have observed that the vortex considerably stretches while the particle is pulled out from it by an external force (data not shown). Therefore, even at zero temperature, the energy needed to remove a particle can be much larger than the substitution energy. The release of a particle from a vortex is an interesting problem for traditional and modern experiments with superfluids. We plan to use the model studied here to study this issue in a future work.

We have observed a non-trivial dynamics of vortex filament if a particle moves around it. The vortex dynamics has been included in the effective model (19), and we explained the motion of the vortex as the result of a mutual long-range interaction between the particle and the vortex itself. Moreover, we highlighted that long-range particle-vortex interaction is sufficient to generate Kelvin waves on the filament even if the particle never touches the vortex. It would be interesting to include such a simple interaction term in the vortex filament model, to study the effect of a large number of particles. In this regard, note that the model (2) can be trivially extended to include many particles, both at zero and finite temperature ${ }^{27}$. It is then natural to use it for studying the effect of particles in a quantum turbulent regime. Indeed, it is still not clear how the dynamics of active particles modify the evolution and decay of complex tangle of quantised vortex lines. Addressing such issues is fundamental for current experiments, since particles are nowadays the main tool for tracking and visualising vortices in superfluid helium.

## Methods

Numerical methods and parameters. Equations (2) are solved with a standard pseudo-spectral code and a $4^{\text {th }}$ order Runge-Kutta scheme for the time stepping in a domain of size $L$ with $N_{\mathrm{p}}$ mesh points per dimension. We set $c=\rho_{\infty}=1$. The steady states for the particle and the vortex are prepared separately by performing imaginary time evolution of the GP equation and then they are multiplied to obtain the wished initial condition. To impose the initial flow around the particle, the initial condition is evolved for a short time ( $\sim 40 \tau$ ) using GP without the particle dynamics. In Fig. 5 c , the target velocity in the $z$ component is reached by adding an external force $\mathbf{F}=\left(0,0,2 \times 10^{-3} M_{0} c^{2} / \xi\right)$ that then is switched off.

The particle potential is a smoothed hat-function $V_{\mathrm{p}}(r)=\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\eta^{2}}{4 \Delta l^{2}}\right]\right)$ and the mass displaced by the particle is measured as $M_{0}=\rho_{\infty} L^{3}\left(1-\int\left|\psi_{\mathrm{p}}\right|^{2} \mathrm{~d} \mathbf{x} / \int\left|\psi_{\infty}\right|^{2} \mathrm{~d} \mathbf{x}\right)$, where $\psi_{\mathrm{p}}$ is the steady state with just one particle. Since the particle boundaries are not sharp, we measure the particle radius as $a_{\mathrm{p}}=\left(3 M_{0} / 4 \pi \rho_{\infty}\right)^{\frac{1}{3}}$ for given values of the numerical parameters $\eta$ and $\Delta l$. For all the particles $V_{0}=20$. The parameters used are the following. For $a_{\mathrm{p}}=2.7 \xi: N_{\mathrm{p}}=512, \eta=\xi$ and $\Delta l=0.75 \xi$. For $a_{\mathrm{p}}=7.6 \xi: N_{\mathrm{p}}=256, \eta=2 \xi$ and $\Delta l=2.5 \xi$. For $a_{\mathrm{p}}=23.5 \xi: N_{\mathrm{p}}=256$,
$\eta=20 \xi$ and $\Delta l=4 \xi$. Finally, for $a_{\mathrm{p}}=47 \xi: N_{\mathrm{p}}=512, \eta=43 \xi$ and $\Delta l=5 \xi$. Only for the last case $L=512 \xi$, while for all the others $L=256 \xi$.

In theoretical predictions we have used the Padé approximation $\widetilde{\rho}_{\mathrm{v}}=\bar{r}^{2}\left(a_{1}+a_{2} \bar{r}^{2}+a_{3} \bar{r}^{4}\right) /\left(1+b_{1} \widetilde{r}^{2}+\right.$ $\left.b_{2} \bar{r}^{4}+a_{3} \bar{r}^{6}\right)$ where $\bar{r}=|\mathbf{x}| / \xi$. The coefficients are: $a_{1}=0.340038, a_{2}=0.0360207, a_{3}=0.000985125, b_{1}=0.355931$, $b_{2}=0.037502$.

Derivation of the reduced model for the particle trapping. We report here the calculations leading to the reduced Hamiltonian (13). We denote by an overbar some constants that at the leading order are independent of $\mathbf{q}$. The quantum energy term $H_{\text {qnt }}^{\mathrm{GP}}$ contains gradients of the density and it is sub-leading when $|\mathbf{q}| \gg a_{\mathrm{p}}>\xi$. We thus we set $H_{\mathrm{qnt}}^{\mathrm{GP}} \approx \bar{H}_{\mathrm{qnt}}^{\mathrm{GP}}$. As discussed in the text, $1-\widetilde{\rho}_{\mathrm{p}}(x)$ is supported on a ball of center $q$ and radius $a_{\mathrm{p}}$ denoted by $\mathbb{B}\left(\mathbf{q}, a_{p}\right)$. At the leading order we also have $\widetilde{\rho}_{\mathrm{p}}^{2} \approx \widetilde{\rho}_{\mathrm{p}}$, and $H_{\text {int }}^{\mathrm{GP}}$ can be computed as

$$
\begin{align*}
H_{\mathrm{int}}^{\mathrm{GP}} & \approx \frac{g \rho_{\infty}}{2 m^{2}} \int\left(1-\left(1-\widetilde{\rho}_{\mathrm{p}}\right)\right) \widetilde{\rho}_{\mathrm{v}}^{2} \mathrm{~d} \mathbf{x} \\
& =\bar{H}_{\mathrm{int}}^{\mathrm{GP}}-\frac{g \rho_{\infty}^{2}}{2 m^{2}} \int\left(1-\widetilde{\rho}_{\mathrm{p}}\right) \widetilde{\rho}_{\mathrm{v}}^{2} \mathrm{~d} \mathbf{x} \\
& \approx \bar{H}_{\mathrm{int}}^{\mathrm{GP}}-\frac{g \rho_{\infty}^{2}}{2 m^{2}} \int_{\mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)} \widetilde{\rho}_{\mathrm{v}}^{2} \mathrm{~d} \mathbf{x} \\
& \approx \bar{H}_{\mathrm{int}}^{\mathrm{GP}}-\frac{1}{2} M_{0} c^{2} \widetilde{\rho}_{\mathrm{v}}^{2}\left(q_{\perp}\right) . \tag{23}
\end{align*}
$$

where we have treated $\widetilde{\rho}_{\mathrm{v}}$ as constant inside $\mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)$, recognised the displaced superfluid mass $M_{0}=\rho_{\infty} \int_{\mathbb{B}} \mathrm{dx}$ and used the definition of the speed of sound. A similar calculation can be performed for the the term $H_{\mathrm{p}}^{\mathrm{GP}}$ :

$$
\begin{align*}
H_{\mathrm{p}}^{\mathrm{GP}} & \approx \bar{H}_{\mathrm{p}}^{\mathrm{GP}}-\frac{\mu \rho_{\infty}}{m} \int\left(1-\widetilde{\rho}_{\mathrm{p}}\right) \widetilde{\rho}_{\mathrm{v}} \mathrm{~d} \mathbf{x} \\
& \approx \bar{H}_{\mathrm{p}}^{\mathrm{GP}}-\frac{\mu \rho_{\infty}}{m} \int_{\left.\mathbb{B}, a_{\mathrm{p}}\right)} \widetilde{\rho}_{\mathrm{v}} \mathrm{~d} \mathbf{x} \approx \bar{H}_{\mathrm{p}}^{\mathrm{GP}}+M_{0} c^{2} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right) . \tag{24}
\end{align*}
$$

In the first equality we used the Thomas-Fermi approximation (5) and again $\widetilde{\rho}_{\mathrm{p}}^{2} \approx \widetilde{\rho}_{\mathrm{p}}$.
To compute the hydrodynamic term $H_{\text {hydro }}^{\mathrm{GP}}$ we write $\mathbf{v}_{\mathrm{s}}^{2}=\mathbf{v}_{\mathbf{v}}^{2}+\mathbf{v}_{\mathrm{p}} \cdot\left(2 \mathbf{v}_{\mathbf{v}}+\mathbf{v}_{\mathrm{p}}\right)+\mathbf{v}_{\mathrm{BC}} \cdot\left(2 \mathbf{v}_{\mathbf{v}}+2 \mathbf{v}_{\mathrm{p}}+\mathbf{v}_{\mathrm{BC}}\right)$ and consider the contribution of the three addends differently. Firstly we have

$$
\begin{align*}
H_{\text {hydro }}^{\mathrm{GP}(v)} & =\frac{1}{2} \int \rho \mathbf{v}_{\mathrm{v}}^{2} \mathrm{~d} \mathbf{x}=\bar{H}_{\text {hydro }}^{\mathrm{GP}}-\frac{\rho_{\infty}}{2} \int\left(1-\widetilde{\rho}_{\mathrm{p}}\right) \widetilde{\rho}_{\mathrm{v}} \mathbf{v}_{\mathrm{v}}^{2} \mathrm{~d} \\
& \approx \bar{H}_{\text {hydro }}^{\mathrm{GP}}-\frac{M_{0} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)}{2} \mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right)^{2}=\bar{H}_{\text {hydro }}^{\mathrm{GP}}-\frac{\Gamma^{2} M_{0} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)}{8 \pi^{2} q_{\perp}^{2}} . \tag{25}
\end{align*}
$$

The second term is computed integrating by parts, using the incompressibility of the flows and neglecting the gradients of $\rho_{\mathrm{v}}$ :

$$
\begin{align*}
H_{\text {hydro }}^{\mathrm{GP}(p)} & =\frac{\rho_{\infty}}{2} \int \widetilde{\rho}_{\mathrm{p}} \widetilde{\rho}_{\mathrm{v}} \nabla \phi_{\mathrm{p}} \cdot\left(2 \mathbf{v}_{\mathrm{v}}+\mathbf{v}_{\mathrm{p}}\right) \mathrm{d} \mathbf{x} \\
& \approx \frac{\rho_{\infty}}{2} \int_{\mathbb{B}^{\mathrm{c}}\left(\mathbf{q}, a_{\mathrm{p}}\right)} \widetilde{\rho}_{\mathrm{v}} \nabla \phi_{\mathrm{p}} \cdot\left(2 \mathbf{v}_{\mathrm{v}}+\mathbf{v}_{\mathrm{p}}\right) \mathrm{d} \mathbf{x} \\
& \approx-\frac{\rho_{\infty} a_{\mathrm{p}}^{2}}{2} \oint_{\partial \mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)} \widetilde{\rho}_{\mathrm{v}} \phi_{\mathrm{p}}\left(2 \mathbf{v}_{\mathrm{v}}+\mathbf{v}_{\mathrm{p}}\right) \cdot \hat{n} d \Omega, \tag{26}
\end{align*}
$$

where $\mathbb{B}^{c}\left(\mathbf{q}, a_{\mathrm{p}}\right)$ is the complement of $\mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)$ and $\partial \mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)$ its boundary. For $\varepsilon \ll 1$ (see Eq. (9)), in the last integral $\rho_{\mathrm{v}}$ and $\mathbf{v}_{\mathrm{v}}$ can be evaluated at $q$. The angular integral is then computed exactly and it gives $H_{\text {hydro }}^{\mathrm{GP}(\mathrm{p})}=\frac{M_{0} \tilde{\rho}_{\mathrm{v}}(\mathbf{q})}{2} C\left(\dot{\mathbf{q}}^{2}-\mathbf{v}_{\mathrm{v}}^{2}\right)$, with $C=1 / 2$.

The velocity $\mathbf{v}_{\mathrm{BC}}$ is obtained at order $\varepsilon^{2}$ from the potential $\phi_{\mathrm{BC}}=\frac{1}{2} e_{i j} x^{\prime}{ }_{i} x^{\prime}{ }_{j}$, where $e_{i j}(q)=\left(\partial_{i} v_{\mathrm{v}}^{j}+\partial_{j} v_{\mathrm{v}}^{i}\right) / 2$ is the strain rate tensor evaluated at the particle position. Following the same procedure of (26), we see that the only non-zero contribution is given by

$$
\begin{align*}
H_{\mathrm{hydro}}^{\mathrm{GPP}(\mathrm{BC})} & =-\frac{\rho_{\infty} a_{\mathrm{p}}^{2}}{2} \oint_{\partial \mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right.} \widetilde{\rho}_{\mathrm{v}} \varphi_{\mathrm{BC}} \mathbf{V}_{\mathrm{BC}} \cdot \hat{n} d \Omega \\
& =-\frac{\rho_{\infty} a_{\mathrm{p}}^{5}}{4} \widetilde{\rho}_{\mathrm{v}} e_{i j} e_{r s} \oint \hat{n}_{i} \hat{n}_{j} \hat{n}_{r} \hat{n}_{s} d \Omega \\
& =-\frac{M_{0} \widetilde{\rho}_{\mathrm{v}} a_{\mathrm{p}}^{2}}{10}\left(e_{i j}\right)^{2}=-\frac{M_{0} \Gamma^{2} \widetilde{\rho}_{\mathrm{v}}^{2}}{20 \pi^{2} q_{\perp}^{4}} . \tag{27}
\end{align*}
$$

We have used $\oint \hat{n}_{i} \hat{n}_{j} \hat{n}_{r} \hat{n}_{s} d \Omega=\left(\delta_{i j} \delta_{r s}+\delta_{i r} \delta_{j s}+\delta_{i s} \delta_{i r}\right) \Omega_{d} / d(d+2)$, where $\Omega_{d}$ is the surface of the unit sphere in $d$ dimensions. The total hydrodynamic kinetic term is the just given by $H_{\text {hydro }}^{\mathrm{GP}}=H_{\text {hydro }}^{\mathrm{GP}(\nu)}+H_{\text {hydro }}^{\mathrm{GP}(p)}+H_{\text {hydro }}^{\mathrm{GP}(\mathrm{BC})}$.

Note that at the order $\xi^{4} / q^{4}$ for large vortex-particle separations, the reduced Hamilonian (13) becomes

$$
\begin{equation*}
H_{\mathrm{red}}[\mathbf{q}, \mathbf{p}]=\bar{H}^{\mathrm{GP}}+\frac{\mathbf{p}^{2}}{2 M_{\mathrm{eff}}}+M_{0} c^{2}\left[\frac{1}{2}-\frac{(1+C) \xi^{2}}{q_{\perp}^{2}}+\frac{\left(10 \mathrm{C}+5-4\left(a_{\mathrm{p}} / \xi\right)^{2}\right)}{10} \frac{\xi^{4}}{q_{\perp}^{4}}\right], \tag{28}
\end{equation*}
$$

where the term proportional to $\xi^{4} / q_{\perp}^{4}$ turns out to be repulsive if $a_{\mathrm{p}}^{2}<\frac{5}{4}(1+2 C) \xi^{2}$.
Vortex deformation. We can give a rough derivation of the effective vortex-particle Hamiltonian (19) by assuming a small deformation of the vortex line. Similarly to the previous calculations, we neglect the gradients of $\widetilde{\rho_{\mathrm{p}}}$. At the leading order, the terms $H_{\mathrm{hydro}}^{\mathrm{GP}}$ and $H_{\mathrm{qnt}}^{\mathrm{GP}}$ are the only contributing to $H_{\mathrm{v}-\mathrm{p}}$. For distant particles, the only component of the superfluid velocity modified by the vortex displacement is $\mathbf{v}_{\mathrm{v}}$. The new contributions to the energy coming from the products of $\mathbf{v}_{\mathbf{v}}$ and the other velocity fields vanish after angular integration. We thus need to compute the term $\mathbf{v}_{\mathbf{v}}(|\mathbf{x}-\mathbf{R}(z)|)^{2}=\nabla_{\perp} \phi_{\mathrm{v}}\left(\mathbf{x}_{\perp}-\mathbf{s}(z)\right)^{2}+\left(\nabla_{\perp} \phi_{\mathbf{v}}\left(\left|\mathbf{x}_{\perp}-\mathbf{s}(z)\right|\right) \cdot \partial_{z} \mathbf{s}(z)\right)^{2}$ where now $\mathbf{x}_{\perp}=(x, y)$ and $\nabla_{\perp}=\left(\partial_{x} \partial_{y}\right)$. The first term leads directly to the potential (11) evaluated at $\mathbf{q}_{\perp}-\mathbf{s}\left(q_{z}\right)$. The second term is treated by using the fact that $1-\widetilde{\rho}_{\mathrm{p}}$ is practically supported on $\mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)$ and $\widetilde{\rho}_{\mathrm{p}}=1-\left(1-\widetilde{\rho}_{\mathrm{p}}\right)$. We need to compute

$$
\begin{align*}
& H_{\mathrm{LIA}}^{\mathrm{GP}} \approx \frac{\rho_{\infty}}{2} \int \widetilde{\rho}_{\mathrm{v}}\left(\left|\mathbf{x}_{\perp}-\mathbf{s}(z)\right|\right)\left(\nabla_{\perp} \phi_{\mathrm{v}}\left(\left|\mathbf{x}_{\perp}-\mathbf{s}(z)\right|\right) \cdot \partial_{z} s(z)\right)^{2} \mathrm{~d} \mathbf{x} \\
&-\frac{\rho_{\infty}}{2} \int_{\mathbb{B}\left(\mathbf{q}, a_{\mathrm{p}}\right)} \widetilde{\rho}_{\mathrm{v}}\left(\left|\mathbf{x}_{\perp}-\mathbf{s}(z)\right|\right)\left(\nabla_{\perp} \phi_{\mathrm{v}}\left(\left|\mathbf{x}_{\perp}-\mathbf{s}(z)\right|\right) \cdot \partial_{z} \mathbf{s}(z)\right)^{2} \mathrm{~d} \mathbf{x} \\
& \approx \frac{\rho_{\infty}}{2} \int_{0}^{L} \partial_{z} s_{i}(z) \partial_{z} s_{j}(z)\left(\int \widetilde{\rho}_{\mathrm{v}}\left(x_{\perp}\right) v_{\mathrm{v}}^{i}\left(x_{\perp}\right) v_{\mathrm{v}}^{j} \mathrm{~d} \mathbf{x}_{\perp}\right) \mathrm{d} z \\
& \quad+\frac{M_{0}}{2} \widetilde{\rho}_{\mathrm{v}}\left(q_{\perp}\right)\left(\mathbf{v}_{\mathrm{v}}\left(q_{\perp}\right) \cdot \partial_{z} \mathbf{R}(z)\right)^{2}  \tag{29}\\
& \approx \frac{\rho_{\infty}}{4} \int_{0}^{L}\left(\partial_{z} \mathbf{s}(z)\right)^{2}\left(\int \widetilde{\rho}_{\mathrm{v}}\left(x_{\perp}\right) \mathbf{v}_{\mathrm{v}}\left(x_{\perp}\right)^{2} \mathrm{~d} \mathbf{x}_{\perp}\right) \mathrm{d} z=\frac{\rho_{\infty} \Gamma^{2} \Lambda_{\mathrm{hydro}}}{8 \pi} \int_{0}^{L}\left(\partial_{z} \mathbf{s}(z)\right)^{2} \mathrm{~d} z \tag{30}
\end{align*}
$$

where we have neglected the second term in (29) as it subdominant. The constant $\Lambda_{\text {hydro }}$ is given by the radial integral

$$
\begin{align*}
\Lambda_{\mathrm{hydro}}= & \int_{0}^{L_{\mathrm{d}}} \frac{\widetilde{\rho}_{\mathrm{v}}(r)}{r} \mathrm{~d} r=\int_{0}^{\xi} \frac{\widetilde{\rho}_{\mathrm{v}}(r)}{r} \mathrm{~d} r \\
& +\int_{\xi}^{\infty} \frac{\widetilde{\widetilde{v}}_{\mathrm{v}}(r)-1}{r} \mathrm{~d} r+\log \frac{L_{\mathrm{d}}}{\xi}+O\left(\left(L_{\mathrm{d}} / \xi\right)^{2}\right) \\
= & \log \frac{L_{\mathrm{d}}}{\xi}-0.3978+O\left(\left(L_{\mathrm{d}} / \xi\right)^{2}\right), \tag{31}
\end{align*}
$$

where $L_{\mathrm{d}}$ is a cut-off of the order of the inter-vortex distance. The last integral has been performed numerically using $\widetilde{\rho}_{\mathrm{v}}$ obtained by imaginary time evolution of the GP equation in a infinite domain. The quantum energy term $H_{\mathrm{qnt}}^{\mathrm{GP}}$ gives a contribution equal to (30) but with the constant $\Lambda_{\text {hydro }}$ replaced by $\Lambda_{\text {qnt }}=\frac{1}{4} \int_{0}^{\infty}\left(\frac{\mathrm{d} \tilde{\tilde{\rho}_{\mathrm{v}}}}{\mathrm{d} r}\right)^{2} \frac{r}{\tilde{\rho}_{\mathrm{v}}} \mathrm{d} r=0.2854$. Finally, in Eq. (19) the constant is $\Lambda=\Lambda_{\text {hydro }}+\Lambda_{\text {qnt }}$. This oversimplified derivation does not recover the full dispersion relation of Kelvin waves as it neglects non-linear interactions and the 3D modifications of $v_{\mathrm{v}}$ due to vortex deformations. For a more accurate discussion see refs ${ }^{28,38,47}$.

## Data Availability

The datasets generated and analysed during the current study are available from the corresponding authors on request.
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### 3.3 Publication: Quantum vortex reconnections mediated by trapped particles

As we discussed in section 3.1 and in the publication [75] just reported, the long range interaction that leads to the particle trapping can be interpreted as a reconnection dynamics between the vortex and its images inside the particle. Such long range interaction plays a key role also in the actual reconnection between two real vortex filaments in the case in which particles are trapped inside them. How the presence of particles affect a vortex reconnection is indeed the topic addressed in the article [77], presented below ${ }^{3}$. The findings of this work are intended to give some theoretical support to the superfluid helium experiments in which reconnections have been observed by means of trapped solidified particles [29, 169].
Firstly, we study the reconnection of a vortex dipole, with a single particle initially trapped in one of the filaments. Note that a vortex dipole moving with constant speed is a steady solution of the GP equation (in the co-moving frame) and thus a spontaneous self-reconnection does not happen unless some instability is induced [26]. However, the presence of a particle breaks the symmetry of the system, triggering in this way the reconnection dynamics. The reconnecting point of the bare vortex lies on the plane orthogonal to the dipole and containing the particle center. As the system evolves, the separation $\delta(t)$ between such point and the particle surface scales accordingly to the $t^{1 / 2}$ scaling (1.160). Unlike what observed for the particle trapping [75], the vortex-particle separation is independent of the particle mass. This means that, although the reconnection is triggered by the simmetry breaking induced by the particle, the vortex dynamics is effectively fully governed only by the circulation. After the reconnection, the particle is detatched with a higher velocity because of an abrupt momentum exchange with the vortex. In the paper, we characterize such momentum exchange, which also determines a mass-dependent deflection of the transverse particle trajectory. Moreover, we observe that in the direction parallel to the initial dipole velocity the vortex and the particle momenta do not compensate exactly each other. This is compatible with the expected momentum transfer to a sound pulse orthogonally to the reconnection plane, which is a signature of the irreversibility of the reconnection process [230]. In order to check if the scaling invariance (3.8) still holds in this case, we perform another set of simulations doubling the particle size and the vortex distance. We indeed observe a good agreement, although the invariance is polluted by the precession of the trapped particle due to Magnus effect (2.29) (see the publication [79] in the next chapter for an analysis on such precession motion).
In the last part of the paper, we consider the reconnection of two linked rings decorated with randomly distributed particles. Unlike the case of the dipole, in such system a reconnection is known to happen spontaneosly without particles. Thus, the effect of the presence of the particles can be directly compared with the bare case. Also here we observe that the reconnection is likely to happen at the particle position. The main finding is that light particles do not modify the evolution of the separation rate

[^14]3 Trapping process and long range interaction between particles and quantum vortices
at large scales, apart from a speed-up taking place close to the reconnection event. Conversely, if the particles are too heavy, the reconnection dynamics is driven by their ballistic motion.
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#### Abstract

Reconnections between quantum vortex filaments in the presence of trapped particles are investigated using numerical simulations of the Gross-Pitaevskii equation. Particles are described with classical degrees of freedom and modeled as highly repulsive potentials which deplete the superfluid. First, the case of a vortex dipole with a single particle trapped inside one of the vortices is studied. It is shown that the reconnection takes place at the position of the particle as a consequence of the symmetry breaking induced by it. The separation rate between the reconnecting points is compatible with the known dynamics of quantum vortex reconnections, and it is independent of the particle mass and size. After the reconnection, the particle is pushed away with a constant velocity, and its trajectory is deflected because of the transverse momentum exchange with the vortex filaments. The momentum exchanges between the particle, the vortex, and a density pulse are characterized. Finally, the reconnection of two linked rings, each of them with several initially randomly distributed particles, is studied. It is observed that generically, reconnections take place at the location of trapped particles. It is shown that reconnection dynamics is unaffected for light particles.
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## I. INTRODUCTION

One of the most striking features of superfluids is the presence of quantum vortices, thin tornadoes which arise as topological defects and nodal lines of the complex order parameter describing the system [1]. Quantum vortices have been observed in different kinds of superfluids, from atomic Bose-Einstein condensates (BECs), where their core is micrometer sized, to superfluid ${ }^{4} \mathrm{He}$, where the core size is a few angstroms. The topological nature of quantum vortices constrains their circulation to be a discrete multiple of the quantum of circulation $\Gamma=h / m$, where $h$ is the Planck constant and $m$ is the mass of the bosons constituting the superfluid.

The dynamics of such vortex filaments is rich and still not fully comprehended. In particular, a fundamental phenomenon is the occurrence of reconnection events. In general, in fluid mechanics a vortex reconnection is an event in which the topology of the vorticity field is rearranged [2]. In the case of classical fluids, the presence of viscosity breaks the Kelvin circulation theorem, allowing the reconnection between vortex tubes [3]. In the case of inviscid superfluids, the vorticity is supported exclusively along the unidimensional vortex filaments, and the reconnection between them is made possible because of the vanishing density at the core of the vortices [4]. Specifically, the process of superfluid vortex reconnection consists in the local exchange of two strands of different filaments after a fast approach, allowing the topology to vary. In quantum turbulence, reconnections are also thought to be a fundamental mechanism for the redistribution of energy at scales smaller than the intervortex distance [5].

The separation $\delta(t)$ between the two reconnecting points is the simplest observable that characterizes a vortex reconnection. Given that a reconnection is an event localized in space and time, sufficiently close to the reconnection event it is expected to be fully driven by the interaction between
two filaments. Assuming that at this scale the only parameter that determines the dynamics is the circulation $\Gamma$ about each filament, a simple dimensional analysis suggests the following scaling for the separation rate:

$$
\begin{equation*}
\delta(t)=A^{ \pm}\left(\Gamma\left|t-t_{\mathrm{rec}}\right|\right)^{1 / 2} \tag{1}
\end{equation*}
$$

where $A^{ \pm}$are dimensionless prefactors, $t_{\mathrm{rec}}$ is the reconnection time, and the labels - and + refer, respectively, to the times before and after the reconnection event. Such scaling has been demonstrated analytically in the context of the Gross-Pitaevskii (GP) model for $\delta \rightarrow 0$ [6-8], and it has been observed to be valid even at distances that go beyond several healing lengths [7,9]. Note that previous studies reported disparate exponents that still need to be explained [10-12]. The scaling (1) has also been observed in Biot-Savart simulations [ $9,13,14]$ and superfluid helium experiments [15]. If an external driving mechanism is absent, the scaling (1) is considered a universal feature of vortex reconnections, and the filaments always approach slower than they separate, i.e., $A^{+} / A^{-}>1$. This last observation has been explained by a novel matching theory as the consequence of an irreversible mechanism related to the sound radiated during the event $[8,16]$.

In recent years, vortex reconnections have been directly observed in atomic BECs by means of destructive absorption imaging [17] and in superfluid helium experiments by using solidified hydrogen particles as probes [15,18]. This latter technique has become a standard tool for the investigation of the properties of superfluid helium and quantum vortices, following its first utilization in 2006 [19]. Indeed, such particles get captured by quantum vortices thanks to pressure gradients and are carried by them, unveiling in this way the dynamics of the filaments. Besides the reconnections between vortices and Kelvin waves (helicoidal displacements
that propagate along the vortex filaments), solidified hydrogen particles succeeded in revealing important differences between the statistics of classical and quantum turbulent states [20,21]. However, given that the typical size of such particles is four orders of magnitude larger than the vortex core size, it is far from trivial that they actually behave as tracers. For this reason, understanding the actual vortex-particle interactions and how particles and fluids affect each other's motions is a crucial theoretical task.

Many models have been developed and studied in this regard. The main difficulty is caused by the large extent of the scales involved in the problem, so that different phenomenological approaches need to be used. For what concerns large scales, the dynamics of particles in classical fluids has been phenomenologically adapted to the twofluid description of a superfluid [22], and the distribution of inertial passive particles has been studied in the Hall-Vinen-Bekarevich-Khalatnikov (HVBK) model [23]. In this macroscopic approach, the vorticity is a coarse-grained field, and there is no notion of quantized vortices. Instead, in the vortex-filament model, the superfluid is modeled as a collection of filaments that evolve according to Biot-Savart integrals [1]. This method involves nonlocal contributions and a singular integral for the computation of the vortex self-induced velocity that needs to be regularized [24]. In this framework, hard spherical particles can be modeled as moving boundary conditions [25,26], although the reconnections both between vortices and between a vortex and a particle surface need to be implemented with an ad hoc procedure. These issues are absent in the GP model, in which the evolution of the order parameter of the superfluid is described with a nonlinear Schrödinger equation. Indeed, although the GP equation is formally derived for dilute Bose-Einstein condensates, it can be considered as a general model for low temperature superfluids, including superfluid helium. Unlike the vortex-filament method or the HVBK model, the full dynamics of vortices emerges naturally, including the reconnection events. Particles modeled as highly repulsive potentials have been successfully implemented in the GP framework, allowing for an extensive study of the capture process [27], the interaction between trapped particles and Kelvin waves [28], and the Lagrangian properties of quantum turbulence [29]. Recently, the dynamics of particles trapped inside GP vortices was also addressed in two dimensions [30].

Because the GP equation is a microscopic model, regular at the vortex core, it is the natural setting in which quantum vortex reconnections can be studied. In this work, we combine such suitability with the simplicity of modeling particles in the GP framework to study vortex reconnections in the presence of particles trapped by the filaments. We focus on two different configurations. In Sec. III we study the evolution of a dipole of two counterrotating straight vortices with a particle trapped in one of them. In Sec. IV we characterize the reconnection of two linked rings loaded with a number of particles. In the first case the reconnection is induced by the presence of the particle, and its simplicity allows for a systematic investigation of the mutual interaction between vortices and particles during the process of the reconnection. In the second case, the reconnection happens even in the absence of particles, so that how the presence of particles effectively affects the reconnection process can be addressed.

## II. MODEL FOR PARTICLES AND QUANTUM VORTICES

We consider a quantum fluid with $N_{\mathrm{p}}$ spherical particles of mass $M_{\mathrm{p}}$ and radius $a_{\mathrm{p}}$ immersed in it. We describe the system by a self-consistent model based on the three-dimensional Gross-Pitaevskii equation. The particles are modeled by strong localized potentials $V_{\mathrm{p}}$ that completely deplete the superfluid up to a distance $a_{\mathrm{p}}$ from the position of their center $\mathbf{q}_{i}$. The dynamics of the system is governed by the following Hamiltonian:

$$
\begin{align*}
H= & \int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}-\mu|\psi|^{2}\right. \\
& \left.+\frac{g}{2}|\psi|^{4}+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\mathbf{r}-\mathbf{q}_{i}\right)|\psi|^{2}\right) d \mathbf{r} \\
& +\sum_{i=1}^{N_{\mathrm{p}}} \frac{\left(\mathbf{p}_{i}^{\mathrm{part}}\right)^{2}}{2 M_{\mathrm{p}}}+\sum_{i<j}^{N_{\mathrm{p}}} V_{\text {rep }}^{i j} \tag{2}
\end{align*}
$$

where $\psi$ is the order parameter of the quantum and $\mathbf{p}_{i}^{\text {part }}=M_{\mathrm{p}} \dot{\mathbf{q}}_{i}$ are the particles linear momenta. The chemical potential is denoted by $\mu$. The nonlinear self-interaction coupling constant of the fluid is denoted by $g$, and $m$ is the mass of the condensed bosons. The potential $V_{\text {rep }}^{i j}$ is a repulsive potential between particles, needed to avoid an unphysical overlap, due to a short-range fluid-mediated interaction [31,32]. The equations of motion for the superfluid field $\psi$ and the particle positions $\mathbf{q}_{i}=\left(q_{i, x}, q_{i, y}, q_{i, z}\right)$ are

$$
\begin{gather*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g|\psi|^{2} \psi-\mu \psi+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \psi  \tag{3}\\
M_{\mathrm{p}} \ddot{\mathbf{q}}_{i}=-\int V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \nabla|\psi|^{2} d \mathbf{x}+\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial}{\partial \mathbf{q}_{i}} V_{\text {rep }}^{i j} \tag{4}
\end{gather*}
$$

We refer to [27-29,33] for further details about the model, which was recently adopted to study extensively the interaction between particles and quantum vortices.

In the absence of particles, the ground state of the system is a homogeneous flat condensate $\psi_{\infty}=\sqrt{\mu / g} \equiv \sqrt{\rho_{\infty} / m}$, with a constant mass density $\rho_{\infty}$. Linearizing around this value, dispersive effects take place at scales smaller than the healing length $\xi=\sqrt{\hbar^{2} / 2 g \rho_{\infty}}$, while large-wavelength excitations propagate with the phonon (sound) velocity $c=$ $\sqrt{g \rho_{\infty} / m^{2}}$. The close relation between the GP model and hydrodynamics comes from the Madelung transformation $\psi(\mathbf{x})=\sqrt{\rho(\mathbf{x}) / m} e^{i \frac{i m}{\hbar} \phi(\mathbf{x})}$, which maps the GP (3) into the continuity and Bernoulli equations of a superfluid of density $\rho$ and velocity $\mathbf{v}_{\mathrm{s}}=\nabla \phi$. Although the superfluid velocity is described by a potential flow, vortices may appear as topological defects because the phase is not defined at the nodal lines of $\psi(\mathbf{x})$, and thus, vortices may appear to be topological defects. Each superfluid vortex carries a quantum of circulation $\Gamma=h / m=2 \pi \sqrt{2} c \xi$, and vortices are characterized by a vanishing density core size of the order of $\xi$.

In this work, we perform numerical simulations of the coupled differential equations (3) and (4) in a periodic cubic
box with sides $L=128 \xi$ with $N_{\mathrm{c}}=256^{3}$ collocation points. We use a standard pseudospectral method with a fourth-order Runge-Kutta scheme for the time step. In numerics, we measure distances in units of $\xi$, velocities in units of $c$, and times in units of $\tau=\xi / c$. As described in the Appendix and in Ref. [34], dealiasing is applied to equations (3) and (4), in such a way that they conserve the total energy $H$ (2), the total fluid mass $N=\int|\psi|^{2} d \mathbf{x}$, and the total momentum

$$
\begin{equation*}
\mathbf{p}^{\mathrm{tot}}=\mathbf{p}^{\mathrm{GP}}+\sum_{i=1}^{N_{\mathrm{p}}} \mathbf{p}^{\mathrm{part}} \tag{5}
\end{equation*}
$$

where $\mathbf{p}^{\mathrm{GP}}=i \hbar / 2 \int\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right) d \mathbf{x}$ is the momentum of the quantum fluid. If dealiasing is not carefully performed, the discrete system does not conserve momentum. In the simulations presented here the total momentum is conserved up to eight decimal digits.

We use two different particle potentials to model the particles. For the simulations with the dipole, a smoothed hat function $V_{\mathrm{p}}^{1}(r)=\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\zeta^{2}}{4 \Delta_{a}^{2}}\right]\right)$ is used. The parameters $\zeta$ and $\Delta_{a}$ are set to model the particle attributes. In particular, $\zeta$ fixes the width of the potential, and it is related to the particle size, while $\Delta_{a}$ controls the steepness of the smoothed hat function. The latter needs to be adjusted in order to avoid the Gibbs effect in the Fourier transform of $V_{\mathrm{p}}^{1}$. For the simulations of the Hopf link, we use a Gaussian potential $V_{\mathrm{p}}^{2}(r)=V_{0} \exp \left(-r^{2} / 2 d_{\mathrm{eff}}^{2}\right)$, where the width is fixed using the Thomas-Fermi approximation to set an approximate radius $\zeta$ of the particle as $d_{\text {eff }}=\zeta / \sqrt{2 \ln \left(V_{0} / \mu\right)}$. Since the particle boundaries are not sharp, the effective particle radius is measured as $a_{\mathrm{p}}=\left(3 M_{0} / 4 \pi \rho_{\infty}\right)^{\frac{1}{3}}$, where $M_{0}=\rho_{\infty} L^{3}(1-$ $\left.\int\left|\psi_{\mathrm{p}}\right|^{2} d \mathbf{x} / \int\left|\psi_{\infty}\right|^{2} d \mathbf{x}\right)$ is the fluid mass displaced by the particle and $\psi_{\mathrm{p}}$ is the steady state with just one particle. Practically, given the set of numerical parameters $\zeta$ and $\Delta_{a}$, the state $\psi_{\mathrm{p}}$ is obtained numerically with imaginary time evolution and the excluded mass $M_{0}$ is measured directly. We use the repulsive potential $V_{\text {rep }}^{i j}=\gamma_{\text {rep }}\left(2 a_{\mathrm{p}} /\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|\right)^{12}$ in order to avoid an overlap between them. The functional form of $V_{\text {rep }}^{i j}$ is inspired by the repulsive term of the Lennard-Jones potential and the prefactor $\gamma_{\text {rep }}$ is adjusted numerically so that the interparticle distance $2 a_{\mathrm{p}}$ minimizes the sum of $V_{\text {rep }}^{i j}$ with the fluid mediated attractive potential $[31,32]$.

The initial conditions for the dipole and a single ring (without particles) are obtained using the Newton-Raphson method and a biconjugate-gradient technique in order to minimize the sound emission [35]. The Hopf link of two rings is obtained by multiplying two states containing a ring each.

## III. RECONNECTION OF A VORTEX DIPOLE

We start by presenting a series of numerical simulations of a dipole of two counterrotating superfluid vortices, with a single particle initially trapped inside one of them. Such a setting is useful to illustrate how a superfluid vortex reconnection can be triggered by the symmetry breaking produced by the presence of particles. Indeed, in the absence of trapped particles, the vortex dipole is a steady configuration, in which a spontaneous self-reconnection does not happen unless a Crow instability is induced [36]. At the same time, the simplicity

TABLE I. Simulation parameters for the vortex dipole reconnection experiment.

| $\lambda$ | $d / \xi$ | $a_{\mathrm{p}} / \xi$ | $\zeta / \xi$ | $\Delta_{a} / \xi$ | $V_{0} / \mu$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 4.3 | 3.0 | 0.75 | 20 |
| 2 | 20 | 8.6 | 7.4 | 0.75 | 20 |

of the initial configuration allows for the systematic study of the mutual effects between the particle and the reconnecting filaments.

In the initial time of each simulation, the vortices are straight and aligned along the $z$ direction. The initial velocity of the particle is set equal to the translational speed of the dipole $\mathbf{v}_{\mathrm{d}} \sim(\Gamma / 2 \pi d) \hat{\mathbf{y}}$, where $d$ is the distance between the two filaments and $\hat{\mathbf{y}}$ is the unit vector along the $y$ direction [ 30,37$]$. We performed the same experiment using particles of two different sizes and for a wide range of mass densities.

It has been observed in Ref. [27] that the effective Hamiltonian describing the process of particle capture by a vortex induces a dynamics which is invariant under the following scaling transformation:

$$
\begin{equation*}
d \rightarrow \lambda d, \quad a_{\mathrm{p}} \rightarrow \lambda a_{\mathrm{p}}, \quad t \rightarrow \lambda^{2} t \quad \forall \lambda \in \mathbb{R}^{+}, \tag{6}
\end{equation*}
$$

where $d$ is the vortex-particle distance. In order to check if the scaling invariance (6) is valid also in the present simulations, we set the radius of the large particle exactly $\lambda=2$ times larger than the radius of the small one. Analogously, in the case of the large particle, the vortex filaments are initially placed $\lambda=2$ times more distant than for the small particle. If such invariance subsists, it would be an indication of the analogy between the reconnection process and the trapping mechanism. In addition, it would naturally extend the validity of the results reported below in the case of particles with larger sizes, comparable to the ones used in current experiments. Note, however, that the scaling invariance (6) neglects the density profile of the vortex core, as well as other more complex particle-vortex interactions which can become relevant when a particle is trapped, like the Magnus effect.

The parameters used for these sets of simulations are summarized in Table I [note that the repulsive potential $V_{\text {rep }}^{i j}$ in Eq. (4) is absent because only one particle is present].

Snapshots of the typical evolution of the dipole configuration under the GP dynamics (3) and (4) are displayed in Fig. 1 for a neutral particle of size $a_{\mathrm{p}}=4.3 \xi$ and initial vortex separation $d=10 \xi$. During the motion of the dipole, the particle starts to precede about the filament because of the Magnus effect [28,30,38]. At the same time, the two vortices start to bend, until the filament without a particle reconnects with the surface of the sphere at time $t_{\text {rec }}^{-}$. After the reconnection, the contact point of the free vortex separates into two branches, which then slide on the particle surface toward opposite directions. For a time window of about $\sim 20 \tau$ the particle is pierced by both vortices, until the couple of pinning points above and below the particles merge and the vortices detach symmetrically. The reconnection changes the topology of the flow, so that the dipole is eventually converted into a single vortex ring (which in Fig. 1 appears to be folded on the vertical direction because of spatial periodicity). At the time


FIG. 1. Snapshots of the superfluid density and a neutral-mass particle of size $a_{\mathrm{p}}=4.3 \xi$ during the dipole reconnection (time varies from left to right). The initial distance between the vortices is $d=10 \xi$. Vortices are displayed as red isosurfaces at low density; particles are the green spheres, and sound is rendered in blue.
of the detachment, a clear spherical sound pulse is generated at the reconnection point. It expands and propagates along the $y$ direction, which is the dipole propagation direction and coincides with the normal to the reconnection plane, in agreement with Refs. [8,16]. Simultaneously, the particle is released and abruptly accelerated. Eventually, it keeps on moving forward with a constant speed larger than the dipole velocity.

Before exploring in more detail the origin of the particle dynamics, we address the question of whether the observed reconnections induced by the particle are compatible with the standard picture of GP reconnections. In order to do so, we compute the separation $\delta(t)$ between the reconnecting points as a function of time. When the circulation $\Gamma$ is the only relevant parameter driving the reconnection dynamics, $\delta(t)$ is expected to scale as Eq. (1). We operatively define the separation before the reconnection $\delta^{-}$as the distance between the reconnecting point on the free vortex and the particle surface. After reconnection time $t_{\text {rec }}^{-}$between the free vortex and the sphere surface, the separation is not well defined until the particle detachment, after which $\delta^{+}$becomes simply the distance between the two extremal points of the outgoing vortex ring (see Fig. 1). The vortex filaments have been tracked using the method based on the pseudovorticity developed in [39]. Since the initial measurable value of $\delta^{+}$is of the order of the particle diameter $2 a_{\mathrm{p}}$, we extrapolate the virtual original time $t_{\text {rec }}^{+}$at which $\delta^{+}\left(t_{\text {rec }}^{+}\right)=0$, performing a linear fit of $\left[\delta^{+}(t)\right]^{2}$ and evaluating the point where it vanishes. The same protocol was used with $\delta^{-}(t)$ to refine the value of $t_{\text {rec }}^{-}$. The evolution of $\delta(t)$ is displayed in Fig. 2(a) for all the types of particles analyzed. In Fig. 2(b), $\delta^{+}(t)$ and $\delta^{-}(t)$ are plotted in a logarithmic scale, after rescaling the distances by a factor of $\lambda$ and times by a factor of $\lambda^{2}(\lambda=1$ for the small particle, and $\lambda=2$ for the large one), according to Eq. (6). It is apparent that the separation rate is independent of the particle mass and always shows a scaling compatible with $t^{1 / 2}$. This evidence confirms that, although the reconnection is triggered by the presence of the particle, the vortex dynamics is effectively fully governed only by the circulation.

Moreover, the scaling invariance (6) seems to be respected for the separation rate. Finally, note that the observed positive ratio between the prefactors of the separation rate (1) after and before the reconnection $\left(A^{+} / A^{-} \sim 5.5\right)$ is consistent with the irreversibility of the reconnection dynamics, which is related to the conversion of energy into sound $[7,8,16]$.


FIG. 2. (a) Distance $\delta(t)$ between reconnecting points for particles of size $a_{\mathrm{p}}=4.3 \xi$ and $a_{\mathrm{p}}=8.6 \xi$. Dashed lines correspond to $\delta^{-}$before reconnection, and solid lines correspond to $\delta^{+}$after reconnection. (b) Log-Log plot of $\delta(t)$, with the rescaling (6). $\lambda=1$ for the particle of size $a_{\mathrm{p}}=4.3 \xi$, and $\lambda=2$ for the particle of size $a_{\mathrm{p}}=8.6 \xi$. Dotted lines indicate the scaling $t^{1 / 2}$.


FIG. 3. Trajectories of particles of size (a) $a_{\mathrm{p}}=4.3 \xi$ and (b) $a_{\mathrm{p}}=8.6 \xi$ during the dipole reconnection. Different colors correspond to different masses, and the shaded regions indicate the area spanned by each particle. The dashed lines in corresponding colors are the trajectories of the reconnecting point of the vortex without particles at times $t<t_{\text {rec }}^{-}$. (c) Angle of deflection of the particle trajectory after the reconnection as a function of the particle mass for both particle sizes (blue circles correspond to $a_{\mathrm{p}}=4.3 \xi$, and red crosses correspond to $a_{\mathrm{p}}=8.6 \xi$ ). The angle considered is with respect to the dipole propagation direction.

In Figs. 3(a) and 3(b) we show the trajectories of the particles on the plane orthogonal to the dipole for the small and large particles, respectively, and for all the different masses used. The shaded regions indicate the actual area spanned by each particle. In Figs. 3(a) and 3(b), the dashed lines show the trajectories of the reconnecting point on the vortex without the particle (initially placed at $x=0, y=0$ ) until it touches the particle surface at time $t_{\text {rec }}^{-}$. For the large particle one can appreciate the different Magnus precession frequencies, which are inversely proportional to the mass. We observe that the ballistic motion of the particle after the reconnection is deflected with respect to the propagation direction of the dipole, and a correlation between the particle mass and the deflection angle is apparent. In particular, the heaviest particles show a smooth trajectory and a deflection concordant with the velocity orientation at the reconnection point. Conversely, light particles slightly bounce back in the opposite direction. In Fig. 3(c) the deflection angle $\theta$ of the particle trajectory with respect to the dipole propagation direction is displayed as a function of the particle mass. As already qualitatively observed in Figs. 3(a) and 3(b), both the small and large particles (indicated, respectively, by blue circles and red crosses) deviate in a similar manner, with a deflection angle that saturates at $\sin \theta \sim-0.2$ for the largest masses. The origin of such behavior can be understood as the consequence


FIG. 4. (a) $x$ component and (b) $y$ component of the particle momentum increment with the rescaling (6) as a function of time. Different colors correspond to different particle species, with the same convention as in Fig. 2.
of a transverse momentum transfer between the vortices and the particle, which we analyze in the remainder of this section.

The $x$ component and $y$ component particle momentum increments $\Delta \mathbf{p}^{\text {part }}(t)=\mathbf{p}^{\text {part }}(t)-\mathbf{p}^{\text {part }}(t=0)$ are plotted as a function of the rescaled time, respectively, in Figs. 4(a) and 4(b). The data associated with all the species of particles analyzed are displayed using the same convention as in Fig. 3, and also the particle momentum has been rescaled as $\mathbf{p}^{\text {part }} \rightarrow \mathbf{p}^{\text {part }} / \lambda$, according to the transformation (6). Note that at the initial time of the simulations the particle is placed in the reference frame comoving with the dipole, so that its momentum is aligned with the propagation direction of the dipole (the $y$ direction) and reads $\mathbf{p}^{\text {part }}(t=0)=M_{\mathrm{p}} \mathbf{v}_{\mathrm{d}}=$ $\left(M_{\mathrm{p}} \Gamma / 2 \pi d\right) \hat{\mathbf{y}}$. We can clearly observe the abrupt acceleration felt by the particle in both the transverse and longitudinal directions during the reconnection event, followed after the detachment by a relaxation to a ballistic motion with constant speed. The ballistic motion is due to the absence of Stokes drag in the superfluid, and a negligible interaction with sound or with the outgoing vortex ring. The shaded area represents the time window after $t_{\text {rec }}^{-}$in which the particle is pierced by both the filaments and the vortex separation $\delta$ is undefined. Remarkably, such a window turns out to be the same in the rescaled units regardless of the particle size. Note how before the reconnection the momentum of the trapped particle oscillates weakly about a constant average because of the Magnus precession induced by the vortex [28]. If the invariance (6) really holds, the net particle momentum increment after the detachment in the rescaled units is expected to coincide for particles of different radii but the same relative mass $\mathcal{M}$. However, a small mismatch can be observed, which is probably due to the interaction between the particle and the vortex by which it is trapped before the reconnection. Such interaction indeed produces Magnus oscillations of greater amplitude for the large particle, as well as the generation of Kelvin waves along


FIG. 5. (a) $x$ component and (b) $y$ component of the net momentum increment as a function of the particle mass for different particle sizes. Dotted lines are the particle momentum, dashed lines are the vortex ring momentum, and solid lines show the sum of the two. Blue lines refer to the small particle $\left(a_{\mathrm{p}}=4.3 \xi\right)$, and red lines refer to the large one ( $a_{\mathrm{p}}=8.6 \xi$ ).
the filament and sound radiation, which certainly corrupt the scaling invariance (6).

We eventually analyze the momentum exchange between the vortices and particle. Parametrizing the vortex ring after the reconnection as $\mathbf{R}(s, t)$, where $s$ is a spatial parametrization variable, the linear momentum of the vortex can be expressed within the Biot-Savart framework as [40]

$$
\begin{equation*}
\mathbf{p}^{\mathrm{vort}}=\frac{\rho_{0} \Gamma}{2} \oint \mathbf{R}(s, t) \times \mathrm{d} \mathbf{R}(s, t) \tag{7}
\end{equation*}
$$

where the contour integral is evaluated along the ring. Note that the vortex linear momentum (7) is de facto a purely geometrical quantity, determined by the spatial configuration of the ring. In fact, each component of the vortex momentum can be related to the projection of the oriented area enclosed by the filament onto the corresponding direction [41]. The momentum contribution of the superfluid $\mathbf{p}_{\mathrm{GP}}$ to the total momentum in Eq. (5) contains the vortex momentum (7) and compressible waves.

The net momentum increment for the vortex is defined as $\left\langle\Delta \mathbf{p}^{\text {vort }}\right\rangle=\left\langle\mathbf{p}^{\text {vort }}\left(t>t_{\text {rec }}\right)\right\rangle-\mathbf{p}^{\text {vort }}(t=0)$, which is analogous to the net momentum increment for the particle. In practice, the vortex momentum is computed from the filaments tracked during the GP simulation. Then it is averaged over a time window of $\sim 20 \tau$ after the particle detachment, during which it remains steady. The $x$ and $y$ components of the net momentum increments as a function of the mass are displayed Fig. 5. The dotted lines are the particle net momentum increments, the dashed lines are the corresponding vortex net momentum increments, and the solid lines are the sum of the two. Blue lines refer to the small particle, and red lines refer to the large one.

In the $x$ direction (perpendicular to the dipole velocity) the momentum acquired by the particle compensates almost exactly the momentum increment of the vortex, and thus,
the transfer to sound modes is negligible. On the contrary, in the $y$ direction and, in particular, for the small particle (solid blue line with circles), we observe a net momentum transfer from the particle and the vortices to other degrees of freedom. This transfer is independent of the particle mass, and it is consistent with the observation of a sound pulse after the reconnection in Fig. 1.

## IV. RECONNECTION OF TWO LINKED RINGS

In this section we study a different setting in which vortices reconnect regardless of the presence of particles. In particular, we consider as the initial configuration a Hopf link consisting of two vortex rings with radius $R=18 \xi$, which is known to spontaneously undergo reconnection. We place $N_{\mathrm{p}}=8$ particles of size $a_{\mathrm{p}}=3.7 \xi$ randomly distributed along each ring. The initial condition is shown in the first snapshot on the left in Fig. 6. The numerical parameters for the particle potential are $V_{0}=20 \mu$ and $\zeta=3 \xi$.

We set as the initial velocity of each particle the velocity of the ring by which it is trapped $\mathbf{v}_{\text {ring }}$. In order to study how the presence of particles modifies the reconnection we consider three different particle masses, light ( $\mathcal{M}=0.51$ ), neutral $(\mathcal{M}=1)$, and heavy $(\mathcal{M}=3.14$ and $\mathcal{M}=12.56)$. The evolution of the system for light particles $(\mathcal{M}=0.51)$ according to the GP dynamics is displayed in Fig. 6. Analogous to what was observed for the dipole, as a result of the particle-vortex interaction [27], the reconnection takes place between one trapped particle and the other filament. In the particular case of light particles, two unlinked vortex rings emerge after the reconnection: a large ring which contains the majority of the particles and a small ring with two particles still attached. Moreover, because of the violence of the event, a couple of particles get detached from the vortices.

In order to give a quantitative description, we measured the separation rate $\delta(t)$ for the different masses. They are reported in Fig. 7(a) as solid lines with markers. For comparison, Fig. 7(a) also includes the distance $\delta$ for the vortices without particles (dashed red line). Overall, if the particles are not too heavy, the reconnection remains almost unaffected by their presence. However, at very close distances a speedup takes place due to particle-vortex interactions. Conversely, in the case of heavy particles, their inertia is so large that vortices are driven by them. To illustrate this fact, we consider the fictitious case in which free heavy particles (without vortices) are set in the same positions as and with the initial velocity of the trapped ones. The distance in this case is computed as the minimal distance between the two groups of particles. Comparing this separation with that of heavy trapped particles $\mathcal{M}=12.56$ (light green triangles), it is clear that in the latter case the ballistic motion of particles governs the dynamics.

Finally, in Figs. 7(b) and 7(c) a reconstruction of the event displayed in Fig. 6 using the tracked vortex filaments (rendered as blue solid lines) is also shown from a different perspective. For comparison, the tracked vortices corresponding to a simulation with the same initial configuration but without particles are shown as red lines. It is evident that the dynamics in the two cases are rather similar, especially before the reconnection. However, in the moments immediately prior to the reconnection one of the vortices decorated with particles shows a clear bending toward a particle set on the other


FIG. 6. Snapshots of the superfluid density and light particles $(\mathcal{M}=0.51)$ during the Hopf link reconnection (time varies from left to right). Vortices are displayed as red isosurfaces at low density; particles are the green spheres, and sound is rendered in blue.
filament. This is a clear indication of a fast acceleration, which is induced by the fluid depletion generated by the presence of the particle.

## V. DISCUSSION

In this work we studied how particles trapped inside quantum vortices modify the process of vortex reconnections. We


FIG. 7. (a) Separation between the reconnecting rings for different masses of the trapped particles (solid lines with markers). The red dashed line is the vortex separation in the absence of particles, and the green solid line is the separation between ballistic particles without vortices. A reconstruction of the event for light particles ( $\mathcal{M}=0.51$ ) using the tracked filaments (b) before and (c) at the reconnection. The filaments of the simulation with particles are displayed as blue solid lines. The filaments corresponding to a simulation with the same initial conditions but without particles are shown as red dashed lines.
have investigated two different settings: a vortex dipole with one trapped particle and a Hopf link with a number of particles randomly positioned within the vortex. Whereas in the first case the reconnection is triggered by the symmetry breaking induced by the particle, in the second one vortices reconnect regardless of the presence of particles. In the case of the dipoles, we observed that the $t^{1 / 2}$ temporal reconnection scaling is preserved independently of the particle mass and size. During the reconnection process, we observe a net momentum transfer from vortices to particles in both directions perpendicular to the axis of the vortex dipole. In the transverse direction with respect to the dipole initial velocity, the transfer is proportional to the mass of the particles, and it is almost exactly compensated by an equal change in the vortex momentum. In the direction of the dipole displacement, the particle speedup after reconnection is not fully compensated by the vortices. The net momentum difference is roughly independent of the mass, and it could be associated with the emission of a sound pulse, such as the one studied in [16]. In the case of the Hopf link vortex, it was observed that the reconnection process at large distances is almost unaffected by neutral or light particles. On the contrary, if particles are heavy, it is driven by the particle ballistic motion. At very close distances, the reconnection is speeded up because of the interaction between the particles and the reconnecting vortex. In general, it was also observed that reconnection takes place generically between a trapped particle and an approaching filament.

In conclusion, besides providing further insights into the current knowledge of the vortex reconnection process, our findings constitute theoretical support and a benchmark for the superfluid ${ }^{4} \mathrm{He}$ experiments at very low temperature, in which the vortices are sampled by solid particles [15,18]. In particular, as has been proved in the case of Kelvin wave tracking [28], we stress that the use of light particles is recommended for reproducing the bare vortex dynamics, provided, of course, that buoyancy effects remain negligible.
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## APPENDIX: DEALIASING OF THE EQUATIONS OF MOTIONS AND CONSERVATION OF THE INVARIANTS

The set of equations of motion (3) and (4) needs to be dealiased in order to conserve the total momentum (5). The equations are dealiased by performing a Galerkin truncation, which consists in keeping only the Fourier modes with wave numbers smaller than a UV cutoff $k_{\max }$. The truncated equations of motion are
$i \hbar \frac{\partial \psi}{\partial t}=\mathcal{P}_{\mathrm{G}}\left[-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi-\mu \psi+g \mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \psi+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}^{i} \psi\right]$,

$$
\begin{equation*}
M_{\mathrm{p}} \ddot{\mathbf{q}}_{i}=-\int V_{\mathrm{p}}^{i} \mathcal{P}_{\mathrm{G}}\left[\nabla|\psi|^{2}\right] d \mathbf{x}+\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial}{\partial \mathbf{q}_{i}} V_{\mathrm{rep}}^{i j} \tag{A2}
\end{equation*}
$$

where $V_{\mathrm{p}}^{i}=V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right)$ and $\mathcal{P}_{\mathrm{G}}$ is a Galerkin truncation operator. $\mathcal{P}_{\mathrm{G}}$ acts on the function $f(\mathbf{x})$ as $\mathcal{P}_{\mathrm{G}}[f(\mathbf{x})]=$ $\sum_{\mathbf{k}} \hat{f}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{x}} \theta_{\mathrm{H}}\left(k_{\max }-|\mathbf{k}|\right)$, where $\hat{f}(\mathbf{k})$ is the Fourier transform of $f(\mathbf{x})$ and $\theta_{\mathrm{H}}$ is a Heaviside theta function. It is also assumed that the particle potential is always truncated: $V_{\mathrm{p}}^{i}=\mathcal{P}_{\mathrm{G}}\left[V_{\mathrm{p}}^{i}\right]$. Equations (A1) and (A2) exactly conserve all the invariants (Hamiltonian, fluid mass, and total momentum) if the $2 / 3$ rule is used, namely, if $k_{\max }=\frac{2}{3} \frac{N_{\text {res }}}{2}$, with $N_{\text {res }}$ being the number of uniform grid points per direction [34]. For a pseudospectral code, this technique implies an extra computational cost of one extra back and forth fast Fourier transform.
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# 4 Superfluid vortex waves sampled and affected by trapped particles 


#### Abstract

This chapter is devoted to the presentation of the publication "How trapped particles interact with and sample superfluid vortex excitations", [79], in which we study the interaction between an array of trapped particles and wave excitations that propagate along almost straight vortex filaments. We predict and measure a natural precession frequency due to Magnus force, which is proportional to the number of vortices attached to each particle. Then we build an effective theory based on the Bloch decomposition, thanks to which we can explain the emergence of frequency gaps in the spectrum of vortex waves and show that large scale Kelvin waves can be efficiently tracked by trapped particles. The effective model, which agrees well with GP numerical simulations, can be thought as an analogy with the motion of electrons in an unidimensional periodic crystal. The original quantum model of the crystal is described after the paper, and the analogy with the vortex-particles system is further commented with a direct comparison of the dispersion relations predicted by the two models.


### 4.1 Publication: How trapped particles interact with and sample superfluid vortex excitations

In the last chapter we analyzed the long range interaction between a particles and vortices using the model described in section 2.3.3. Here we use the same model to provide some insights about the interaction of particles trapped inside the vortex core and the excitations of a straight vortex. In particular, we ask to what extent particles can detect the presence of Kelvin waves on the filaments and simultaneously how the propagation of Kelvin waves is affected by the presence of particles. Such work is inspired by the experimental result [64]. We consider first one single particle placed along a straight vortex filament, and then an array of equally separated particles. We slightly perturb the filament, in order to excite linear vortex waves (described in section 1.4.5) and look at the motion of the particles.

As it can be derived from classical hydrodynamic arguments (see section 2.2.3), the dynamics of a particle pierced by a vortex (namely with a circulation $\Gamma$ about it) is driven by the Magnus force (2.29). Such force induces a particle precession of a given frequency

$$
\begin{equation*}
\Omega_{\mathrm{p}}=\frac{3}{2} \frac{\rho \Gamma a_{\mathrm{p}}}{M_{\mathrm{p}}^{\text {eff }}}, \tag{4.1}
\end{equation*}
$$

which can be detected as a peak in the power spectrum of the particle position in the plane orthogonal to the filament. The particle precedes in the same direction of the circulating flow around the vortex and opposite to the Kelvin waves. We recognize such oscillation in GP simulations, even in the case where a bundle of many polarized vortices are attached to the same particle. A possible experimental implication of our measurement is that, since the value of $\Omega_{\mathrm{p}}$ is proportional to the circulation about the sphere, it gives an indirect estimation of the number of vortices that are piercing the particle.

In order to investigate the dynamics of the system in the case when a collection of particles is placed along an excited straight vortex, we build a spatio-temporal spectrum of the particle transverse displacement $q_{j}(t)=q_{x, j}(t)+i q_{y, j}(t)$, with $j$ the particle label. In particular, we use the positions of the particles along the filament $q_{z, j}$ as spatial mesh points. Note that since by construction there is not a preferential propagation direction of the vortex waves, the net particle translation along the direction of the filament is negligible. We first consider an artificial case, with overlapping particles that mimic a continuous massive wire. This allows us to determine the role of inertia in the propagation of vortex wave excitations. Using the vortex self-induced velocity as flow velocity in the Magnus force, we can predict a flattening of the vortex wave dispersion relation at small scales, which is proportional to the mass and is confirmed by the numerical measurements.

Then we address the more realistic case of equally separated particles. Note that in superfluid helium experiments, solidified hydrogen particles are effectively found to be homogeneously distributed along the vortices (see section 2.1 and references therein). A possible explanation of this behaviour is the presence of a residual electric charge on the particles, when they are injected in the system. Indeed this would lead to a homogeneous distribution as a consequence of Coulomb repulsion ${ }^{1}$. Both in the spatio-temporal spectrum computed from the particle positions, as well as in the one extracted directly from the GP field, we observe striking and unexpected patterns. Besides the excited frequencies associated with sound waves (1.110) and a constant frequency at all the wavenumbers compatible with the Magnus precession (4.1), we observe a deformed vortex wave dispersion relation together with a completely new branch at high frequency. The effective theory that we develop to successfully explain such rich dynamics is inspired by the standard Kronig-Penney (KP) model, used in solid state physics to describe the quantum mechanics of electrons in a crystal lattice [111, 127]. In our analogy, the vortex waves play the role of the electronic wavefunction and the particles are akin to the potential barriers that in the KP model represent the atoms of a 1D solid. We provide more details on the original KP model in section 4.2, after the article and a further comparison with the vortex-particles system in section 4.3.

The main difference between the KP model and the vortex-particles system is that in the first one the potential barriers have a fixed amplitude, while in our case they are also proportional to the frequency squared of the incoming (vortex) waves. The

[^15]fortunate consequence of this fact is that long wavelength Kelvin waves, which have small frequencies, do not feel high potential barriers and can propagate almost freely. In other terms, the transverse motion of particles can efficiently follow such slow modes and thus sample the long Kelvin wave dispersion relation. The other important result that can be extracted from the effective theory (always confirmed by GP simulations) is that lighter particles are more suitable for the tracking of vortex waves. This observation trivially follows from the inverse proportionality with the particle mass of the effective KP potential.

After the paper, in section 4.2, we will describe the original KP model in order to deepen the analogy reported in the publication. A direct comparison of the dispersion relation in the two cases is finally commented in section 4.3.
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#### Abstract

Particles have been used for more than a decade to visualize and study the dynamics of quantum vortices in superfluid helium. In this work we study how the dynamics of a collection of particles set inside a vortex reflects the motion of the vortex. We use a self-consistent model based on the Gross-Pitaevskii equation coupled with classical particle dynamics. We find that each particle oscillates with a natural frequency proportional to the number of vortices attached to it. We then study the dynamics of an array of particles trapped in a quantum vortex and use particle trajectories to measure the frequency spectrum of the vortex excitations. Surprisingly, due to the discreetness of the array, the vortex excitations measured by the particles exhibit bands, gaps, and Brillouin zones, analogous to the ones of electrons moving in crystals. We then establish a mathematical analogy where vortex excitations play the role of electrons and particles that of the potential barriers constituting the crystal. We find that the height of the effective potential barriers is proportional to the particle mass and the frequency of the incoming waves. We conclude that large-scale vortex excitations could be in principle directly measured by particles and novel physics could emerge from particle-vortex interaction.
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## I. INTRODUCTION

When a fluid composed of bosons is cooled down, a spectacular phase transition takes place. The system becomes superfluid and exhibits exotic physical properties. Unlike any classical fluid, a superfluid flows with no viscosity. This is an intriguing example of the manifestation of pure quantummechanical effects on a macroscopic level. The first discovered superfluid is liquid helium ${ }^{4} \mathrm{He}$ in its so-called phase II, below the critical temperature $T_{\lambda} \simeq 2.17 \mathrm{~K}$. In one of the first attempts of describing the behavior of superfluid helium, London suggested that superfluidity is intimately linked to the phenomenon of Bose-Einstein condensation (BEC) [1]. In the same years, Landau and Tisza independently put forward a phenomenological two-fluid model, wherein superfluid helium can be regarded as a physically inseparable mixture of two components: a normal viscous component that carries the entire entropy and an inviscid component with zero entropy [2,3].

Because of its intrinsic long-range order, a superfluid can be described by a macroscopic complex wave function. A stunning quantum-mechanical constraint is that vortices

[^16]Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article's title, journal citation, and DOI.
appear as topological defects of such order parameter. In three dimensions, such defects are unidimensional structures, usually referred to as quantum vortices. Indeed, the circulation (contour integral) of the flow around a vortex must be a multiple of the Feynman-Onsager quantum of circulation $h / m$, where $h$ is the Planck constant and $m$ is the mass of the Bosons constituting the fluid [4]. Such peculiarity is necessary to ensure the monodromy of the wave function. In superfluid helium, quantum vortices have a core size on the order of an angstrom. At low temperatures, below 1 K , the normal component is negligible and vortices are stable and do not decay by any diffusion process, unlike their classical counterparts. The understanding of superfluid vortex dynamics has a direct impact on many interesting, complex nonequilibrium multiscale phenomena, such as turbulence [5-7].

Most of the experimental knowledge on superfluid vortices is based on indirect measurement of their properties. The early efforts in the observation of quantized vortices were made in the framework of rotating superfluid helium, by using electron bubbles (ions) as probes [8]. Since then, impurities have been extensively used to unveil the dynamics of superfluid vortices. An important breakthrough occurred in 2006, when micrometer-sized hydrogen ice particles were used to directly visualize superfluid helium vortices [9]. Thanks to pressure gradients, particles get trapped inside quantum vortices and are subsequently carried by them. Hence, it has been possible to observe vortex reconnections and Kelvin waves (helicoidal displacements that propagate along the vortex line) by means of standard particle-tracking techniques [10]. Furthermore, the particle dynamics unveiled important differences between
velocity statistics of quantum and classical turbulent states [11,12]. In experiments, such particles are used as tracers, despite their very large size compared to the vortex core. Therefore, it is of the utmost importance that the mechanisms driving their dynamics are fully comprehended. Specifically, how well is vortex dynamics reflected by the motion of the particles trapped in it? How much does their presence in the core modify the propagation of Kelvin waves? Would they affect the reconnection rates?

Describing the interaction of particles with isolated vortex lines or complex quantum vortex tangles is not an easy task. Depending on the scale of interest, there are different theoretical and numerical models that can be adopted. A big effort has been made in adapting the standard dynamics of particles in classical fluids to the case of superfluids described by two-fluid models [13,14]. This is a macroscopic model in which vorticity is a coarse-grained field and therefore there is no notion of quantized vortices. A medium-scale description is given by the vortex filament model, where the superfluid is modeled as a collection of lines that evolve following BiotSavart integrals. In this approximation, circulation of vortices is by construction quantized but reconnections are absent and have to be implemented via some $a d$ hoc mechanism. Finitesize particles can be studied in the vortex filament framework but the resulting equations are numerically costly and limited [15]. A microscopic approach consists in describing each impurity by a classical field in the framework of the Gross-Pitaevskii model [16-18]. In principle, such method is valid for weakly interacting BECs, and is numerically and theoretically difficult to handle if one wants to consider more than just a few particles. In the same context, an alternative possibility is to assume classical degrees of freedom for the particles, while the superfluid is still a complex field obeying the Gross-Pitaevskii equation. This idea of modeling particles as simple classical hard spheres has been shown to be both numerically and analytically very powerful [19-22]. In particular, such minimal and self-consistent model allows for simulating a relatively large number of particles, and describes well the particle-vortex interaction [22]. Although formally valid for weakly interacting BECs, it is expected to give a good qualitative description of superfluid helium.

In this paper we investigate how particles trapped in quantum vortices interact with vortex excitations and in particular how well they can be used to infer properties of superfluid vortices. We use the Gross-Pitaevskii equation coupled with inertial and active particles obeying classical dynamics to answer this question. We first address how the Magnus force acting on trapped particles induces oscillations at a certain natural frequency. This quantity may be experimentally measured to determine the number of vortices composing a polarized bundle (see a discussion later in this paper). Second, in order to understand the effect of particle inertia, we analyze the spectrum of vortex excitations in the case when a continuous distribution of mass is contained inside the vortex core. Then, we study an array of particles trapped inside a vortex, in a setting similar to the one observed in experiments. Surprisingly, the dispersion relation of vortex waves measured by the particles is found to contain band gaps and the periodicity typically observed in the energy spectra of solids. We explain the numerical observation applying the concepts used in the
standard Kronig-Penney model [23,24], which describes the motion of electrons in a unidimensional crystal. Finally, based on our results, we discuss in which regimes particles could be reliably used to sample vortex excitations.

## II. THEORETICAL BACKGROUND

## A. Model for superfluid vortices and active particles

We consider a superfluid at very low temperature containing $N_{\mathrm{p}}$ spherical particles of mass $M_{\mathrm{p}}$ and radius $a_{\mathrm{p}}$. We describe the system by a self-consistent model based on the three-dimensional Gross-Pitaevskii equation. The particles are modeled by strong localized potentials $V_{\mathrm{p}}$, which completely deplete the superfluid up to a distance $a_{\mathrm{p}}$ from their center position $\mathbf{q}_{i}$. Particles have inertia and obey a Newtonian dynamics. The Hamiltonian of the system is

$$
\begin{align*}
H= & \int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}|\psi|^{4}+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\mathbf{r}-\mathbf{q}_{i}\right)|\psi|^{2}\right) d \mathbf{r} \\
& +\sum_{i=1}^{N_{\mathrm{p}}} \frac{\mathbf{p}_{i}^{2}}{2 M_{\mathrm{p}}}+\sum_{i<j}^{N_{\mathrm{p}}} V_{\text {rep }}^{i j} \tag{1}
\end{align*}
$$

where $\psi$ is the wave function that describes the superfluid and $m$ is the mass of the condensed bosons interacting with an $s$-wave scattering length $a_{\mathrm{s}}$, so that the coupling constant is $g=4 \pi a_{\mathrm{s}} \hbar^{2} / m$. The potential $V_{\text {rep }}^{i j}=\varepsilon\left(r_{0} /\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|\right)^{12}$ is a repulsive potential of radius $r_{0}$ between particles. See Refs. [20,22] and the next section for further details about the model. The equations of motion for the superfluid field $\psi$ and the particle positions $\mathbf{q}_{i}=\left(q_{i, x}, q_{i, y}, q_{i, z}\right)$ are

$$
\begin{gather*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+\left(g|\psi|^{2}-\mu\right) \psi+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \psi  \tag{2}\\
M_{\mathrm{p}} \ddot{\mathbf{q}}_{i}=-\int V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \nabla|\psi|^{2} d \mathbf{x}+\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial}{\partial \mathbf{q}_{i}} V_{\mathrm{rep}}^{i j} \tag{3}
\end{gather*}
$$

This model has been successfully used to study vortex nucleation [19] and trapping of particles by quantum vortices [22]. We denote by GP the Gross-Pitaevskii model without particles and by GP-P the full coupled system (2) and (3).

In the absence of particles, the chemical potential $\mu$ fixes the value of the condensate ground state $\psi_{\infty}=\sqrt{\rho_{\infty} / m}=$ $\sqrt{\mu / g}$. Linearizing around this value, wave excitations are described by the Bogoliubov dispersion relation

$$
\begin{equation*}
\Omega_{\mathrm{B}}(k)=c|\mathbf{k}| \sqrt{1+\frac{\xi^{2}|\mathbf{k}|^{2}}{2}} \tag{4}
\end{equation*}
$$

where $\mathbf{k}$ is the wave number of the excitation. Largewavelength excitations propagate with the phonon (sound) velocity $c=\sqrt{g \rho_{\infty} / m^{2}}$, while at length scales smaller than the healing length $\xi=\sqrt{\hbar^{2} / 2 g \rho_{\infty}}$ excitations behave as free particles.

The close relation between the GP model and hydrodynamics comes from the Madelung transformation $\psi(\mathbf{x})=$ $\sqrt{\rho(\mathbf{x}) / m} e^{i \frac{m}{\hbar} \phi(\mathbf{x})}$, which maps the GP (2) into the continuity
and Bernoulli equations of a superfluid of density $\rho$ and velocity $\mathbf{v}_{\mathrm{s}}=\nabla \phi$. Although the superfluid velocity is potential, the phase is not defined at the nodal lines of $\psi(\mathbf{x})$ and thus vortices may appear as topological defects. The simplest case corresponds to a straight quantum vortex given by

$$
\begin{equation*}
\psi_{\mathrm{v}}(x, y, z)=\sqrt{\rho_{\mathrm{v}}(x, y) / m} e^{i \frac{m}{\hbar} \phi_{\mathrm{v}}(x, y)}, \tag{5}
\end{equation*}
$$

where $\rho_{\mathrm{v}}(x, y)$ vanishes at the vortex core line $(0,0, z)$. The core size of a vortex is on the order of the healing length $\xi$ and the phase $\phi_{\mathrm{v}}=\frac{n_{\sqrt{ }} \hbar}{m} \varphi$, with $\varphi$ the angle in the $(x, y)$ plane, ensures the monodromy of the solution (5) only if $n_{\mathrm{v}}$ is an integer number. The corresponding velocity field is $\mathbf{v}_{\mathrm{v}}=\frac{n_{\mathrm{v}} \hbar}{m} \frac{\hat{\varphi}}{\left|\mathbf{x}_{\perp}\right|}$, where $\hat{\varphi}$ is the azimuthal unit vector and $\mathbf{x}_{\perp}=$ $(x, y, 0)$. The circulation along a closed path $\mathcal{C}$ surrounding the vortex is therefore quantized:

$$
\begin{equation*}
\Gamma=\oint_{\mathcal{C}} \mathbf{v}_{\mathrm{v}} \cdot d \mathbf{l}=n_{\mathrm{v}} \frac{h}{m}=2 \pi n_{\mathrm{v}} \sqrt{2} c \xi \tag{6}
\end{equation*}
$$

Actually, for $\left|n_{v}\right|>1$ vortices are structurally unstable and split into single-charged vortices. We shall consider only $n_{v}=$ $\pm 1$ vortices. Note that the Bogoliubov spectrum (3) obtained in the GP framework describes well the excitations of atomic BECs, but does not match the one observed in superfluid helium. In particular, the dispersion relation never changes convexity and the roton minimum is absent. Nevertheless, the hydrodynamic description of vortices and of their large-scale excitations (summarized in the following section) is similar both in helium and in the GP model.

## B. Frequency spectrum of superfluid vortex excitations

Excitations are present in quantum vortices because of thermal, quantum, or turbulent fluctuations. They are waves propagating along the vortex line with a certain frequency $\Omega_{\mathrm{v}}(k)$, where $k$ is the (one-dimensional) wave number of the excitation. At scales larger than the vortex core size $(k \xi \ll 1)$, such excitations are known as Kelvin waves (KWs) and they play the important role of carrying energy toward the smallest scales of a superfluid [25]. At such scales, the dynamics of a vortex line can be described by the vortex filament model, according to which the motion of the filament is determined by the self-induced velocity $\mathbf{v}_{\text {si }}$ of the line on itself [8]. This model involves nonlocal contributions and a singular integral that needs to be regularized [26]. Note that this model has also been derived at large scales also in the framework of the GP equation [27]. The simplest approximation that can be done is the well-known local-induction approximation (LIA), where only the contribution to $\mathbf{v}_{\text {si }}$ due to the local curvature at each point of the filament is considered. Such approximation is valid when the curvature is much larger than the vortex core size. The LIA model reads [28]

$$
\begin{equation*}
\dot{\mathbf{s}}(\zeta, t)=\mathbf{v}_{\mathrm{si}}(\zeta, t), \quad \mathbf{v}_{\mathrm{si}}(\zeta, t)=\frac{\Gamma}{4 \pi} \Lambda \frac{\partial \mathbf{s}}{\partial \zeta} \times \frac{\partial^{2} \mathbf{s}}{\partial \zeta^{2}} \tag{7}
\end{equation*}
$$

where $\mathbf{s}(\zeta, t)$ is the curve that parametrizes the filament, and $\zeta$ is the arclength. The parameter $\Lambda>0$ is in principle a nonlocal operator yielding the correct Kelvin wave dispersion relation. At a first approximation and for the sake of simplicity in analytical treatments, it can be considered as a constant. In the case of small displacements of a straight filament oriented
along the $z$ axis, the vortex line can be parametrized as $s(z, t)=s_{x}(z, t)+i s_{y}(z, t)$. At the leading order (7) reduces to

$$
\begin{equation*}
\dot{s}(z, t)=v_{\mathrm{si}}(z, t), \quad v_{\mathrm{si}}(z, t)=i \frac{\Gamma}{4 \pi} \Lambda \frac{\partial^{2}}{\partial z^{2}} s(z, t) \tag{8}
\end{equation*}
$$

The LIA equation (8) admits solutions in the form of helicoidal waves propagating along the vortex line with a dispersion relation

$$
\begin{equation*}
\Omega_{\mathrm{LIA}}(k)=-\frac{\Gamma \Lambda}{4 \pi} k^{2} \tag{9}
\end{equation*}
$$

A better description of vortex waves was formally derived from the Euler equations for an ideal incompressible fluid by Sir W. Thomson (Lord Kelvin) [29] in the case of a hollow vortex, namely if the vorticity is concentrated in a thin tube of radius $a_{0}$. In this case the frequency of propagation is given by the well-known Kelvin wave dispersion relation

$$
\begin{equation*}
\Omega_{\mathrm{KW}}(k)=\frac{\Gamma}{2 \pi a_{0}^{2}}\left[1-\sqrt{1+a_{0}|k| \frac{K_{0}\left(a_{0}|k|\right)}{K_{1}\left(a_{0}|k|\right)}}\right] \tag{10}
\end{equation*}
$$

where $K_{n}(x)$ is the modified Bessel function of order $n$ and $a_{0}$ depends on the model of the vortex core. It has been shown by Roberts [30] that the small wave number limit of expression (10) is valid also for large-scale waves propagating along the superfluid vortex described by the GP equation:

$$
\begin{equation*}
\Omega_{\mathrm{v}}(k) \underset{k \xi \ll 1}{\longrightarrow} \Omega_{\mathrm{KW}}\left(k a_{0} \rightarrow 0\right)=-\frac{\Gamma}{4 \pi} k^{2}\left(\ln \frac{2}{a_{0}|k|}-\gamma_{\mathrm{E}}\right), \tag{11}
\end{equation*}
$$

where $a_{0}=1.1265 \xi$ and $\gamma_{\mathrm{E}} \sim 0.5772$ is the EulerMascheroni constant. On the other hand, at small scales the excitations of a quantum vortex behave as (GP) free particles and the dispersion relation is simply given by [30]

$$
\begin{equation*}
\Omega_{\mathrm{v}}(k) \underset{k \xi \gg 1}{\longrightarrow}-\Omega_{B}(k \xi \rightarrow \infty)=-\frac{\Gamma}{4 \pi} k^{2} \tag{12}
\end{equation*}
$$

Note that all the frequencies (9)-(12) have an opposite sign with respect to the circulation $\Gamma$; namely KWs rotate opposite to the vortex flow $\mathbf{v}_{\mathrm{v}}$. Since there is not an analytic expression for the full dispersion relation of vortex excitations of the GP model, in the numerics presented in this work we use a fit of the dispersion relation that matches both asymptotic (10) and (12). It reads

$$
\begin{equation*}
\Omega_{\mathrm{v}}^{\mathrm{fit}}(k)=\Omega_{\mathrm{KW}}(k)\left[1+\epsilon_{\frac{1}{2}}\left(a_{0}|k|\right)^{\frac{1}{2}}+\epsilon_{1}\left(a_{0}|k|\right)+\frac{1}{2}\left(a_{0}|k|\right)^{\frac{3}{2}}\right] . \tag{13}
\end{equation*}
$$

The dimensionless parameters $\epsilon_{\frac{1}{2}}=-0.20$ and $\epsilon_{1}=0.64$ are obtained from the measured dispersion relation of a bare vortex tracked in a GP simulation without particles. In Fig. 1 the spatiotemporal spectrum of a bare GP vortex is compared with the result of the fit (solid green line), together with the asymptotics. Note that in Eq. (13) we used the full Kelvin wave frequency relation (10) (dashed cyan line) instead of the asymptotic (11) (dotted yellow line). This is because its large-k limit $\Omega_{\mathrm{KW}}(k) \sim \frac{\Gamma}{2 \pi a_{0}^{2}}\left(a_{0}|k|\right)^{\frac{1}{2}}$ can be straightforwardly adjusted to obtain the free particle dispersion relation (12) (dash-dotted magenta line).


FIG. 1. (a) Spatiotemporal spectrum of a GP bare vortex loaded with small-amplitude Kelvin waves. Solid green line is the fit (13). Dashed cyan line is KW dispersion relation (10). Dotted yellow line is the small-k asymptotic (11), with $b_{0}=a_{0} e^{\gamma_{\mathrm{E}}} / 2$. Magenta dash-dotted line is the large- $k$ asymptotic (12). The resolution of the simulation is $N_{\perp}=N_{\|}=256$ in a computational domain of size $L_{\perp}=L_{\|}=256 \xi$. (b) A zoom close to small wave numbers.

## III. MOTION OF PARTICLES TRAPPED BY QUANTUM VORTEX

We are interested in the behavior of particles captured by quantum vortices. Since hydrogen and deuterium particles used to visualize vortices in superfluid helium experiments are considerably larger than the vortex core (typically $a_{\mathrm{p}} \sim$ $10^{4} \xi$ ) they could be captured not by an isolated vortex but by bundles of many polarized vortices. In such complex system, the large particle size and inertia might affect the vortex dynamics. It is then natural to try to understand how the dynamics of vortices is modified by the presence of the particles, or in other terms, how well particles track superfluid vortices.

An amazing piece of experimental evidence is that trapped particles distribute themselves at an almost equal spacing (see for instance Ref. [10]). In this work we do not address the physical origins of this distribution, but we adopt it as a hypothesis for setting the initial condition of our simulations.

We start our discussion by presenting the settings of the GP-P model in our simulations. The GP-P equations are integrated in a 3D periodic domain of dimensions $L_{\perp} \times L_{\perp} \times L_{\|}$. The initial conditions consist of a perturbed straight vortex containing small-amplitude vortex excitations. The vortex is loaded with a number of particles and then evolved under GP-P dynamics. The computational domain contains three other image vortices in order to preserve periodicity. Only one vortex contains particles whereas the three others are bare. We have used resolutions up to $256 \times 256 \times 1024$ and $512^{3}$ collocation points. We express the particle mass as $M_{\mathrm{p}}=$ $\mathcal{M} M_{\mathrm{p}}^{0}$, where $M_{\mathrm{p}}^{0}$ is the mass of the displaced superfluid. Therefore, light, neutral, and heavy particles have $\mathcal{M}<1$, $\mathcal{M}=1$, and $\mathcal{M}>1$, respectively. Lengths are expressed in units of $\xi$, times in units of $\tau=\xi / c$, and velocities in units of $c$. Further details on the numerical implementation are given in Appendix A.


FIG. 2. Visualization of particles trapped by superfluid vortices from GP simulations. Vortices are displayed in red, particles in green, and sound waves are rendered in blue. (a) A single particle of size $a_{\mathrm{p}}=13.1 \xi$ trapped in a vortex filament. (b) An array of particles of size $a_{\mathrm{p}}=13.1 \xi$ and relative distance $d=51.2 \xi$. (c) A wire made of 50 overlapping particles of size $2.7 \xi$ trapped in a vortex filament. (d) An array of particles of size $a_{\mathrm{p}}=13.1 \xi$ trapped in a bundle of 4 vortex filaments. Movies of the simulations are available in the Supplemental Material [34].

Figure 2 displays the four different configurations studied in this work. Figure 2(a) shows one particle moving in a quantum vortex which clearly induces KWs on the filament. Figure 2(b) displays an array of particles initially set at equal distances. We have checked that provided that particles are distant enough, they remain equally distributed along the vortex, with very small fluctuations along its axis. Figure 2(c) displays a snapshot in the case where particles strongly overlap creating an almost continuous distribution of mass inside the vortex. Producing this state is possible by properly adjusting the repulsive potential $V_{\text {rep }}^{i j}$ in Eq. (3). The purpose of studying this configuration is twofold. First, from the theoretical point of view it will provide an easier way to describe the role of the particle mass in the vortex dynamics and its effect on vortex excitations. On the other hand, such setting is similar to recent experiments that study the nanowire formation by the coalescence of gold nanofragments on quantum vortices [31] or experiments with vibrating wires inside quantum vortices in superfluid ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ [32,33]. Finally, Fig. 2(d) displays a bundle of four equally charged vortices loaded with an array of particles. In all cases, we clearly see the interaction between particles and vortices producing sound (phonon) and Kelvin waves. Movies of the simulations are available in the Supplemental Material [34].

## A. Natural frequency of particles trapped by superfluid vortices

We first consider the dynamics of a particle trapped by an almost straight superfluid vortex. At the leading order this is the classical hydrodynamical problem of a moving sphere with nonzero circulation in an ideal fluid. The main force acting on the particle is the Magnus force, which arises from the pressure distribution generated at the boundary of the particle in such configuration $[35,36]$. We introduce the
complex variable $q(t)=q_{x}(t)+i q_{y}(t)$ for the center of the particle in the plane orthogonal to the vortex filament, and $v=v_{x}+i v_{y}$ for the velocity of the ambient superfluid flow. In these variables, the equation of motion for the particle in the absence of any external force is [36]

$$
\begin{equation*}
\ddot{q}(t)=i \Omega_{\mathrm{p}}[\dot{q}(t)-v], \quad \Omega_{\mathrm{p}}=\frac{3}{2} \frac{\rho \Gamma a_{\mathrm{p}}}{M_{\mathrm{p}}^{\text {eff }}} \tag{14}
\end{equation*}
$$

where $M_{\mathrm{p}}^{\mathrm{eff}}=M_{\mathrm{p}}+\frac{1}{2} M_{\mathrm{p}}^{0}=\left(\mathcal{M}+\frac{1}{2}\right) M_{\mathrm{p}}^{0}$ is the effective mass of the particle and $M_{\mathrm{p}}^{0}=\frac{4}{3} \pi \rho a_{\mathrm{p}}^{3}$ is the displaced mass of the fluid. In Eq. (14), the fluid is assumed to be incompressible with density $\rho \sim \rho_{\infty}$, which is a good approximation when the particle size is larger than the healing length. From (14) we can derive the temporal spectrum of the particle position

$$
\begin{equation*}
|\hat{q}(\omega)|^{2}=\frac{\Omega_{\mathrm{p}}^{2}|\hat{v}(\omega)|^{2}}{\omega^{2}\left(\omega-\Omega_{\mathrm{p}}\right)^{2}} \tag{15}
\end{equation*}
$$

where $\hat{q}(\omega)=\int q(t) e^{-i \omega t} d t$ and $\hat{v}(\omega)=\int v(t) e^{-i \omega t} d t$. The vortex line tension, which is responsible for the propagation of Kelvin waves [37], is implicitly contained in the superfluid flow $v$ in Eq. (14). It generates particle oscillations in the rotation direction opposite to the flow generated by the vortex. However, from Eq. (15) we see that the particle motion is dominated by a precession with frequency $\Omega_{\mathrm{p}}$, which has the same sign of $\Gamma$ and therefore has the same direction of the vortex flow. Such frequency is the natural frequency of the particle: expressing it as a function of $\mathcal{M}$ we get

$$
\begin{equation*}
\Omega_{\mathrm{p}}=\frac{9}{4 \pi} \frac{\Gamma}{a_{\mathrm{p}}^{2}(2 \mathcal{M}+1)} \tag{16}
\end{equation*}
$$

For current experiments using particles as probes, such characteristic frequency is of order $10-100 \mathrm{~Hz}$, which is actually measurable [38].

We have performed a series of numerical experiments with particles trapped in a superfluid vortex excited with smallamplitude Kelvin waves. Measurements of temporal spectra (15) for particles characterized by different values of $\Omega_{p}$ are reported in Fig. 3. In the $x$ axis of the plot we have the angular frequencies with the same sign of $\Gamma$. The different natural frequencies have been obtained varying the mass and the size of the particles. The observed peak at $\Omega_{\mathrm{p}}$ is well predicted by Eq. (15). The natural frequency is also observed for particles in the particle-array configuration. In particular, if particles are attached to a bundle of $N_{\mathrm{v}}$ quantum vortices instead of a single filament, the corresponding characteristic frequency is $N_{\mathrm{v}}$ times larger. The case of a bundle of $N_{\mathrm{v}}=4$ is also reported in Fig. 3, in a remarkable agreement with theory. This has an important experimental implication. Measuring the natural frequency $\Omega_{p}$ could give an independent estimate of the circulation (and therefore of the number of vortices) in the bundles visualized by the particles in superfluid helium experiments.

Note that in general the vortex line tension could have a nontrivial coupling with the particles and lead to a modification of the precession frequency $\Omega_{p}$. Indeed, in the idealized derivation of Eq. (14), it is assumed that the particle center coincides with the center of a straight vortex line. In principle, one should solve Eq. (14) together with the equation of motion of the vortex, taking into account the proper boundary


FIG. 3. Temporal spectra of the particle positions for different values of the natural frequency $\Omega_{\mathrm{p}}$, obtained varying mass and size of the particles. The expected natural frequency $\left|\Omega_{p}^{\text {theory }}\right|$ (16) is the dotted vertical line. Inset: Comparison of the measured natural particle frequency with the theory. A dagger $(\dagger)$ indicates that the particle considered belongs to a particle array. An asterisk (*) indicates that the particle considered is trapped in a bundle of 4 vortices.
conditions between a sphere and a vortex filament [26], which will include restoring forces maintaining the particle trapped. Accounting for such phenomena might lead to a more accurate prediction of the precession frequency. However, the GP system naturally contains all these effects. Therefore, given the agreement between the prediction (16) and GP numerical simulations, we conclude that the modification of the particle natural frequency $\Omega_{p}$ due to the coupling at the particle-vortex boundary is a negligible effect. The simple formula (16) can be thus safely used as a first estimate in current experiments.

## B. Dispersion relation of a massive quantum vortex

As already mentioned above, in order to study the dynamics of an array of particles and their interaction with vortex waves in a setting like Figs. 2(b) or 2(d), it is instructive to first analyze the case of a massive quantum vortex, as the one in Fig. 2(c). Our considerations are necessary to give a picture of the role of inertia in the propagation of vortex wave excitations. They are not meant to model a real wire, for which some results are well known in literature $[39,40$ ] and which has been used to measure the quantized circulation in superfluid helium $[41,42]$. We consider a wire of length $L_{\mathrm{w}}$, radius $a_{\mathrm{w}}$, and mass $M_{\mathrm{w}}$, filling a superfluid vortex. The effective mass is $M_{\mathrm{w}}^{\mathrm{eff}}=M_{\mathrm{w}}+M_{\mathrm{w}}^{0}$ and the displaced mass is now $M_{\mathrm{w}}^{0}=\rho L_{\mathrm{w}} \pi a_{\mathrm{w}}^{2}$. Since such wire possesses a circulation, each mass element is driven by the Magnus force as in Eq. (14), but with a different prefactor [35]

$$
\begin{equation*}
\Omega_{\mathrm{w}}=\frac{\rho \Gamma L_{\mathrm{w}}}{M_{\mathrm{w}}^{\mathrm{eff}}} \tag{17}
\end{equation*}
$$

which arises because of the geometrical difference between a spherical particle and a cylinder. We allow the wire to deform, which means that the complex variable $q$ is now a function of the $z$ component too. Such physical system is analogous to a massive quantum vortex with a finite size core, which is already well known in literature $[39,40]$, and it has
been used to measure the quantized circulation in superfluid helium [ 41,42 ]. If the curvature radius is much greater than the wire radius and the healing length, the flow velocity $v$ can be approximated by the self-induced velocity of the vortex filament on itself. In the LIA approximation, the self-induced velocity is simply given by $v_{\mathrm{si}}$ in Eq. (8). The dynamics of the wire is therefore driven by the equation

$$
\begin{equation*}
\ddot{q}(z, t)=i \Omega_{\mathrm{w}}\left[\dot{q}(z, t)-i \frac{\Gamma}{4 \pi} \Lambda \frac{\partial^{2}}{\partial z^{2}} q(z, t)\right] . \tag{18}
\end{equation*}
$$

In this simplified model, we are neglecting modes propagating along the wire due to elastic tension and the wave number dependence of the added mass. This choice is done because we want to focus on the inertial effects that will be relevant in the case of a particle array, developed in the following section. Equation (18) allows as a solution linear circularly polarized waves in the form $q(z, t)=q_{0} e^{i\left(\Omega_{\mathrm{M}}^{ \pm} t-k z\right)}$, where the frequency is given by

$$
\begin{equation*}
\Omega_{\mathrm{M}}^{ \pm}(k)=\frac{\Omega_{\mathrm{w}}}{2} \pm \frac{1}{2} \sqrt{\Omega_{\mathrm{w}}^{2}+\frac{\Omega_{\mathrm{w}} \Gamma \Lambda}{\pi} k^{2}} . \tag{19}
\end{equation*}
$$

More generally, one can consider a phenomenological extrapolation based on a more realistic model for the self-induced velocity of the vortex in Eq. (18), so that the dispersion relation of waves propagating along the wire is generalized as

$$
\begin{equation*}
\Omega_{\mathrm{M}}^{ \pm}(k)=\frac{1}{2}\left[\Omega_{\mathrm{w}} \pm \sqrt{\Omega_{\mathrm{w}}^{2}-4 \Omega_{\mathrm{w}} \Omega_{\mathrm{v}}(k)}\right] \tag{20}
\end{equation*}
$$

where $\Omega_{\mathrm{v}}(k)$ is the bare vortex wave frequency and depends on the model chosen for the self-induced velocity. We will refer to (20) as the "massive vortex wave" dispersion relation. In the LIA approximation we have $\Omega_{\mathrm{v}}(k)=\Omega_{\mathrm{LIA}}(k)(9)$ and we recover Eq. (19), but a more accurate result is expected if the wave propagation is instead described by $\Omega_{\mathrm{KW}}(k)$ or by the measured dispersion relation $\Omega_{\mathrm{v}}^{\mathrm{fit}}(k)$ (13). Note that the zero mode of the branch $\Omega_{\mathrm{M}}^{+}$coincides with $\Omega_{\mathrm{w}}$ and does not vanish even if $M_{\mathrm{w}}=0$ because of the added mass $M_{\mathrm{p}}^{0}$. This is related to the fact that the wire possesses an effective inertia because during its motion it has to displace some fluid [39,43]. In the limit $k \xi \ll 1$, the result (20) can be obtained from the one derived in Ref. [40] using fluid dynamic equations to study ions in superfluid helium.

We build numerically a massive vortex placing a large number of small overlapping particles along a vortex filament. We set the repulsion between particles at a radius $r_{0}=2 L_{\mathrm{w}} /\left(N_{\mathrm{p}} a_{\mathrm{p}}\right)$ (see Appendix A), so that they are kept at constant distance $r_{0} / 2$. Such system mimics a continuum of matter with total mass given by the sum of all particle masses $M_{\mathrm{w}}=N_{\mathrm{p}} M_{\mathrm{p}}=N_{\mathrm{p}} M_{\mathrm{p}}^{0} \mathcal{M}$. We have checked that the repulsion among particles leads to matter sound waves with frequencies that are subleading with respect to other terms present in Eq. (18). We initially excite the system with small-amplitude Kelvin waves and we let it evolve under GP-P dynamics. Figure 2(c) shows a typical snapshot of the system but in the case of a larger initial perturbation (in order to enhance visibility). We then use the particle positions to construct the spatiotemporal spectrum $S_{q}(k, \omega) \sim|\hat{q}(k, \omega)|^{2}$, with $\hat{q}(k, \omega)$ the time and space Fourier transform of $q(z, t)$ (see Appendix B for further details). Density plots of $S_{q}(k, \omega)$ are displayed


FIG. 4. Spatiotemporal spectra of massive vortices for different masses. The vortex length is $L_{\mathrm{w}}=128 \xi$ and there are $N_{\mathrm{p}}=50$ particles of radius $a_{\mathrm{p}}=2.7 \xi$, with repulsion radius $r_{0}=2 L_{\mathrm{w}} /\left(N_{\mathrm{p}} a_{\mathrm{p}}\right)$. Dotted yellow line is the Bogoliubov dispersion relation $\Omega_{\mathrm{B}}(k)$ (4). Dashed cyan line is low- $k$ KW dispersion relation $\Omega_{\mathrm{KW}}(k)(10)$. Solid cyan line is full fitted vortex wave dispersion relation $\Omega_{\mathrm{v}}^{\mathrm{fit}}(k)$ (13). Dash-dotted green lines are massive vortex wave dispersion relation $\Omega_{\mathrm{M}}(k)$ (20) computed using low- $k$ KW dispersion relation. Solid green lines are massive vortex wave dispersion relation computed using full fitted vortex wave dispersion relation. Dotted horizontal white line is the natural frequency $\Omega_{\mathrm{w}}(17)$. The other parameters of the simulations are $L_{\perp}=L_{\|}=128 \xi$ and $N_{\perp}=N_{\|}=256$. (a) $\mathcal{M}=$ 0.5 ; (b) $\mathcal{M}=5$; (c) $\mathcal{M}=1$; (d) same as (c), but displaying the full range.
in Fig. 4 for different values of the particle mass. For a better presentation, we have chosen $\Gamma<0$ so that vortex wave frequencies lie in the upper plane. This convention will be adopted also in the following section.

We first observe that the massive vortex is able to capture the Bogoliubov dispersion relation $\Omega_{\mathrm{B}}(\mathbf{k})$ (4) due to the presence of excitations in the superfluid, as displayed by yellow dotted lines in Fig. 4. The bare Kelvin wave dispersion relation $\Omega_{\mathrm{KW}}(k)$ and the measured bare vortex frequency spectrum $\Omega_{\mathrm{v}}^{\text {fit }}(k)$ are displayed by the cyan dashed and solid lines, respectively. They coincide in the limit $k \xi \ll 1$, as expected. The corresponding massive vortex wave predictions (20) are also displayed in green dashed and solid lines. For low masses, the effect of inertia is negligible, so that massive vortex wave (20) and bare vortex wave (13) predictions are similar. As the mass increases, the wire inertia becomes important and the measured frequencies of the wire excitations decrease at small scales, in good agreement with the massive vortex wave
prediction. The model (20) is not expected to give a good explanation for the negative branches, as it neglects the details of the internal structure of the wire, as well as the dependence on the wave number of the effective mass. Such features, which are out of the scope of the present work, are taken into account in Ref. [40] in the case of an elastic and massive hollow vortex (with no notion of the free-particle behavior of vortex excitations at small scales). The predicted natural frequency of the wire $\Omega_{\mathrm{W}}=\left|\Omega_{\mathrm{M}}^{+}(0)\right|$ is clearly reproduced by the numerical measurements and it does not become infinite when $\mathcal{M} \rightarrow 0$ because of the added mass effect. For completeness, Fig. 4(d) displays the dispersion relation over the full accessible range of wave numbers. The dispersion curves are bent due to the discreteness of the wire at scales of order $k \xi \sim 0.8$. Note that the KW dispersion relation (dashed cyan line) seems to be very similar to the fitted one (solid cyan line). However, the difference between the two is apparent in Fig. 4(d). Moreover, it is clear how the massive vortex wave dispersion relation computed using $\Omega_{\mathrm{v}}(k)=\Omega_{\mathrm{v}}^{\text {fit }}(k)$ (solid green line) fits the data for all the masses analyzed. In particular, in Fig. 4(d), it is shown that it can predict the dispersion relation of a massive vortex wire with relative mass $\mathcal{M}=1$ up to a wave number $k \xi \sim 0.7$. This is not the case for the massive vortex wave dispersion relation computed using $\Omega_{\mathrm{v}}(k)=\Omega_{\mathrm{KW}}(k)$ (dashed green line). We thus conclude that the main effect of the inertia of the particles constituting the wire is to modify the frequency spectrum of vortex waves, as follows from simple hydrodynamical considerations.

## C. Frequency gaps and Brillouin zones for an array of trapped particles

Now we shall address the main question of this work. How well do particles, seating in a quantum vortex, track vortex waves? In order to study this problem, we consider an array of particles as the one displayed in Fig. 2(b). Particles are placed in a quantum vortex, initially separated by a distance $d$. The system is excited by superimposing small-amplitude KWs. We can build a discrete spatiotemporal spectrum $S_{q}(k, \omega)$ of the measured vortex excitations by using the displacement of particles in the plane perpendicular to the vortex. In Figs. 5(a) and 5(c) we display the particle spatiotemporal spectra for an array of $N_{\mathrm{p}}=20$ particles of size $a_{\mathrm{p}}=2.7 \xi$ with masses $\mathcal{M}=5$ and $\mathcal{M}=1$, respectively, placed at a distance $d=12.8 \xi$. The Bogoliubov waves are still weakly sampled by the particles, as displayed by yellow dotted lines. Surprisingly, a higher-frequency branch appears. Such pattern is similar to those observed in the typical energy spectra of crystals [24]. Particles are actually able to sample the vortex excitations only in the first Brillouin zone; namely they cannot see wave numbers larger than $\pi / d$. However, spatiotemporal spectra can be also computed by directly using the superfluid wave function. Performing the time and space Fourier transform of $\psi$ we define the spectrum $S_{\psi}(k, \omega)=$ $\left|\hat{\psi}\left(k_{x}=0, k_{y}=0, k, \omega\right)\right|^{2}$. The corresponding spectra $S_{\psi}$ are shown in Figs. 5(b) and 5(d) where wave numbers go now up to $k d \sim 10$, giving access to all the small scales solved by the numerical simulations. Several Brillouin zones are clearly appreciated, as well as the opening of band gaps in the dispersion relation. At the same time, Bogoliubov modes


FIG. 5. Spatiotemporal spectra computed from the particle positions (left) and from the wave function $\psi$ (right) for an array of particles with mass $\mathcal{M}=5$ (top) and $\mathcal{M}=1$ (bottom). Solid green lines are the contour plot of the dispersion relation (22) computed with $\Omega_{\mathrm{v}}^{\mathrm{fit}}$ (13). Dashed cyan line is low- $k \mathrm{KW}$ dispersion relation $\Omega_{\mathrm{KW}}(k)$ (10). Solid cyan line is the fitted vortex wave dispersion relation (13). Dotted yellow line is Bogoliubov dispersion relation $\Omega_{\mathrm{B}}(k)$ (4). Dash-dotted horizontal white line is the predicted natural frequency $\Omega_{\mathrm{p}}$. The other parameters of the particles are $d=12.8 \xi$, $a_{\mathrm{p}}=2.7 \xi, r_{0}=4 a_{\mathrm{p}}$. The size of the computational box is $L_{\perp}=L_{\|}=$ $256 \xi$, with $N_{\perp}=N_{\|}=512$ collocation points.
can be observed and also bare vortex waves. The latter belong to the image vortices in the computational domain, where no particles have been attached.

The presence of particles clearly affects the propagation of waves along the vortex line inducing high-frequency excitations not only for small but also for large wavelengths. The intuitive idea is that when a vortex wave reaches a particle, it is partially reflected or transmitted, depending on the mass and the size of the particles, and eventually on its own frequency. This reminds us of the standard quantum-mechanical problem of an electron described by the (linear) Schrödinger equation hitting a potential barrier. Furthermore, if particles are set at almost equal distances, the system is similar to an electron propagating in a periodic array of potential barriers, as in the Kronig-Penney model [23,24]. In order to apply quantitatively this intuition and explain the opening of band gaps in the dispersion relation of vortex wave excitations, we start by considering an artificial system made of segments of bare quantum vortex of length $\left(d-L_{\mathrm{w}}\right)$, alternated with massive vortex wires of length $L_{\mathrm{w}}$. A sketch of the problem is given in Fig. 6(a). To recover the excitations in the case of the


FIG. 6. (a) Sketch of the lattice vortex wave model. Bare vortex segments are in red and massive vortex segments are in green. (b) Right-hand side of Eq. (22) computed with LIA as a function of $\omega \tau$ for an array of particles with radius $a_{\mathrm{p}}=2.7 \xi$ and mass $\mathcal{M}=5$. Bands of allowed frequencies are displayed in gold. (c) The same as (b) but for particles with mass $\mathcal{M}=1$.
particle array, we will later take the limit $L_{\mathrm{w}} \rightarrow 0$, keeping the mass of the wires equal to the effective mass of the particles. The resulting effective theory must be intended as an asymptotic limit of the actual system for long waves $k a_{\mathrm{p}} \ll 1$, in which the nonlinear interactions of the vortex excitations are neglected and the complexity of the vortexparticle boundary is ignored. The accuracy of such model has to be checked by comparing its predictions with the results of the GP simulations. The motion of the bare vortices is driven by the self-induced velocity that leads to the propagation of vortex waves, while the wires are driven by the Magnus force. For the sake of simplicity, we first consider the LIA approximations (8) and (18), respectively. The dynamics is thus given in each zone by

$$
\begin{align*}
& \dot{q}(z, t)=i \frac{\Gamma}{4 \pi} \Lambda \frac{\partial^{2}}{\partial z^{2}} q(z, t) \quad(\mathrm{I}), \\
& \ddot{q}(z, t)=i \Omega_{\mathrm{w}}\left[\dot{q}(z, t)-i \frac{\Gamma}{4 \pi} \Lambda \frac{\partial^{2}}{\partial z^{2}} q(z, t)\right] \tag{II}
\end{align*}
$$

where (I) is the region $0<z<d-L_{\mathrm{w}}$ and (II) is the region $d-L_{\mathrm{w}}<z<d$. Note that the use of LIA in the system (21) is rather qualitative, given the high level of complexity of the problem. In particular it ignores the nonlocal dynamics of the vortex, does not reproduce the good dispersion relation of vortex excitations, and may not be able to take into account the exact boundary condition between the particles and the vortex. However, it allows us to introduce some general physical concepts and perform a fully analytical treatment of the problem. The effective model will be then generalized in order to take into account a more realistic description of vortex waves and provide quantitative predictions. The dispersion relation can be found borrowing standard techniques from solid state physics, in particular by adapting the solution of the Kronig-Penny model [23,24]. We look for a wave solution $q(z, t)=\Phi(z) e^{i \omega t}$, where the spatial function $\Phi(z)$ can be written in the form $\Phi(z)=e^{i k z} u(z)$ according to the Bloch theorem, where $u(z)$ is a periodic function of period $d$ [44]. The key point is the imposition of continuity and smoothness of the function $\Phi(z)$ as well as periodicity of
$u(z)$ and its derivative. These constraints lead to an implicit equation relating the frequency of the excitations $\omega$, the wave number $k$, and all the physical parameters. The full derivation is explained in Appendix C. The last step in order to describe the excitations of the particle array is to take the limit $L_{\mathrm{w}} \rightarrow 0$ at constant $M_{\text {eff }}$. The dispersion relation is finally determined by the implicit equation

$$
\begin{equation*}
\cos (k d)=\cos \left(\alpha_{\omega} d\right)-\frac{\sin \left(\alpha_{\omega} d\right)}{\alpha_{\omega} d} P \omega^{2} \tag{22}
\end{equation*}
$$

where $P=3 \pi d a_{\mathrm{p}} / \Lambda \Gamma \Omega_{\mathrm{p}}$ and $\alpha_{\omega}$ satisfies the equation $\Omega_{\mathrm{LIA}}\left(\alpha_{\omega}\right)=\omega:$

$$
\begin{equation*}
\alpha_{\omega}=\sqrt{-\frac{4 \pi \omega}{\Gamma \Lambda}} \tag{23}
\end{equation*}
$$

In Figs. 6(b) and 6(c) the right-hand side of Eq. (22) is plotted as a function of $\omega \tau$ for heavy and light small particles (that is, low and high $\Omega_{\mathrm{p}}$ ). The curve must be equal to $\cos (k d)$ and this selects the only allowed frequencies (displayed in gold). It is exactly the same mechanism that leads to the formation of energy bands in crystals [24].

The previous calculations can be directly generalized for more realistic wave propagators (see Appendix C). In particular, if we consider a dispersion relation $\Omega_{\mathrm{v}}(k)$ for the vortex excitations, the only change in the result (22) is the functional dependence of $\alpha_{\omega}$ (23), which must satisfy $\Omega_{\mathrm{v}}\left(\alpha_{\omega}\right)=\omega$. Furthermore, the constant $P$ becomes independent of any adjustable parameter: $P=3 \pi d a_{\mathrm{p}} / \Gamma \Omega_{\mathrm{p}}$. We consider the dispersion relation $\Omega_{\mathrm{v}}^{\text {fit }}(\omega)$ (13) that matches large- and smallscale excitations and we invert it numerically to find $\alpha_{\omega}$.

In Fig. 5 the contour plot of the theoretical prediction (22) obtained this way is compared with the numerical data (solid green lines), exhibiting a remarkable agreement with the observed excited frequencies. From Fig. 6(b), we remark that the only allowed negative frequencies lie in a thin band around $\Omega_{\mathrm{p}}$. This is also in qualitative agreement with the data. Note that the bare Kelvin wave dispersion relation (10) (dashed cyan line) and the fitted bare vortex wave dispersion relation (13) (solid cyan line) are very similar in Fig. 5. The reason is that the smallest scale that can be solved by the considered array of particles is $k \xi=0.25$ (i.e., $k d=\pi$ ), and for wave numbers smaller than this value $\Omega_{\mathrm{v}}^{\text {fit }}(k)$ tends to $\Omega_{\mathrm{KW}}(k)$ by construction.

In order to make a closer connection with experiments, we now describe an array of larger particles of size $a_{\mathrm{p}}=13.1 \xi$ and relative mass $\mathcal{M}=1$ set in a single quantum vortex and in a bundle composed of four vortices. The corresponding spatiotemporal spectra $S_{\mathrm{p}}(k, \omega)$ are displayed in Fig. 7. In principle such setting should not be well described by our theoretical approach. However, the excitation curves can be reproduced by using the model before the limit $L_{\mathrm{w}} \rightarrow 0$ (C6) and phenomenologically replacing $L_{\mathrm{w}}=2 a_{\mathrm{p}}$ while keeping $\Omega_{\mathrm{w}}^{\text {eff }}=\Omega_{\mathrm{p}}^{\text {eff }}$. The agreement is remarkably good, considering the rough modeling that has been done. The case of a bundle in Fig. 7(b) is even more striking. At large scales, we could expect that such system is analogous to a hollow vortex with four quanta of circulation and some effective core size. We have estimated the effective core size by measuring the mean



FIG. 7. Spatiotemporal spectra computed from the particle positions for an array of large particles of radius $a_{\mathrm{p}}=13.1 \xi$ and mass $\mathcal{M}=1$ placed at a distance $d=51.2 \xi$. The repulsion radius is $r_{0}=$ $2 a_{\mathrm{p}}$. Solid green lines are the contour plot of the dispersion relation (22) computed with $\Omega_{\mathrm{v}}^{\mathrm{fit}}$. Dashed cyan line is low- $k$ KW dispersion relation $\Omega_{\mathrm{KW}}(k)$. Solid cyan line is the fitted vortex wave dispersion relation. Dash-dotted horizontal white line is the predicted natural frequency $\Omega_{\mathrm{p}}$. (a) Particles set in a single vortex. Dashed greed line is the dispersion relation (C6) before the limit computed using a finite $L_{\mathrm{w}}=2 a_{\mathrm{p}}$. For the LIA calculations $\Lambda=2.6$. (b) Particles set in a bundle of 4 vortices. The dispersion relation (22) has been computed using $\Omega_{\mathrm{v}}^{\mathrm{fit}}$ with an effective core size of $a_{0}=12 \xi$ (see text). The other parameters of the simulations are $L_{\perp}=1024 \xi, L_{\|}=256 \xi$, and $N_{\perp}=1024, N_{\|}=256$.
distance between the vortices. The theoretical prediction (22) combined with this phenomenological approach still impressively matches the numerical data.

## IV. DISCUSSION

In this work we have presented a theoretical and numerical study of the interaction between quantum vortices and a number of particles trapped in them. We have first pointed out that a trapped particle oscillates with a well-defined natural frequency that depends on its mass and the circulation of the flow surrounding it. Because of the typical values of particle parameters used in current superfluid helium experiments, such frequency should be measurable. This measurement can thus provide an independent way of estimating the number of vortices constituting the bundles at which particles are attached.

Based on the experimental evidence that particles spread along quantum vortices keeping a relatively constant interparticle distance, we have studied how the particles modify the vortex excitations. The most exciting result of this work is the strong analogy with solid state physics. Here, particles play the role of ions in the periodic structure of a crystal and vortex excitations that of the electrons. When an electron propagates, it feels the ions as the presence of a periodic array of potential barriers. One of the simplest and idealized descriptions of this physical phenomenon is the Kronig-Penney model, where the barriers have a constant height $U_{0}$. Similarly, vortex waves propagate and interact with particles and we have shown that a
similar theoretical approach can be used. The main difference is that the constant height of the barriers in the standard Kronig-Penney model induces constant shift of the energy (frequency here). As a consequence, the lowest energy level in a crystal is different from zero (unlike the case of free electrons). Instead, in the vortex case, the interaction potential is due to the Magnus force and depends on the frequency. Comparing the models, we can then establish a mathematical analogy (see Eq. $(22)$ and Refs. $[23,24])$ by noticing that the effective potential in the case of vortex excitations is given by

$$
\begin{equation*}
U_{0} \sim \omega^{2} / \Omega_{\mathrm{p}} \propto \omega^{2} M_{\mathrm{p}}^{\mathrm{eff}} \tag{24}
\end{equation*}
$$

The height of the potential is thus proportional to the squared frequency of the incoming wave and to the particle mass. In particular, for very low frequencies the presence of particles does not perturb much the vortices and large-scale Kelvin waves could be tracked by directly measuring the particle dynamics. Moreover, we observe that for particles with a higher natural frequency $\Omega_{p}$ (namely lighter and smaller particles), the value of $U_{0}$ and of $P$ in Eq. (22) decrease. As a consequence, the bands of allowed frequencies are broadened. Ideally, in the limiting case of particles with zero mass, the natural frequency is infinite and $P$ and $U_{0}$ vanish. Therefore Eq. (22) gets simplified dramatically and becomes $\cos (k d)=$ $\cos \left(\alpha_{\omega} d\right)$. This implies

$$
\begin{equation*}
\omega(k)=\Omega_{\mathrm{v}}\left(k+\frac{2 n \pi}{d}\right), \quad n \in \mathbb{Z} \tag{25}
\end{equation*}
$$

which is just the vortex wave dispersion relation, but repeated with period $k_{d}=2 \pi / d$. In other words, light and small particles can follow the filament without modifying the vortex waves. On the contrary, particle inertia reduces the excited frequencies (in absolute value) of vortex excitations. This fact (actually coming from simple linear physics) should be taken into account when one tries to measure the Kelvin waves experimentally.

In this work we did not take into account the relevance of buoyancy effects for light and heavy particles. We can estimate it by comparing the buoyancy force $F_{\mathrm{b}}=\left(M_{\mathrm{p}}-M_{0}\right) \tilde{g}$, where $\tilde{g} \sim 9.8 \mathrm{~m} / \mathrm{s}^{2}$ is the gravitational acceleration, with the Magnus force that drives the particles $F_{\mathrm{M}}=\frac{3}{2} \rho \Gamma a_{\mathrm{p}} u$, where $u$ is the typical particle velocity estimated as $u \sim \Omega_{\mathrm{p}} a_{\mathrm{p}}$. It turns out that $F_{\mathrm{b}} / F_{\mathrm{M}}=C(\mathcal{M}-1)(2 \mathcal{M}+1)$, where $C=\frac{32}{81} \pi^{2} \frac{\tilde{g} a_{\mathrm{p}}^{3}}{\Gamma^{2}}$. This expression strongly depends on the particle size. For instance, given that the quantum of circulation in superfluid helium is $\Gamma \sim 10^{-7} \mathrm{~m}^{2} / \mathrm{s}$, we get that $C \sim 4 \times 10^{-3}$ for a particle of size $a_{\mathrm{p}}=1 \mu \mathrm{~m}$ and therefore the buoyancy is negligible. However $C$ becomes of order 1 for a particle of size $a_{\mathrm{p}}=7 \mu \mathrm{~m}$. We conclude that small and light particles would be the most suitable for tracking the vortex excitations.

Several questions can be immediately raised. If particles are not actually equally distributed along the vortex but instead they present some randomness, vortex waves will then propagate in a disordered medium. It will be natural then to study the possibility of Anderson localization in such a system [45,46]. Such situation could perhaps appear if the vortex lines are excited by external means, for instance close to the onset of the Donnelly-Glaberson instability [47,48].

The physical system studied in this work is a first idealized picture of what happens in real superfluid helium experiments. The most evident difference is that the size of particles is typically orders of magnitude larger than the vortex core size $\left(a_{\mathrm{p}} \sim 10^{4} \xi\right)$. However, the prediction (22) comes from an asymptotic theory in which $k a_{\mathrm{p}} \ll 1$ and particles can be considered pointlike, independently of the functional form of $\Omega_{\mathrm{v}}(k)$. Therefore, we expect that our result should still apply for wavelengths larger than the particle size. Such long waves are indeed observed in experiments [10]. In particular, the fact that particle inertia does not affect the (low) frequency Kelvin waves should be still valid. A more quantitative prediction for vortices in He II would be always Eq. (22), but with $\alpha_{\omega}$ such that $\omega=\Omega_{\mathrm{He}}\left(\alpha_{\omega}\right)$, where $\Omega_{\mathrm{He}}(k)$ is the true vortex excitation dispersion relation in superfluid helium. In any case all the main conclusions remain valid, since the analogy with a crystal is independent of $\Omega_{\mathrm{v}}(k)$. Moreover, the behavior at large scales is expected to work quantitatively also for superfluid helium vortices because $\Omega_{\mathrm{He}}\left(k a_{0} \rightarrow 0\right) \sim \Omega_{\mathrm{KW}}\left(k a_{0}\right)$.

Furthermore, we have used arrays of particles with all identical masses. Instead, in actual experiments there is not a perfect control on the mass and size of particles. In particular, the mass distribution of particles could be polydispersed. In this case, new gaps in the dispersion relation are opened revealing much more complex configurations. A preliminary numerical study confirms this behavior and it will be reported in a future work. In any case, the basic interaction between one particle and vortex waves remains the same regardless of the presence of some disorder. Therefore, large-scale Kelvin waves are not disturbed by the particles. Studying in detail the effects of different species of particles trapped in a vortex can be done systematically in the same spirit of the effective theory developed in the present work, for example adapting tight-binding models [24] to the vortex-particles system. We think that this is a worthy research direction that could establish new and deeper connections with concepts already known in solid state physics, introducing a plethora of novel phenomena in the framework of quantum fluids.

Last but not least, note that the basic equations considered in this work to build up the effective model are based on classical hydrodynamics. Therefore, one could expect that most of the phenomenology remains valid in a classical fluid provided that a mechanism to sustain a vortex exists. Such mechanism could be for instance provided by two corotating propellers at moderate speeds. Since these systems are achievable in much less extreme conditions than in cold superfluid helium and because the manipulation of particle parameters is much simpler, it could be possible to build analogs of solid state physics phenomena by using classical fluid experiments.
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## APPENDIX A: NUMERICAL SCHEME AND PARAMETERS

Equations (2) and (3) are solved with a standard pseudospectral code and a fourth-order Runge-Kutta scheme for the time stepping in a 3D periodic domain of dimensions $L_{\perp} \times L_{\perp} \times L_{\|}$with $N_{\perp} \times N_{\perp} \times N_{\|}$collocation points. We set $c=\rho_{\infty}=1$.

The ground states with particles and straight vortices are prepared separately by performing imaginary-time evolution of the GP equation. In order to have an initial state with zero global circulation (and therefore ensure periodic boundary conditions) we need to add in the computational box three image vortices with alternating charges. The state with bundles of $N_{\mathrm{v}}=4$ vortices [Fig. 2(d)] is prepared imposing a phase jump of $2 N_{\mathrm{v}} \pi$ around a vortex (including its images). Then, imaginary-time evolution of the GP equation is performed for a time $\sim 150 \tau$, so that the vortex filaments separate and the bundles form. KWs are generated from the state with straight vortices slightly shifting each $x y$ plane of the computational domain. Then the states with KWs and particles are multiplied to obtain the desired initial condition. Just one vortex filament is loaded with particles, while the three other images remain bare. The initial condition is evolved for a short time ( $\sim 40 \tau$ ) using GP without the particle dynamics in order to adapt the system.

The particle potential is a smoothed hat function $V_{\mathrm{p}}(r)=$ $\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\eta^{2}}{4 \Delta l^{2}}\right]\right)$ and the mass displaced by the particle is measured as $M_{\mathrm{w}}^{0}=\rho_{\infty} L_{\perp} L_{\|}^{2}\left(1-\int\left|\psi_{\mathrm{p}}\right|^{2} d \mathbf{x} / \int\left|\psi_{\infty}\right|^{2} d \mathbf{x}\right)$, where $\psi_{\mathrm{p}}$ is the steady state with just one particle. Since the particle boundaries are not sharp, we measure the particle radius as $a_{\mathrm{p}}=\left(3 M_{\mathrm{p}}^{0} / 4 \pi \rho_{\infty}\right)^{\frac{1}{3}}$ for given values of the numerical parameters $\eta$ and $\Delta l$. For all the particles $V_{0}=20$. The parameters used are the following: for $a_{\mathrm{p}}=2.7 \xi, \eta=\xi$ and $\Delta l=0.75 \xi$; for $a_{\mathrm{p}}=7.6 \xi, \eta=2 \xi$ and $\Delta l=2.5 \xi$; and for $a_{\mathrm{p}}=13.1 \xi, \eta=10 \xi$ and $\Delta l=2.8 \xi$.

The parameter $r_{0}$ of the potential $V_{\text {rep }}^{i j}=\varepsilon\left(r_{0} /\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|^{12}\right)$ is the radius of the repulsion between particles. The parameter $\varepsilon$ is fixed numerically in order to impose an exact balance between the repulsive force and the GP force $-\int V_{\mathrm{p}}(\mid \mathbf{x}-$ $\left.\mathbf{q}_{i} \mid\right) \nabla|\psi|^{2} d \mathbf{x}$ in the ground state with two particles placed at distance $2 a_{\mathrm{p}}$ when $r_{0}=2 a_{\mathrm{p}}$. The parameters used for the repulsion are the following: for the wires in Fig. 4, $r_{0}=$ $2 L_{\mathrm{w}} /\left(N_{\mathrm{p}} a_{\mathrm{p}}\right)$ and $\varepsilon=4.4 \times 10^{-5}$; for the array of particles in Fig. 5, $r_{0}=4 a_{\mathrm{p}}$ and $\varepsilon=4.4 \times 10^{-5}$; and for the array of particles in Fig. 7, $r_{0}=2 a_{\mathrm{p}}$ and $\varepsilon=1.7 \times 10^{-3}$.

## APPENDIX B: SPATIOTEMPORAL SPECTRA

We use the particle positions to define the spatiotemporal spectra of vortex excitations by computing

$$
\begin{equation*}
S_{q}(k, \omega)=C_{q}\left|\int \sum_{j=1}^{N_{\mathrm{p}}} q\left(z_{j}, t\right) e^{-i\left(k z_{j}+\omega t\right)} d t\right|^{2} \tag{B1}
\end{equation*}
$$

where $z_{j}$ is the $z$ component of the particle $j$. Similarly, the spatiotemporal spectrum of the superfluid wave function is defined as

$$
\begin{equation*}
S_{\psi}(k, \omega)=C_{\psi}\left|\int \psi(x, y, z, t) e^{-i(k z+\omega t)} d x d y d z d t\right|^{2} \tag{B2}
\end{equation*}
$$

Note that in Eq. (B2) an average of $\psi$ in the $x$ and $y$ directions is implicit. The normalization constants $C_{q}$ and $C_{\psi}$ are set such that the full $(k, \omega)$ integrals of the spatiotemporal spectra are 1 . In order to enhance the small-scale excitations, in the density plots shown in the present work, both the spectra (B1) and (B2) are further normalized with the frequency-averaged spectra, respectively $\int S_{q}(k, \omega) d \omega$ and $\int S_{\psi}(k, \omega) d \omega$. All the color maps shown in the present work are in log scale.

## APPENDIX C: DERIVATION OF THE KRONIG-PENNEY DISPERSION RELATION FOR VORTEX WAVES

We look for a linear wave solution $q(z, t)=\Phi(z) e^{i \omega t}$ of the system (21) and in particular we want to know which frequencies $\omega$ are excited. The function $\Phi(z)$ must satisfy the system

$$
\begin{align*}
& \frac{\partial^{2}}{\partial z^{2}} \Phi(z)+\alpha_{\omega}^{2} \Phi(z)=0 \quad \text { (I) } \\
& \frac{\partial^{2}}{\partial z^{2}} \Phi(z)+\beta_{\omega}^{2} \Phi(z)=0 \quad \text { (II), } \tag{C1}
\end{align*}
$$

where $\alpha_{\omega}$ and $\beta_{\omega}$ are such that

$$
\begin{equation*}
\Omega_{\mathrm{LIA}}\left(\alpha_{\omega}\right)=\omega, \quad \Omega_{\mathrm{LIA}}\left(\beta_{\omega}\right)=\omega-\frac{\omega^{2}}{\Omega_{\mathrm{w}}} \tag{C2}
\end{equation*}
$$

which means

$$
\begin{equation*}
\alpha_{\omega}=\sqrt{-\frac{4 \pi \omega}{\Gamma \Lambda}}, \quad \beta_{\omega}=\sqrt{\frac{4 \pi}{\Gamma \Lambda}\left(\frac{\omega^{2}}{\Omega_{\mathrm{w}}}-\omega\right)} . \tag{C3}
\end{equation*}
$$

Since the system (C1) is a linear and homogeneous differential equation with periodic coefficients of period $d$, it admits a solution in the form $\Phi(z)=e^{i k z} u(z)$, where $u(z)$ is a periodic function of period $d$. The solutions of (C1) in the two regions (I) and (II) are

$$
\begin{align*}
& \Phi_{\mathrm{I}}(z)=e^{i k z} u_{\mathrm{I}}(z) \\
&=e^{i k z}\left[A e^{i\left(\alpha_{\omega}-k\right) z}+B e^{-i\left(\alpha_{\omega}+k\right) z}\right]  \tag{C4}\\
& \Phi_{\mathrm{II}}(z)=e^{i k z} u_{\mathrm{II}}(z)=e^{i k z}\left[C e^{i\left(\beta_{\omega}-k\right) z}+D e^{-i\left(\beta_{\omega}+k\right) z}\right]
\end{align*}
$$

The coefficients $A, B, C, D$ are fixed by imposing continuity and smoothness of the function $\Phi(z)$ and periodicity of $u(z)$ and its derivative:

$$
\begin{align*}
\Phi_{\mathrm{I}}(0) & =\Phi_{\mathrm{II}}(0), \\
\Phi_{\mathrm{I}}^{\prime}(0) & =\Phi_{\mathrm{II}}^{\prime}(0), \\
u_{\mathrm{I}}\left(d-L_{\mathrm{w}}\right) & =u_{\mathrm{II}}\left(-L_{\mathrm{w}}\right), \\
u_{\mathrm{I}}^{\prime}\left(d-L_{\mathrm{w}}\right) & =u_{\mathrm{II}}^{\prime}\left(-L_{\mathrm{w}}\right) . \tag{C5}
\end{align*}
$$

The system (C5) is a homogeneous linear system for the variables $A, B, C, D$. It admits nontrivial solutions only if the determinant of the coefficients is equal to zero. This implies
the following condition:

$$
\begin{align*}
\cos (k d)= & \cos \left(\beta_{\omega} L_{\mathrm{w}}\right) \cos \left[\alpha_{\omega}\left(d-L_{\mathrm{w}}\right)\right] \\
& \quad-\frac{\alpha_{\omega}^{2}+\beta_{\omega}^{2}}{2 \alpha_{\omega} \beta_{\omega}} \sin \left(\beta_{\omega} L_{\mathrm{w}}\right) \sin \left[\alpha_{\omega}\left(d-L_{\mathrm{w}}\right)\right], \tag{C6}
\end{align*}
$$

which determines implicitly the dispersion relation $\omega(k)$. Such expression is structurally identical to the standard KronigPenney condition but the functions $\alpha_{\omega}$ and $\beta_{\omega}$ are different. The limit $L_{\mathrm{w}} \rightarrow 0$ is applied to Eq. (C6), substituting at the same time the mass of the massive vortex segment $M_{\mathrm{w}}^{\text {eff }}$ with the mass of the particle $M_{\mathrm{p}}^{\text {eff }}$. In this way the system becomes a vortex filament loaded with massive point particles (see Fig. 6). The limit implies $\beta_{\omega} \rightarrow \infty, \beta_{\omega} L_{\mathrm{w}} \rightarrow 0$, $\sin \left(\beta_{\omega} L_{\mathrm{w}}\right) \sim \beta_{\omega} L_{\mathrm{w}}, \alpha_{\omega} \ll \beta_{\omega}$, and $\beta_{\omega}^{2} L_{\mathrm{w}} \sim 6 \pi a_{\mathrm{p}} \omega^{2} / \Lambda \Gamma \Omega_{\mathrm{p}}$, so that Eq. (C6) becomes Eq. (22).

The previous result can be extended to the case of more realistic vortex waves with some caveat. We can formally rewrite the model (21) as

$$
\begin{align*}
& \dot{q}(z, t)=i \hat{\mathcal{L}}_{\mathrm{v}}[q(z, t)] \\
& \ddot{q}(z, t)=i \Omega_{\mathrm{w}}\left\{\dot{q}(z, t)-i \hat{\mathcal{L}}_{\mathrm{v}}[q(z, t)]\right\} \quad \text { (II) }, \tag{C7}
\end{align*}
$$

where $\hat{\mathcal{L}}_{\mathrm{v}}$ is the linear nonlocal differential operator that generates the vortex wave dispersion relation $\Omega_{\mathrm{v}}(k)$. Namely, calling $s(z, t)=\sum_{k} s_{k}(t) e^{i k z}$ the wave operator simply reads

$$
\begin{equation*}
\hat{\mathcal{L}}_{\mathrm{v}}[s(z, t)]=\sum_{k} \Omega_{\mathrm{v}}(k) s_{k}(t) e^{i k z} . \tag{C8}
\end{equation*}
$$

The system (C1) thus becomes

$$
\begin{array}{r}
\hat{\mathcal{L}}_{\mathrm{V}}[\Phi(z)]-\omega \Phi(z)=0 \\
\hat{\mathcal{L}}_{\mathrm{V}}[\Phi(z)]-\left(\omega-\frac{\omega^{2}}{\Omega_{\mathrm{v}}}\right) \Phi(z)=0 \tag{C9}
\end{array}
$$

The functions (C4) are still a solution of (C9), but now $\alpha_{\omega}$ and $\beta_{\omega}$ are defined as

$$
\begin{equation*}
\Omega_{\mathrm{v}}\left(\alpha_{\omega}\right)=\omega, \quad \Omega_{\mathrm{v}}\left(\beta_{\omega}\right)=\left(\omega-\frac{\omega^{2}}{\Omega_{\mathrm{w}}}\right) . \tag{C10}
\end{equation*}
$$

In general such equations cannot be inverted explicitly, but $\alpha_{\omega}$ and $\beta_{\omega}$ can be found numerically. In particular the inversion is intended with respect to $\Omega_{\mathrm{v}}(k>0)$. The functions $\alpha_{\omega}$ and $\beta_{\omega}$ are well defined (at least for $\omega / \Gamma>0$ ) because any model for the self-induced velocity of a vortex generates a dispersion relation $\Omega_{\mathrm{v}}(k)$ that is monotonically increasing for positive $k$. For evaluating the limit $L_{\mathrm{w}} \rightarrow 0, M_{\mathrm{w}}^{\text {eff }} \rightarrow M_{\mathrm{p}}^{\text {eff }}$, we note that $\lim _{L_{\mathrm{w}} \rightarrow 0} \Omega_{\mathrm{v}}\left(\beta_{\omega}\right)=\infty$. Therefore, we can explicitly use the asymptotics of $\Omega_{\mathrm{v}}(k)$ for large $k$, which is just the free particle dispersion relation (12) and can be inverted explicitly:

$$
\begin{equation*}
\beta_{\omega} \underset{L_{\mathrm{w}} \rightarrow 0}{\longrightarrow} \sqrt{\frac{4 \pi \omega^{2}}{\Gamma \Omega_{\mathrm{w}}}} \tag{C11}
\end{equation*}
$$

so that $\beta_{\omega}^{2} L_{\mathrm{w}} \sim 6 \pi a_{\mathrm{p}} / \Gamma \Omega_{\mathrm{p}}$. In this way we recover Eq. (22), with $\alpha_{\omega}$ defined as in ( C 10 ) and the amplification factor $P$ is now independent of any free parameter:

$$
\begin{equation*}
P=\frac{3 \pi d a_{\mathrm{p}}}{\Gamma \Omega_{\mathrm{p}}} . \tag{C12}
\end{equation*}
$$
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### 4.2 The original Kronig-Penney model for a one-dimensional crystal

In this section we report the explicit derivation of the Kronig-Penney model, which describes the quantum mechanics of an electronic wavefunction in a periodic unidimensional crystal [111, 127]. In this way, the reader not familiar with these solid state concepts can appreciate better the analogy with the vortex-particle system reported in the publication [79].

Let us consider a quantum wavefunction $\psi_{\mathrm{e}}$ (which has nothing to do with with the superfluid field $\psi$ ), describing an electron of mass $m_{\mathrm{e}}$ in a one dimensional space. Such wavefunction evolves accordingly to the (linear) Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi_{\mathrm{e}}(x, t)=-\frac{\hbar^{2}}{2 m_{\mathrm{e}}} \frac{\partial^{2}}{\partial x^{2}} \psi_{\mathrm{e}}(x, t)+V(x) \psi_{\mathrm{e}}(x, t), \tag{4.2}
\end{equation*}
$$

where $V(x)$ is an external potential field. The simplest way of modeling a crystal lattice consists in choosing $V(x)$ as a periodic series of potential barriers, as sketched in Fig.4.1. The fundamental cell of the potential field is thus defined as


Figure 4.1. Sketch of the original Kronig-Penney model. The potential barriers are displayed in green and the electronic wavefunction $\psi_{\mathrm{e}}$ is in red. The dotted and dash-dotted lines are the real and the imaginary part of $\psi_{\mathrm{e}}$.

$$
V(x)=\left\{\begin{array}{l}
0, \quad \text { for } \quad 0<x<a  \tag{II}\\
V_{0}, \\
\text { for } \quad-b<x<0
\end{array}\right.
$$

where $V_{0}$ is the height of the barrier, $b$ its width and $d=a+b$ the distance between two consecutive barriers. In each of the two zones of the fundamental cell, the equation of
motion for the quantum wavefunction reads

$$
\begin{align*}
& i \hbar \frac{\partial}{\partial t} \psi_{\mathrm{e}}(x, t)=-\frac{\hbar^{2}}{2 m_{\mathrm{e}}} \frac{\partial^{2}}{\partial x^{2}} \psi_{\mathrm{e}}(x, t)  \tag{4.4}\\
& i \hbar \frac{\partial}{\partial t} \psi_{\mathrm{e}}(x, t)=-\frac{\hbar^{2}}{2 m_{\mathrm{e}}} \frac{\partial^{2}}{\partial x^{2}} \psi_{\mathrm{e}}(x, t)+V_{0} \psi_{\mathrm{e}}(x, t) \tag{4.5}
\end{align*}
$$

Such system admits as solution a stationary quantum state of energy $E>0$ given by $\psi(x, t)=\Phi(x) e^{-\frac{i}{\hbar} E t}$, where $\Phi(x)$ is a spatial function that satisfies the system

$$
\begin{align*}
\frac{\partial^{2}}{\partial x^{2}} \Phi(x) & =\alpha^{2} \Phi(x)  \tag{4.6}\\
\frac{\partial^{2}}{\partial x^{2}} \Phi(x) & =\beta^{2} \Phi(x) \tag{4.7}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\alpha=\sqrt{\frac{2 m E}{\hbar^{2}}}, \quad \beta=\sqrt{\frac{2 m_{\mathrm{e}}}{\hbar^{2}}\left(V_{0}-E\right)} . \tag{4.8}
\end{equation*}
$$

The problem consists in finding the energy levels of such system, i.e. the energy spectrum of an electron immersed in a periodic lattice of potential barriers. The analogous of the energy $E$ in [79] is the frequency of Kelvin waves when an array of particles is trapped by the vortex filament. Note that the definition of $\beta$ is valid both for $E<V_{0}$ and $E>V_{0}$, being purely real in the first case and purely imaginary in the latter.

From now on, the derivation is formally equivalent to the one showed in the appendix of Ref. [79], although the physical meaning of the various terms is rather different. Since Eqs. (4.6) and (4.7) constitute together a linear and homogeneous differential equation with periodic coefficients of period $d=a+b$, one can appeal to the Bloch theorem [111] and look for a solution

$$
\begin{equation*}
\Phi(x)=e^{i k x} u(x) \tag{4.9}
\end{equation*}
$$

where $u(x)$ is a periodic function of period $d=a+b$ (usually called Bloch function) and $k$ the wavenumber. In the two regions (I) and (II) the Bloch function reads

$$
\begin{aligned}
u_{\mathrm{I}}(x) & =A e^{i(\alpha-k) x}+B e^{-i(\alpha+k) x}, \\
u_{\mathrm{II}}(x) & =C e^{i(\beta-k) x}+D e^{-i(\beta+k) x} .
\end{aligned}
$$

The conditions that one need to impose to determine the coefficients $A, B, C, D$ are the continuity of the Bloch function and its derivative at the interfaces between the two
region of the fundamental cell:

$$
\left\{\begin{array}{l}
u_{\mathrm{I}}\left(0^{+}\right)=u_{\mathrm{II}}\left(0^{-}\right)  \tag{4.10}\\
u_{\mathrm{I}}^{\prime}\left(0^{+}\right)=u_{\mathrm{II}}^{\prime}\left(0^{-}\right) \\
u_{\mathrm{I}}\left(a^{-}\right)=u_{\mathrm{II}}\left(-b^{+}\right) \\
u_{\mathrm{I}}^{\prime}\left(a^{-}\right)=u_{\mathrm{II}}^{\prime}\left(-b^{+}\right)
\end{array}\right.
$$

where the primes indicate spatial differentiation. As usual, nontrivial solutions $A, B$, $C, D$ of the system (4.10) exist if the determinant of the corresponding coefficients vanishes. This imply the condition

$$
\begin{equation*}
\cos (k d)=\cosh (\beta b) \cos (\alpha(d-a))-\frac{\alpha^{2}-\beta^{2}}{2 \alpha \beta} \sinh (\beta b) \sin (\alpha(d-a)) \tag{4.11}
\end{equation*}
$$

which determines implicitly the energy spectrum $E(k)$ as a function of the wavenumber $k$ (the energy is hidden in the variables $\alpha$ and $\beta$ ). The equation holds both for $E<V_{0}$ and $E>V_{0}$, but in the latter case $\beta$ is purely imaginary. Thus, in such case it is convenient to redefine it as $\beta=\sqrt{\frac{2 m_{\mathrm{e}}}{\hbar^{2}}}\left(E-V_{0}\right)$ so that the the implicit dispersion relation reads

$$
\begin{equation*}
\cos (k d)=\cos (\beta b) \cos (\alpha(d-b))+\frac{\beta^{2}-\alpha^{2}}{2 \alpha \beta} \sin (\beta b) \sin (\alpha(d-b)) \tag{4.12}
\end{equation*}
$$

which is structurally identical to Eq. (C6) of [79], but with different $\alpha$ and $\beta$. Note that Eq. (4.11) can be derived in the same way also in the case of attractive potentials $V_{0}<0$, i.e. for potential wells instead of potential barriers. The equation for the energy spectrum can be further simplified performing simultaneously the limit of infinite potential height $V_{0} \rightarrow \infty$ and infinitesimal potential width $b \rightarrow 0$, but keeping the product $V_{0} b$ constant. In this situation $\beta^{2} b$ remains also constant, $\beta b$ and $\alpha^{2} b$ vanish and one can substitute $\sinh (\beta b) \sim \beta b$ and $\cosh (\beta b) \sim 1$, so that Eq. (4.11) becomes

$$
\begin{equation*}
\cos (k d)=\cos (\alpha d)+\frac{\sin (\alpha d)}{\alpha d} P \tag{4.13}
\end{equation*}
$$

with the parameter

$$
\begin{equation*}
P=\frac{m a}{\hbar^{2}} V_{0} b, \tag{4.14}
\end{equation*}
$$

that quantifies the energy barrier. In particular, the free particle dispersion relation is recovered for $P \rightarrow 0$, although replicated with period $d$. The limit leading to Eq.(4.13) is also analogous to the one performed to pass from the system made of bare vortex segments alternated by massive vortex segments to a vortex filament with inertial point particles placed on it . In the latter case, the length of the massive vortices is sent to zero, while the inertia is kept fixed.

### 4.3 Comparison between the crystal and the vortex-particles dispersion relations

The energy spectrum in the limit of delta-supported potential barriers (4.13) can be compared directly with the dispersion relation (22) of [79], that we report also here:

$$
\begin{equation*}
\cos (k d)=\cos \left(\alpha_{\omega} d\right)+\frac{\sin \left(\alpha_{\omega} d\right)}{\alpha_{\omega} d} P \omega^{2} \tag{4.15}
\end{equation*}
$$

where $d$ is now the distance between the inertial point particles, $\alpha_{\omega}$ is defined implicitly in Eq. (C9) of [79] as the inverse of the vortex wave dispersion relation and $P=$ $3 \pi d a_{\mathrm{p}} / \Gamma \Omega_{\mathrm{p}}$. In Fig.4.2 the contourplot of Eq. (4.13) in the plane $E$ - $k$ is compared with the contourplot of Eq. (4.15) in the plane $\omega$ - $k$ for different values of the parameter $P$.

There are basically three main differences between the two spectra (4.13) and (4.15). The first one is of course the definition of the constant $P$, that in the vortex-particles system contains the parameters of the particle (size and mass) and the circulation, while in the standard KP model $P$ is controlled by the product between the potential barrier and the potential width. Apart from that, its role is exactly the same, namely tuning the strenght of the energy barrier due to the impurities (potentials/particles). When the value of $P$ is larger, the gaps between the allowed energies/frequencies are larger and the allowed bands thinner.
The second difference is the functional form of $\alpha_{\omega}$, i.e. the "bare" wave dispersion relation. If one considers a realistic vortex wave dispersion relation it basically implies a logarithmic correction for the slow modes. Instead, if one consider the LIA approximation, the functional form is actually the same for a vortex wave and for an electron, being $\alpha_{\omega} \propto \sqrt{\omega}$ in the first case and $\alpha \propto \sqrt{E}((4.8))$ in the latter. As a consequence, when $P=0$ (upper row of Fig.4.2) the two models reproduce the same continuous spectrum, which is just the free wave dispersion relation, replicated with period $k d=2 \pi$. Such result trivially follows from the fact that both the vortex waves in the LIA approximation and free electrons are described by a linear Schrödinger equation with quadratic dispersion.
The last and crucial difference is the presence of an $\omega^{2}$ in the second term of the right hand side of Eq. (4.15). Such term stems directly from the Newton acceleration term in the equation for the particles before the limit of zero length, which acts as an effective potential barrier for the wave propagation. Indeed, substituting the wave solution $q(z, t)=\Phi(z) e^{i \omega t}$ into Eq. (21-II) of [79] one gets

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z^{2}} \Phi(z)=\frac{4 \pi}{\Gamma \Lambda}\left(\omega-\frac{\omega^{2}}{\Omega_{\mathrm{w}}}\right) \Phi(z) . \tag{4.16}
\end{equation*}
$$

Comparing Eq. (4.16) with (4.7), it is evident that the role of the inertial term $\omega^{2} / \Omega_{\mathrm{w}}$ is the same of the potential height $V_{0}$. Note that in the limit $L_{\mathrm{w}} \rightarrow 0$ with $M_{\mathrm{w}}^{\text {eff }}=M_{\mathrm{p}}^{\text {eff }}$,


Figure 4.2. Comparison between the original KP energy spectrum (4.13) (left) and the vortex waves KP dispersion relation (4.15) (right) for different values of the parameter $P$. The LIA dispersion relation has been used to model the bare vortex wave dispersion relation and energies (frequencies) are normalized to match in the free wave regime ( $P=0$, upper row).

Eq. (21) of [79] becomes:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z^{2}} \Phi(z)=\frac{4 \pi}{\Gamma \Lambda}\left(\omega-\frac{3}{2} a_{\mathrm{p}} \delta\left(z-z_{j}\right) \frac{\omega^{2}}{\Omega_{\mathrm{p}}}\right) \Phi(z) \tag{4.17}
\end{equation*}
$$

where the Dirac deltas are peaked at the position $z_{j}$ of the particles. As already mentioned in the discussion of the paper, the dependence on $\omega^{2}$ of the potential implies that slow modes with low $\omega$ feel a less intense barrier and can propagate freely. A consequence of this fact is that the dispersion relation is always pinned at the point ( $k=0, \omega=0$ ), regardless the value of $P$ or the particle mass. As it is clear in Fig.4. 2 this is not the case for the original KP model, where the lowest modes are found to be at a higher energy when the potential barriers of the crystal lattice are different from zero. We conclude by remarking once again that having these unperturbed slow modes is an indication that large Kelvin waves could be efficiently tracked by particles in superfluid helium experiments, which is the fundamental question addressed in the article.
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#### Abstract

In this chapter we present the publication "Active and finite-size particles in decaying quantum turbulence at low temperature" [76], in which a zero temperature quantum turbulence regime with particles immersed in it is investigated. As an introduction, we first provide the general concepts behind the standard Kolmogorov theory of turbulence in classical fluids, followed by a summary of the phenomenology of turbulence in quantum fluids. The results exposed later try to answer the questions whether the presence of finite-size particles affects the development of a turbulent vortex tangle and how the actual dynamics of particles reflects the superfluid turbulent motions.


### 5.1 Main concepts of classical Kolmogorov turbulence

Kolmogorov developed the foundations of the theory of turbulence in 1941 [68, 121, 122], for a classical fluid described by the incompressible Navier-Stokes equations (2.1), (2.2). The onset of a turbulent regime in classical fluids is controlled by the Reynolds number Re , a dimensionless parameter which controls the relative magnitude of the inertial terms $(v \cdot \nabla) v$ with respect to the dissipative one $\nu \nabla^{2} v$. Calling $L$ the characteristic length of the system, $v$ the kinematic viscosity and $v_{L}$ the characteristic velocity of the flow, the Reynolds number reads:

$$
\begin{equation*}
\operatorname{Re}=\frac{L v_{L}}{v} \tag{5.1}
\end{equation*}
$$

A necessary condition for the onset of fluid turbulence in the classical sense is that the Reynolds number must be large. If this is the case, the viscous dissipation is efficient in dissipating the flow at small scales, while the high non-linearity leads to complex and chaotic motion at intermediate scales between the dissipative scale and large scale of the system.
Two scalar quantities which are important in turbulence are the total energy $E=$ $\left.\left.\left\langle\frac{1}{2}\right| v\right|^{2}\right\rangle$ and the total enstrophy $\left.\Omega=\left.\left\langle\frac{1}{2}\right| \omega\right|^{2}\right\rangle$, where $\omega=\nabla \times v$ is the vorticity and $\langle\cdot\rangle$ stands for spatial average. These global quantities satisfy the balance equation

$$
\begin{equation*}
\epsilon=-\frac{\mathrm{d} E}{\mathrm{~d} t}=2 \nu \Omega, \tag{5.2}
\end{equation*}
$$

which comes directly from the Navier-Stokes equations and where we have defined the dissipation $\epsilon$ as the negative rate of energy variation in time. An important assumption in classical turbulence is the existence of a dissipative anomaly [68]. It means that
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the dissipation (5.2) remains finite when $v \rightarrow 0$, which in turn implies a divergent behaviour of the velocity gradients.

One of the cornerstone ideas of turbulence is the energy cascade, already suggested by Richardson twenty years before the work of Kolmogorov [189]. Imagine that energy is suddenly injected at large scale in a fluid at rest. Initially such energy will excite structures at the scale of the forcing and (if the Reynolds number is high enough) the dissipation $\epsilon$ will be small, since the right hand side of Eq.(5.2) is sensitive only to variation of the flow at small scales. The non-linearity of the Navier-Stokes equations will start to excite smaller and smaller structures, carrying the energy (in a cascade process, indeed) down to the scale where the dissipation is strong enough to remove it definitively from the fluid system.

In his famous 1941 theory [121, 122], Kolmogorov extracted quantitative estimations from this idea, using simple dimensional arguments. He assumed homogeneity and isotropy, together with the hypothesis of the existence of an inertial range of scales in which the transfer of energy is independent of the forcing mechanism and of the viscosity. Then, if the typical velocity variation ${ }^{1}$ at the scale $\ell$ in the inertial range only depends on the dissipation rate $\epsilon$ and on $\ell$ itself, by dimensional analysis it must scale as $\delta u_{\ell} \sim(\epsilon \ell)^{1 / 3}$. Such scaling law leads immediately to the historical expression for the 1D energy spectrum in Fourier space:

$$
\begin{equation*}
E(k)=C_{K} \epsilon^{2 / 3} k^{-5 / 3}, \tag{5.3}
\end{equation*}
$$

where the dimensionless Kolmogorov constant $C_{K}$ is not predicted. Its measured value is about 1.5 and it was believed to be an universal constant [217]. The Reynolds number at the scale $\ell$ can be also estimated as $\operatorname{Re}_{\ell}=\delta v_{\ell} \ell / v \sim \epsilon^{1 / 3} \ell^{4 / 3} / v$. Thus, the dissipative scale $\ell=\eta$ is defined as the scale at which the viscous dissipation balances the inertial forces, which means $\operatorname{Re}_{\eta} \sim 1$. Such scale is also called Kolmogorov length and it reads

$$
\begin{equation*}
\eta \sim\left(\frac{\nu^{3}}{\epsilon}\right)^{1 / 4} \tag{5.4}
\end{equation*}
$$

For completeness, we mention another historical result achieved by Kolomogorov, the so-called 4/5 law. It is a prediction for the third order longitudinal structure function of the homogeneous and isotropic turbulent velocity field, in the limit of infinite Reynolds number:

$$
\begin{equation*}
\left\langle\left(\delta v_{\|}(r, \ell)\right)^{3}\right\rangle=\left\langle([v(r+\ell)-v(r)] \cdot \hat{\ell})^{3}\right\rangle=\frac{4}{5} \in \ell . \tag{5.5}
\end{equation*}
$$

Equation (5.5) is actually one of the few exact results (both scaling and pre-factor) in the turbulence theory that can be derived directly from the Navier-Stokes equations.

A fundamental role in turbulence is played by strong fluctuations, that can be characterized by looking at the higher order moments of the structure functions. These should follow power-laws in the inertial range $\left\langle\left(\delta v_{\|}(\ell)\right)^{p}\right\rangle \sim(\epsilon \ell)^{\zeta_{p}}$, as suggested by

[^17]experimental measurements $[68,69]$. Assuming a full self-similar behaviour (according to the Kolmogorov scenario) one would expect $\zeta_{p}=p / 3$. However, experiments and numerical simulations show consistent deviations from such prediction (except for $p=3$, i.e. Eq. (5.5)) meaning that corrections to the self-similar Kolmogorov picture due to intermittency shall be present [68]. Nevertheless, the prediction for the energy spectrum (5.3) remains accurate despite intermittency. Indeed, the scaling of the energy spectrum is related to the exponent of the second order structure function $\zeta_{2}$, whose deviation from the Kolmogorov prediction $\left(\zeta_{2}=2 / 3\right)$ due to intermittency is small.

### 5.2 Turbulence in quantum fluids

Since a superfluid is characterized by the absence of viscous dissipation, the classical picture sketched in the previous section should not apply directly. Nevertheless, different regimes of turbulent flows have been observed in superfluids, which together constitute the research branch known as quantum turbulence (intended as the study and the characterization of turbulence in quantum fluids) [17].

We are particularly concerned with superfluid turbulence at very low temperature, when the effect of the thermal fluctuations can be neglected. This is the setting studied in the publication [76], presented later in this chapter. In this extreme case, vortex filaments organized in a complex tangle are the main actors of the turbulent motions and the typical picture of quantum turbulence still involves an energy cascade process from large to small scales. At scales much larger than the typical inter-vortex distance $\ell_{\mathrm{V}}$, the discrete nature of the quantum vortex filaments is irrelevant. The total vortex line density can be splitted in a part composed of metastable bundles of polarized vortices and another made of randomly oriented filaments [10]. The bundles move in a way reminiscent of the motion of the large-scale eddies in classical turbulent flows [158]. The non-linear interactions between them generates smaller structures, in a cascade fashion compatible with the Kolmogorov picture. Indeed, the (incompressible) energy spectrum has been found to be consistent with Eq. (5.3), both in numerical simulations $[10,164,213]$ and in experiments with superfluid helium [149, 201]. Once the scale of the inter-vortex distance is reached, the isolated filaments become distinguishable and their quantum origin starts to play a key role in the redistribution of the energy. In particular, vortices undergo fast and spatially localized reconnection events, which are followed by the emission of a sound pulse [230]. Moreover, reconnections trigger the propagation of polychromatic Kelvin waves along the filaments. The non-linear interactions between Kelvin waves excite modes of larger and larger wavenumbers, building another cascade of energy down to the scale of the vortex core $\xi[136,228$, 233]. Here, at the the bottom of the Kelvin wave cascade, the kinetic energy of the filaments is eventually radiated away in the form of sound waves (see sections 1.4.4 and 1.4.5 of this manuscript and references therein for details on reconnections and Kelvin waves). Therefore, unless the turbulence is sustained by a continuous forcing mechanism at large scales, the vortex line density $L_{\mathrm{v}}$ decays in time until all the energy has been converted into sound. A decay law $L_{\mathrm{v}} \sim t^{-3 / 2}$ has been observed for the
vortex line density [84, 239], which has been argued to be consistent with a classical Kolmogorov picture [216].

However, another kind of decaying superfluid turbulence may exist, whose signature is indeed a less steep scaling law for the vortex line density decay: $L_{\mathrm{v}} \sim t^{-1}$. This regime is sometimes called "ultraquantum" turbulence in order to distinguish it from the semiclassical quantum turbulence and consists in a random vortex tangle, with the intervortex distance $\ell_{\mathrm{v}}$ as single dominant scale [17]. It has been produced experimentally injecting negative ions in superfluid helium below $T=0.5 \mathrm{~K}$ [239]. Also numerical measurements are consistent with the outlined picture, both in simulations of the vortex filament model [9] and in the Gross-Pitaevskii framework [228]. The vortex line density decay of ultraquantum turbulence can be explained by a phenomenological argument due to Vinen (originally formulated in the context of counterflow turbulence) [237], so that such regime is also known simply as Vinen turbulence.

For completeness, we mention one last cathegory of superfluid turbulence, which arises when the temperature is high enough to have a relevant density of normal fluid, besides the inviscid superfluid component. This regime can be achieved in ${ }^{4} \mathrm{He}$ below the lambda point for instance by a standard mechanical forcing (e.g. towed grids [218]). It is definitely the most complex kind of quantum turbulence, since both the two fluid components can be turbulent. In the superfluid component, turbulence has the features just outlined above due to the quantum constraints on the vorticity, while in the normal component it develops as a standard classical (viscous) turbulence. What adds complexity is that the two fluids can interact by means of the mutual friction between the thermal excitations of the normal fluid and the quantum vortices in the inviscid superfluid. This constitutes a new channel for the energy transfer, so that each of the two fluids acts both as forcing and dissipation for the other [17]. Moreover, at finite temperature a counterflow regime can be established, in which the velocity field of the two components is different. We refer to section 1.1 and references therein for a brief description of the phenomenon. Some of the phenomenology associated to this regime has also been mentioned in section 2.1. It is particularly interesting because the emergence of a turbulent superfluid vortex tangle in the superfluid component is easily triggered, and depending on a tunable parameter (the heat flux applied to the system), the normal fluid can be set as just laminar, rather than turbulent as well. Note that in the publication shown below we are not concerned with these finite temperature effects. Indeed, we study a quantum turbulence regime modeled with the GP equation, which is suitable to describe a very low temperature superfluid system.

### 5.3 Publication: Active and finite-size particles in decaying quantum turbulence at low temperature

In the article reported below we consider the decay of a quantum turbulence regime at very low temperature. Particles are immersed in the superfluid, modeled as usual with the Gross-Pitaevskii equation coupled with repulsive potentials (see section 2.3.3). The degree of complexity of the system studied here is much higher than in the
works discussed in the previous chapters. A (relatively) large number of particles is considered and all the phenomena studied previously in a controlled manner (capture mechanism, dynamics of trapped objects, reconnections) are present and contribute to the evolution of the system.
The first part of the publication is dedicated to the characterization of the average properties of the flow. The time evolution of the energy components and of the incompressible dissipation rate are confronted in the case of different particles species. Fortunately no important differences are detected. This means that, although active, particles do not prevent the development and the decay of the quantum vortex tangle and thus they are good candidates to be used as probes for the superflow properties. Also the evolution of the inter-vortex distance and the incompressible energy spectrum are the same with and without particles, and the emergence of a Kolmogorov regime at large scales is confirmed.
Three-dimensional visualizations of the flow show that helicoidal excitations on the filaments develop earlier if particles are present (as a consequence of the trapping process). Although this affects the details of the vortex configurations when the turbulent stage is achieved, the statistical features of the flow remain unchanged.
In a second part of the paper, the actual motion of the particles is investigated. An important measurement is the evolution of the fraction of particles trapped inside the vortices. Almost the totality of the particles is found to be pierced by the filaments during the turbulent regime and even later, when the vortex line density decays. Moreover, each particle spends long times inside a vortex, with just occasional episodes of detachment and fast recapture. We note that in current superfluid helium experiment with solidified hydrogen particles (see section 2.1.3) there is not a clear measurement of the fraction of particles trapped and whether this number remains constant.
Our observations suggest that (at least for large scales) particles can behave as tracers of the vortex motions, which is confirmed by a measurement of the particle velocity power spectrum. Indeed, at slow frequencies the velocity spectrum is consistent with a classical Lagrangian picture [248], meaning that particles are effectively able to sample the Kolmogorov turbulence behaviour of a vortex tangle. At small scales, we recover a signature of the Magnus precession due to the particle-vortex interaction, already detected in [79] (see chapter 4). The particle natural frequency is observed as a peak in the velocity power spectrum and it also identifies the time scale at which the particle acceleration decorrelates.
Finally, we explore the particle velocity and the acceleration statistics. In experiments, power law tails in the probability distributions have been observed more than once [137, 197]. However, in our numerical experiment only Gaussian distributions are detected. We remark that the origin of the power law behaviour has a two-fold explanation. From the one hand, given that at scales smaller than the inter-vortex distance the relevant parameter is the quantum of circulation $\Gamma$, the time scaling of the vortex velocities is $v \sim(\Gamma / t)$, consistently with the reconnection dynamics. On the other hand, the velocity field of each filament scales in space as $v \sim \Gamma / 2 \pi r$ (1.132). Both these considerations lead to a velocity probability distribution $\mathbb{P}[v] \sim v^{-3}$ [170], but at zero temperature only the first one could be sampled by the (trapped) particles. Indeed, in order to be
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sensitive to the superfluid velocity field (and not just the vortex one), the particles must be driven by Stokes drag, which is possible only if a normal component is present and locked with the superflow. This argument could explain the absence of power law tails in our simulations, although the lack of sufficient statistics is also a possible cause.

As a final note, we mention that deviations from Gaussian statistics are unexpectedly detected in our simulations as numerical artifacts if the interpolation method used for the force exerted by the superfluid on the particles does not have spectral accuracy (see the section A.4.3 of the Appendix to the present manuscript for further details on the interpolation methods).

# Active and finite-size particles in decaying quantum turbulence at low temperature 
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The evolution of a turbulent tangle of quantum vortices in the presence of finite-size active particles is studied by means of numerical simulations of the Gross-Pitaevskii equation. Particles are modeled as potentials depleting the superfluid and described with classical degrees of freedom following a Newtonian dynamics. It is shown that particles do not modify the building-up and the decay of the superfluid Kolmogorov turbulent regime. It is observed that almost the totality of particles remains trapped inside quantum vortices, although they are occasionally detached and recaptured. The statistics of this process is presented and discussed. The particle Lagrangian dynamics is also studied. At large timescales, the velocity spectrum of particles is reminiscent of a classical Lagrangian turbulent behavior. At timescales faster than the turnover time associated with the mean intervortex distance, the particle motion is dominated by oscillations due to the Magnus effect. For light particles, a nonclassical scaling of the spectrum arises. The particle velocity and acceleration probability distribution functions are then studied. The decorrelation time of the particle acceleration is found to be shorter than in classical fluids, and related to the Magnus force experienced by the trapped particles.
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## I. INTRODUCTION

When a fluid is stirred, energy is injected into the system exciting structures at different scales. In particular, in three-dimensional classical flows, the energy supplied at large scales is transferred toward small scales in a cascade process. Eventually, it reaches the smallest scales of the system, where dissipation acts efficiently. In the presence of a very large separation between the injection and dissipation scale, this cascade scenario proposed by Richardson leads to a fully developed turbulent state that can be described by the Kolmogorov phenomenology [1]. Kolmogorov turbulence is expected to be universal, and it is in fact commonly observed in nature, industrial applications, and in more exotic flows such as superfluids.

A superfluid is a peculiar flow, whose origin is a consequence of quantum mechanics. At finite temperature, a superfluid is considered to be a mixture of two components: the normal fluid, which can be described by the Navier-Stokes equations, and the superfluid component with zero viscosity [2]. At very low temperatures, the normal component can be neglected and the fluid becomes completely inviscid. As a consequence, an object moving at low velocities does not experience any drag from the fluid. However, when the object exceeds a critical velocity, quantum vortices are
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nucleated [3,4]. Quantum vortices (or superfluid vortices) are the most fundamental hydrodynamical excitations of a superfluid. They are topological defects (and nodal lines) of the macroscopic wave function describing the system, and as a consequence their circulation is quantized. In superfluid helium, the core size of quantum vortices is of the order of $1 \AA$. Despite the lack of viscosity, quantum vortices can reconnect and change their topology (see, for instance, [5-8]), unlike classical (prefect) fluids.

When energy is injected in a low-temperature superfluid at scales much larger than the mean intervortex distance $\ell$, a classical Kolmogorov regime is expected. Such a behavior has been observed numerically [9-11] and experimentally [12,13]. Indeed, at such scales the quantum nature of vortices is not important and the superfluid behaves like a classical fluid. At the scales of the order of $\ell$ and smaller, the isolated nature of quantized vortices becomes relevant. The system keeps transferring energy toward small scales but through different nonclassical mechanisms [14]. An example of such mechanisms is the turbulent Kelvin wave cascade. Kelvin waves are helical oscillations propagating along quantum vortices, and the energy can be carried toward small scales thanks to nonlinear wave interactions. This energy cascade has been successfully described in the framework of weak-wave turbulence theory [15,16]. The resulting theoretical predictions have been observed numerically in vortex-filament and Gross-Pitaevskii numerical simulations [17-19].

Flow visualization is certainly a fundamental issue in every fluid dynamics experiment. Among the techniques that have been developed to sample a fluid, particle image velocimetry (PIV) and particle tracking velocimetry (PTV) are two of the most common methods [20]. The use of particles as probes has also been adapted to the study of cryogenic flows, in particular in superfluid helium ${ }^{4} \mathrm{He}$ experiments [21], where micrometer-sized hydrogen and deuterium particles have been used. For instance, hydrogen ice particles have been successfully employed to visualize isolated or reconnecting vortex lines [22], as well as the propagation of Kelvin waves [23]. Moreover, the observation of power-law tails in the probability density of the particle velocity is an important difference with respect to classical turbulent states [24-26]. Similar deviations from classical behaviors have recently been reported also for the acceleration statistics [26,27]. Particles in such experiments typically have a size that can rise up to several microns, which is many orders of magnitude larger than the size of the vortex core in superfluid helium. For instance, the solidified hydrogen particles produced in the experiments [22,23] are slightly smaller than $2.7 \mu \mathrm{~m}$, while in $[25,26]$ their size is between 5 and $10 \mu \mathrm{~m}$. Although it has been seen that particles unveil the dynamics of quantum vortices, it is not yet clear how much they affect the dynamics of quantum turbulent flows.

Several theoretical efforts have been made in the past decade in order to clarify what is the dynamics of particles in a superfluid and how particles interact with quantum vortices. For example, the vortex-filament (VF) method can be coupled with the classical hydrodynamical equations of a sphere, allowing us to study different specific problems. The interaction between one particle and one vortex has been addressed [28,29], as well the backreaction of tracers in a thermal counterflow [30,31]. In the context of finite-temperature superfluids, the spatial statistics of particles have been recently addressed in simulations of the Hall-Vinen-Bekarevich-Khalatnikov (HVBK) model [32].

Finally, since the work of Winiecki and Adams [4], particles described by classical degrees of freedom have been implemented self-consistently in the framework of the Gross-Pitaevskii (GP) equation [33-37]. Although the GP model is formally derived for dilute Bose-Einstein condensates, it is considered a general tool for the study of superfluid dynamics at very low temperature. Indeed, unlike the VF method or the HVBK model, it naturally contains quantum vortices as topological defects of the order parameter. It was found analytically and confirmed numerically that the GP model can reproduce the process of trapping of large active inertial particles by straight vortex lines [34], in accordance with hydrodynamical calculations [28,29]. In this framework, the interplay between many trapped particles and Kelvin waves has also been investigated [36].

In the present work, we study the influence of particles on quantum turbulent flows at very low temperature by using the GP model coupled with classical particles. In particular, we study the evolution of a free decaying superfluid turbulent vortex tangle loaded with finite-size active
particles. We consider spherical particles of different masses and having a diameter up to 20 core sizes. Such a size is about 1000 times smaller than that of solidified particles used in superfluid helium experiments. Nevertheless, it is slightly smaller than or comparable to the mean intervortex distance in our simulations, similar to current experiments. We also study the different regimes of the turbulent evolution from the Lagrangian point of view. The paper is organized as follows. In Sec. II we describe the Gross-Pitaevskii model coupled with classical particles. We also review the standard properties of the model and give the basic definitions used later to analyze the flow. We also describe the numerical method used in this work. Then, in Sec. III, we present our main results. In particular, in Sec. III A we address whether the presence of particles affects the scales of the flow at which Kolmogorov turbulence takes place. Section III B is devoted to a study of the particle dynamics inside the vortex tangle, their trapping by vortices, and their dynamics at scales larger and smaller than the intervortex distance. Particle velocity and acceleration statistics are then presented in Sec. III C. Finally, Sec. IV contains our conclusions.

## II. MODEL FOR PARTICLES IN A LOW-TEMPERATURE SUPERFLUID

## A. Gross-Pitaevskii equation coupled with particles

We describe a superfluid of volume $V$ at low temperature by using the complex field $\psi$, which obeys the GP dynamics. We consider $N_{\mathrm{p}}$ particles in the system. Each particle is characterized by the position of its center of mass $\mathbf{q}_{i}$ and its classical momentum $\mathbf{p}_{i}$. The presence of a particle of size $a_{\mathrm{p}}$ generates a superfluid depletion in a spherical region of radius $a_{\mathrm{p}}$. This effect is reproduced by coupling the superfluid field with a strong localized potential $V_{\mathrm{p}}$, which has a fixed shape and is centered at the position $\mathbf{q}_{j}(t)$.

All the particles considered have the same size, as well as the same mass $M_{\mathrm{p}}$. The Hamiltonian of the system is given by

$$
\begin{equation*}
H=\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}\left(|\psi|^{2}-\frac{\mu}{g}\right)^{2}+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right)|\psi|^{2}\right) d \mathbf{x}+\sum_{i=1}^{N_{\mathrm{p}}} \frac{\mathbf{p}_{i}^{2}}{2 M_{\mathrm{p}}},+\sum_{i<j}^{N_{\mathrm{p}}} V_{\text {rep }}^{i j}, \tag{1}
\end{equation*}
$$

where $m$ is the mass of the bosons constituting the superfluid, and $g$ is the nonlinear coupling constant between the bosons, related to the $s$-wave scattering length $a_{\mathrm{s}}$ so that $g=4 \pi a_{\mathrm{s}} \hbar^{2} / \mathrm{m}$. The chemical potential is denoted by $\mu$. The particle interaction potential $V_{\text {rep }}^{i j}$ is responsible for short-range repulsion between particles, so that they behave as hard spheres and do not overlap. A detailed discussion on the inclusion of this short-range repulsion and the effect on the particle collisions in the model (1) can be found in [33]. The equations of motion that govern the superfluid field and the particle positions are obtained varying the Hamiltonian (1):

$$
\begin{gather*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+\left(g|\psi|^{2}-\mu\right) \psi+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \psi,  \tag{2}\\
M_{\mathrm{p}} \ddot{\mathbf{q}}_{i}=-\int V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \nabla|\psi|^{2} d \mathbf{x}+\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial}{\partial \mathbf{q}_{i}} V_{\text {rep }}^{i j} . \tag{3}
\end{gather*}
$$

This model has been successfully used to study vortex nucleation [4], trapping of particles by quantum vortices [34], and the interaction between particles trapped inside quantum vortices and Kelvin waves [36]. We denote by GP the Gross-Pitaevskii model without particles, and by GP-P the full coupled system (2) and (3).

In the case in which particles are absent, the chemical potential $\mu$ fixes the value of the ground state of the system $\psi_{\infty}=\sqrt{\rho_{\infty} / m}=\sqrt{\mu / g}$. Large-wavelength perturbations around this state are sound waves that propagate with the speed of sound $c=\sqrt{g \rho_{\infty} / m^{2}}$, while they become dispersive at length scales smaller than the healing length $\xi=\sqrt{\hbar^{2} / 2 g \rho_{\infty}}$.

The GP model describes a superfluid with zero viscosity. Using the Madelung transformation $\psi(\mathbf{x})=\sqrt{\rho(\mathbf{x}) / m} e^{\frac{i m}{\hbar} \phi(\mathbf{x})}$, the GP equation (2) is mapped into the continuity and Bernoulli equations of a superfluid of density $\rho$ and velocity $\mathbf{v}_{\mathrm{s}}=\nabla \phi$. A superfluid flow is potential, but the phase is not defined at the nodal lines of $\psi(\mathbf{x})$. Therefore, the vorticity is concentrated along these filaments, which are the topological defects usually called quantum vortices. The effective size of the quantum vortex core coincides with the healing length $\xi$, and the contour integral of the superfluid velocity around a single vortex filament is the Feynman-Onsager quantum of circulation $\kappa=h / m=2 \pi \sqrt{2} c \xi$.

Using the Madelung transformation and the Helmholtz decomposition, the kinetic term of the superfluid energy density is decomposed into incompressible, compressible, and quantum energy [9]:

$$
\begin{align*}
E_{\mathrm{kin}}^{\mathrm{GP}} & =\frac{\hbar^{2}}{2 m V} \int|\nabla \psi|^{2} \mathrm{~d} \mathbf{x}=E_{\mathrm{kin}}^{\mathrm{I}}+E_{\mathrm{kin}}^{\mathrm{C}}+E^{\mathrm{Q}} \\
& =\frac{1}{2 V} \int\left(\left[\left(\sqrt{\rho} \mathbf{v}_{\mathrm{s}}\right)^{\mathrm{I}}\right]^{2}+\left[\left(\sqrt{\rho} \mathbf{v}_{\mathrm{s}}\right)^{\mathrm{C}}\right]^{2}+\frac{\kappa^{2}}{4 \pi^{2}}[\nabla \sqrt{\rho}]^{2}\right) \mathrm{d} \mathbf{x}, \tag{4}
\end{align*}
$$

where $\left(\sqrt{\rho} \mathbf{v}_{\mathrm{s}}\right)^{\mathrm{I}}=\mathcal{P}_{\mathrm{I}}\left[\sqrt{\rho} \mathbf{v}_{\mathrm{s}}\right]$ and $\left(\sqrt{\rho} \mathbf{v}_{\mathrm{s}}\right)^{\mathrm{C}}=\mathbf{v}_{\mathrm{s}}-\left(\sqrt{\rho} \mathbf{v}_{\mathrm{s}}\right)^{\mathrm{I}}$, the operator $\mathcal{P}_{\mathrm{I}}[\cdot]$ being the projector onto the space of divergence-free fields. The other energies of the superfluid are the internal energy $E_{\text {int }}=(2 V)^{-1} \int g(\rho / m-\mu / g)^{2} d \mathbf{x}$, where the energy of the ground state is subtracted, and the interaction energy with the particles $E_{\mathrm{P}}^{\mathrm{GP}}=V^{-1} \int \sum_{i}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \rho d \mathbf{x}$, so that the total energy is given by $E_{\text {tot }}=E_{\text {kin }}^{\mathrm{GP}}+E_{\text {int }}+E_{\mathrm{P}}^{\mathrm{GP}}$. From these definitions follow the corresponding energy spectra defined in terms of the Fourier transform of the fields [9].

## B. Numerical methods and parameters

In the simulations presented in this work, we solve the system (2) and (3) in a cubic periodic box of side $L=341 \xi$ with $N_{\mathrm{c}}=512^{3}$ collocation points by using a standard pseudospectral method. We use a fourth-order Runge-Kutta scheme for the time-stepping and the standard $2 / 3$ rule for the dealiasing. In numerics, we fix $c=1$ and $\psi_{\infty}=1$.

To produce a homogeneous and isotropic tangle of quantized vortex lines, we impose an initial Arnold-Beltrami-Childress (ABC) flow, following the procedure described in [38]. In particular, we use a superposition of $k=1 \times 2 \pi / L$ and $k=2 \times 2 \pi / L$ basic ABC flows: $\mathbf{v}_{\mathrm{ABC}}=\mathbf{v}_{\mathrm{ABC}}^{(1)}+\mathbf{v}_{\mathrm{ABC}}^{(2)}$, with

$$
\begin{equation*}
\mathbf{v}_{\mathrm{ABC}}^{(k)}=[B \cos (k y)+C \sin (k z)] \hat{x}+[C \cos (k z)+A \sin (k x)] \hat{y}+[A \cos (k x)+B \sin (k y)] \hat{z}, \tag{5}
\end{equation*}
$$

and the parameters $A=0.5196, B=0.5774$, and $C=0.6351$. The basic ABC flow is a stationary (periodic) solution of the Euler equation with maximal helicity. The resulting wave function contains a tangle whose nodal lines follow the ABC vortex lines. The initial mean intervortex distance is $\ell(t=0) \sim 25 \xi$. As the flow is prepared by minimizing the energy, most of the energy of the system is in the incompressible part of the energy and resulting from the vortex configuration.

The ground state for the particles consists in a number of particles (we use $N_{\mathrm{p}}=200$ and 80) of the same size and mass, randomly distributed in the computational box. Particles are initially at rest. This state is prepared using the imaginary-time evolution of Eq. (2). Then, the initial condition for the simulations is obtained by multiplying the wave function associated with the ABC flow and the wave function associated with the particle ground state. An example of an initial field containing particles is displayed in Fig. 1(d).

Because of the presence of a healing layer, the particle boundary is never sharp, independently of the functional form of the potential $V_{\mathrm{p}}$. The superfluid field vanishes in the region where $V_{\mathrm{p}}>\mu$, and at the particle boundary the fluid density passes from zero to the bulk value $\rho_{\infty}$ in approximately one healing length. The potential used to model each particle is a smoothed hat-function $V_{\mathrm{p}}(r)=\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\zeta^{2}}{4 \Delta_{a}^{2}}\right]\right)$, where the parameters $\zeta$ and $\Delta_{a}$ are set to model the


FIG. 1. Visualizations of the superfluid vortex tangle. Vortices are represented as isosurfaces in red of the density field ( $\rho=0.15 \rho_{\infty}$ ), sound is rendered in blue, trapped particles in green, and free particles in purple. The upper row is without particles, the lower row is with 200 neutrally buoyant particles of radius $a_{\mathrm{p}}=4 \xi$. $(\mathrm{a}, \mathrm{d})$ The ABC initial states. (b,e) The most turbulent regime $\left(t=1.3 T_{L}\right)$. (c,f) A late time $\left(t=8.1 T_{L}\right) . T_{L}$ denotes the large-eddy-turnover time (see the text).
particle. Their values are listed in Table I. In particular, $\zeta$ fixes the width of the potential and it is related to the particle size, while $\Delta_{a}$ controls the steepness of the smoothed hat-function. The latter needs to be adjusted in order to avoid the Gibbs effect in the Fourier transform of $V_{\mathrm{p}}$. Since the particle boundaries are not sharp, the effective particle radius is defined as $a_{\mathrm{p}}=\left(3 M_{0} / 4 \pi \rho_{\infty}\right)^{\frac{1}{3}}$, where $M_{0}=\rho_{\infty} L^{3}\left(1-\int\left|\psi_{\mathrm{p}}\right|^{2} d \mathbf{x} / \int\left|\psi_{\infty}\right|^{2} d \mathbf{x}\right)$ is the fluid mass displaced by the particle and $\psi_{\mathrm{p}}$ is the steady state with just one particle. Practically, given the set of numerical parameters $\zeta$ and $\Delta_{a}$, the state $\psi_{\mathrm{p}}$ is obtained numerically with imaginary-time evolution and the excluded mass $M_{0}$ is measured directly. Particles attract each other by a short-range fluid mediated interaction

TABLE I. Simulation parameters.

| Run | $N_{\mathrm{p}}$ | $a_{\mathrm{p}}$ | $\mathcal{M}$ | $\zeta$ | $\Delta_{a}$ | $V_{0} / \mu$ | $\gamma / \mu$ |
| :--- | :---: | :---: | :--- | :---: | :---: | :---: | :---: |
| I | 0 |  |  |  |  |  |  |
| II | 200 | $4.0 \xi$ | 0.125 | $1.5 \xi$ | $1.2 \xi$ | 20.0 | $1.4 \times 10^{-4}$ |
| III | 200 | $4.0 \xi$ | 0.25 | $1.5 \xi$ | $1.2 \xi$ | 20.0 | $1.4 \times 10^{-4}$ |
| IV | 200 | $4.0 \xi$ | 1.0 | $1.5 \xi$ | $1.2 \xi$ | 20.0 | $1.4 \times 10^{-4}$ |
| V | 200 | $4.0 \xi$ | 2.0 | $1.5 \xi$ | $1.2 \xi$ | 20.0 | $1.4 \times 10^{-4}$ |
| VI | 80 | $10.0 \xi$ | 1.0 | $8.0 \xi$ | $2.0 \xi$ | 20.0 | $5.8 \times 10^{-4}$ |
| VII | 200 | $10.0 \xi$ | 0.125 | $8.0 \xi$ | $2.0 \xi$ | 20.0 | $5.8 \times 10^{-4}$ |
| VIII | 200 | $10.0 \xi$ | 0.25 | $8.0 \xi$ | $2.0 \xi$ | 20.0 | $5.8 \times 10^{-4}$ |
| IX | 200 | $10.0 \xi$ | 1.0 | $8.0 \xi$ | $2.0 \xi$ | 20.0 | $5.8 \times 10^{-4}$ |

[33,35], thus we use the repulsive potential $V_{\text {rep }}^{i j}=\gamma\left(2 a_{\mathrm{p}} /\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|\right)^{12}$ in order to avoid an overlap between them. The functional form of $V_{\text {rep }}^{i j}$ is inspired by the repulsive term of the Lennard-Jones potential, and the prefactor $\gamma$ is adjusted numerically so that the interparticle distance $2 a_{\mathrm{p}}$ minimizes the sum of $V_{\text {rep }}^{i j}$ with the fluid-mediated attractive potential [33,35]. We express the particle mass as $M_{\mathrm{p}}=\mathcal{M} M_{0}$, where $M_{0}$ is the mass of the superfluid displaced by the particle. Namely, heavy particles have $\mathcal{M}>1$ and light particles have $\mathcal{M}<1$. In Table I all the parameters for the particles used in the simulations presented in this work are reported. In the following, we will refer to each simulation specifying the size and the mass of the particles used.

Note that although the model (1) is a minimal model for implementing particles in the GP framework, we cannot add to the system an arbitrary number of particles. Indeed, since particles have a finite size, they occupy a volume at the expense of the superfluid field, and packing effects could become important if the filling fraction is too high. Moreover, the potential $V_{\mathrm{p}}$ must be updated at each time step, which is numerically costly. Finally, note that the the evaluation of the force term (3) acting on particles requires us to know the value of the fields at intermesh points. When the number of particles in the simulation is not large, the force $\mathbf{f}_{i}^{\mathrm{GP}}\left(\mathbf{q}_{i}\right)=-\left(V_{\mathrm{p}} * \nabla \rho\right)\left[\mathbf{q}_{i}\right]$ (3) can be computed with spectral accuracy using a Fourier interpolation. Such a method has been used in [34-36], where the particle dynamics is extremely sensitive. In this work, the use of a Fourier interpolation for each particle is numerically unaffordable, due to the large number of particles involved and the resolutions used. Instead, we use a fourth-order B-spline interpolation method, which has been shown to be highly accurate with a reduced computational cost [39] and particularly well adapted for pseudospectral codes. Indeed, the use of a Fourier interpolation to evaluate the three-dimensional force for $N_{\mathrm{p}}$ particles requires $\sim 3 N_{\mathrm{p}} N_{\mathrm{c}}$ operations and evaluations of complex exponentials ( $N_{\mathrm{c}}=512^{3}$ in the present work). Such a cost quickly becomes too expensive at high resolutions and/or a large number of particles. On the contrary, B-spline interpolation requires just one fast Fourier transform of a field per component, and an interpolation using only four neighboring grid points per dimension [39]. Such a scheme saves a factor $\sim N_{\mathrm{p}}$ of computational cost compared to Fourier interpolation. Note that in the previous discussion, we have not taken into consideration parallelization issues, where local schemes (B-splines) are much more advantageous than global ones (Fourier transforms). Nevertheless, some issues with physical quantities at small scales arising from the B-spline interpolation are discussed in the Appendix.

## III. PARTICLES IMMERSED IN A TANGLE OF SUPERFLUID VORTICES

Superfluid turbulence in the context of the GP model has been studied extensively [ $9,11,38,40,41]$. In general, quantum turbulence develops from an initial state with a vortex configuration where the incompressible kinetic energy is mainly contained at large scale. During the evolution, vortex lines move, interact among themselves, and reconnect, creating complex vortex tangles. Through this process, sound is produced and incompressible kinetic energy is irreversibly converted into quantum, internal, and compressible kinetic energy. Eventually, the compressible energy produced in the form of acoustic fluctuations starts to dominate, thermalizes, and acts as a thermal bath providing an effective dissipation acting on the vortices. As a consequence, vortices shrink and eventually disappear through mutual friction effects following Vinen's decay law [19,42]. In particular, it has been shown that the decrease of the incompressible kinetic energy behaves in a similar manner to decaying classical turbulence [9]. To make a connection with decaying classical Kolmogorov turbulence, the incompressible energy dissipation or dissipation rate is usually defined in the context of GP turbulence as

$$
\begin{equation*}
\epsilon=-\frac{d E_{\mathrm{kin}}^{\mathrm{I}}}{d t} \tag{6}
\end{equation*}
$$

As in decaying Navier-Stokes turbulence, in GP the most turbulent stage is achieved around the time when this quantity is maximal. About this time, the classical picture holds and the incompressible


FIG. 2. (a) Time evolution of the superfluid energy components in the cases with no particles (dashed line), 200 small particles (dotted line), 200 large particles (solid line), and 80 large particles (dash-dotted line). (b) Incompressible energy dissipation rate for different numbers of particles with different sizes and different masses (solid lines). Dash-dotted horizontal lines of the corresponding colors indicate the value of the maximum of dissipation, obtained averaging over the shaded region. The dissipation is expressed in units of its $\operatorname{maximum} \epsilon_{\max }$ in the case without particles.
energy spectrum satisfies the Kolmogorov prediction

$$
E_{\mathrm{kin}}^{\mathrm{I}}=C \epsilon^{2 / 3} k^{-5 / 3},
$$

where $C$ is the Kolmogorov constant, the value of which has been found to be close to 1 in GP turbulence [11,38,41].

The first purpose of this work is to check whether and to what extent the presence of particles in the system modifies Kolmogorov turbulence. We add to the ABC initial condition a number of randomly distributed particles and let the system evolve under the dynamics (2) and (3). In Figs. 1(a), 1(b) and 1(c), the three stages of the evolution (initial condition, turbulent vortex tangle, and residual filaments in a bath of sound, respectively) are visualized in the case of 200 neutrally buoyant particles of radius $4 \xi$. See the supplemental material [43] for movies of this simulation and others with particles of a different size. Trapped particles by vortices are displayed in green, whereas free ones are displayed in purple. The algorithm to distinguish a trapped particle from a free one is based on the circulation around it and it is discussed in Sec. III B.

In Fig. 1 we observe that the building up and decay of the turbulent tangle is not strongly modified by the presence of particles. Moreover, it can be noticed how during the first stages of the evolution of the system the majority of particles gets trapped into the vortices. At zero temperature, as there is no normal component in the flow, no drag is experienced by the particles and their motion is completely driven by the pressure gradients. As a consequence, they are attracted by quantum vortices [28,34,44]. During the turbulent regime, violent and strongly nonlinear events like reconnections dominate the vortex dynamics and the flow evolution. A fundamental question is whether and how much the hydrodynamical attraction between vortices and particles is sufficient to keep them attached to the filaments. Indeed, since quantum vortices are actually the main actors of turbulence in superfluid, if particles are really able to follow them in this regime, it is a good indication that they are suitable for use as probes.

In the following subsection, we will quantitatively study the effect of particles on quantum turbulent flows. We will first focus on the large scales of the flow, where Kolmogorov turbulence takes place. Then the particle dynamics and their statistics will be addressed.

## A. The effect of particles on Kolmogorov superfluid turbulence

We shall start our analysis by comparing the temporal evolution of global quantities. In Fig. 2(a) the time evolution of the different components of the energy is displayed. Times are expressed in


FIG. 3. (a) Time evolution of the mean intervortex distance for different numbers of particles of different sizes and different masses. (b) Incompressible energy spectrum for different numbers of particles of different sizes and different masses. Inset: Compensated incompressible energy spectrum. Solid lines refer to particles of size $a_{\mathrm{p}}=4 \xi$, dashed lines refer to particles of size $a_{\mathrm{p}}=10 \xi$. The dotted line is the classical scaling $\epsilon_{\max } k^{-5 / 3}$. The spectrum is computed averaging over times in the shaded region.
units of the large-eddy-turnover time defined as $T_{L}=L / 2 v_{\mathrm{rms}}$, where $v_{\mathrm{rms}}=\sqrt{2 E_{\text {kin }}^{\mathrm{I}}(t=0) / 3}$ is the root-mean-square velocity associated with the initial vortex tangle, and $L / 2$ is its characteristic length scale. We compare the case in which no particles are present in the flow to the cases having particles of different sizes and of relative mass $\mathcal{M}=1$. The net transfer of incompressible energy toward compressible, quantum, and internal energy is qualitatively unchanged in the various cases. The only difference is a slightly lower value of the incompressible energy in the case of large particles, in favor of the internal energy of the superfluid. Such an effect is more evident if the number of large particles is increased, and could be related to an increment of the filling fraction $\Phi$, namely the fraction of the total volume occupied by the particles. In fact, for $N_{\mathrm{p}}=200$ particles of radius $a_{\mathrm{p}}=4 \xi$ the filling fraction is $\Phi=0.1 \%$, for $N_{\mathrm{p}}=80$ particles of radius $a_{\mathrm{p}}=10 \xi$ it is $\Phi=0.8 \%$, and for $N_{\mathrm{p}}=200$ particles of radius $a_{\mathrm{p}}=10 \xi$ we have $\Phi=2.1 \%$. The kinetic and repulsion energies of the particles, as well as the particle-vortex interaction $E_{\mathrm{P}}^{\mathrm{GP}}$, are negligible compared with the other energies throughout the duration of the simulations (data not shown).

The dissipation rate of the incompressible kinetic energy is reported in Fig. 2(b) for particles of different masses and different sizes. The dissipation increases in the early stages when the energy begins to be transferred to the smaller scales, it reaches a maximum when all the scales are excited, and then it starts to decay since no forcing is sustaining the turbulence. We observe that the evolution of the dissipation is clearly not significantly modified by the presence of particles. In particular, the value of the maximum of dissipation, which is the signature of the most turbulent state reached by the tangle, is slightly lower only in the case in which many large particles are moving in the system. In particular for this case, it is about $90 \%$ of $\epsilon_{\max }$, the value measured in the case with no particles. The shaded region in Fig. 2(b) represents the most turbulent time of the simulations. We consider that in this short stage the system is in a quasisteady state, and we perform the temporal average of certain physical quantities in order to improve statistical convergence.

Another important quantity that is not affected much by the interplay between tangle and particles is the mean intervortex distance $\ell$, whose time evolution is reported in Fig. 3(a). The mean intervortex distance is then estimated as $\ell=\sqrt{V / L_{\mathrm{v}}}$, where $L_{\mathrm{v}}$ is the total vortex length in the system. This latter is estimated using the method introduced in [9], where $L_{\mathrm{v}}$ is shown to be related to the proportionality constant between the incompressible momentum density $J^{\mathrm{I}}(k)$ of the flow and the spectrum of a two-dimensional point-vortex $J_{\text {vort }}^{2 \mathrm{D}}(k)$ :

$$
\begin{equation*}
\frac{L_{\mathrm{v}}}{2 \pi}=\frac{\sum_{k} J^{\mathrm{I}}(k)}{\int J_{\mathrm{vort}}^{2 \mathrm{D}}(k) d k} . \tag{7}
\end{equation*}
$$



FIG. 4. Closeup of the superfluid vortex tangle at the early stage of the simulation (upper row: $t=0.27 T_{L}$ ) and during the turbulent regime (lower row: $t=1.1 T_{L}$ ) for the cases with no particles [left column (a),(d)], small particles [central column (b),(e): $a_{\mathrm{p}}=4 \xi$ ], and large particles [right column (c),(f): $a_{\mathrm{p}}=10 \xi$ ]. Vortices are represented as isosurfaces of the density field $\left(\rho=0.15 \rho_{\infty}\right)$ and rendered in red, sound is rendered in blue, trapped particles in green, and free particles in purple.

The spectra of momentum densities are the angle average of the norm in Fourier space of the momentum density $\mathbf{J}=\rho \mathbf{v}_{s}$, and the incompressible part is obtained projecting onto the space of divergence-free fields. We have checked the validity of this formula by using the vortex filament tracking method described in [45] at some checkpoints.

In the turbulent regime, where the dissipation gets its maximum, the total length of the entangled vortices is also larger by a factor 4 compared to the initial condition, and the distance between the filaments is minimum. The value $\ell_{\min } \sim 14 \xi$ of the intervortex distance in this regime will be used as a characteristic small length scale of the Kolmogorov turbulent regime. Such length is smaller than the diameter of the largest particles considered $\left(2 a_{\mathrm{p}}=20 \xi\right)$, but nevertheless this has no appreciable repercussions on the behavior of the observables studied. Furthermore, as shown in Fig. 3(c), the scaling of the incompressible energy spectrum $\mathcal{E}^{\mathrm{I}}(k)$ averaged around the maximum of dissipation is unaltered by particles in the system. Figure 3(b) displays the incompressible energy spectrum. It is apparent that the scaling of the spectrum is always compatible with classical turbulence at scales larger than the intervortex distance, and the way in which the energy is accumulated at smaller scales is not modified by the particles. In the inset of Fig. 3(b), the spectrum is compensated by the Kolmogorov prediction $\mathcal{E}^{\mathrm{I}}(k)=C \epsilon_{\max }^{2 / 3} k^{-5 / 3}$ for classical hydrodynamic turbulence. The dotted horizontal black line shows that the value of the constant $C$ in the Kolmogorov law is a number of order 1 for superfluid turbulence.

The only appreciable difference observed between the case with and without particles is that in the early stages of the evolution, the trapping of particles perturbs the vortex filaments and excites Kelvin waves. A comparison between the volume renderings can be seen in the upper row of Fig. 4. Such perturbations propagate during the evolution of the tangle. At the times when turbulence is developed, the details of the vortex configurations are completely different (see the lower row of Fig. 4). Nevertheless, the statistical properties of the system in this regime remain unchanged. We stress that the intervortex distance in quantum turbulence experiments lies typically in the range $10-100 \mu \mathrm{~m}$, which is equal to or slightly larger than the particle size [24,25,27]. In this sense, the simulations presented here are compatible with the experimental parameters. They thus support


FIG. 5. (a) Fraction of trapped particles as a function of time for different numbers of particles of different sizes and different masses. Inset: The same for longer time in the case of 200 neutrally buoyant particles of size $a_{\mathrm{p}}=4 \xi$. (b) Comparison between the fraction of multiply trapped particles as a function of time for neutrally buoyant particles. (c) Volume rendering of large particles ( $a_{\mathrm{p}}=10 \xi$ ) multiply trapped by quantum vortices. Vortices are rendered in red, sound in blue, particles in green. (d) Probability density function of the continuous time spent by particles inside vortices for different species of particles. The dotted blue line corresponds to the same simulation of blue circles (particles with size $a_{\mathrm{p}}$ and mass $\mathcal{M}=1$ ) but averaged over the full simulation times). Inset: Absolute value of the circulation around a single particle of size $a_{\mathrm{p}}=4 \xi$ and mass $\mathcal{M}=1$ as a function of time. The PDF is computed averaging over times in the shaded region.
the belief that active particles have effectively no influence on the typical development and decay of quantum turbulence. This numerical fact helps to validate past and future experiments that use particles as probes of superfluids.

On the other hand, because of the lack of a Stokes drag in the system, particles cannot be treated as simple tracers of the superfluid velocity $\mathbf{v}_{\mathbf{s}}$. Nevertheless, if they remain trapped inside the vortices they can track the evolution of the vortex filaments, which are the structures that effectively become turbulent. With the purpose of characterizing this scenario, in the next subsection we investigate the motion of particles once they are immersed in a tangle of quantum vortices.

## B. Motion of particles in the superfluid vortex tangle

Looking at the time evolution of the vortex tangle (see Fig. 1 and movies in the supplemental material), the first thing that is apparent is how particles quickly get trapped into vortex filaments. This dynamics is expected and it has been studied in the case in which vortices move slowly [34]. It is a consequence of the pressure gradients. However, it is less obvious if such behavior remains dominant when turbulence take place and reconnections become frequent.

We study the evolution of particles and compute whether they are free or trapped by vortices. The temporal evolution of the fraction of trapped particles is displayed in Fig. 5(a) for all runs. This measurement is made by computing the circulation $\Gamma=\oint_{\mathcal{C}} \mathbf{v}_{\mathrm{s}} \cdot d \mathbf{x}$ of the superfluid velocity $\mathbf{v}_{\mathrm{s}}$
along contours $\mathcal{C}$ encircling each particle, and counting for which particles it is different from zero. Specifically, we compute the circulation along many parallel square contours of side $2\left(a_{\mathrm{p}}+\Delta_{x}\right)$ around each particle, where $\Delta_{x}$ is the grid spacing. If the circulation around at least one of these contours is different from zero, the particle is considered as trapped [46]. For practical reasons, due to the parallelization of the numerical code, we consider only contours perpendicular to the $z$ axis of the computational box. As a consequence, the protocol is not able to grasp vortices that are crossing the particles exactly on a plane perpendicular to the $z$ axis. This means that our estimation of the fraction of trapped particles is effectively a lower bound. However, it should be noticed that this pathological situation is an extremely rare situation that does not change the conclusions of our analysis.

In the initial condition the particles are placed randomly in the computational box. It happens then that some of them are already positioned inside a vortex. In the case of particles with a size comparable to the intervortex distance, the majority of particles are in this situation. In the first stages of the evolution of the flow, the number of trapped particles increases rapidly until it becomes stationary always at times much smaller than one $T_{L}$. The time needed to reach a stationary state depends slightly on the mass of the particles, as well as the fraction of trapped particles once a steady regime is reached. The steady value of $N_{\mathrm{p}}^{\text {trap }} / N_{\mathrm{p}}$ is between $80 \%$ and $90 \%$ for small particles ( $2 a_{\mathrm{p}}<\ell$ ), while on average the totality of particles of size $2 a_{\mathrm{p}} \sim \ell$ is found to be trapped by vortices, independently of the filling fraction. When the system reaches the most turbulent regime (indicated by the shaded region), the fraction of trapped particles does not undergo any appreciable changing. In the inset of Fig. $5(\mathrm{a}), N_{\mathrm{p}}^{\text {trap }} / N_{\mathrm{p}}$ is also shown for late times in the case of small particles of relative mass $\mathcal{M}=1$. It manifestly remains stable. This means that even when the density of vortex lines is decaying (along with the intensity of turbulence), the particles stay trapped inside vortices. Note that in this work we are dealing with homogeneous and isotropic decaying quantum turbulence at low temperature. We mention that the fraction of trapped particles measured in thermal counterflow simulated by means of the VF method is lower that the one observed here [31].

The circulation around each superfluid vortex filament is equal to a single quantum of circulation $\kappa$. As a consequence, measuring the circulation along a closed line $\mathcal{C}$ allows us to count the number of filaments in the region delimited by the line, provided that the quanta of circulation around every filament have the same sign. This is true also if the vortices are trapping particles, because their topological nature does not change. In Fig. 5(b) we show again the fraction of trapped particles, but now separating the number of particles trapped by multiple vortices. It turns out that at least the $5-10 \%$ of the particles with size $2 a_{\mathrm{p}} \sim \ell$ are always attached to at least two different filaments. Sometimes even more vortices pass simultaneously through the same particle, as can be visualized in the volume plot of Fig. 5(c).

Once a particle is trapped by a vortex, it can experience violent events, for instance during vortex reconnections. In such circumstances, such a particle could be detached and expelled from the vortex until it will eventually get trapped by another vortex of the tangle. We compute the probability density function (PDF) of the continuous time intervals $\Delta t_{\text {trap }}$ spent by the particles inside the vortices regime. The PDFs for particles of different sizes and masses are displayed in Fig. 5(d). For all the species of particles examined, the probability distribution seems to follow roughly a power-law scaling in time $\sim\left(\Delta t_{\text {trap }}\right)^{-\alpha}$, with $\alpha \sim 1.67$. The PDF certainly vanishes much slower than an exponential decay at large $\Delta t^{\text {trap }}$, which would typically result from a standard escape problem over energy barriers. We checked that the intermittency of the circulation and the shape of the trapping time PDF are not characteristic of the most turbulent regime, since they persist also at the late times of the simulations [see the dotted blue line in Fig. 5(d)]. Therefore, many particles spend a time at least of the order of the simulation time $\left(\sim 10 T_{L}\right)$ inside a vortex filament, i.e., the typical escape time from the vortices is virtually infinite. This observation is exemplified in the inset of Fig. 5(d), where the evolution of the circulation around a single-small neutral particle is reported (the qualitative behavior is the same for the other particles). It is also clear that the time spent by the particles with zero circulation around them (namely free from vortices) is short. Since


FIG. 6. Frequency spectrum of the particle velocity for particles of different masses and different sizes, compensated with the prediction for the Lagrangian spectrum in classical turbulence $\propto \epsilon / \omega^{2}$ : (a) small particles with $a_{\mathrm{p}}=4 \xi$; (b) large particles with $a_{\mathrm{p}}=10 \xi$. The dash-dotted gray line is the frequency spectrum of a single small particle trapped in a straight vortex slightly perturbed. Dotted lines of corresponding colors are the prediction for the particle natural frequency $\Omega_{\mathrm{p}}$. The dashed red line is the scaling due to vortex reconnection or Kelvin waves $\propto|\omega|^{-1}$. The dashed golden line is the spectrum evaluated at late times in the simulation $\left(6 T_{L}<\tau<7 T_{L}\right)$.
we established that particles immersed in a tangle spend most of the time inside vortex filaments, in the following we study their motion once they get trapped.

At large scales, the vortex tangle seems to behave as a classical hydrodynamic turbulent system. Therefore, the first natural question is whether the particles can trace such large-scale fluctuations. In classical turbulence, it is well known that the Lagrangian velocity spectrum scales as

$$
\begin{equation*}
\left.\left.\langle | \hat{\mathbf{v}}_{\mathrm{p}}(\omega)\right|^{2}\right\rangle=B \epsilon \omega^{-2}, \tag{8}
\end{equation*}
$$

where $B$ is a constant of order unity and $\hat{\mathbf{v}}_{\mathrm{p}}(\omega)$ is the Fourier transform of the Lagrangian particle velocity $\mathbf{v}_{\mathrm{p}}(t)$ [47,48]. Such scaling is valid in the inertial range $2 \pi / T_{L} \ll \omega \ll 2 \pi / \tau_{\eta}$, where $\tau_{\eta}$ is the Kolmogorov timescale. In our case, we build an analog of the Kolmogorov time scale under the assumptions that the dissipation rate $\epsilon_{\max }$ is the only important physical parameter in the classical turbulence regime and that the Kolmogorov turbulent cascade ends at the intervortex distance $\ell_{\min }$. Therefore, we define the smallest timescale of the classical turbulence regime as $\tau_{\ell}=\left(\ell_{\min }^{2} / \epsilon_{\max }\right)^{1 / 3}$, and we expect classical turbulent phenomenology to hold for times $\tau_{\ell} \ll t \ll T_{L}$. In Fig. 6, the measurement of the frequency spectrum of the particle velocity $\left.\left.\left.\langle | \hat{\mathbf{v}}_{\mathrm{p}}(\omega)\right|^{2}\right\rangle=\left.\langle | \int \dot{\mathbf{q}}(t) e^{-i \omega t} d t\right|^{2}\right\rangle$ during the turbulent regime is shown for different species of particles, compensated with the classical scaling $\epsilon_{\max } \omega^{-2}$. Note that the average that defines the spectrum is meant over different realizations. In numerics we average over all the particle trajectories during the turbulent regime. At frequencies $\omega<\tau_{\ell} / 2 \pi$, the spectra approach a plateau of value 1 , confirming that particles sample well the flow and their behavior is described by the standard classical turbulence picture at large scales. Note that the classical temporal inertial range of our simulations is pretty small, since $T_{L} \sim 5 \tau_{\ell}$. For comparison, we also present the velocity spectrum of a particle of size $a_{\mathrm{p}}=4 \xi$ and mass $\mathcal{M}=1$, computed in a temporal window at much later times, when Kolmogorov turbulence has decayed and only a few vortices are left. Note that a $\omega^{-2}$ scaling of the Lagrangian velocity spectrum has also been observed in numerical simulations of the vortex filament model [49], although not in the Kolmogorov inertial range and not related to the energy dissipation rate nor to Kolmogorov turbulence.

As expected, in our simulations no Kolmogorov scaling is observed at small timescales. Indeed, one of the most striking features of quantum turbulence is the crossover between the classical Kolmogorov regime and the physics taking place at scales smaller than the mean intervortex distance. Unlike classical turbulence (see, for instance, [47]), there is still a nontrivial scaling at
timescales shorter than $\tau_{\ell}$. Such a difference is a consequence of the quantum nature of the system, here manifested by the presence of quantized vortices.

When a particle is trapped by a vortex, the superfluid flow turns around it. As a consequence, while the particle moves, it experience a Magnus force. This lift force is simply expressed as $\mathbf{F}_{\text {Magnus }}=\frac{3}{2} \rho_{\infty} a_{\mathrm{p}} \boldsymbol{\Gamma} \times\left(\dot{\mathbf{q}}-\mathbf{v}_{\mathrm{s}}\right)$, where the circulation vector $\boldsymbol{\Gamma}$ is oriented along the vortex filament, and the superfluid velocity $\mathbf{v}_{\mathrm{s}}$ contains the contributions of the mean flow and the vortex motion $[36,50]$. The Magnus effect induces a precession of the particle about the filament with the characteristic angular velocity

$$
\begin{equation*}
\Omega_{\mathrm{p}}=\frac{3}{2} \frac{\rho_{\infty} a_{\mathrm{p}}}{M_{\mathrm{p}}^{\mathrm{eff}}} \Gamma \tag{9}
\end{equation*}
$$

where the particle effective mass $M_{\mathrm{p}}^{\text {eff }}=M_{\mathrm{p}}+\frac{1}{2} M_{0}=\left(\mathcal{M}+\frac{1}{2}\right) M_{0}$ takes into account the added mass effect due to the mass of the superfluid displaced by the particle $M_{0}$. As mentioned in [36], for current experiments with hydrogen particles in superfluid helium, this frequency is of order $10-100 \mathrm{~Hz}$. If the Magnus force is the main force acting on a trapped particle, the Newton equation $M_{\mathrm{p}}^{\text {eff }} \ddot{\mathbf{q}}=\mathbf{F}_{\text {Magnus }}$ implies the following expression for the frequency spectrum of the particle velocity:

$$
\begin{equation*}
\left.\left.\left.\langle | \hat{\mathbf{v}}_{\mathrm{p}}(\omega)\right|^{2}\right\rangle=\frac{\Omega_{\mathrm{p}}^{2}}{\Gamma^{2}\left(\omega-\Omega_{\mathrm{p}}\right)^{2}}\langle | \boldsymbol{\Gamma} \times\left.\hat{\mathbf{v}}_{\mathrm{s}}(\omega)\right|^{2}\right\rangle . \tag{10}
\end{equation*}
$$

Independently of the external superfluid velocity, the expression (11) predicts that the spectrum $\left.\left.\langle | \hat{\mathbf{v}}_{\mathrm{p}}(\omega)\right|^{2}\right\rangle$ must be peaked around the natural frequency of trapped particles $\omega=\Omega_{\mathrm{p}}$. Such behavior has been studied in detail in the case of particles trapped inside slightly perturbed straight vortex filaments [36]. The spectrum of this simple configuration is also reported for comparison in Fig. 6(a) for a small particle of relative unit mass. A clear bump in the frequency spectrum, corresponding to $\Omega_{\mathrm{p}}$, is still visible when particles are immersed in a complex quantum vortex tangle. For the large particles, the presence of a peak is less evident because the natural frequency is lower, and therefore a longer sampling (in time) would be necessary to resolve it properly ( $2 \pi / \Omega_{\mathrm{p}}=0.7 T_{L}$ for the particles of size $a_{\mathrm{p}}=10 \xi$ and mass $\mathcal{M}=1$ ). Moreover, as large particles are multiply trapped by many vortices, the resulting motion is certainly more complex than a precession with a single characteristic angular frequency of one single vortex. The broadness of the peak around the Magnus frequency for the small particles in Fig. 10(a) could also be related to this fact.

At small timescales, a different scaling of the velocity spectrum is observed for the light particles, now in agreement with $\left.\left.\langle | \hat{\mathbf{v}}_{\mathrm{p}}(\omega)\right|^{2}\right\rangle \propto|\omega|^{-1}$. This behavior is consistent with the fact that at scales smaller than the intervortex distance, the typical velocities of a superfluid turbulent tangle are supposed to scale as $v_{\text {fast }}(t) \propto \sqrt{\kappa /\left|t-t_{0}\right|}$, because the circulation becomes the only relevant physical parameter, and the motion of vortices is dominated by their mutual advection and reconnections. In this scenario, if particles are sufficiently light to be able to follow the fast vortex dynamics, we can substitute $\left.\left.\langle | \hat{\mathbf{v}}_{\mathrm{p}}(\omega)\right|^{2}\right\rangle \sim \hat{v}_{\text {fast }}^{2}(\omega) \propto \kappa|\omega|^{-1}$. Another effect that could contribute to the same result is the attraction of particles by the vortices, since the scaling in time of the particle-vortex distance is the same as that of vortex reconnection [34]. Note that for the heaviest particles, such fast scaling is absent since their reaction is probably too slow to be sensible to the fast fluctuations of the tangle.

## C. Particle velocity and acceleration statistics

Unlike classical turbulence, where the statistics of the one-point particle velocity $v$ is known to be Gaussian [1], experiments in superfluid helium using hydrogen and deuterium particles as tracers have reported long tails, with a $v^{-3}$ power-law scaling in their velocity distribution [24-26]. Such scaling has been related to the singular velocity field of quantized vortices [51,52]. At low temperatures, as Stokes drag is negligible, particles should not move with the superfluid flow


FIG. 7. (a) Probability density function of the single-component particle velocity, for different species of particles. The dotted golden line is the Eulerian velocity field $\nabla \phi$, corresponding to the simulation without particles at the time 1.4 $T_{L}$. The data for the particles are averaged in time between $t=1.2 T_{L}$ and $1.6 T_{L}$. Inset: Standard deviation of the particle velocity as a function of the particle mass. (b) The same as (a) but with the velocities normalized by the standard deviation $\sigma_{v}$. Dotted lines are Gaussian, dash-dotted line is a power-law scaling $\left|v_{i}\right|^{-3}$.
and such scaling can be understood as a consequence of quantum vortex reconnections sampled by trapped particles [7,24]. Furthermore, in Ref. [25], by using particle tracking velocimetry in counterflow turbulence, it was shown that while varying the sampling scale, the velocity PDFs continuously change from Gaussian statistics to power-law tails, the crossover taking place at scales of the order of the intervortex distance. In this final subsection we present measurements of particle velocity and acceleration statistics within the GP-P model.

We start the discussion by presenting the Eulerian velocity field. Formally, the velocity of the superfluid is simply given by $\nabla \phi$. This field contains the density fluctuations, as well as the divergence of the vortex velocity flow close to its core. This divergence leads to the well-observed $v^{-3}$ scaling of velocity PDF [51,53,54]. The PDF of $\nabla \phi$ is displayed in Fig. 7. We turn now to analyze the particle velocity PDFs. We compute the velocity PDFs for all runs in the turbulent regime. Data are filtered with a Gaussian convolution in order to smooth out the noisy oscillations at frequencies $\omega<\omega_{\text {noise }}=50\left(2 \pi / \tau_{\ell}\right)$ (see Appendix). In Fig. 7 the PDF of the single-component velocity is plotted for all the species of analyzed particles. In Fig. 7(a), velocities are expressed in terms of the speed of sound $c$, whereas in Fig. 7(b) they are normalized by their root-meansquared values. The root-mean-squared values are displayed in the inset of Fig. 7(a) as a function of the mass for the two particle sizes. It is apparent from Fig. 7(b) that the particle statistics exhibits a Gaussian distribution. Note that Gaussian velocity statistics was also observed in thermal counterflow simulations of the vortex filament method with tracers particles [30]. The absence of power-law tails could be a consequence of weak statistical sampling of large velocity fluctuations due to the low number of particles present in the system and/or by compressible effects of the GP model. We will comment more about this in Sec. IV.

We would like to remark here that high-frequency fluctuations are strongly sensitive to numerical artifacts. In the Appendix, inspired by the experimental results of Ref. [25], we have computed the velocity PDFs of the velocity fluctuations filtered at a given frequency $\omega_{c}$. The frequency was varied from values lower to larger than $2 \pi / \tau_{\ell}$. For one simulation we have compared two different interpolation methods to evaluate the force term in Eq. (3) needed to drive the particles. It turns out that for the fourth-order B-spline method, the velocity PDFs start to develop tails while the filtering scale is varied, eventually leading to a $v^{-3}$ scaling. However, when using Fourier interpolation, which is an exact evaluation (up to spectral convergence of the pseudospectral code) of the force term, the PDFs do not develop any tail and remain Gaussian. We have decided to keep this example with spurious numerical effects in the Appendix, as it might be useful for future numerical studies


FIG. 8. (a) Probability density functions of the single-component particle acceleration. (b) Probability density functions of the norm of the particle acceleration. The dotted line is a Gaussian, the dashed line is a $\chi_{3}$ distribution, and the dash-dotted line is an exponential tail $e^{-|\mathbf{a}| / \sigma_{|a|} \mid}$. Inset: Probability density functions of the natural logarithm of the norm of the particle acceleration. The dashed golden line is a log-normal distribution.
and data analysis of similar problems. We have checked that the results presented in the paper are independent of the interpolation scheme.

We turn now to study the acceleration statistics. As displayed in Fig. 8(a), the PDF of the acceleration presents some deviations from a Gaussian distribution at large values. The norm of the acceleration has also an exponential tail for $|\mathbf{a}|>\sigma_{|\mathbf{a}|}$, as displayed in Fig. 8(b). The core of the PDF in this case is a $\chi_{3}$ distribution, which is expected for the norm of a vector with Gaussian components. In classical Lagrangian turbulence, the norm of the particle acceleration is observed to obey a log-normal distribution [55]. In the inset of Fig. 8(b), we compare our data with such distribution. For the lightest and smallest particle, the small accelerations appear to be more probable than in the classical case. Note that, as pointed out in [55], small values of the acceleration are very sensible to experimental (numerical) errors. By contrast, the large accelerations are less probable than a log-normal distribution. This observation is compatible with classical numerical calculations in the framework of the viscous vortex filament model, in which it has been shown that, because of inertia, solid particles undergo less rapid changes of velocity than fluid particles [56].

Finally, in Fig. 9, we show the two-point correlator of the particle acceleration, defined as

$$
\begin{equation*}
\rho^{a}(t)=\frac{\left\langle a_{i}\left(t_{0}\right) a_{i}\left(t_{0}+t\right)\right\rangle-\left\langle a_{i}\left(t_{0}\right)\right\rangle\left\langle a_{i}\left(t_{0}+t\right)\right\rangle}{\sigma_{a}\left(t_{0}\right) \sigma_{a}\left(t_{0}+t\right)} . \tag{11}
\end{equation*}
$$




FIG. 9. Acceleration two-point correlator, plotted vs time normalized by the dissipation timescale $\tau_{\ell}$ (a), and by the Magnus natural frequency $1 / \Omega_{\mathrm{p}}$. (b) Markers indicate the time of acceleration decorrelation $t_{a}$. Inset: $t_{a}$ normalized by $1 / \Omega_{\mathrm{p}}$ as a function of the particle relative mass.

In classical Lagrangian turbulence, the decorrelation time $t_{a}$ [such that $\rho^{a}\left(t_{a}\right)=0$ ] is related to the Kolmogorov timescale $t_{a}=2 \tau_{\eta}$ [57]. This is not the case in quantum turbulence. Figure 9 (a) displays the autocorrelation $\rho^{a}(t)$ for all the simulations. It is apparent that the acceleration decorrelates much faster than $\tau_{\ell}$, the equivalent of the Kolmogorov timescale in our system. This fact is a consequence of the myriad of physical phenomena taking place at smaller scales. As most particles are trapped by vortices, they oscillate at the Magnus frequency $\Omega_{\mathrm{p}}$ in Eq. (9). If time is normalized by $\Omega_{\mathrm{p}}(9)$, then $t_{a} \Omega_{\mathrm{p}}$ becomes of order 1, at least for the heaviest particles [see Fig. 9 (b) and the inset therein]. For the lightest particles, the decorrelation time is even lower, meaning that they are sensible to other mechanisms, such as reconnection events between vortex filaments and Kelvin wave excitations at even smaller scales.

## IV. DISCUSSION

In this work, we used the Gross-Pitaevskii model to study free decaying quantum turbulence at zero temperature in the presence of finite-size active particles. We considered different families of spherical particles having sizes smaller than and of the order of the mean intervortex distance. We first performed a standard analysis of the observables commonly used for studying Kolmogorov turbulence, such as the energy decomposition, the temporal evolution of mean energy, the rate of incompressible kinetic energy, and the mean intervortex distance. Although particles are active and get captured by vortices generating Kelvin waves, there is not a significant impact at scales larger than the intervortex distance, where Kolmogorov turbulence takes place. Monitoring the motion of the particles in the system, we confirmed their tendency to remain trapped into vortex filaments during the evolution of the tangle, with intermittent episodes of detachment and recapture. This behavior is independent of the vortex line density. We also found that particles can be easily captured simultaneously by several quantum vortices.

We also studied turbulence from the Lagrangian point of view. In particular, we computed the power spectra of the particle velocities. At large scales the particle dynamics is compatible with that of Lagrangian tracers in classical turbulence, while at short timescales the Magnus precession around the filaments caused by the vortex circulation is dominating the motion. Such information can be extracted consistently both in the frequency spectrum of the velocity and in the decay time of the correlation of the acceleration. Furthermore, if particles are light enough, faster frequencies are also excited. This suggests (as intuitively expected) that light particles can be more sensitive to the small-scale fluctuations of the flow.

Finally, we investigated the particle velocity statistics. The distribution of the particle velocity is Gaussian, in contrast with the power-law scaling $\left|v_{i}\right|^{-3}$ recently observed in superfluid helium experiments [24,25]. There are several reasons why power-law tails are absent in our simulations. First, since the simulation of each particle has an important numerical cost, the number of particles is restricted only to a couple of hundred. Due to this issue, vortex reconnections might be unlikely sampled by the sparse distribution of particles. Note also that, as particles have a finite size, increasing their number keeping the size of the system constant will increase substantially the filling fraction. In this case, turbulence could even be prevented by the presence of particles. Although interesting, this limit is beyond the scope of this work. Secondly, the GP model is compressible, and particles moving at large velocities are slowed down by vortex nucleations. This certainly reduces large velocity fluctuations, perhaps limiting the development of power-law tails. It would be interesting to address such issues in generalized GP models, including a roton minimum and high-order nonlinearities. Moreover, our simulations are by definition at zero temperature, and particles do not follow the singular superfluid velocity field because of the lack of viscosity in the system. Indeed, in the GP model the pressure gradients that drive the particle dynamics are always regular because of the vanishing density at the vortex cores, unlike other models such as the vortex filament method. As a consequence, the divergence of the superfluid velocity along the vortex lines cannot be experienced by the particles. Conversely, at finite temperature the superfluid and the normal component can be locked thanks to mutual friction. In this case, since particles
would sample the normal fluid velocity because of Stokes drag, they might be able to sample the $1 / r$ flow around a quantum vortex. Finally, we observed that fast velocity fluctuations are highly sensitive to interpolation and filtering methods that could even lead to power-law tails. These tails are completely spurious, and special care is needed while analyzing numerical or experimental data.
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## APPENDIX: NUMERICAL ARTIFACTS ON THE PARTICLE VELOCITY STATISTICS: COMPARISON BETWEEN B-SPLINE AND SPECTRAL INTERPOLATION METHODS

As explained in the main text, we evaluate the force $\mathbf{f}_{i}^{\mathrm{GP}}=-\left(V_{\mathrm{p}} * \nabla \rho\right)\left[\mathbf{q}_{i}\right]$ (3) at the particle position $\mathbf{q}_{i}$ using a B-spline interpolation method [39] at each time step. Such a method is precise and computationally cheap, but it turns out to present some issues that we have to take care of. To check the reliability of the method, we rerun a simulation using Fourier interpolation for one species of particles in the time window corresponding to the turbulent regime. Fourier interpolation is exact in the sense that it uses the information of the full three-dimensional field, which is resolved with spectral accuracy (i.e., discretization errors are at most exponentially small with the number of discretization points). The numerical cost of this method is that of one Fourier transform (per particle). In Fig. 10 the velocity and acceleration spectra computed using B-spline and Fourier interpolation methods are compared. Clearly, the B -spline interpolation introduces nonphysical fast oscillations, but at the frequencies $\omega<\omega_{\text {noise }}=50\left(2 \pi / \tau_{\ell}\right)$ the behavior of the spectra is unchanged. Nevertheless, some differences in the features of particle statistics are still visible at fast timescales once the noise is filtered out.

We use a Gaussian convolution to perform a filtering of the velocity time series for each particle in the frequency window $\omega_{c}<\omega<\omega_{\text {noise }}$, where $\omega_{\mathrm{c}}$ is a variable infrared cutoff frequency. Then we compute the PDF of the filtered velocity for different values of $\omega_{c}$. Such PDFs are shown in Fig. 11 comparing the simulations in which Fourier and B-spline interpolation are used for the same species of particle. Surprisingly, only in the latter case do we observe power-law tails for the fast oscillation distributions. Such PDFs are similar to the ones observed experimentally [24,25], but in the present case they are just a consequence of numerical artifacts.


FIG. 10. Velocity spectra (a) and the acceleration spectra (b) for particles of size $a_{\mathrm{p}}=10 \xi$ and mass $\mathcal{M}=$ 0.13 , evolved using B-spline interpolation (blue lines) and spectral Fourier interpolation (green lines). The spectra are averaged over particles and over the times $1.3 T_{L}<t<1.5 T_{L}$.


FIG. 11. Probability density function of the velocity filtered in the frequency window $\omega_{c}<\omega<\omega_{\text {noise }}$ for different values of $\omega_{c}$. Data refer to particles of size $a_{\mathrm{p}}=10 \xi$ and mass $\mathcal{M}=0.13$. The dotted line is a Gaussian distribution, and the dash-dotted line is a power-law scaling $0.002\left(v_{i}-\left\langle v_{i}\right\rangle\right)^{-3}$. The data are averaged over particles and over the times $1.3 T_{L}<t<1.5 T_{L}$. Different PDFs are shifted for visualization. (a) Particle force interpolated with the B-spline method. (b) Particle force interpolated with the Fourier method.
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## 6 Dynamics of impurities in the truncated Gross-Pitaevskii model


#### Abstract

In this chapter we report a supplementary study on the dynamics of immiscible active impurities coupled with a quantum fluid at finite temperature. First, we give a short introduction to the truncation procedure for the Gross-Pitaevskii equation, which is a method to implement finite temperature effects in the system. This allows us to provide the minimal theoretical background to understand the two subsequent original papers. The first of them, "Stochastic motion of finite-size immiscible impurities in a dilute quantum fluid at finite temperature" [78], is related to the random dynamics of a single impurity in a thermal bath. In particular, we characterize the friction coefficient and its temperature dependence. In the second publication, "Clustering and phase transitions in a 2D superfluid with immiscible active impurities" [80], we consider the dynamics of many impurities in two dimensions. The random motion of the impurities induced by the thermal bath combined with their mutual interaction leads to the formation of clusters. We characterize the critical temperature of such clustering transition and its dependence on the particle repulsion. Eventually, we observe a shift of the condensation and Berezinskii-Kosterlitz-Thouless critical temperatures, which is proportional to the filling fraction of the impurity clusters.


### 6.1 The truncated GP equation as a model for finite temperature quantum fluids

Until now, we have considered the Gross-Pitaevskii equation to model a superfluid at very low temperature, namely when the number of non-condensed atoms is negligible and a the use of a single collective mean field wavefunction to describe the system is justified. As shown in the first chapter, the GP equation can be derived from the more general dynamics of a bosonic system, given by the quantum Heisenberg equation (1.46) for the Bose operator $\hat{\Psi}$, under the assumption that the fundamental mode, the condensate, is largely populated. However, if the other modes of the system are also highly occupied ( $n_{k} \gg 1$ ) the classical fluctuations are dominating over the quantum fluctuations and therefore also these states may be described by a (classical) coherent wavefunction. This is the fundamental intuition behind the use of the truncated (or projected) GP equation to model a bosonic system at nonzero temperature, developed in the early 2000s by Davis et al [52].

One issue which is immediately evident when one tries to use the GP equation to
model a system in thermal equilibrium is the arising of an ultraviolet catastrophe. Indeed, being GP a classical equation, the equipartition theorem holds at low temperature, meaning that each mode would carry a thermal energy $n_{k} E_{k}=\mathrm{k}_{\mathrm{B}} T$ at temperature $T$, where $E_{k}$ is the single-particle energy. This implies that the total energy $\int n_{k} E_{k} \mathrm{~d} k$ diverges at infinitely small scales, as in the historical problem of the black body radiation [132]. Another consequence of equipartition is that at small scales, where the single-particle energy scales as $E_{k} \sim k^{2}(1.10)$, the occupation number $n_{k}=\mathrm{k}_{\mathrm{B}} T / E_{k}$ becomes smaller and smaller and at a certain scale the classical limit $n_{k} \gg 1$ is no longer valid. In this perspective, the ultraviolet divergence is nothing but an unphysical occurrence due to the fact that a classical theory is being extrapolated in a region where the dynamics is fully quantum.

The technique of truncating the system imposing an ultraviolet cutoff scale $k_{\text {max }}$ is an approximation which solves this problem. The idea is to set the cutoff such that the modes with energies higher than the value $\hbar \omega\left(k_{\max }\right)=\mathrm{k}_{\mathrm{B}} T$ are simply ignored, and thus the region where a classical description is not valid is just not considered. The justification is that in the full quantum statistics (1.20) the small scale (high energy) modes with $\hbar \omega(k) \gg \mathrm{k}_{\mathrm{B}} T$ are indeed weakly populated in comparison to the classical ones. Note that in practice the same cutoff is used for every temperature, which is a further approximation. Formally, one can define a projection operator $\hat{\mathscr{P}}$ that acts on the boson operator $(1.47)$ as $[51,52]$

$$
\begin{equation*}
\hat{\mathscr{P}} \hat{\Psi}(x)=\sum_{k \in C} \Psi_{k}(x) \hat{a}_{k} \sim \sum_{k \in C} \Psi_{k}(x) c_{k}=\psi(x), \tag{6.1}
\end{equation*}
$$

where $C$ is a "classical" region with highly populated modes $n_{k}=\left\langle\hat{a}_{k}^{\dagger} \hat{a}_{k}\right\rangle \gg 1$. In this region it is safe to treat the annihilation and creation operators $\hat{a}_{k}$ and $\hat{a}_{k}^{+}$as c-numbers $c_{k}$ (namely neglecting the quantum fluctuations $\hat{\delta}_{k}$ in the expansion $\hat{a}_{k}=c_{k}+\hat{\delta}_{k}$ ) and describe the system with a coherent field $\psi(x)=\langle\hat{\Psi}(x)\rangle$. Analogously, the orthogonal projector $\widehat{\mathscr{Q}}=1-\hat{\mathscr{P}}$ acts on the Bose operator projecting it to the "incoherent" region $I$, which is the complement of $C$. The resulting field $\hat{\eta}(x)=\sum_{k \in I} \widehat{\mathscr{Q}} \hat{\Psi}(x)$ describes an effective heat bath coupled with the field $\psi(\boldsymbol{x})$ and that in principle evolves according to some quantum kinetic theory. Applying the decomposition of the Bose operator $\hat{\Psi}=[\hat{\mathscr{P}}+\hat{\mathscr{Q}}] \Psi$ to the quantum equation (1.46), taking the expectation values of the operators and neglecting the quantum fluctuations in the coherent region (6.1), one obtains the finite temperature Gross-Pitaevskii equation

$$
\begin{align*}
i \hbar \frac{\partial \psi}{\partial t} & =\hat{\mathscr{P}}\left[-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g\left|\psi^{2}\right| \psi+V_{\mathrm{ext}} \psi\right]  \tag{6.2}\\
& +\hat{\mathscr{P}}\left[2 g|\psi|^{2}\langle\hat{\eta}\rangle+g \psi^{2}\left\langle\hat{\eta}^{\dagger}\right\rangle+g \psi^{*}\langle\hat{\eta} \hat{\eta}\rangle+2 g \psi\left\langle\hat{\eta}^{\dagger} \hat{\eta}\right\rangle+\left\langle\hat{\eta}^{\dagger} \hat{\eta} \hat{\eta}\right\rangle\right] . \tag{6.3}
\end{align*}
$$

Several sophisticated techniques to deal with the thermal cloud exist [183]. For the sake of simplicity and conciseness, only the truncation procedure is described here, which basically consists in neglecting all the terms that contain the heat bath $\hat{\eta}$ in Eq. (6.3). The resulting equation is therefore microcanonical and conserves the energy.

However, if the classical region is large ( $n_{\mathrm{k}} \gg 1$ ), the fluctuations of energy in the full equation (6.3) are small. As a consequence, the truncated equation and the full equation (6.3) would relax to a similar equilibrium state.
Operatively, in numerical simulations the truncation operation is performed in Fourier space introducing a Galerkin operator $\mathscr{P}_{\mathrm{G}}$, which acts on the field $\psi(\boldsymbol{x})$ as ${ }^{1}$ :

$$
\begin{equation*}
\mathscr{P}_{\mathrm{G}}[f(\boldsymbol{r})]=\sum_{k} \hat{f}(\boldsymbol{k}) e^{i \boldsymbol{k} \cdot x} \theta_{\mathrm{H}}\left(k_{\max }-|\boldsymbol{k}|\right) \tag{6.4}
\end{equation*}
$$

where $\hat{\psi}(\boldsymbol{k})$ is the Fourier transform of $\psi(\boldsymbol{x})$ and $\theta_{\mathrm{H}}\left(k_{\max }-|\boldsymbol{k}|\right) \equiv \theta_{\boldsymbol{k}}$ is the Heaviside theta. The resulting truncated Gross-Pitaevskii (TGP) equation reads

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\mathscr{P}_{\mathrm{G}}\left[-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g \mathscr{P}_{\mathrm{G}}\left[\left|\psi^{2}\right|\right] \psi+V_{\mathrm{ext}} \psi\right], \tag{6.5}
\end{equation*}
$$

which conserves exactly energy, mass and, if properly dealiased using the $2 / 3$ rule, also the momentum (see $[128,131]$ and the Appendix A). The fundamental dimensionless parameter of such system is $\xi k_{\max }$ (where $\xi$ is the standard healing length at zero temperature (1.104)), that controls the amount of dispersion at the cutoff scale and which is inversely proportional to the intensity of the non-linear interactions [131, 213]. Indeed, for a larger value of $\xi k_{\text {max }}$, more modes with a free particle dispersion relation are present in the system (as it can be seen from the Bogoliubov spectrum (1.110)) and thus the non-linearity is weaker. This fact can be also appreciated considering the magnitude of the non-linear broadening $\Delta \omega(k)$ of the dispersion relation, which provides a measure of the non-linear interaction time. As it is observed in the spatio-temporal spectra measured in [213] and reported in Fig.6.1, $\Delta \omega(k)$ significantly decreases when $\xi k_{\text {max }}$ is increased, confirming that the strength of the non-linearity is indeed weaker.

Given a finite size system of volume $V$, so that it contains a number of modes $\mathcal{N}=k_{\text {max }}^{3} V$, the thermodynamic limit must be performed by setting $\mathcal{N} \rightarrow \infty$ and keeping $\xi k_{\max }=$ const, in order to obtain equivalent systems. In this limit, the relevant thermodynamic variables are the intensive quantities $H / V, N / V$ (and $\boldsymbol{P} / V$ if the average momentum if different from zero).

The truncated GP equation possesses absolute equilibrium solutions, distributed with the probability

$$
\begin{equation*}
\mathbb{P}\left[\hat{\psi}_{k}\right] \propto e^{-\beta(H-\mu N)}, \tag{6.6}
\end{equation*}
$$

which is a solution of the Liouville equation associated to Eq. (6.5). The argument of the exponent in Eq. (6.6) is a linear combination of the invariants of the TGP equation, namely energy and mass ${ }^{2}$ [128]. The parameters $\beta$ and $\mu$ are Lagrange multipliers that play the roles of inverse temperature and chemical potential, respectively. At the

[^19]

Figure 6.1. Spatio-temporal spectra of the superfluid field $\psi$ in three-dimensional truncated GP simulations with $\xi k_{\max }=1.5$ (left) and $\xi k_{\max }=2.5$ (right), for different values of the temperature. Simulations are perfomed with $N_{\mathrm{c}}=256^{3}$ collocation points. The linear Bogoliubov dispersion relation is reported as dashed green line. At fixed temperature, the non-linear broadening of the spectrum decreases when $\xi k_{\max }$ increases. Note also that it increases when the temperature increases as a consequence of the larger amplitude of the density fluctuations (and thus of the non-linearity). Image taken from [213] to which we refer for further details.
equilibrium, the mean occupation of the mode $k$ is the Reyleigh-Jeans distribution

$$
\begin{equation*}
\left.\left\langle n_{k}\right\rangle=\left.\langle | \psi_{k}\right|^{2}\right\rangle=\frac{\mathrm{k}_{\mathrm{B}} T}{E_{k}-\mu}, \tag{6.7}
\end{equation*}
$$

which is the classical limit of the Bose-Einstein distribution (1.20) and where the temperature and the chemical potential depend on the energy and waveaction of the initial condition (conserved over time). This fact is expected, since the TGP is the high occupation limit of the full equation for the Bose field operator [52]. Indeed, the spectrum (6.7) is different from the standard Bose distribution (1.20) only close to the boundary of the coherent region: the Bose distribution goes smoothly to zero for $k>k_{\text {max }}$, while in the truncated system the Reyleigh-Jeans distribution is abruptly set to zero at the UV cutoff $k_{\max }$.
We remark that for a field $\psi$ which is a regular solution of the (zero temperature) GP equation, the spectrum vanishes in the limit $k \rightarrow \infty$. The standard GP equation and the TGP model coincide for these solutions (if $k_{\max }$ is large enough), and the presence of a cutoff in Fourier space does not play an important role. On the contrary, the truncation is crucial for the states (6.7), since the small scale modes are highly populated. Note that in such regime the gradients do not exist, and the TGP equation (6.5) shall be considered as a large set of ordinary differential equations (one for each mode), rather than a single partial differential equation. In physical terms, one can consider the thermal states of the TGP model as a gas constituted by a finite number of classical modes in thermal equilibrium.
The TGP equation is also expected to describe the BEC phase transition, as long as the condition $n_{k} \gg 1$ is satisfied for the coherent region. In fact the energy functional of the GP model corresponds exactly to that of the two-components " $\lambda-\phi^{4 "}$ theory used to study second order phase transitions with the renormalization group approach [100].
In [52] Davis et al. showed that the condensation transition can be reproduced by the truncated GP equation. In particular, they simulated the evolution of initial states with a flat distribution of momentum (up to a maximum wavenumber) and random phases. The maximum wavenumber was determined by the prescribed energy, increasing which the system reached microcanonical equilibrium states with less average condensed fractions. Above a critical value of the energy (and therefore of the temperature, which is its conjugate variable in the canonical ensable) the condensate was observed to vanish, compatibly with the BEC phase transition. This condensation transition was later interpreted as a condensation process of classical waves due to non-linear interactions [46,57]. More recently, the out-of-equilibrium thermalization process in the TGP equation has been associated to a direct energy cascade, with a partial thermalization at small scales accompanied by vortex annihilation [131].
The TGP equation has been also a successful tool for studying quantum vortex dynamics at finite temperature. In [27] Berloff and Youd observed the dissipation of a vortex ring, measuring a linear decay in time of its length, which is in accordance with the HVBK model of superfluid helium [96]. On the contrary, if a thermal counterflow
is imposed to the system (setting $\boldsymbol{P} \neq 0$ [131]) a dilatation of vortex rings has been observed, as well as their slowdown due to the presence of thermally excited Kelvin waves [130].

Finally, in the articles [78] and [80], introduced at the end of this chapter, we considered for the first time the truncated GP equation coupled with highly repulsive impurities, adapting the model introduced in section 2.3.3.

### 6.1. The stochastic real Ginzburg-Landau model

The TGP equation (6.5) provides a microcanonical description of the thermal states. However, achieving the thermal equilibrium with such dynamical process is in general numerically costly. Moreover, it does not provide a direct access to the conjugate thermodynamical variables, like temperature and chemical potential (and counterflow velocity, if the average momentum is not zero [131]). The stochastic real GinzburgLandau model is an algorithm that has been developed to overcome these issues [131]. It is a grand-canonical approach leading to the same thermal states of the (microcanonical) truncated GP model, but much faster and with the temperature as an explicit tunable parameter. Given the free energy of the truncated system

$$
\begin{equation*}
F=\int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2} \mathscr{P}_{\mathrm{G}}\left[|\psi|^{2}\right]^{2}+V_{\mathrm{ext}} \mathscr{P}_{\mathrm{G}}\left[|\psi|^{2}\right]-\mu|\psi|^{2}\right) \mathrm{d} x \tag{6.8}
\end{equation*}
$$

we consider the following stochastic equation (in Fourier space)

$$
\begin{equation*}
\hbar \frac{\partial \hat{\psi}_{k}}{\partial t}=-\frac{\partial F}{\partial \hat{\psi}_{k}}+\sqrt{\frac{2 \hbar}{\beta}} \hat{\xi}_{k} \tag{6.9}
\end{equation*}
$$

where $\beta$ is a real parameter corresponding to the inverse temperature and $\hat{\xi}_{k}$ are independent Gaussian white noises of unit variance. Equation (6.9) is nothing but the gradient descent equation used in the imaginary time evolution to reach the steady state associated with the minimum of $F$, with the addition of the stochastic noise. The role of the noise is indeed to generate fluctuations around the ground state, whose amplitude is related to the temperature. More precisly, the stationary probability distribution, which solves the Fokker-Planck equation associated to the stochastic process (6.9), is given by the Gibbs grand-canonical distribution $\mathbb{P}\left[\hat{\psi}_{k}\right] \propto e^{-\beta F}$. Note that such distribution is also the stationary solution (6.6) of the Liouville equation that describes the evolution of the phase-space in the microcanonical ensemble. The stochastic real Ginzburg-Landau model (6.9) has been adapted to the case when impurities are present in the system in the publication [80], reported in section 6.3.

Finally, we mention another model which can be used to study a finite temperature BEC. The stochastic Gross-Pitaevskii equation $[45,183]$ describes the (real time) evolution of cold bosons in contact with a thermal cloud. It reads:

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\left(1-i \hbar \frac{\beta}{4} \gamma\right)\left[-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g\left|\psi^{2}\right| \psi+V_{\mathrm{ext}} \psi\right]+\eta \tag{6.10}
\end{equation*}
$$

where $\eta(\boldsymbol{x}, t)$ is a Gaussian noise such that $\left\langle\eta^{*}(\boldsymbol{x}, t) \eta\left(\boldsymbol{x}^{\prime}, t^{\prime}\right)\right\rangle=i\left(\hbar^{2} / 2\right) \gamma(\boldsymbol{x}, t) \delta\left(\boldsymbol{x}^{\prime}-\right.$ $\boldsymbol{x}) \delta\left(t-t^{\prime}\right)$. The function $\gamma(x, t)$ describes the interaction with the thermal cloud and it is usually set to a phenomenological damping constant [40, 183]. In practice, the model (6.10) is a combination of the microcanonical dynamics of the GP equation (6.5) with the fluctuations-dissipation dynamics of the stochastic real Ginzburg-Landau model (6.9).

### 6.1.2 Superfluid and normal fluid decomposition from the momentum correlation

In this section we briefly recall the theoretical justification behind a useful method that allows to extract the superfluid and the normal fluid components from the decomposition of the momentum correlation matrix. Such tecnique, based on a linear response approach, is thoroughly explained for instance in [42], [176] or in the Appendix of [65] and can be applied to a mean field theory as the TGP model. We used it in the article [78], discussed below.

Consider a superfluid at finite temperature confined in a pipe. The superfluid component of the system flows with an average velocity $\boldsymbol{v}_{\mathrm{s}}$ inside the pipe. The system is in equilibrium, meaning that the normal component is at rest and in equilibrium with the walls of the pipe, i.e. $v_{\mathrm{n}}=0$. In the two-fluid framework, the momentum (density) is thus carried entirely by the superfluid and reads $p=\rho_{\mathrm{s}} \boldsymbol{v}_{\mathrm{s}}$. Performing a Galileian transformation to the reference frame of the superfluid, moving with speed $u=-v_{\mathrm{S}}$ with respect to the pipe, the momentum density becomes

$$
\begin{equation*}
\boldsymbol{p}=\rho_{\mathrm{s}} \boldsymbol{v}_{\mathrm{s}}-\rho \boldsymbol{v}_{\mathrm{s}}=\rho_{\mathrm{n}} \boldsymbol{u} \tag{6.11}
\end{equation*}
$$

The idea is to compare Eq. (6.11) with the microscopic calculation of the momentum density, evaluated averaging over states comoving with the superfluid (with $\boldsymbol{v}_{\mathrm{s}}=0$ ). In general, the expectation value of $\boldsymbol{p}(\boldsymbol{x})=\frac{i \hbar}{2}\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right)$ in a reference frame moving with velocity $\boldsymbol{u}$ is

$$
\begin{equation*}
\langle\boldsymbol{p}(\boldsymbol{x})\rangle_{\boldsymbol{u}}=\frac{\int e^{-\beta\left(H-\mu N-\boldsymbol{P} \cdot \boldsymbol{u}+\frac{1}{2} M u^{2}\right)} \boldsymbol{p}(\boldsymbol{x}) \mathscr{D} \psi \mathscr{D} \psi^{*}}{\int e^{-\beta\left(H-\mu N-\boldsymbol{P} \cdot \boldsymbol{u}+\frac{1}{2} M u^{2}\right)} \mathscr{D} \psi \mathscr{D} \psi^{*}} \tag{6.12}
\end{equation*}
$$

where $P, M$ and $N$ are the total momentum, mass and wave action in the reference frame at rest. Choosing the coordinates so that the velocity $\boldsymbol{u}$ is aligned to the $z$ direction, the normal fluid density is formally defined as $[131,140]$

$$
\begin{equation*}
\rho_{\mathrm{n}}=\left.\frac{\partial\left\langle p_{z}\right\rangle_{u}}{\partial u}\right|_{u=0} \tag{6.13}
\end{equation*}
$$

Expanding the expectation value (6.12) for small $\boldsymbol{u}$ one gets

$$
\begin{equation*}
\langle\boldsymbol{p}(\boldsymbol{x})\rangle_{\boldsymbol{u}}=\langle\boldsymbol{p}(\boldsymbol{x})\rangle_{0}+\beta\left(\langle\boldsymbol{p}(\boldsymbol{x}) \boldsymbol{P} \cdot \boldsymbol{u}\rangle_{0}-\langle\boldsymbol{p}(\boldsymbol{x})\rangle_{0}\langle\boldsymbol{P} \cdot \boldsymbol{u}\rangle_{0}\right), \tag{6.14}
\end{equation*}
$$

where $\langle\cdot\rangle_{0}$ is the expectation values in the equilibrium system at rest, in which $\boldsymbol{v}_{\mathrm{s}}=\boldsymbol{u}=$ 0 and thus $\langle\boldsymbol{p}(\boldsymbol{x})\rangle_{0}=0$. In the infinite domain limit, where homogeneity and isotropy hold, the component of (6.14) along the direction of $\boldsymbol{u}$ (chosen to coincide with the $z$ axis) can be rewritten as $[42,65]$

$$
\begin{equation*}
\left\langle p_{z}(x)\right\rangle_{u}=\lim _{k \rightarrow 0} \beta \chi_{z z}(\boldsymbol{k}) u, \tag{6.15}
\end{equation*}
$$

where $\chi_{i j}(\boldsymbol{k}) \propto \int\left\langle p_{i}(\mathbf{0}) p_{j}(\boldsymbol{r})\right\rangle_{0} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}} \mathrm{~d} \boldsymbol{r}$ is the momentum correlation matrix. The subtle point is that in order to match Eq. (6.15) with the momentum density (6.11), we need to consider in the expectation value (6.12) only states with zero superfluid velocity. This is equivalent to ask that the pipe has open ends, namely it extends infinitely in the $z$ direction. In other words, one has to perform the limit $\left(k_{z} \rightarrow 0\right)$ before performing the infinite domain limit in the transverse direction $\left(\boldsymbol{k}_{\perp} \rightarrow 0\right)$. On the other end, inverting the order of the limits (performing $k_{\perp} \rightarrow 0$ before $k_{z} \rightarrow 0$ ) is equivalent to consider a box with closed ends. In this case all the states contributing to the expectation value (6.12) have nonzero superfluid velocity, since both the superfluid component and the normal fluid component move, together with the box, with the speed of the Galileian transformation $\boldsymbol{u}$. As a consequence, the momentum density (6.15) should be set equal to $\rho u$ instead of $\rho_{\mathrm{n}} u$. This argument can be generalized for an arbitrary direction of $u$ considering the decomposition of the momentum correlation matrix in its transverse and longitudinal components:

$$
\begin{equation*}
\chi_{i j}(\boldsymbol{k})=\chi_{\mathrm{C}}(k) \frac{k_{i} k_{j}}{k^{2}}+\chi_{\mathrm{I}}(k)\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right), \tag{6.16}
\end{equation*}
$$

where $\chi_{\mathrm{C}}(k)$ and $\chi_{\mathrm{I}}(k)$ are respectively the longitudinal (compressible) and transverse (incompressible) coefficients, and $k=|\boldsymbol{k}|$. Indeed, observing that

$$
\begin{equation*}
\lim _{k_{\perp} \rightarrow 0} \lim _{k_{z} \rightarrow 0} \frac{k_{z} k_{z}}{k^{2}}=0 \quad \text { and } \quad \lim _{k_{z} \rightarrow 0} \lim _{k_{\perp} \rightarrow 0} \frac{k_{z} k_{z}}{k^{2}}=1 \tag{6.17}
\end{equation*}
$$

we can provide the microscopic expressions for $\rho_{\mathrm{n}}$ and $\rho$, confronting Eq. (6.15) respectively with $\rho_{\mathrm{n}} u$ (6.11) and with $\rho u$ :

$$
\begin{equation*}
\rho_{\mathrm{n}}=\beta \lim _{k \rightarrow 0} \chi_{\mathrm{I}}(k), \quad \rho=\beta \lim _{k \rightarrow 0} \chi_{\mathrm{C}}(k) \tag{6.18}
\end{equation*}
$$

Practically, the superfluid fraction and the normal fluid fraction are thus computed as

$$
\begin{equation*}
\frac{\rho_{\mathrm{n}}}{\rho}=\frac{\lim _{k \rightarrow 0} \chi_{\mathrm{I}}(k)}{\lim _{k \rightarrow 0} \chi_{\mathrm{C}}(k)}, \quad \frac{\rho_{\mathrm{s}}}{\rho}=1-\frac{\rho_{\mathrm{n}}}{\rho} \tag{6.19}
\end{equation*}
$$

We stress that the analytical argument just summarized, in which boundaries and Galileian velocity have been introduced, must be intended just as a thought experiment to apply the linear response method. As it is clear from the result (6.19), the knowledge of the coefficients of the momentum correlator decomposition is actually sufficient to
estimate the superfluid and the normal fluid fractions. Indeed, such technique can be succesfully used in isotropic numerical simulations with periodic boundary conditions [65].
For completeness, we mention another method that can be used to compute the normal fluid density in the truncated GP framework. It consists in the direct evaluation of Eq. (6.13) by performing several simulations with different counterflow velocities imposed to the system, and then extrapolating the value of the momentum derivative when $u \rightarrow 0[130,131]$. However, besides requiring to perform many simulations, this method turns out not to be very robust because of the metastability of the truncated GP counterflow states [131].

### 6.2 Publication: Stochastic motion of finite-size immiscible impurities in a dilute quantum fluid at finite temperature

In this article we introduce the coupling between the truncated GP model (6.5) and the dynamics of immiscible and finite-size 3D impurities. The impurities are modeled with the method described in section 2.3.3 and thus they are effectively analogous to the particles described in the zero temperature works, presented in the previous chapters. We stress that both in this case and in [80] the particles are modeled with a spherical symmetry potential. Moreover, no rotational degrees of freedom are added to the particles. The roughness observed about the sphere (see Fig. 1 of [78]) is due to the density fluctuations on the particle surface and it does not induce any rotation.
In the framework of dilute Bose-Einstein condensates, these kind of impurities could mimic an additional condensate satisfying the immiscibility condition in the highly repulsive regime [107, 191]. We are interested in characterizing the dynamics of such objects when they are immersed in a bosonic thermal bath. Our first observation is that an impurity thermalizes fast, respecting the classical equipartition theorem, regardless of its mass and size. Then we measure an exponential decay of the impurity velocity correlation function, suggesting that its dynamics is compatible with a standard Ornstein-Uhlenbeck process. This picture is confirmed by the transition of the mean squared displacement from a ballistic behaviour at short times to a diffusive one at large time.
The final result is the measurement of the temperature dependence of the friction coefficient, derived from the dynamical relaxation time of the impurity. We observe a linear proportionality with the temperature, which can be explained phenomenologically by a momentum exchange between the impurity and the thermal waves, in the same spirit of the Epstein drag exerted on a sphere by a classical gas [60]. Indeed, in the range of temperatures studied, the mean free path of the GP excitations ( $\lambda_{\text {mfp }}$ between $10 \xi$ and $50 \xi$, see Fig. 6.2 bottom left) is larger than the particle sizes considered $\left(a_{\mathrm{p}} \lesssim 10 \xi\right)$. Thus, the corresponding Knudsen number $\mathrm{Kn}=\lambda_{\text {mfp }} / a_{\mathrm{p}}$ is typically larger than 1 , meaning that the quantum fluid behaves more like a dilute gas of thermal waves than a continuous medium. For this reason, the Stokes drag proportional to the viscosity of the normal component of a quantum fluid is not observed by using the TGP


Figure 6.2. (top left) Temperature dependence of the mean free path of phonons and rotons in He II and that of ${ }^{3} \mathrm{He}$-quasiparticles in ${ }^{3} \mathrm{He}$ and ${ }^{3} \mathrm{He}-{ }^{4} \mathrm{He}$ mixture. Figure taken from [157]. (top right) Mean free paths of phonons and rotons in the superfluid as a function of quasiparticle energy and superfluid temperature. Figure taken from [142]. (bottom left) Mean free path computed in the truncated GP system as a function of temperature for different values of $\xi k_{\text {max }}$. Figure taken from [213]. (bottom right) Drag coefficient measured in the experiment discussed in [163], from which the plot is taken. The solid line is computed assuming ballistic phonon scattering.
model in the regime studied. If one wants to recover such effect, much larger particles need to be considered, which however require too expensive numerical resources and are not achievable in the current atomic BEC experimental facilities.

For what concernes liquid helium, we briefly comment here on the values of the mean free path $\lambda_{\text {mfp }}$ estimated from the phonons or rotons scattering theory (see for instance [224]). Such estimations are reported in Fig.6.2 top as a function of temperature. It is evident how the mean free path strongly depends on temperature. In particular, for temperatures larger than 0.8 K it is smaller than $1 \mu m$, which is the typical size of the solidified hydrogen particles used in PTV experiments (see section 2.1.3 and references therein). Since the typical temperature of such experiments is larger than 1.5 K , the Knudsen number in this regime is certainly smaller than 1 , implying that the drag force experienced by the particle is of the Stokes type. However, at temperatures smaller than 0.5 K one can reach $\mathrm{Kn}>1$ for particles of a size $a_{\mathrm{p}}>100 \mu \mathrm{~m}$. This is precisely the regime investigated in the experiments by Niemetz and Schoepe [163],
in which a megnetically levitated microsphere is placed in superfluid helium at very low temperature. In Fig. 6.2 bottom right the drag coefficient measured in [157] is displayed as a function of temperature. For low temperature it is dominated by the ballistic scattering of phonons and its temperature dependence is thus controled by the phonon density $\rho_{\mathrm{ph}} \propto T^{4}$. The physics behind such behavior is thus consistent with what we observe in the truncated GP system (see Fig. 7 of [78]), although in the latter the temperature dependence of the non-condensed modes density is linear rather than quartic.
As a final note, the article presented below contains already references to the publication [80] (presented in the next section) because the latter has been completed before. However, since the stochastic motion of a single impurity is essential to trigger the clustering transition discussed in [80], it is smoother to present the work [78] first.
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#### Abstract

The dynamics of an active, finite-size, and immiscible impurity in a dilute quantum fluid at finite temperature is characterized by means of numerical simulations of the Fourier truncated Gross-Pitaevskii equation. The impurity is modeled as a localized repulsive potential and described with classical degrees of freedom. It is shown that impurities of different sizes thermalize with the fluid and undergo a stochastic dynamics compatible with an Ornstein-Uhlenbeck process at sufficiently large time lags. The velocity correlation function and the displacement of the impurity are measured and an increment of the friction with temperature is observed. Such behavior is phenomenologically explained in a scenario where the impurity exchanges momentum with a dilute gas of thermal excitations, experiencing an Epstein drag.
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## I. INTRODUCTION

A Bose-Einstein condensate (BEC) is an exotic state of matter, which takes place in bosonic systems below a critical temperature, when a macroscopic fraction of particles occupy the same fundamental quantum state [1]. Almost three decades ago, Bose-Einstein condensation was observed for the first time by Anderson et al. in a dilute ultracold atomic gas [2]. Since then, BECs have been realized in a wide range of different systems, from solid-state quasiparticles [3,4] to light in optical microcavities [5].

Bose-Einstein condensation is intimately related to the notion of superfluidity, which is the capability of a system to flow without viscous dissipation [1]. Superfluidity was first detected almost one century ago in liquid helium ${ }^{4} \mathrm{He}[6,7]$ below 2.17 K , and it is a known feature also of atomic BECs and light in nonlinear optical systems [8]. Both superfluidity and Bose-Einstein condensation are a manifestation of quantum effects on a macroscopic scale, which is why these systems are usually called quantum fluids. Theoretically, a quantum fluid can be described by a macroscopic complex wave function. This represents the order parameter of the Bose-Einstein condensation phase transition and it is directly related to the density and the inviscid velocity of the superflow via a Madelung transformation [9].

As a consequence of superfluidity, an impurity immersed in a quantum fluid does not experience any drag and can move without resistance. However, if the speed of the impurity is too large, superfluidity is broken because of the emission of topological defects of the order parameter, known as quantum vortices [10-13]. Moreover, at finite temperature the thermal excitations in the system may interact with the impurities and drive their motion [14]. The behavior of particles and impurities immersed in a superfluid has been a central subject of study since long time [10]. The interest has been recently

[^20]renewed by the experimental implementation of solidified hydrogen particles to visualize quantum vortices in superfluid helium [15,16], the study of polarons in atomic gases [17,18], and the use of impurities to investigate the properties of superfluids of light [19,20]. A particularly interesting kind of impurity arises in the immiscible regime of the multicomponent BEC. It has been shown that when two condensates of different species highly repel each other, one of the two components exists in a localized region and can be thought as a finite-size impurity [21,22]. If many components are present simultaneously, different phases can be identified, depending on the ratios between the coupling constants [22]. In particular, for positive scattering lengths between the impurity fields, the components separate from the main condensate and show a hard-sphere repulsion between each other. Experimentally, mixtures of different condensates have been realized with cold atomic gases [23,24], and the immiscibility properties have been studied [25].

In this work we aim at studying numerically the dynamics of an immiscible and finite-size impurity in a quantum fluid at finite temperature. There are several models which have been proposed to take into account finite-temperature effects in a quantum fluid, although at the moment there is no uniform consensus on which is the best one [26]. A successful example is the Zaremba-Nikuni-Griffin framework, in which a modified-dissipative Gross-Piteaevskii equation for the condensate wave function is coupled with a Boltzmann equation for the thermal cloud [27]. A simpler model is the Fourier truncated Gross-Pitaevskii (FTGP) equation, in which thermal fluctuations of the bosonic field are naturally taken into account without the coupling with an external thermal bath [28]. The main idea behind the FTGP model is that imposing an ultraviolet cutoff $k_{\max }$, and truncating the system in Fourier space, allows for the regularization of the classical ultraviolet divergence and states at thermal equilibrium can be generated. The FTGP model has been successfully used to reproduce the condensation transition [28-31], to study finite-temperature effects on quantum vortex dynam-
ics [32-34], and to investigate the effective viscosity in the system [35].

In this paper, we couple the FTGP equation with a minimal model for impurities, which are described as localized repulsive potentials with classical degrees of freedom [13,36]. It has been recently utilized systematically to investigate the interaction between particles and quantum vortices at very low temperature [37-40]. We stress that this minimal model is suitable for extensive numerical simulations and Monte Carlo sampling. Indeed, its simplicity makes it computationally much cheaper than more complex approaches in which the impurities have many (infinite) degrees of freedom, like the Gross-Clark model $[41,42]$ or the multicomponent BEC model [22].

Recently, a drag force acting on an impurity in the weak coupling regime has been detected using a damped GP equation at finite temperature [43], extending an analytical work in which the resistance of the GP fluid on a point particle was studied at zero temperature [44]. In the case of immiscible active impurities, it has been shown that a multitude of them coupled with the FTGP model can form clusters, depending on the temperature and the ratio between the fluid-mediated attraction and the impurity-impurity repulsion [14]. Moreover, the presence of such clusters turned out to be responsible for an increase of the condensation temperature. However, the precise characterization of the dynamics of a single impurity immersed in a bath of FTGP thermal modes has not been addressed yet. This is indeed the purpose of this work. In the next section, we present the FTGP model coupled with a single three-dimensional impurity, and provide details for the numerical techniques used to simulate such system. In Sec. III, we present a statistical analysis of extensive numerical simulations of the system. In particular, we find that at large times the dynamics of an impurity in a finite-temperature quantum fluid is akin to an Ornstein-Uhlenbeck process with a temperature-dependent friction coefficient, that we are able to explain. Eventually, we exploit this information to show that for the sizes of the impurities considered, their motion is consistent with a scenario where the thermal excitations behave as a gas of waves rather than a continuum liquid.

## II. FINITE-TEMPERATURE MODEL

We use the Fourier truncated Gross-Pitaevskii model to describe a weakly interacting quantum fluid at finite temperature, with a repulsive impurity immersed in it [14]. The Hamiltonian of the model is given by

$$
\begin{align*}
H= & \int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}\left|\mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right]\right|^{2}\right) d \mathbf{x} \\
& +\int V_{\mathrm{I}}(|\mathbf{x}-\mathbf{q}|) \mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right] d \mathbf{x}+\frac{\mathbf{p}^{2}}{2 M_{\mathrm{I}}}, \tag{1}
\end{align*}
$$

where $\psi(\mathbf{x}, t)$ is the bosonic field, $m$ is the mass of the constituting bosons, and $g=4 \pi a_{\mathrm{s}} \hbar^{2} / m$ is the self-interaction coupling constant, with $a_{\mathrm{s}}$ the boson $s$-wave scattering length.

The bosonic field is coupled with an impurity of mass $M_{\mathrm{I}}$, described by its classical position $\mathbf{q}(t)$ and momentum $\mathbf{p}(t)=$ $M_{\mathrm{I}} \dot{\mathbf{q}}(t)$. The impurity is modeled by a repulsive potential $V_{\mathrm{I}}(|\mathbf{x}-\mathbf{q}|)$, which defines a spherical region centered in $\mathbf{q}(t)$
where the condensate is completely depleted. Note that the functional shape of the potential $V_{\mathrm{I}}(|\mathbf{x}-\mathbf{q}|)$ is not important, provided that it is sufficiently repulsive to completely deplete the fluid. The relevant parameter is indeed the size of the depleted region, which in turns identifies the impurity radius $a_{\mathrm{I}}$. The Galerkin projector $\mathcal{P}_{\mathrm{G}}$ truncates the system imposing an UV cutoff in Fourier space: $\mathcal{P}_{\mathrm{G}}\left[\hat{\psi}_{\mathbf{k}}\right]=\theta\left(k_{\max }-|\mathbf{k}|\right) \hat{\psi}_{\mathbf{k}}$ with $\theta(\cdot)$ the Heaviside theta function, $\hat{\psi}_{\mathbf{k}}$ the Fourier transform of $\psi(\mathbf{x})$ and $\mathbf{k}$ the wave vector. The time-evolution equation of the wave function and the impurity are obtained straightforwardly by varying the Hamiltonian (1):

$$
\begin{gather*}
i \hbar \frac{\partial \psi}{\partial t}=\mathcal{P}_{\mathrm{G}}\left[-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g \mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \psi+V_{\mathrm{I}}(|\mathbf{x}-\mathbf{q}|) \psi\right]  \tag{2}\\
M_{\mathrm{I}} \frac{d \dot{\mathbf{q}}}{d t}=-\int V_{\mathrm{I}}(|\mathbf{x}-\mathbf{q}|) \mathcal{P}_{\mathrm{G}}\left[\nabla|\psi|^{2}\right] d \mathbf{x} . \tag{3}
\end{gather*}
$$

Note that the projection of the density $|\psi|^{2}$ in Eq. (2) is a dealiasing step that is necessary to conserve momentum [34] in the truncated equations. This procedure slightly differs with the projected Gross-Pitaevskii model [28] as some high-momentum scattering processes are not considered in the FTGP framework.

At zero temperature and without the impurity, Eq. (2) can be linearized about the condensate ground state $\psi_{0}=$ $\left|\psi_{0}\right| \exp (-i \mu t / \hbar)$, fixed by the chemical potential $\mu=$ $g\left|\psi_{0}\right|^{2}$. The excitations of the condensate propagate with the Bogoliubov dispersion relation

$$
\begin{equation*}
\omega_{\mathrm{B}}(k)=c k \sqrt{1+\frac{\xi^{2} k^{2}}{2}} \tag{4}
\end{equation*}
$$

where $k=|\mathbf{k}|, c=\sqrt{g\left|\psi_{0}\right|^{2} / m}$ is the speed of sound, and $\xi=$ $\sqrt{\hbar / 2 g m\left|\psi_{0}\right|^{2}}$ defines the healing length at zero temperature. Note that the impurity completely depletes the condensate in the region where $V_{\mathrm{I}}>\mu$.

The Hamiltonian $H$ and the number of bosons $N=$ $\int|\psi|^{2} d \mathbf{x}$ are invariants of the FTGP model. Thus, it possesses finite-temperature absolute equilibrium solutions, distributed with the probability

$$
\begin{equation*}
\mathbb{P}[\psi, \mathbf{q}, \dot{\mathbf{q}}] \propto e^{-\beta(H-\mu N)} \tag{5}
\end{equation*}
$$

The concept of absolute equilibria of Fourier truncated equations was first introduced in the context of the Euler equation [45,46] and directly generalizes to FTGP [34]. Such equilibria are steady solutions of the associated Liouville equation. The Liouville equation describes the microcanonical evolution of the phase-space distribution function of an ensemble of states driven by Eqs. (2) and (3). Note that a state which solves Eqs. (2) and (3) conserves the invariants $N$ and $H$, and the equilibrium distribution in Eq. (5) is nothing but the probability of picking one of these states at given inverse temperature $\beta$ and chemical potential $\mu$. This is true whether the impurity is present in the system or not. The argument of the exponential in Eq. (5) is a linear combination of the invariants $H$ and $N$, and $\beta$ is a Lagrange multiplier identified with the inverse temperature. Given a random initial condition with energy $H$ and number of bosons $N$, long time integration of Eqs. (2) and (3) will let the system evolve to an equilibrium
state belonging to the distribution (5). The temperature is not directly available as a control parameter since such dynamics is microcanonical, but it is biunivocally associated to the given conserved invariants [28].

At finite temperature, many modes are excited and interact nonlinearly. Such interactions lead to a spectral broadening of the dispersion relation, together with small corrections of the frequency. Overall, the dispersion relation can be well approximated taking into account the depletion of the condensate mode in the following manner [35]:

$$
\begin{equation*}
\omega_{\mathrm{B}}^{T}(k)=c k \sqrt{n_{0}(T)+\frac{\xi^{2} k^{2}}{2}} \tag{6}
\end{equation*}
$$

where $n_{0}(T)$ is the condensate fraction. We define it as

$$
\begin{equation*}
n_{0}(T)=\frac{\left.\left.\langle | \int \psi d \mathbf{x}\right|^{2}\right\rangle_{T}}{\left.\left.\langle | \int \psi d \mathbf{x}\right|^{2}\right\rangle_{T=0}} \tag{7}
\end{equation*}
$$

namely, as the ratio between the occupation number of the zero mode at temperature $T$ and at temperature $T=0$. With such definition, the condensate fraction is normalized to be one at zero temperature. In this way, the depletion of the condensate due to the presence of the impurity is properly taken into account [14]. The fraction of superfluid component $n_{\mathrm{s}}(T)=\rho_{\mathrm{s}} / \bar{\rho}$ and normal fluid component $n_{\mathrm{n}}(T)=\rho_{\mathrm{n}} / \bar{\rho}$, where $\bar{\rho}=\frac{1}{L^{3}} \int m|\psi|^{2} d \mathbf{x}$ is the average mass density, can be computed using a linear response approach [14,47,48]. They read as, respectively,

$$
\begin{equation*}
n_{\mathrm{n}}(T)=\frac{\lim _{k \rightarrow 0} \chi_{I}(k)}{\lim _{k \rightarrow 0} \chi_{C}(k)}, \quad n_{\mathrm{s}}(T)=1-n_{\mathrm{n}}(T) \tag{8}
\end{equation*}
$$

where $\chi_{C}(k)$ and $\chi_{I}(k)$ are, respectively, the compressible (longitudinal) and incompressible (transverse) coefficients of the two-point momentum correlator:

$$
\begin{equation*}
\left\langle\hat{j_{i}}(\mathbf{k}) \hat{j}_{j}(-\mathbf{k})\right\rangle \propto \frac{k_{i} k_{j}}{k^{2}} \chi_{C}(k)+\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right) \chi_{I}(k), \tag{9}
\end{equation*}
$$

with $\hat{j}_{i}(\mathbf{k}, t)$ the Fourier transform of the $i$ th component of the momentum density $j_{i}(\mathbf{x}, t)=\frac{i \hbar}{2}\left[\psi \partial_{i} \psi^{*}-\psi^{*} \partial_{i} \psi\right]$.

## A. Numerical methods and parameters

In the numerics presented in this work, we integrate the system (2) and (3) by using a pseudospectral method with $N_{\text {res }}=128$ uniform grid points per direction of a cubic domain of size $L=2 \pi$. We further set the UV cutoff $k_{\max }=$ $N_{\text {res }} / 3$, so that, aside from the Hamiltonian $H$ and the number of bosons $N$, the truncated system (2) and (3) conserves the total momentum $\mathbf{P}=\int \frac{i \hbar}{2}\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right) d \mathbf{x}+\mathbf{p}$ as well (provided that initially $\mathcal{P}_{\mathrm{G}}[\psi]=\psi$ and $\mathcal{P}_{\mathrm{G}}\left[V_{\mathrm{I}}\right]=V_{\mathrm{I}}$ ) $[34,39]$. In thermal states, the cutoff $k_{\max }$ plays an important role. The dimensionless parameter $\xi k_{\max }$ controls the amount of dispersion of the system and therefore the strength of the nonlinear interactions of the BEC gas. The smaller its value, the stronger the interaction is. Note that, as scales of the order of the healing length have to be resolved numerically, it cannot be arbitrarily small. See, for instance, Refs. [34,35] for further discussions. In this work we fix this parameter to $\xi k_{\max }=2 \pi / 3$. Note that in our results all the lengths are expressed in units of the healing length at zero temperature


FIG. 1. Snapshots of the GP field with an impurity of size $a_{\mathrm{I}}=$ $7.6 \xi$ at time $t=3056 \xi / c$ [(a), (b)] and an impurity of size $a_{\mathrm{I}}=$ $12.7 \xi$ at time $t=7130 \xi / c\left[(\mathrm{c})\right.$, (d)] at temperatures $T=0.22 T_{\lambda}$ [(a), (c)] and $T=0.52 T_{\lambda}[(\mathrm{b}),(\mathrm{d})]$. The GP sound waves are rendered in blue, the dark sphere is the impurity potential, and the green surfaces are contours of the GP density at $\rho / \bar{\rho}=0.15$. The impurity trajectory is displayed as a solid line.
$\xi$ and the velocities in units of the speed of sound $c$ at zero temperature. In these units, the system size is $L=128 \xi$.

The potential used to model the impurity is a smoothed hat function $V_{\mathrm{I}}(r)=\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\eta_{a}^{2}}{4 \Delta_{a}^{2}}\right]\right)$. The impurity radius $a_{\mathrm{I}}$ is estimated at zero temperature by measuring the volume of the displaced fluid $\frac{4}{3} \pi a_{\mathrm{I}}^{3}=\int\left(\left|\psi_{0}\right|^{2}-\left|\psi_{\mathrm{p}}\right|^{2}\right) d \mathbf{x}$, where $\psi_{\mathrm{p}}$ is the steady state with one impurity. The impurity mass density is then $\rho_{\mathrm{I}}=M_{\mathrm{I}} /\left(\frac{4}{3} \pi a_{\mathrm{I}}^{3}\right)$. In all the simulations we fix $\mu=\left|\psi_{0}\right|=1$ and for the impurity potential $V_{0}=20 \mu$ and $\Delta_{a}=2.5 \xi$. We consider an impurity of radius $a_{\mathrm{I}}=7.6 \xi$ setting $\eta_{a}=2 \xi$ and an impurity of size $a_{\mathrm{I}}=12.7 \xi$ setting $\eta_{a}=10 \xi$.

Note that, although the shape of the impurity potential is fixed, fluctuations of the impurity surface are allowed by the model. Such fluctuations are shown in Fig. 1 (that will be commented in Sec. III) as green contours of the fluid density at a low value around the spherical potential.

We prepare separately the ground state with an impurity $\psi_{\mathrm{p}}$ (at zero temperature) and the FTGP states at finite temperature $\psi_{T}$, without the impurity. The first one is obtained by performing the imaginary-time evolution of Eq. (2), while the second one is realized with the stochastic real GinzburgLandau (SRGL) [14,34,35], protocol that allows to explicitly control the temperature. The SRGL method is briefly recalled below. The initial condition for the FTGP simulations is then obtained as $\psi=\psi_{\mathrm{p}} \times \psi_{T}$. For our analysis, we considered $\sim 22$ different realizations for each of the 15 studied temperatures and for each impurity. The initial velocity of the
impurity is always set to zero and the temporal length of each realization is $\sim 9000 \xi / c$. In all the statistical analysis presented in the following sections, we checked that including or not the data associated to the early times of the simulation does not change the results. The thermalization of the impurity will be studied explicitly in Sec. III, but this fact gives already a first indication that the impurity reaches the equilibrium with the thermal bath in the very early stages of the simulations.

We operatively define the condensation temperature $T_{\lambda}$ as the first point of the temperature scan at which the condensate fraction $n_{0}(T)$ goes to zero. The normal fluid fraction $n_{\mathrm{n}}(T)$ and consequently the superfluid fraction $n_{\mathrm{s}}(T)=1-$ $n_{\mathrm{n}}(T)$ are evaluated numerically with the following protocol [48]. At fixed temperature, we measure the angle-averaged incompressible and compressible spectra of the momentum correlator, respectively, $\left.\left.\chi_{I}^{1 d}(k) \propto\left\langle k^{2}\right| \mathbf{j}_{I}(\mathbf{k})\right|^{2}\right\rangle$ and $\chi_{C}^{1 d}(k) \propto$ $\left.\left.\left\langle k^{2}\right| \mathbf{j}_{C}(\mathbf{k})\right|^{2}\right\rangle$. We fit the logarithm of $\chi_{I}^{1 d}(k) / k^{2}$ and $\chi_{C}^{1 d}(k) / k^{2}$ with a cubic polynomial in the range $3 L / 2 \pi<k<3 k_{\max } / 2$; we extrapolate the values of the fits at $k=0$ and finally divide them to get $n_{\mathrm{n}}(T)=\chi_{I}(k=0) / \chi_{C}(k=0)$. Such method works well at low temperatures while it is strongly affected by numerical noise at temperatures $T \gtrsim T_{\lambda}$ [48]. These last points are then simply assumed to be equal to zero.

Finally, note that in this work, if not explicitly specified, all the averages are intended over realizations for a fixed temperature $T$. Moreover, because of isotropy, we treat each dimension of any vectorial quantity as a different realization of the same distribution.

## B. Grand-canonical thermal states

We recall here the SRGL protocol used to obtain equilibrium thermal states of the truncated GP equation. We refer to Ref. [34] for further details about the method. The FTGP grand-canonical thermal states obey the (steady) Gibbs distribution which coincides with Eq. (5). A stochastic process that converges to a realization of this probability distribution is given by the following stochastic equation (in physical space):

$$
\begin{align*}
\hbar \frac{\partial \psi}{\partial t}= & \mathcal{P}_{\mathrm{G}}\left[\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+\mu \psi-g \mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \psi+V_{\mathrm{I}}(|\mathbf{x}-\mathbf{q}|) \psi\right] \\
& +\sqrt{\frac{2 \hbar}{\beta L^{3}}} \mathcal{P}_{\mathrm{G}}[\zeta(\mathbf{x}, t)] \tag{10}
\end{align*}
$$

where $\zeta(\mathbf{x}, t)$ is a complex Gaussian white noise with zero mean and delta correlated in space and time: $\left\langle\zeta(\mathbf{x}, t) \zeta^{*}\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right\rangle=\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta\left(t-t^{\prime}\right)$. In principle, such process is coupled with analogous equations for the impurity degrees of freedom [14]. Here, we do not consider them since we are interested in generating thermal states without impurities. As explained in the previous section, the impurity is added afterwards to the thermal states in order to observe its dynamics according to the evolution equations (2) and (3). In the right-hand side of Eq. (10) a deterministic term and a stochastic term compete against each other. The distribution which entails the balance between such fluctuations and dissipation is Eq. (5), i.e., the steady solution of the Fokker-Planck equation associated to Eq. (10) [34].

We define the temperature as $T=1 / k_{\mathcal{N}} \beta$, where $k_{\mathcal{N}}=$ $L^{3} / \mathcal{N}$ and $\mathcal{N}=\frac{4}{3} \pi k_{\max }^{3}$ is the number of Fourier modes in
the system. With this choice, the temperature has units of energy density and the intensive quantities remain constant in the thermodynamic limit, that is $k_{\max } \rightarrow \infty$ with $L$ constant. Finally, in order to control the steady value of the average density $\bar{\rho}$, the chemical potential is also dynamically evolved with the ad hoc equation $\dot{\mu}=-v_{\rho}\left(\bar{\rho}-\bar{\rho}_{\mathrm{t}}\right)$ during the stochastic relaxation. In this way, the system converges to the control density $\bar{\rho}=\bar{\rho}_{\mathrm{t}}$ that we set equal to $m\left|\psi_{0}\right|^{2}=1$.

We finally mention that a similar approach can be used to generate and study thermal states, which is the stochastic GP model [26]. There, the stochastic relaxation (10) is combined with the physical GP evolution (2). However, unlike the FTGP model, the stochastic GP model is dissipative and has an adjustable parameter in which the interaction between the condensate and the thermal cloud is encoded.

## III. IMPURITY MOTION

We perform a series of numerical simulations of the models (2) and (3), varying the temperature and the size of the impurity. Typical impurity trajectories are displayed in Fig. 1 for two different temperatures, together with a volume rendering of the field and of the impurity. The motion of the impurity is clearly driven by a random force, due to the interaction with the thermal excitations of the condensate.

Before studying the stochastic dynamics of the impurity, we characterize some properties of the thermal states that will be used later. In Fig. 2(a) we show the condensate fraction $n_{0}$, the superfluid component $n_{\mathrm{s}}$, and the normal fluid component $n_{\mathrm{n}}$ plotted against temperature. The lines refer to the simulations without impurity while the circles are obtained in presence of the largest impurity considered ( $a_{\mathrm{I}}=12.7 \xi$ ). Almost no difference between the two cases is detected since the volume occupied by the impurity is only $0.5 \%$. Indeed, in Ref. [14] it was shown that the condensate fraction starts to increase at high temperatures if the impurities filling fraction is larger than $4 \%$. We can therefore safely assume that the impurity has no impact on the statistical properties of the thermal fluctuations.

From the impurity (3), we observe that the quantum fluid interacts with the impurity via a convolution between the impurity potential and the density gradient. It is thus interesting to understand the typical correlation time of density fluctuations, in particular of its gradients. In Fig. 2(b) we compute the decorrelation time $\tau_{\mathrm{GP}}$ of the thermal excitations as a function of temperature. Such time is evaluated performing a FTGP evolution of thermal states without impurity and considering the time correlator of one of the components of the density gradient:

$$
\begin{equation*}
C_{\partial \rho}(t)=\frac{\left\langle\partial_{i} \rho\left(t_{0}\right) \partial_{i} \rho\left(t_{0}+t\right)\right\rangle}{\left\langle\left(\partial_{i} \rho\right)^{2}\right\rangle} . \tag{11}
\end{equation*}
$$

The averages in Eq. (11) are performed over space and different realizations. Three examples for three different temperatures of the time evolution of this correlator are shown in the inset of Fig. 2(b). They show a damped oscillating behavior and touch zero for the first time after a time $\sim 1 c / \xi$. We estimate the decorrelation time $\tau_{\mathrm{GP}}$ as the time after which the correlator (11) is always less than $1 \%$. At timescales larger than $\tau_{\mathrm{GP}}$, we expect that the interactions between the impurity


FIG. 2. (a) Temperature evolution of condensate fraction (green solid line), superfluid fraction (dashed blue line), and normal fraction (dotted red line) for simulations without impurity. The circles of corresponding colors refer to simulations in presence of an impurity of size $a_{\mathrm{I}}=12.7 \xi$ and mass density $\rho_{\mathrm{I}}=\bar{\rho}$. (b) Temperature evolution of the decorrelation time of the FTGP density gradients. (Inset) Time evolution of the two-point correlators of the FTGP density gradients (11) for three different temperatures.
and the thermal excitations can be considered as random and rapid. Before checking if this is the case, we verify explicitly whether the impurity reaches the thermal equilibrium with the quantum fluid.

If the number of the excitations-impurity interactions is large, the velocity of the impurity is expected to be normally distributed at the equilibrium, in accordance with the central limit theorem. Indeed, we show this in Fig. 3, where the probability density function (PDF) for the single component of the impurity velocity is displayed. Assuming ergodicity, the PDFs are computed averaging also over time, besides over realizations. Since we expect the impurity to be in thermal equilibrium with the surrounding GP fluid, the second-order moment of its velocity should relax to a constant value, that is related to the temperature via the equipartition of energy:

$$
\begin{equation*}
\left\langle\dot{q}_{i}^{2}\right\rangle=\frac{k_{\mathcal{N}} T}{M_{\mathrm{I}}} . \tag{12}
\end{equation*}
$$

The perfect agreement between Eq. (12) and the numerical simulations is displayed in Fig. 4. It confirms that the impurity is indeed in thermal equilibrium with the thermal bath. Note that the linear scaling with temperature persists also at high temperatures, where the GP energies are not in equipartition anymore because of high nonlinear interactions. This is not a contradiction since the impurity is a classical object with a simple quadratic kinetic energy. For comparison, the deviation from equipartition of the GP energy density $e_{\mathrm{GP}}=$


FIG. 3. PDF of the single-component velocity of an impurity of size $a_{\mathrm{I}}=7.6 \xi$ and mass density $\rho_{\mathrm{I}}=\bar{\rho}$, for different temperatures. (a) Velocities normalized with the speed of sound at zero temperature. (b) Velocities normalized with the standard deviation. Dotted black line is a Gaussian distribution with zero mean and unit variance.
$(H-\mu N) / L^{3}+\mu^{2} / 2 g$ (without impurities) is reported in the inset of Fig. 4.

We consider now the evolution of the two-point impurity velocity correlator $C_{v}(t)$. If the collisions between the superfluid thermal excitations and the impurity are fast and random, we expect it to decay as

$$
\begin{equation*}
C_{v}(t)=\lim _{t \rightarrow \infty} \frac{\left\langle\dot{q}_{i}\left(t_{0}\right) \dot{q}_{i}\left(t_{0}+t\right)\right\rangle-\left\langle\dot{q}_{i}\right\rangle^{2}}{\left\langle\dot{q}_{i}^{2}\right\rangle-\left\langle\dot{q}_{i}\right\rangle^{2}}=e^{-\frac{t}{\tau_{1}}}, \tag{13}
\end{equation*}
$$

where $\tau_{\mathrm{I}}$ is the dynamical correlation time of the impurity velocity. Specifically, the behavior (13) should certainly hold


FIG. 4. Second-order moment of the single-component velocity of impurities of size $a_{\mathrm{I}}=7.6 \xi$ (red circles) and $a_{\mathrm{I}}=12.7 \xi$ (blue diamonds), as a function of the temperature. The mass density is $\rho_{\mathrm{I}}=\bar{\rho}$ for both. (Inset) GP energy density versus temperature (blue points). Orange dashed line is the equipartition line $e_{\mathrm{GP}}=T_{\lambda}$.


FIG. 5. Time evolution of the two-point velocity correlator for the impurity of size $a_{\mathrm{I}}=7.6 \xi$ and mass density $\rho_{\mathrm{I}}=\bar{\rho}$ in (a) log-lin scale and (b) log-log scale. Different colors are associated to different temperatures (same legend of Fig. 3). Dotted lines are linear fits. (Inset) Temperature evolution of the dynamical correlation time of the impurity.
at time lags larger than the decorrelation time of the GP excitations $\tau_{\mathrm{GP}}$, estimated in Fig. 2(b). This scenario is confirmed by the measurements of $C_{v}(t)$, reported in Fig. 5 for the impurity of size $a_{\mathrm{I}}=7.6 \xi$. The exponential decay is evident for time lags larger than $\sim 10 \xi / c$ for all the temperatures.

According to the results mentioned so far, at sufficiently large timescales the interactions between the impurity and the thermal bath can be considered to be effectively fast, random, and decorrelated. Thus, it is natural to suppose that the impurity dynamics may be described by the Ornstein-Uhlenbeck (OU) process [49]:

$$
\begin{equation*}
M_{\mathrm{I}} \ddot{\mathbf{q}}=-\gamma \dot{\mathbf{q}}+\sqrt{\sigma^{2}} \zeta_{\mathrm{r}}(t) \tag{14}
\end{equation*}
$$

where $\zeta_{\mathrm{r}}(t)$ is a (Gaussian) white noise in time, i.e., $\left\langle\zeta_{\mathrm{r}}(t)\right\rangle=$ 0 and $\left\langle\zeta_{\mathrm{r}, i}\left(t_{1}\right) \zeta_{\mathrm{r}, j}\left(t_{2}\right)\right\rangle=\delta_{i j} \delta\left(t_{1}-t_{2}\right)$ where $\sigma^{2}$ is related to the diffusion coefficient. The term $-\gamma \dot{\mathbf{q}}$ is the drag force, with $\gamma$ a friction coefficient that in general may depend on temperature and on the impurity size. In particular, the friction should be directly related to exponential decay timescale $\tau_{\text {I }}$ of the correlator (13) as $\gamma=M_{\mathrm{I}} / \tau_{\mathrm{I}}$. In Fig. 5 we clearly see that the correlators decay faster for higher temperatures. The values of the correlation time $\tau_{I}$ at different temperatures are obtained through linear fits of $\ln C_{v}(t)$, shown as dotted lines in Fig. 5(a). The decreasing of $\tau_{I}$ with temperature is then explicitly displayed in the inset of Fig. 5(b). Note that $\tau_{\mathrm{I}} \gg \tau_{\mathrm{GP}}$, consistently with the assumptions of the OU process. The physical consequence of such behavior, according to the OU picture, is that the friction $\gamma$ between the impurity and the fluid is larger for larger temperatures. We will dedicate the
next section to the discussion on the temperature dependence of $\gamma$.

We briefly comment on the short time-lag limit $(t \lesssim$ $10 \xi / c$ ), where the measured correlator appears to decay fast and with the same slope for all the temperatures. This is particularly evident in the log-log plots in Fig. 5(b). In this regime, the assumptions necessary for an OU regime to be established are certainly not valid. Indeed, we are looking at timescales shorter than the decorrelation time of the thermal excitations $\tau_{\mathrm{GP}}$, so that the collisions between the excitations and the impurity cannot be considered random, rapid, and decorrelated as in the forcing $\zeta_{\mathrm{r}}(t)$ in (14). It is worth noting that, for low temperatures, the velocity correlator partially recovers before the exponential decay. This unusual feature may be a consequence of a lack of decorrelation due to the small fraction of thermal excitations at low temperatures, which prevents the emergence of a diffusive regime. Such phenomenon requires further investigations.

Another important prediction that can be obtained from the OU process is that the variance of the displacement $\delta_{t} q_{i}(t)=$ $q_{i}\left(t+t_{0}\right)-q_{i}\left(t_{0}\right)$ obeys the law

$$
\begin{equation*}
\left\langle\left(\delta_{t} q_{i}\right)^{2}\right\rangle=\frac{\sigma^{2} M_{\mathrm{I}}}{\gamma^{3}}\left(\frac{\gamma}{M_{\mathrm{I}}} t-1+e^{-\frac{\gamma}{M_{\mathrm{I}}} t}\right) . \tag{15}
\end{equation*}
$$

Two regimes can be identified. At short time lags [but still large enough to consider the forcing $\zeta_{\mathrm{r}}(t)$ delta correlated], the displacement is ballistic

$$
\begin{equation*}
\left\langle\left(\delta_{t} q_{i}\right)^{2}\right\rangle \underset{t \ll M_{\mathrm{I}} / \gamma}{\longrightarrow} \frac{\sigma^{2}}{2 \gamma M_{\mathrm{I}}} t^{2} . \tag{16}
\end{equation*}
$$

Conversely, after the dynamical relaxation, a diffusive regime is established

$$
\begin{equation*}
\left\langle\left(\delta_{t} q_{i}\right)^{2}\right\rangle \underset{t \gg M_{\mathrm{p}} / \gamma}{\longrightarrow} \frac{\sigma^{2}}{\gamma^{2}} t=2 D t \tag{17}
\end{equation*}
$$

where we have defined the diffusion constant $D=\sigma^{2} / 2 \gamma^{2}$.
Finally recall that, since in the OU process we also have that $\left\langle\dot{q}_{i}^{2}\right\rangle=\sigma^{2} / 2 M_{\mathrm{I}} \gamma=D \gamma / M_{\mathrm{I}}$, the diffusion coefficient in Eq. (17) can be related to the equipartition of energy in thermal equilibrium (5) through the Einstein relation

$$
\begin{equation*}
D=\frac{k_{\mathcal{N}} T}{\gamma} . \tag{18}
\end{equation*}
$$

The measurements of the average squared displacement for the impurity of size $a_{\mathrm{I}}=7.6 \xi$ are shown in Fig. 6 for all the temperatures analyzed, and compared with the OU predictions. Once the squared displacement is normalized with the prefactor of the prediction (15) and assuming the Einstein relation (18) to estimate the diffusion coefficient, the separation between the ballistic regime and the diffusive one is apparent (bottom panel). The transition happens at the measured values of the dynamical correlation time $t=\tau_{\mathrm{I}}$, confirming the validity of the analysis of the velocity correlator. The diffusion coefficient $D$ is measured as the slope of the squared displacement in the diffusive regime and it is shown in the inset of Fig. 6(a). It is slightly larger than the prediction given by the Einstein relation (18). Such trend can be the signature of a memory effect due to a stochastic forcing of the fluid on the impurity which is not perfectly


FIG. 6. Time evolution of the averaged squared displacement for the impurity of size $a_{\mathrm{I}}=7.6 \xi$ for different temperatures. Different colors are associated to different temperatures (same legend of Fig. 3). Dashed green line is the prediction (15), assuming the Einstein relation (18), dashed-dotted black line and dotted line are, respectively, the asymptotic equations (16) and (17). (a) lin-lin scale, times normalized with $\xi / c$ and distances normalized with $\xi$. (b) log$\log$ scale, times normalized with the correlation time $\tau_{\mathrm{I}}$ and distances normalized with the prefactor of (15). (Inset) Measured diffusion coefficient as a function of temperature compared with the Einstein relation (18).
delta correlated. For instance, it could be traced back to the presence of coherent structures in the fluid or to the impurity surface fluctuations, due to the actual interaction between the impurity and the thermal excitations.

## Friction modeling

In this section we show explicitly the behavior of the friction coefficient observed in the numerical simulations and we give a phenomenological argument to explain it. In Fig. 7, the friction $\gamma$ is plotted as a function of the temperature for the two impurity sizes analyzed (red circles for the small one and blue diamonds for the large one). Each value of $\gamma=M_{\mathrm{p}} / \tau_{\mathrm{I}}$ is estimated from the measured decay time $\tau_{\mathrm{I}}$ of the impurity velocity correlator, shown in the inset of Fig. 5(b).

In general terms, the friction $\gamma$ depends on the interaction between the impurity and the surrounding fluid. For a classical fluid there are different regimes, depending on the value of the Knudsen number $\mathrm{Kn}=\lambda_{\mathrm{mfp}} / a_{\mathrm{I}}$, where $\lambda_{\mathrm{mfp}}$ is the mean-free path of the fundamental constituents of the fluid. If $\mathrm{Kn} \ll 1$, at the scale of the impurity, the fluid can be effectively considered as a continuous medium and the Navier-Stokes equations hold. As a consequence, the drag force acting on the impurity is the standard Stokes drag $\mathbf{F}_{\mathrm{d}}=-6 \pi a_{\mathrm{I}} \eta \dot{\mathbf{q}}$ [50], so that the


FIG. 7. Friction coefficient $\gamma$ nondimensionalized by $c M_{\mathrm{I}} / \xi$ as a function of the temperature, for impurities of size $a_{\mathrm{I}}=7.6 \xi$ (red circles) and $a_{\mathrm{I}}=12.7 \xi$ (blue diamonds), with mass density $\rho_{\mathrm{I}}=\bar{\rho}$. Dashed-dotted lines are fits of the Epstein drag (20) using the normal fluid density $\rho_{\mathrm{n}}$. Solid lines are fits of the Epstein drag using the density of noncondensed modes $\bar{\rho}-\rho_{0}$. (Inset) Average excitation velocity $\left\langle v_{\mathrm{g}}\right\rangle(21)$ as a function of temperature.
friction is related to the viscosity $\eta$ as

$$
\begin{equation*}
\gamma=6 \pi a_{\mathrm{I}} \eta \tag{19}
\end{equation*}
$$

Instead, if $\mathrm{Kn} \gg 1$, the fluid behaves as a dilute gas of free molecules. In this case, the resistance of the impurity is well described by the Epstein drag [51]:

$$
\begin{equation*}
\mathbf{F}_{\mathrm{d}}=-\gamma \dot{\mathbf{q}}, \quad \gamma=\frac{4 \pi}{3} C_{\mathrm{d}} a_{\mathrm{I}}^{2} \rho_{\mathrm{g}}\left\langle v_{\mathrm{g}}\right\rangle=C_{\mathrm{d}} \frac{M_{\mathrm{I}} \rho_{\mathrm{g}}\left\langle v_{\mathrm{g}}\right\rangle}{a_{\mathrm{I}} \rho_{\mathrm{I}}} \tag{20}
\end{equation*}
$$

where $\rho_{\mathrm{g}}$ is the mass density of the gas and $\left\langle v_{\mathrm{g}}\right\rangle \gg|\dot{\mathbf{q}}|$ is the average velocity of the molecules. The prefactor $C_{\mathrm{d}}$ is a dimensionless constant that depends on the interaction between the impurity and the fluid molecules. In the case of elastic collisions of the fluid excitations (specular reflection), a simple way of understanding the formula (20) is summarized in the following [52]. If an object of mass $M_{\mathrm{I}}$ moves with velocity $\dot{\mathbf{q}}$ in an isotropic gas of free molecules, the momentum exchanged in the collision between a surface element $d A$ and a molecule (assuming elastic collisions) is $\Delta \mathbf{p} \sim-2 m_{\mathrm{g}}|\dot{\mathbf{q}}| \cos \theta \hat{\mathbf{n}}$, where $m_{\mathrm{g}} \ll M_{\mathrm{I}}$ is the molecule mass and $\theta$ is the angle between the object velocity and the outward normal to the surface element $\hat{\mathbf{n}}$. Assuming that the typical speed of the molecules $\left\langle v_{\mathrm{g}}\right\rangle$ is much larger than the object velocity, the average number of collisions in a time interval $\Delta t$ is $d n_{\text {coll }}=n_{\mathrm{g}}\left\langle v_{\mathrm{g}}\right\rangle \Delta t d A$, which is the number density of molecules $n_{\mathrm{g}}=\rho_{\mathrm{g}} / m_{\mathrm{g}}$ times the volume spanned by each molecule $\left\langle v_{\mathrm{g}}\right\rangle \Delta t d A$. The infinitesimal force arising from the momentum exchange is therefore $d \mathbf{F}_{\mathrm{d}}=(\Delta \mathbf{p} / \Delta t) d n_{\text {coll }}$. By symmetry, if the object is spherical, the force components orthogonal to its direction of motion will cancel. Accounting for this, the net drag force results from the integration
of $\left|d \mathbf{F}_{\mathrm{d}}\right| \cos \theta(\dot{\mathbf{q}} /|\dot{\mathbf{q}}|)$ over half of the sphere surface. This leads precisely to Eq. (20) with $C_{\mathrm{d}}=1$. Considering different reflection mechanisms leads to the same equation with a different value of the prefactor $C_{\mathrm{d}}$. For instance, in the case of full accommodation of the excitations with the impurity surface one gets $C_{\mathrm{d}}=(1+\pi / 8) \sim 1.39$ [51].

The mean-free path $\lambda_{\text {mfp }}(T)$ in the FTGP model has been recently estimated in Ref. [35] as the product of the group velocity of the excitations and the nonlinear interaction time (i.e., the reciprocal of the spectral broadening of the dispersion relation) at a given temperature. For $\xi k_{\max }=2 \pi / 3$, the value used in this work, the mean-free path $\lambda_{\text {mfp }}$ turns out to lie between $10 \xi$ and $50 \xi$ at temperatures $T<0.7 T_{\lambda}$, thus larger than the sizes of the impurities studied here (cf. Fig. 14 of Ref. [35]). As a consequence, we can treat the fluid as a gas of free molecules and confront the measured friction with the Epstein drag. In particular, the role of "gas molecules" in the GP fluid is played by the thermal excitations. Therefore, we can substitute the gas density $\rho_{\mathrm{g}}$ in Eq. (20) with the density of the noncondensed modes $\rho_{\mathrm{g}}=\bar{\rho}-\rho_{0}$, where $\rho_{0}=n_{0} \bar{\rho}$ or with the normal fluid density $\rho_{\mathrm{g}}=\rho_{\mathrm{n}}=n_{\mathrm{n}} \bar{\rho}$, computed using the momentum density correlator [48] (see Fig. 2). The velocity of the excitations $v_{\mathrm{g}}=\frac{\partial \omega_{k}}{\partial k}$ is averaged as

$$
\begin{equation*}
\left\langle v_{\mathrm{g}}\right\rangle=\frac{\sum_{|\mathbf{k}| \in S_{\mathbf{k}}} n_{\mathbf{k}} \frac{\partial \omega_{k}}{\partial k}}{\sum_{|\mathbf{k}| \in S_{\mathbf{k}}} n_{\mathbf{k}}}=\frac{\sum_{k=1}^{k_{\max }} k^{2} n_{k}^{1 d} \frac{\partial \omega_{k}}{\partial k}}{\sum_{k=1}^{k_{\max }} n_{k}^{1 d}} \tag{21}
\end{equation*}
$$

with $n_{\mathbf{k}}$ the occupation number of the mode $\mathbf{k} \in S_{\mathbf{k}}=\{1 \leqslant$ $\left.|\mathbf{k}| \leqslant k_{\max }\right\}$ and $n_{k}^{1 d}=\sum_{|\mathbf{k}|=k} n_{\mathbf{k}}$ its angle average.

In Fig. 7, the Epstein drag prediction (20) is compared with the numerical data. Both using the normal fluid density (dashed-dotted lines) or the density of noncondensed modes (solid lines) we get a good accordance at low temperatures, with a fitted prefactor $C_{\mathrm{d}}$, whose values are of the order 0.1. Note that in this way we are implicitly guessing that the impurity-excitations interaction is independent of temperature. The specific values of $C_{\mathrm{d}}$ are reported in the legend of Fig. 7. They are consistent with a reasonable scenario in which thermal waves are much less efficient in transferring momentum to the impurity with respect to the standard particles reflection mechanisms [51]. We observe that $C_{\mathrm{d}}$ is slightly increasing with the impurity size (perhaps because of some variation of the impurity surface fluctuations) but it is independent of temperature. Note that the precise determination of radius dependence of $C_{\mathrm{d}}$ would require even further numerical simulations of what has been presented here.

In the inset of Fig. 7, we show the temperature dependence of the averaged excitations velocity (21), which turns out to be larger than the speed of phonons because it is dominated by high wave-number excitations. Note that the friction increment starts to diverge from the prediction at high temperatures. One reason is that the mean-free path of the GP excitations is becoming of the same order of the impurity size and thus the viscosity starts to play a role in the momentum exchange. A second cause may be that the impurityexcitations interactions are modified because of the high nonlinearity of the GP waves, leading to a temperature dependence of the constant $C_{\mathrm{d}}$ in Eq. (20). Eventually, note that a larger discordance with the measurements at high temperature is observed if the normal fluid density is used. This is probably
due to a lack of accuracy in the computation of $\rho_{\mathrm{n}}$ at high temperatures, but it also suggests that it can be more reasonable to identify the density of the excitations simply with that of the noncondensed modes.

## IV. DISCUSSION

In this paper we studied how the stochastic motion of an active, finite-size, and immiscible impurity immersed in a GP quantum fluid changes when the temperature is varied. We demonstrated that the interaction with the thermal excitations in the system always leads to a fast thermalization of the impurity. At time lags larger than $10 \xi / c$ the correlation function of the impurity velocity shows an exponential decay, which is steeper for higher temperatures. This and the impurity squared displacement are reminiscent of an Ornstein-Uhlenbeck process.

From the measurements of the velocity correlation we extracted the temperature dependence of the friction coefficient $\gamma(T)$. The clear result is that the impurity does not experience the typical Stokes drag present in a classical fluid. Indeed, in the case of Stokes drag, the temperature dependence of the friction (19) is through the viscosity $\eta$. Since the viscosity has been shown to be slightly decreasing with temperature in the FTGP model [35], it cannot explain the trend observed in Fig. 7. The reason is that the settings studied are associated with large values of the Knudsen number, meaning that at the scale of the impurity the GP quantum fluid at finite temperature cannot be considered as a continuous liquid. On the contrary, describing phenomenologically the system as a gas of dilute thermal excitations reproduces the correct temperature increment of the friction $\gamma(T)$. Moreover, we observe a dependence of the friction with the impurity size compatible with the quadratic scaling $\gamma \propto a_{\mathrm{I}}^{2}$ predicted by the Epstein drag (20), despite some small deviations hidden in the prefactor $C_{\mathrm{d}}$. In the case of Stokes drag, one should have observed a linear scaling $\gamma \propto a_{\mathrm{I}}$ that is not in agreement with our data.

We stress that the picture outlined does not apply to the particles typically used as probes in superfluid helium experiments $[15,16]$. Indeed, aside from being liquid helium a strongly interacting system, the typical size of those particles is four orders of magnitude larger than the healing length. Thus, in that case the Knudsen number is certainly small enough to entail the standard Stokes drag. However, a similar regime in terms of Knudsen number has been studied experimentally by using microspheres in liquid helium below 0.5 K [53]. It has been observed that the drag is determined by the ballistic scattering of quasiparticles and the temperature dependence of the friction coefficient is given by the temperature dependence of the quasiparticles density. Aside from helium, we hope that our study may be relevant for future BEC experiments, in which finite-size and immiscible impurities can be produced in the strong repulsive regime of multicomponent condensates [22], or in the study of the impurity dynamics in quantum fluids of light [19,20].

A possible follow-on of this work is the development of a self-consistent theory for the interaction between the thermal excitations and the impurity, which takes into account the dependence on the wave numbers of the colliding waves. This
could give an analytical explanation to the small value of the prefactor $C_{\mathrm{d}}$ in Eq. (20) compared to the classical Epstein drag for elastic collisions. Note that in a recent publication, the motion of a bright soliton moving in a thermal cloud of distinct atoms has been successfully modeled by using an OU dynamics [54]. In that case, the soliton is treated by using a wave function and the thermal (noncondensed) cloud as a reservoir. Although in our model the impurity is a rigid body with classical degrees of freedom, the result of [54] could inspire an analytical derivation of the OU dynamics for an impurity (14). Moreover, the characterization of the motion of a multitude of impurities in the FTGP system can be deepened, expanding the findings of Ref. [14]. Finally, the fundamental problem of vortex nucleation due to fast impurities has been thoroughly investigated at zero temperature [11-13], but few results are known in the finite-temperature regime [55,56].

In particular, the FTGP model coupled with impurities (1) would be a suitable framework to address the impurity-vortex interaction at nonzero temperature.
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### 6.3 Publication: Clustering and phase transitions in a 2D superfluid with immiscible active impurities

In this article we study numerically a system composed of a collection of immiscible impurities in the two-dimensional truncated Gross-Pitaevsii equation. Note that this is the only publication of this Thesis in which we deal with a 2D system. We recall that in this case the true condensation transition is formally forbidden by the Mermin-Wagner-Hohenberg theorem [99, 154]. Thus, the condensation transition must be considered as a finite size effect (see section 1.2.2), even if it is generated in the truncated GP framework [211].

We first consider the system at zero temperature, placing a number of light impurities in a random position. We observe that the superfluid mediated interaction between the impurities [212] sets them in motion and triggers a thermalization mechanism. Indeed, the sound waves produced by the particle dynamics interact among themselves until the fluid reaches a thermal equilbrium. Simultaneously, the short-range inter-particle interparticle interaction let them collapse into clusters, which move in a stochastic way, similarly to what observed in [78]. Eventually all the impurities collapse into a single large cluster, in thermal equilibrium with the surrounding bath of phonons. Subsequently, we generate thermal states of the system, generalizing the stochastic real Ginzburg-Landau algorithm discussed in section 6.1.1 to include also the impurity degrees of freedom. We perform a temperature scan, varying the range $r_{\text {rep }}$ of the repulsion potential (2.58). We observe the existence of a critical temperature below which all the impurities are clustered in the equilibrium state. It turns out that this "clustering" temperature $T_{\mathrm{cl}}$ strongly depends on the ratio between the superfluid mediated attraction and the short-range repulsion (2.58) imposed to avoid the impurity overlap. In particular, it can be explained qualitatively as an escape problem from the potential well generated by the sum of attraction and repulsion: if the thermal fluctuations are sufficiently strong two sticked impurities are expected to split in a finite time, breaking in this way the cluster.

Besides, we observe that the presence of a large impurity cluster is responsible for an increase of the condensate fraction at large temperatures and thus an increase of the condensation temperature $T_{\lambda}$ itself. This phenomenon does not occur if the impurities are unclustered at the condensation temperature, namely if the inter-particle repulsion is tuned to have a range $r_{\text {rep }}$ larger than the particle radius $r_{\text {rep }}>a_{\mathrm{p}}$, so that $T_{\mathrm{cl}}<T_{\lambda}$. Moreover such condensation shift becomes more and more important as the volume fraction $\Phi$ occupied by the impurities becomes larger. This suggests that it can be explained as a finite size effect, compatibly with what is expected in atomic BECs trapped by power-law potentials [11]. Indeed if a large object occupies a portion of the available domain, the number of active modes (and thus the energy) of the quantum fluid decreases, so that a higher temperature is required to induce the transition. Note that such effect is independent of the dimensionality of the system. For completeness, in Fig. 6.3 we show that the increment of the condensate fraction at high temperatures takes place also in the three-dimensional case. Also in this case the amount of such


Figure 6.3. Condensate fraction as a function of temperature for different values of the filling fraction in the 3D truncated GP model with impurities. (left) The full temperature range analyzed. (right) Close-up at high temperatures. The parameters of the simulations are $N_{\mathrm{c}}=64$ collocation points per side, $L=2 \pi, \xi=L / N_{c}$ and thus $\xi k_{\max }=2 \pi / 3$. The parameters for the impurities and the definitions of $T_{\lambda}^{0}$ and $n_{0}$ are the same as in Figure 4 of [80].
increment is proportional to the filling fraction $\Phi$.
Finally, the changes in the Berezinskii-Kosterlitz-Thouless (BKT) phase transition has been briefly addressed. The BKT phase transition is the well known topological phase transition of the two-dimensional XY (vector-spin) model [124, 125], whose signature is a power-law decay of the first order correlation function $g_{1}(r)=\int n_{k} e^{i k \cdot r} \mathrm{~d} k$ below a critical temperature $T_{\mathrm{BKT}}$ (in contrast to the exponential decay of the disordered phase). In the case of the 2D BEC, at sufficiently low temperature $\left(\mathrm{k}_{\mathrm{B}} T \ll g n\right)$ the density fluctuations are suppressed and the effective large scale Hamiltonian is akin to the XY model, where the gradient of the phase (superfluid velocity) plays the role of the vector-spins [95]. A key role in the BKT transition is given by vortices, which are arranged in bounded vortex-antivortex pairs below $T_{\text {BKT }}$ and in a gas of free vortices at $T>T_{\mathrm{BKT}}$. The role of vortices in the BKT transition of the GP model has been studied for instance in [65] and [161], where the topological defects have been called "ghost vortices", since they appear and disappear continuosly in contrast to the stable objects of the zero temperature regime. In our case, we checked the existence of a power-law decay of the correlation function and measured an increase of the BKT temperature with the filling fraction of the impurity cluster. The result is thus similar to the corresponding measurement for $T_{\lambda}$.
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#### Abstract

Phase transitions of a finite-size two-dimensional superfluid of bosons in presence of active impurities are studied by using the projected GrossPitaevskii model. Impurities are described with classical degrees of freedom. A spontaneous clustering of impurities during the thermalization is observed. Depending on the interaction among impurities, such clusters can break due to thermal fluctuations at temperatures where the condensed fraction is still significant. The emergence of clusters is found to increase the condensation transition temperature. The condensation and the Berezinskii-KosterlitzThouless transition temperatures, determined numerically, are found to strongly depend on the volume occupied by the impurities: a relative increase up to a $20 \%$ of their respective values is observed, whereas their ratio remains approximately constant.
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## 1. Introduction

When a fluid composed of bosons is cooled down or the number of particles is increased, the system experiences a phase transition giving rise to a macroscopic state known as BoseEinstein condensate (BEC) [1]. Since its first experimental observation by Anderson et al [2], BECs have been realized in systems of very different nature such as cold atomic gases $[1,3]$, solid-state quasiparticles $[4,5]$ and light in optical micro-cavities [6]. Whereas in three spatial dimensions a condensate is stable with respect to thermal fluctuations, in two dimensions such fluctuations can destroy the long-range order of the system. This is a general result in statistical field theory known as the Mermin-Wagner-Hohenberg theorem [7, 8]: it states that a continuous symmetry cannot be spontaneously broken in dimensions lower than three, otherwise large-scale Goldstone modes would have an infinite infrared contribution to the two-point correlator. This theorem assumes the thermodynamic limit, that is the system size being infinite. However, for a finite system, condensation can be recovered, having a transition temperature $T_{\lambda}$ that vanishes as the inverse of the logarithm of the system size.

Although condensation is formally forbidden in an infinite two-dimensional system, a peculiar phase transition of a different nature has attracted the attention of physicists and mathematicians since its independent discovery in the early 70s by Berezinskii, Kosterlitz and Thouless (BKT) [9-11]. The BKT transition is an infinite-order topological phase transition and manifests itself in systems that belong to the same universality class. By approaching the BKT transition temperature, $T_{\mathrm{BKT}}$, from below, the system switches from a gas of bounded vortex-antivortex pairs to a gas of free vortices, moving from a quasi-ordered phase to a disordered one. The BKT transition has been observed in BECs made of dilute gases [12-16], exciton-polaritons [17], liquid helium films [18] and studied theoretically and numerically [19-22]; for a review on the topic, see for instance [3].

The purpose of this article is to study how the statistical mechanical properties of a two dimensional superfluid of bosons are affected by the presence of impurities. Particles and impurities have been used in superfluids since the early experiments in ${ }^{4} \mathrm{He}$ [23] mainly with detection purposes: electrons, ions and neutral impurities such as hydrogen particles and excimers have been exploited to visualize quantized vortices, to study their dynamics and the statistics of superfluid (quantum) turbulence [24-26]. More recently, the investigation of the interaction between one or more impurities and superfluids has been the main topic of experiments in cold atoms [27, 28], superfluids of light [29, 30] and polaritons in semiconductor microcavities [31]. On the theoretical side, the dynamics of impurities in a BEC has been also addressed [32], as well as the properties of ${ }^{3} \mathrm{He}$ and H impurities on thin ${ }^{4} \mathrm{He}$ films [33, 34]. In addition, Ricaand Roberts studied how a collection of impurities affects the ground-state of a BEC by using a mean field model [35]. In this last work, four phases were identified, depending on the value of the interaction couplings. In particular, if the scattering lengths between impurity fields are positive, impurities behave as localized objects, they separate from the condensate and present a hard-sphere repulsion between each other.

We investigate here impurity clustering and phase transitions occurring in a minimal model that mimics such situation: the Gross-Pitaevskii (GP) equation coupled with active immiscible impurities having classical degrees of freedom. Such model was introduced in [36] and recently used in two-dimensional numerical simulations to study impurity-impurity and impurity-vortex interactions [37, 38]. Finite-temperature BECs can be studied by using the projected GP equation, that is obtained by introducing a cut-off $k_{\max }$ in Fourier space: this regularizes the classical mean-field ultra-violet divergence. The projected GP model is an effective model to study the condensation transition in two and three dimensions [21, 39-41] and superfluid vortex dynamics at finite temperature [42-44].

## 2. Theoretical model and numerical results

### 2.1. Model for impurities in a superfluid

We generalize the projected GP model to include the dynamics of active impurities. The model is then described by the Hamiltonian

$$
\begin{align*}
H= & \int\left(\frac{\hbar^{2}}{2 m}|\nabla \psi|^{2}+\frac{g}{2}\left|\mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right]\right|^{2}+\sum_{i=1}^{N_{\mathrm{I}}} V_{\mathrm{I}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right]\right) \mathrm{d} \mathbf{x} \\
& +\sum_{i=1}^{N_{\mathrm{I}}} \frac{\mathbf{p}_{i}^{2}}{2 M_{\mathrm{I}}}+\sum_{i<j}^{N_{\mathrm{I}}} V_{\text {rep }}\left(\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|\right), \tag{1}
\end{align*}
$$

where $\psi$ is the collective wave-function of bosons having mass $m$, and $g=4 \pi a_{\mathrm{s}} \hbar^{2} / m$ being $a_{\mathrm{s}}$ the $s$-wave scattering length of bosons interaction. $N_{\mathrm{I}}$ is the total number of impurities of mass $M_{\mathrm{I}}$, that are described using their classical position and momentum $\mathbf{q}_{i}$ and $\mathbf{p}_{i}$, respectively. The strong repulsive potential $V_{I}$ determines the shape of the impurities by creating a large depletion in the fluid density. $V_{\text {rep }}$ is a repulsive potential between impurities. The Galerkin projector $\mathcal{P}_{\mathrm{G}}$ truncates the system acting in Fourier space as $\mathcal{P}_{\mathrm{G}} \hat{\psi}_{\mathbf{k}}=\theta\left(k_{\max }-k\right) \hat{\psi}_{\mathbf{k}}$ with $\theta(\cdot)$ the Heaviside function, $\hat{\psi}_{\mathbf{k}}$ the Fourier transform of $\psi(\mathbf{x})$ and $\mathbf{k}$ the wave vector. The equations of motion are directly obtained by varying (1):

$$
\begin{align*}
& \mathrm{i} \hbar \frac{\partial \psi}{\partial t}=\mathcal{P}_{\mathrm{G}}\left[-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+g \mathcal{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \psi+\sum_{i=1}^{N_{\mathrm{I}}} V_{\mathrm{I}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \psi\right]  \tag{2}\\
& M_{\mathrm{I}} \ddot{\mathbf{q}}_{\mathbf{i}}=-\int V_{\mathrm{I}}\left(\left|\mathbf{x}-\mathbf{q}_{i}\right|\right) \mathcal{P}_{\mathrm{G}}\left[\nabla|\psi|^{2}\right] \mathrm{d} \mathbf{x}-\sum_{j \neq i}^{N_{\mathrm{I}}} \nabla V_{\mathrm{rep}}\left(q_{i j}\right), \tag{3}
\end{align*}
$$

where $q_{i j}=\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|$ and we have replaced $\mathbf{p}_{i}=M_{\mathrm{I}} \dot{\mathbf{q}}_{i}$. The previous set of equations exactly conserves the Hamiltonian, the number of bosons $N=\int|\psi|^{2} \mathrm{~d} \mathbf{x}$ and momentum $\mathbf{P}=\int \frac{\mathrm{i} \hbar}{2}(\psi \boldsymbol{\nabla} \bar{\psi}-\bar{\psi} \boldsymbol{\nabla} \psi) \mathrm{d} \mathbf{x}+\sum_{i} \mathbf{p}_{i}$.

The impurities in the system feel an attractive force mediated by the superfluid density field [35, 37]. However, unlike the case of impurities described by classical fields [35], in the model (1) no repulsion mediated by the fluid exists. In order to mimic such a hard-sphere repulsion, we consider the Lennard-Jones-like potential $V_{\text {rep }}(r)=\epsilon r_{\min }^{12} / r^{12}$, as in [37]. We fix the energy $\epsilon$ in order to set the minimum of the total interaction energy between impurities at zero temperature at a distance $r_{\text {min }}$. Note that the specific shape of $V_{\text {rep }}$ is not important, as long as it reproduces a hard-sphere repulsion. For the impurities potential we use a smoothed hatpotential $V_{\mathrm{I}}(r)=V_{0}\left(1-\tanh \left[\left(r^{2}-a_{\mathrm{I}}^{2}\right) / 4 \Delta l^{2}\right]\right) / 2$, where $a_{\mathrm{I}}$ sets the characteristic radius of the impurity and $\Delta l$ is a smoothing parameter. Finally, let us notice that in absence of impurities and at zero temperature, equation (2) can be linearized about a uniform density state $|\psi|^{2}=\rho_{\infty} / m$, defining the phonon (sound) velocity $c=\sqrt{g \rho_{\infty} / m^{2}}$ with dispersive effects taking place for length scales smaller than the healing length $\xi=\sqrt{\hbar^{2} / 2 g \rho_{\infty}}$.

We integrate the system (2) and (3) by using a pseudo-spectral code with $N_{\text {res }}$ uniform grid points per direction of a squared domain of size $L=2 \pi$. We set $k_{\max }=N_{\text {res }} / 3$ so that the truncated system exactly conserves all the invariants (provided that initially $\mathcal{P}_{\mathrm{G}} \psi=\psi$ and $\mathcal{P}_{\mathrm{G}} V_{\mathrm{I}}=V_{\mathrm{I}}$ [44], $c=\rho_{\infty}=1, V_{0}=10$ and $\epsilon=0.00674$. As the healing length changes with temperature, we parametrize the solutions of (2) and (3) using its value taken at zero temperature. In thermal states, the only relevant dimensionless parameters are $L / \xi, a_{\mathrm{I}} / \xi, N_{\mathrm{I}}$, the


Figure 1. Snapshots of the fluid density during the GP temporal evolution of a state with 40 impurities (dark holes).
relative mass $\mathcal{M}=M_{\mathrm{I}} / \rho_{\infty} \pi a_{\mathrm{I}}^{2}$ and $\xi k_{\max }$. We set $L / \xi=128$. The value of $\xi k_{\max }$ controls the strength of the nonlinear interactions and it is kept fixed to $\xi k_{\max }=2 \pi / 3$. For this value, most of the excitations are phonons when the condensate fraction is large. For instance, it is compatible with the one used in [39], that is $\xi k_{\max } \sim 2$; such value applies to a gas of ${ }^{87} \mathrm{Rb}$ atoms.

We start by presenting a long temporal evolution of a system having 40 impurities of mass $\mathcal{M}=0.1$, radius $a_{\mathrm{I}}=4 \xi$, initially located at random positions (avoiding overlaps) and having zero velocity. The density field of the initial condition is displayed in figure $1(t=0 \xi / c)$. Impurities correspond to dark holes. During the time evolution, the short-range interaction among impurities mediated by the fluid let them collapse into small clusters ( $t=815 \xi / c$ ); waves with random phases are generated, populating small length scales and starting the thermalization process. This thermal noise induces the clusters to move in a stochastic way, and to grow further $(t=1691 \xi / c)$. Eventually, the system reaches thermal equilibrium where only one big cluster is observed in a bath of thermalized waves, $(t=10965 \xi / c)$. A movie of the the evolution is available in the supplementary data (stacks.iop.org/JPhysA/52/305501/mmedia).

### 2.2. Grand-canonical thermal states

The evolution illustrated in figure 1 is an example of thermalization occurring in the microcanonical ensemble, as the thermal state is achieved keeping all the invariants conserved. Such dynamical process is numerically costly and does not directly provide access to the conjugate thermodynamical variables: temperature and chemical potential (here we only consider zero momentum states). To overcome these issues, in [44] a stochastic relaxation was introduced in order to efficiently generate thermal states in the grand-canonical ensemble. We make use of this approach adapting it to the Hamiltonian (1). The stochastic dynamics is ruled by

$$
\begin{align*}
& \hbar \frac{\partial \hat{\psi}_{\mathbf{k}}}{\partial t}=-\frac{\partial F}{\partial \hat{\psi}_{\mathbf{k}}^{*}}+\sqrt{\frac{2 \hbar}{\beta}} \hat{\xi}_{\mathbf{k}}  \tag{4}\\
& \frac{\partial \mathbf{q}_{i}}{\partial t}=-\frac{\partial F}{\partial \mathbf{q}_{i}}+\sqrt{\frac{2}{\beta}} \boldsymbol{\xi}_{i}^{q}, \quad M_{\mathrm{I}} \frac{\partial \dot{\mathbf{q}}_{i}}{\partial t}=-\frac{\partial F}{\partial \dot{\mathbf{q}}_{i}}+\sqrt{\frac{2 M_{\mathrm{I}}}{\beta}} \boldsymbol{\xi}_{i}^{\dot{q}} \tag{5}
\end{align*}
$$

where $F=H-\mu N$ is the free energy of the system, $\mu$ is the chemical potential controlling the number of bosons and $\beta$ is the inverse temperature; $\hat{\boldsymbol{\xi}}_{\mathbf{k}}, \boldsymbol{\xi}_{i}^{q}$ and $\boldsymbol{\xi}_{i}^{\dot{q}}$ are independent Gaussian white noises of unit variance. It can be shown by using the Fokker-Planck equation associated to (4) and (5), that the stationary probability distribution is given by the Gibbs grand-canonical distribution $\mathbb{P}\left[\hat{\psi}_{\mathbf{k}}, \mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right] \propto \mathrm{e}^{-\beta F}$. In the micro-canonical ensemble, $\mathbb{P}\left[\hat{\psi}_{\mathbf{k}}, \mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right]$ is also the stationary solution of the Liouville equation that describes the evolution of the phase-space
distribution of the Hamiltonian system (1) [44]. It is evident from (5) that varying the impurity masses modifies only the variance of impurity momenta in the steady state. Namely, the configurations of impurities in the steady state and the statistical properties of the thermalized system are independent of impurity masses. We define the temperature as $T=1 / k_{\mathcal{N}} \beta$, with $k_{\mathcal{N}}=L^{2} / \mathcal{N}$ and $\mathcal{N}=\pi k_{\max }^{2}$ the total number of Fourier modes. With this definition $T$ is an energy per unit of surface such that at low temperatures $F \approx T L^{2}$, because of equipartition. With these choices, intensive quantities remain constant when increasing the system size. In addition, we fix the total density mass $\bar{\rho}=m N / L^{2}=1$ by dynamically adjusting the chemical potential [44]. We use (4) and (5) to study the effect of impurities on the superfluid condensed fraction $n_{0}$ defined as

$$
\begin{equation*}
n_{0}=\frac{\left.\left.\langle | \int_{\mathcal{V}^{\prime}} \psi(\mathbf{x}) \mathrm{d} \mathbf{x}\right|^{2}\right\rangle_{T}}{\left.\left.\left\langle\int_{\mathcal{V}^{\prime}}\right| \psi(\mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x}\right\rangle_{T}}, \tag{6}
\end{equation*}
$$

where $\mathcal{V}^{\prime}$ is the domain excluding the region occupied by the impurities and $\langle\cdot\rangle$ stands for average over realizations at temperature $T^{4}$.

### 2.3. Clustering of impurities

We first perform a temperature scan without impurities. The condensed fraction is shown in figure 2(a) (solid blue line). The transition temperature $T_{\lambda}$ is the lowest temperature where the condensed fraction can be considered negligible. We estimate it in a consistent way adopting the following numerical protocol: we take the points around which $n_{0}^{2}(T)$ is close to zero and we perform a linear interpolation of it. $T_{\lambda}$ is then determined by finding the point where the linear fit vanishes. From now on, we indicate with $T_{\lambda}^{0}$ the transition temperature in the system without impurities. Then, we perform temperature scans varying the repulsive potential parameter $r_{\text {min }}$ with a fixed number of impurities $N_{\mathrm{I}}=31$ having radius $a_{\mathrm{I}}=4 \xi$. The results are also shown in figure 2. In figures 2(b) and (c) snapshots of in the steady date are displayed respectively in the case of high and low repulsion among impurities. For both cases we report three different temperatures. Depending on the strength of the repulsion potential two different behaviors of $n_{0}$ can be observed, as it is clear in figure 2(a). When the repulsion among impurities is strong enough (blue markers, $r_{\text {min }} \geqslant 11 \xi$ ), clusters are broken already at temperatures lower than $T_{\lambda}^{0}$ (see figure 2(b)) and impurities have no appreciable effect on $n_{0}$. On the other hand, for $r_{\min } \leqslant 10.5 \xi$ (red markers) impurities remain clustered and lead to an increase of the $n_{0}$ at medium-high temperatures (see figure 2(c)).

It has been shown that impurities experience a short-range attractive force, mediated by the superfluid density [35, 37]. This interaction is characterized by a potential energy, denoted here $E_{\mathrm{I} \leftrightarrow \mathrm{I}}$. We compute this energy numerically by measuring the full GP free energy of the ground state with two impurities placed at a distance $\Delta q$, without the contribution of the repulsion. The constant contribution to $E_{\mathrm{I} \leftrightarrow \mathrm{I}}$ is eventually set to zero. Impurities are then repelled because of $V_{\text {rep }}$, generating cluster structures as the one observed in figure 1(d). However, if thermal fluctuations are large enough, the bound among impurities can be broken. In figure 3(a) we compute the interaction energy between two impurities at zero temperature $E_{\mathrm{I} \leftrightarrow \mathrm{I}}$, as a function of their distance $\Delta q$ (dotted black line). As a reference, the figure also displays the repulsive potential $V_{\text {rep }}$ with $r_{\text {min }}=2 a_{\mathrm{I}}$ (dotted-dashed golden line). The sum of both potentials is displayed in the same figure for different values of $r_{\min }$ : for sufficiently small
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Figure 2. (a) Condensed fraction as a function of the temperature for different values of $r_{\text {min }}$. Temperatures are expressed in units of the condensation temperature with no impurities $T_{\lambda}^{0}$. (b) Snapshots of the density field in the steady state at different temperatures in the case of high repulsion $\left(r_{\min }=11 \xi\right)$ among impurities. (c) The same of (b) but for low repulsion $\left(r_{\min }=8 \xi\right)$. Scans are performed with $N_{\mathrm{I}}=31$ and $a_{\mathrm{I}}=4 \xi$.


Figure 3. (a) Impurity-impurity interaction $E_{\mathrm{I} \leftrightarrow \mathrm{I}}$ as a function of their distance $\Delta q / \xi$ (dotted black line) and repulsive potential (dotted-dashed golden line) for $r_{\min }=8 \xi$. Different markers correspond to total energy $E_{\mathrm{I} \leftrightarrow \mathrm{I}}+V_{\text {rep }}$ for different values of $r_{\text {min. }}$. (b) Relative impurity distance $\delta^{2}(T)$ as a function of the normalized temperature $T / T_{\mathrm{cl}}$. Scans are performed with $N_{\mathrm{I}}=31$ and $a_{\mathrm{I}}=4 \xi$. The ratios $T_{\mathrm{cl}} / T_{\lambda}$ are $7.41,2.51,1.5,1.02,0.53,0.002$ for $r_{\min }$ from $8 \xi$ to $12 \xi$ respectively. The markers refer to the same legend as in figure 2 .
values of $r_{\min }$, a potential well $\Delta U$ centered at $r_{\min }$ appears. We thus expect a pair of impurities to split in a finite time at the temperature $T_{\mathrm{cl}} \sim \Delta U / k_{\mathcal{N}}$, as in a standard escape problem from a potential well [45]. In order to quantify this clustering transition, we measure the average square distance between impurities and their center of mass
$\delta^{2}(T)=\frac{\mathrm{d}^{2}(T)-\mathrm{d}^{2}(0)}{\mathrm{d}^{2}(0)}, \quad$ with $\left.\quad \mathrm{d}^{2}(T)=\sum_{j=1}^{N_{\mathrm{I}}}\langle | \mathbf{q}_{j}-\left.\mathbf{q}_{\mathrm{cm}}\right|^{2}\right\rangle \quad$ and $\quad \mathbf{q}_{\mathrm{cm}}=\sum_{j}^{N_{I}} \frac{\mathbf{q}_{j}}{N_{\mathrm{I}}}$.
Figure 3(b) displays $\delta^{2}(T)$ as a function of $T / T_{\mathrm{cl}}$ for different values of $r_{\text {min }}$. A transition around $T_{\mathrm{cl}}$ is indeed observed, where discrepancies are likely due to oversimplifications made in the estimation of $T_{\mathrm{cl}}$, namely by neglecting the many-body impurity interactions and by


Figure 4. (a) Condensed fraction as a function of temperature for different values of the filling fraction $\Phi$. Temperatures are expressed in units of the condensation temperature with no impurities $T_{\lambda}^{0}$. (b) Condensed fraction as a function of the temperature normalized with $T_{\lambda}(\Phi)$. Scans with $r_{p}=4 \xi$ and $r_{\min }=2 r_{\mathrm{p}}=8 \xi$.
using the interaction potential obtained at $T=0$. For weak repulsion, even if the condensate vanishes, impurities still feel the density-mediated attraction.

### 2.4. Condensation and BKT transition temperatures in presence of impurity clusters

Studying different values of $r_{\text {min }}$ allowed us to show that an increasing of $n_{0}$ occurs only when the fluid depletion, due to the presence of impurities, is confined to a large connected region at all temperatures. Therefore such effect can not be simply explained by the local increase of density in regions not occupied by impurities. In the following we consider hard-sphere impurities by fixing $r_{\min }=2 a_{\mathrm{I}}$. In order to quantitatively characterize the change in $n_{0}$, we study how the condensation transition changes when varying the filling fraction

$$
\begin{equation*}
\Phi=1-\frac{\left|\langle\psi\rangle_{T=0}\right|^{2}}{\left.\left.\langle | \psi\right|^{2}\right\rangle_{T=0}} \tag{8}
\end{equation*}
$$

which corresponds to the fraction of the total volume occupied by the impurities. In figure 4(a) the condensed fraction is shown for different values of $\Phi$, obtained by varying the number of impurities. It is evident that the larger is the number of clustered impurities, the higher results the condensation transition temperature. We explicit the dependence of the transition temperature on the filling fraction as $T_{\lambda}(\Phi)$.

The condensation temperature $T_{\lambda}(\Phi)$ is measured for different values of $\Phi$ following the same procedure explained in the previous section. In figure 5(a) the relative increase $\Delta T_{\lambda}=\left(T_{\lambda}(\Phi)-T_{\lambda}^{0}\right) / T_{\lambda}^{0}$ is displayed. Remarkably, $\Delta T_{\lambda}$ scales linearly with $\Phi$ growing up to $20 \%$. We have checked by varying the number of impurities, their size and the parameter $r_{\text {min }}$ for values lower than $2 a_{\mathrm{I}}$, that $n_{0}$ only depends on $\Phi$ and $T$ (data not shown). Despite the change on $T_{\lambda}$, the condensed fraction curves collapse as expected to a single one, once plotted versus $T / T_{\lambda}(\Phi)$ (see figure 4(b)).

Finally, we briefly address the role of impurities in the the BKT transition. A detailed study will be left for a further work. This phase transition manifests through a change in the behavior of the correlation function $g_{1}(r)=\left\langle\psi(0) \psi^{*}(\mathbf{r})\right\rangle$ at the BKT transition temperature $T_{\mathrm{BKT}}$. At


Figure 5. (a) Relative increments of $T_{\lambda}$ and $T_{\mathrm{BKT}}$ as a function of the filling fraction $\Phi$. The relative increment of the ratio $\frac{T_{\mathrm{BKT}}}{T_{\lambda}}$ is also shown. (b) Spatial correlation function $g_{1}(r)$ for three different temperatures (lower, close and higher than $T_{\mathrm{BKT}}$ ) with and without impurities.
$T<T_{\mathrm{BKT}}$, it presents a power-law decay $g_{1}(r) \sim r^{-\alpha}$, where $\alpha$ depends linearly on the temperature; at high temperatures, it exhibits the standard exponential decay of disordered systems. In figure $5(\mathrm{~b})$ we show $g_{1}(r)$ at different temperatures (lower, close and higher than $T_{\mathrm{BKT}}$ ) where these two behaviors are clearly distinguishable. The BKT transition temperature can be thus determined by finding where $g_{1}(r)$ abruptly changes its behavior [46]. With no impurities and the parameters used in this article, the BKT transition takes place at $T_{\mathrm{BKT}}=0.83 T_{\lambda}^{0}$. Note that because of the Mermin-Wagner-Hohenberg theorem [7, 8], the condensation critical temperature vanishes as $1 / \log L$ in the thermodynamic limit, so in principle for a very large system we could have $T_{\lambda}^{0}<T_{\mathrm{BKT}}$. We do not address such limit in this article. The presence of impurities in the system modifies the decay of $g_{1}(r)$ by shifting $T_{\mathrm{BKT}}$ to higher temperatures. Figure 5(a) also displays the relative increase $\Delta T_{\mathrm{BKT}}=\left(T_{\mathrm{BKT}}(\Phi)-T_{\mathrm{BKT}}^{0}\right) / T_{\mathrm{BKT}}^{0}$ of the BKT transition temperature for different filling fractions $\Phi$. Although $T_{\lambda}$ and $T_{\mathrm{BKT}}$ both grow up to $20 \%$ when the $\Phi$ is increased, their ratio remains almost constant. Let us remark that there are no important effects on $T_{\mathrm{BKT}}$ if impurities are not clustered.

The increase of the transition temperatures $T_{\lambda}$ and $T_{\mathrm{BKT}}$ can be explained by a simple phenomenological argument. Large objects in the system, such as the clustered impurities, modify the fluid wave-function boundary conditions. In particular, they impose effective Dirichlet boundary condition leading to symmetries in Fourier space, decreasing the number of active modes. At a given temperature, with less active modes, the energy is smaller and thus a higher temperature is necessary to induce a transition. We stress that this result is general and does not depend on the choice of the repulsion potential $V_{\text {rep }}$, as long as it is sufficiently short-range to allow the formation of a large-size cluster at all $T<T_{\lambda}$. Our results could apply as well to two-component BECs, with the components having different condensation temperatures and strong repulsion between them. Finally, the same effect on the condensation curve will occur in three dimensions, as it comes from a geometrical effect.

## 3. Discussion

In this article we studied thermal states of two-dimensional superfluids with active impurities. We demonstrated how the phase transitions are affected by the emergence of impurity clusters, opening up the possibility to raise the transition temperatures in experiments by doping superfluids with specific types of impurities. Such result rises new questions that would be interesting to address in detail. In particular, it is remarkable that the presence of impurities does not disorder the system inducing a loss of coherence. Is there a maximum value of the critical temperature that can be reached using impurities, or it will continue to increase until the impurities occupy the full domain? Could the modification of the condensation curve be rephrased as a competition between the full perimeter and the full area of the impurities? Moreover, this system presents a rich behaviour that, up our knowledge, has not yet been addressed in details. For instance, during the thermalisation dynamics, impurities cluster similarly to a diffusion-limited aggregation process [47]. Also, a complete study of the BKT transition, considering the opposite limit $T_{\lambda}<T_{\mathrm{BKT}}$, needs to be investigated and might devise new interesting physics.
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## Conclusions

In this Thesis we investigated systematically the dynamics of particles in superfluids, by exploiting numerical simulations of the Gross-Pitaevskii model coupled with highly repulsive moving potentials [89,214,242]. The main body of the results concerns the interaction between particles and superfluid vortices at very low temperature. The experimental motivation of this part of the work is the recent implementation of micron sized particles as probes in superfluid helium [28, 91, 208]. We first focused on specific settings, characterizing in detail the mutual interaction between particles and vortices. Then we explored the dynamics of particles in a complex quantum turbulence regime, in which all the mechanisms addressed before are present.
In the study about the long-range interaction between a particle and a vortex [75], we derived from the GP model an effective theory for describing the capture mechanism. This allowed us to validate the robustness of the model, besides showing a novel manner to excite monochromatic Kelvin waves along the vortex filaments. Such mechanism could inspire innovative experimental techniques for studying vortex waves in atomic Bose-Einstein condensates. The long-range effective theory exhibits a scale invariance which is qualitatively reproduced also in the reconnections of vortices mediated by trapped particles [77]. Thus, although the size of the particles that can be effectively implemented in our simulation is less than 100 vortex core sizes, this scale invariance suggests that a similar dynamics may exist also at the typical scales of superfluid helium experiments. A simple way to expand the results of this work is to consider different initial velocities of the particle in different directions. This could allow to build a cross-section for the vortex-particle collision and determine a threshold for the angle at which a particle can escape.
The simulations of vortex reconnections mediated by trapped particles [77] provided interesting insights on the momentum exchanges occurring in the system during such violent events. We showed that the main channel of momentum transfer is between the filaments and the particle (at which the reconnection takes place), that indeed gets strongly accelerated. Then, as a further support of superfluid helium experiments, we showed that the dynamics of the reconnection is almost unaffected if light particles are used to sample the vortices.
Consistently, light particles turned out to be the most suitable also for the tracking of vortex waves [79]. This direct observation from GP simulations is one of the predictions of the phenomenological model that we developed specifically to address this problem. Such effective theory stems from an analogy with the quantum mechanical description of one-dimensional crystals, in which vortex waves play the role of electron wavefunctions and particles that of atomic barriers [127]. The main difference is that the effective potential barriers due to the particles depend on the frequency of the
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incoming waves, besides the inertia. The consequence of this fact is that light particles deform less the vortex wave dispersion relation, while large scale Kelvin waves can be efficiently sampled by particles of any mass. Moreover, the GP simulations and the crystal analogy agree on predicting the arising of new high frequency excitations branches in the dispersion relation, an explicit signature of the crystal behaviour of the system. Another prediction confirmed by the simulations and which has direct interest for experimental applications is the existence of a precession frequency for trapped particles, due to Magnus effect. Being such frequency proportional to the circulation, its measurement may be an indirect way of determining whether and how many vortices are piercing a particle in superfluid helium. Note that in [79], we considered only linear vortex excitations. A natural question is whether particles can be able to grasp some signatures of the energy cascade due to nonlinear interactions of Kelvin waves. At the same time, a non trivial problem is understanding if and how an array of trapped particles could affect such nonlinear interactions. One remark about the study [79] is that particles are initially set by hand at equal distances along the vortices. Although this fact is consistent with what observed in experiments, a proven theoretical explanation for such behaviour is still missing.

The effective model based on vortex line displacements coupled with point particles could be further developed in future works. Given the similarity with a crystal, additional studies might discover in superfluids the analog of phenomena typically belonging to solid state physics. For instance, tight-binding models [111] may be adapted to the vortex-particle system when particles of different masses or different sizes are considered. Considering particles randomly distributed along the vortex filament will enable vortex waves to propagate in a disorder medium and this might give rise to behaviours akin to Anderson localization [2]. More simply, allowing the point particles of the effective model to move along the vortex direction could allow to compute the momentum exchange between a particle and a packet of Kelvin waves propagating towards it. Then, it would be straightforward to compare such calculation with direct GP simulations. Finally, since the effective model is built with hydrodynamical equations, in principle it applies to vortices in classical fluids, which may be easier to generate and study in a laboratory. In this sense, it could be interesting to use classical fluids to build analogs of quantum systems.

Monitoring the dynamics of particles in a turbulent vortex tangle [76] revealed that their presence does not affect the building and the decay of a quantum turbulence regime. Even in such complex system, particles tend to remain attached to the vortex filaments most of the time, proving to be good candidates to be used as probes. The motion of particles is compatible with a classical Lagrangian dynamics over long periods [248], meaning that they can detect the Kolmogorov turbulence regime existing at scales larger than the inter-vortex distance. At smaller scales, the Magnus precession frequency is dominating the velocity spectrum, which may be responsible also for the fast decay of the acceleration correlation function. In future studies within a quantum turbulence configuration, it may be relevant to consider larger simulations and include more particles, in order to improve the statistics and maybe observe deviations from Gaussian distributions, in accordance to superfluid helium experiments [137, 197].

Moreover, the dynamics of particles coupled with a nonlocal model of quantum fluids $[23,159,187]$ in a turbulent regime can be investigated. In this way, the compressibility effect would be reduced and a scenario more similar to actual superfluid helium can be achieved.

We stress that the particle model based on the GP equation exploited in this Thesis is minimal, in the sense that each particle is described just by its position and momentum, although having a finite size. Moreover, in all the settings with many particles involved, we considered only particles with the same mass and the same size. The next level of such research project is thus to add more complexity to the model. The Gross-Clark model for instance has already been used to study the dynamics of impurity fields in a superflow and their interaction with vortices [24, 232]. However, we remark that modeling particles as bubble fields limits the possibility to consider a large number of them, because of the computational cost. A longer viable solution consists in modeling particles as anisotropic potentials with a fixed ellipsoid shape, which would allow to add rotational degrees of freedom ${ }^{1}$. Note indeed that currently there are experimental suspects about the presence of relevant anisotropies of the particles used in superfluid helium. For example, a flickering of the light reflected by solidified hydrogen particles has been observed in experiments, which is possibly due to the (non-spherical) particle rotation. Ideally, all the problems addressed so far and presented in this manuscript could be reformulated with such more complex particles in future works. For instance, when an elongated particle attaches to a vortex or detaches from it, some angular momentum may be exchanged.
In the last part of the Thesis we included finite temperature effects to the GP model coupled with particles. In particular, we adopted the Galerkin truncation procedure, which is a well-established technique to simulate thermal modes in the GP framework $[52,128]$. It turned out that the system behaves more as a gas of thermal waves than a continuous liquid [78], at least for the typical sizes of simulations and impurities that can be effectively achieved with the current computational power. In such system, the dynamics of isolated impurities is akin to an Ornstein-Uhlenbeck process. However, when many impurities are present, a clustering transition may take place [80], because of the fluid mediated attraction [212]. In presence of a cluster of impurities, we found that the critical temperatures associated to the phase transitions in the system are shifted towards higher values. This could be useful for experimental applications with atomic BECs, where active and finite-size impurities can be generated by additional condensates in the highly repulsive regime [191].
As a final remark, we stress once again that since the GP model captures naturally the hydrodynamics of quantum vortices, it is an optimal framework to study the dynamics of particles in a low temperature quantum fluid. In this sense, the results presented from chapter 3 to chapter 5 may be relevant for superfluid helium experiments, in the case where the normal component is negligible. Conversely, the GP model is not the best setting to reproduce the finite temperature effects typical of a viscous liquid on the particle dynamics, like the Stokes drag. One possibility to overcome this issue could
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be for instance to add explicitly a Stokes drag term in the equations for the particles, although this may generate a lack of consistency with the coupled GP equation. In this regard, using different methods to model the dynamics of particles in a finite temperature superfluid could be a better solution [179, 208], leaving the GP model in its original domain of very low temperature quantum fluids.

## A Numerical Methods

In this Appendix, we provide a short description of the main numerical techniques used to achieve the results presented in the Thesis. The details related to each specific configuration studied are reported in the corresponding article, included in this manuscript.
The coupled equations (2.59) and (2.60) considered in this Thesis are respectively a PDE for the superfluid field $\psi$ and a set of $N_{\mathrm{p}}$ ODE's, one for each particle position $\boldsymbol{q}_{j}$. We report them also here for clarity:

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \psi(\boldsymbol{x}, t) & =\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+g|\psi(\boldsymbol{x}, t)|^{2}-\mu+\sum_{i=1}^{N_{\mathrm{p}}} V_{\mathrm{p}}\left(\left|\boldsymbol{x}-\boldsymbol{q}_{i}(t)\right|\right)\right] \psi(\boldsymbol{x}, t)  \tag{A.1}\\
M_{\mathrm{p}} \ddot{\boldsymbol{q}}_{i} & =-\int V_{\mathrm{p}}\left(\boldsymbol{x}-\boldsymbol{q}_{i}(t)\right) \nabla|\psi(\boldsymbol{x}, t)|^{2} \mathrm{~d} \boldsymbol{x}-\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial}{\partial \boldsymbol{q}_{i}} V_{\text {rep }}^{i j} . \tag{A.2}
\end{align*}
$$

The field $\psi$ is discretized with a linear span over a 3D lattice of sides $L_{x}, L_{y}, L_{z}$ with respectively $N_{x}, N_{y}$ and $N_{z}$ points per side (so that the total number of collocation points is $N_{c}=N_{x} \times N_{y} \times N_{z}$ and periodic boundary conditions. The length of each side is a multiple of $2 \pi$, typically simply $L_{x}=L_{y}=L_{z}=2 \pi$. The 2D simulations are performed in the same setting but with $N_{z}=1$.

## A. 1 Time stepping

Calling $\Psi$ the matrix describing the discretized superfluid field, $Q$ the array containing all the particle positions and $V$ the array containing all the particle velocities, the corresponding equations can be written schematically as

$$
\begin{align*}
\frac{\partial \Psi}{\partial t} & =\operatorname{RHS}_{\Psi}[\Psi(t), Q(t)]  \tag{A.3}\\
\frac{\partial V}{\partial t} & =\operatorname{RHS}_{Q}[\Psi(t), Q(t)]  \tag{A.4}\\
\frac{\partial Q}{\partial t} & =V(t) \tag{A.5}
\end{align*}
$$

where $\mathrm{RHS}_{\Psi}$ and $\mathrm{RHS}_{Q}$ are the discretized versions of the right hand sides of Eqs. (2.59) and (2.60), respectively. The time stepping used to solve these equations is the same for each variable $\Psi, Q$ and $V$. Indeed, denoting by $U$ a generic array, each of the
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equations (A.3), (A.4), (A.5) can be written as

$$
\begin{equation*}
\frac{\partial U}{\partial t}=\operatorname{RHS}[U(t)], \tag{A.6}
\end{equation*}
$$

where RHS is an array having the same dimensions of $U$. Supposing that $U(t=0)$ in the initial condition is known and being $\Delta t$ the time step, we denote $t_{n}=n \Delta t$ with $n$ the integer number of time steps, so that $U_{n}=U\left(t_{n}\right)$. We use a $4^{\text {th }}$ order Runge-Kutta scheme for the time stepping, which is of order $\mathcal{O}\left(\Delta t^{4}\right)$ :

$$
\begin{align*}
U_{n+1} & =U_{n}+\frac{\Delta t}{6}\left(K_{1}+2 K_{2}+2 K_{3}+K_{4}\right)  \tag{A.7}\\
K_{1} & =\operatorname{RHS}\left[U_{n}\right] \cdot \Delta t  \tag{A.8}\\
K_{2} & =\operatorname{RHS}\left[U_{n}+\frac{K_{1}}{2}\right] \cdot \Delta t  \tag{A.9}\\
K_{3} & =\operatorname{RHS}\left[U_{n}+\frac{K_{2}}{2}\right] \cdot \Delta t  \tag{A.10}\\
K_{4} & =\operatorname{RHS}\left[U_{n}+K_{3}\right] \cdot \Delta t . \tag{A.11}
\end{align*}
$$

Note that for the realization of the thermal states using the stochastic real GinzburgLandau equation (see sections 6.1.1 and 6.3), just a simple Euler scheme is used for the time stepping.

## A. 2 Pseudo-spectral method for the superfluid field

The right-hand side of the GP equation (A.3) is composed of linear terms in $\Psi$ and a non-linear term. In general, it can be written as

$$
\begin{equation*}
\frac{\partial \Psi}{\partial t}=L[\Psi]+N L[\Psi], \tag{A.13}
\end{equation*}
$$

where $L$ is a linear operator and $N L$ is the non-linear term. In particular, the linear terms contain the multiplication of the field with the particle potential and the chemical potential, and the Laplacian of $\Psi$. Since the boundary conditions are periodic, the derivatives can be simply computed in Fourier space, where they are just a multiplication by wave numbers. Specifically, considering for the sake of simplicity the 1D case ${ }^{1}$ and calling $\Delta x$ the spatial mesh, the interval $[0,2 \pi]$ is splitted into $N_{c}$ collocation points $x_{j}=j \Delta x$ with $j \in\left[0, N_{\mathrm{c}}-1\right]$. Thus, any field $f(x)$ can be expressed by its discrete Fourier series:

$$
\begin{equation*}
\hat{f}_{N}(k)=\sum_{j=-\frac{N_{\mathrm{c}}}{2}}^{\frac{N_{\mathrm{c}}-1}{2}} f\left(x_{j}\right) e^{i \frac{2 \pi j_{\mathrm{c}}}{\mathrm{~N}_{\mathrm{c}}} k}, \tag{A.14}
\end{equation*}
$$

[^23]with the wavenumber $k \in\left[-\frac{N_{c}}{2}, \frac{N_{c}}{2}-1\right]$. The Fourier transform (A.14) requires $\mathcal{O}\left(N_{\mathrm{c}}^{2}\right)$ operations. In the simulations, the Fast Fourier Transform (FFT) algorithm is applied, which requires only $\mathcal{O}\left(N_{\mathrm{c}} \log _{2} N_{\mathrm{c}}\right)$ operations [182].
Once the Laplacian of $\Psi$ has been computed in Fourier space, an inverse FFT is applied and the other terms are dealt with in physical space. In particular, the nonlinear term would imply expensive convolutions in Fourier space, while it is just a multiplication in physical space. Note that the error committed by using a pseudospectral approach to approximate a PDE is smaller than any power of $1 / N_{c}$.

## A. 3 Projection and dealiasing

Despite the great performance improvement provided by the use of a pseudo-spectral algorithm, one of its downside is given by the aliasing. For example, assuming a nonlinearity of order 2, two modes $k_{1}$ and $k_{2}$ (in 1D for simplicity) would interact giving rise to a contribution to the modes $k_{1} \pm k_{2}$. Then, because of the intrinsic periodicity of the Fourier transforms, modes such that $\left|k_{1} \pm k_{2}\right|>N_{\mathrm{c}} / 2$ would be considered as low wavenumbers and affect the conservation of the invariants of the PDE. Such issue can be avoided dealiasing the system, namely reducing the Fourier space by a factor $\frac{p-1}{p+1}$, where $p$ is the order of non-linearity [85]. In practice, a maximum wavenumber $k_{\text {max }}=\frac{1}{p+1} N_{\mathrm{c}}$ and all the modes $|\boldsymbol{k}|<k_{\max }$ are set to zero. This operation is performed by means of a Galerkin operator $\mathscr{P}_{\mathrm{G}}$, which acts on a function $f(\boldsymbol{x})$ as

$$
\begin{equation*}
\mathscr{P}_{\mathrm{G}}[f(\boldsymbol{x})]=\sum_{k} \hat{f}(\boldsymbol{k}) e^{i \boldsymbol{k} \cdot \boldsymbol{x}} \theta_{\mathrm{H}}\left(k_{\max }-|\boldsymbol{k}|\right), \tag{A.15}
\end{equation*}
$$

where $\hat{f}(\boldsymbol{k})$ is the Fourier transform of $f$ and $\theta_{\mathrm{H}}\left(k_{\max }-|\boldsymbol{k}|\right) \equiv \theta_{\boldsymbol{k}}$ is the Heaviside theta. For a quadratic non-linearity, this implies a reduction by a factor $1 / 3$ of the Fourier space, namely only $2 / 3$ of the total number of modes are active. For this reason, the dealiasing procedure takes the name " $2 / 3$ rule". Since the non-linearity of the GP equation (A.13) is cubic, this would imply the use of a $2 / 4=1 / 2$ rule, that means losing one half of the resolution. However, a scheme has been developed specifically for the GP equation, in which the $2 / 3$ rule is restored even for a cubic non-linearity at the cost of performing an extra FFT $[128,131]$. Such scheme is the same used in the works presented in this Thesis. Also the Leibniz rule for the derivation of a product of functions is recovered by the use of a $2 / 3$ dealiasing. It means that for two periodic dealiased functions $f(x) \equiv \mathscr{P}_{\mathrm{G}}[f(x)]$ and $g(x) \equiv \mathscr{P}_{\mathrm{G}}[g(x)]$ the following equation holds:

$$
\begin{equation*}
f \partial_{x} g+g \partial_{x} f=\partial_{x} \mathscr{P}_{\mathrm{G}}[f g] \tag{A.16}
\end{equation*}
$$

which in general is not true when dealiasing is not applied [128]. It can be shown that the validity of Eq. (A.16) is crucial for the conservation of momentum in GP without particles [128]. In the following, we show explicitly that this is the case also if particles are present in the system.

## A Numerical Methods

## A.3.1 Dealiasing of the particle interaction term and momentum conservation

In this section we give an explicit demonstration of how the projection procedure with the $2 / 3$ rule allows to conserve the total momentum of the GP-particles system (A.1), (A.2). For simplicity, we consider one single particle in $1 D$ and we do not take into account the pure GP terms, which are known to conserve momentum on their own if dealiased with the $2 / 3$ rule [128]. Therefore, the (partial) Hamiltonian of the truncated system is

$$
\begin{equation*}
H_{\mathrm{p}}=\int V_{\mathrm{p}}(|x-q(t)|) \mathscr{P}_{\mathrm{G}}\left[|\psi(x, t)|^{2}\right] \mathrm{d} x+\frac{p(t)^{2}}{2 M_{\mathrm{p}}}, \tag{A.17}
\end{equation*}
$$

where the particle potential and the superfluid field are always dealiased, i.e. $\psi \equiv$ $\mathscr{P}_{\mathrm{G}}[\psi]$ and $V_{\mathrm{p}}=\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}}\right]$. Besides the restoration of the Leibniz rule (A.16), we will also need the following property of the Galerkin projector (A.15), which stems from the Parseval theorem ${ }^{2}$ and holds for every non dealiased periodic functions $f(x)$ and $g(x)$ :

$$
\begin{equation*}
\int \mathscr{P}_{\mathrm{G}}[f(x)] g(x) \mathrm{d} x=\int f(x) \mathscr{P}_{\mathrm{G}}[g(x)] \mathrm{d} x=\int \mathscr{P}_{\mathrm{G}}[f(x)] \mathscr{P}_{\mathrm{G}}[g(x)] \mathrm{d} x . \tag{A.18}
\end{equation*}
$$

Moreover, another useful consequence of Parseval theorem is the validity of integration by parts

$$
\begin{equation*}
\int \partial_{x} f(x) g(x) \mathrm{d} x=2 \pi \sum_{k} i k \hat{f}(k) \hat{g}(-k)=-\int f(x) \partial_{x} g(x) \mathrm{d} x . \tag{A.19}
\end{equation*}
$$

In order to compute the terms of the dynamic equation for the field stemming from the Hamiltonian (A.17), we need its variation with respect to $\psi$ :

$$
\begin{equation*}
\delta H_{\mathrm{p}}=\int V_{\mathrm{p}}\left(\mathscr{P}_{\mathrm{G}}\left[\psi \delta \psi^{*}\right]+\mathrm{c} . \mathrm{c}\right) \mathrm{d} x=\int \mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}}\right]\left(\psi \delta \psi^{*}+\text { c.c }\right) \mathrm{d} x, \tag{A.20}
\end{equation*}
$$

where in the second equality we applied the property (A.18). The Hamilton equation for $\psi$ is thus

$$
\begin{equation*}
i \hbar \partial_{t} \psi \equiv i \hbar \partial_{t} \mathscr{P}_{\mathrm{G}}[\psi]=\mathscr{P}_{\mathrm{G}}\left[\frac{\delta H_{\mathrm{p}}}{\delta \psi^{*}}\right]=\mathscr{P}_{\mathrm{G}}\left[\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}}\right] \psi\right]=\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi\right] . \tag{A.21}
\end{equation*}
$$

The variation in time of the total momentum of the system $P=P_{\mathrm{GP}}+p$ (where $p$ is the particle momentum and $P_{\mathrm{GP}}=-\frac{i \hbar}{2} \int\left(\psi^{*} \partial_{x} \psi-\psi \partial_{x} \psi^{*}\right) \mathrm{d} x$ the fluid momentum) is given by

$$
\begin{equation*}
\frac{\mathrm{d} P}{\mathrm{~d} t}=-\frac{i \hbar}{2} \int\left(\partial_{t} \psi^{*} \partial_{x} \psi+\psi^{*} \partial_{t x} \psi-\partial_{t} \psi \partial_{x} \psi^{*}-\psi \partial_{t x} \psi^{*}\right) \mathrm{d} x+\frac{\mathrm{d} p}{\mathrm{~d} t} . \tag{A.22}
\end{equation*}
$$

We substitute the dynamic equation (A.21) and its complex conjugate in the first term

[^24]of the right hand side of Eq. (A.22), which is $\frac{\mathrm{d} P_{\mathrm{GP}}}{\mathrm{d} t}$ :
\[

$$
\begin{align*}
\frac{\mathrm{d} P_{\mathrm{GP}}}{\mathrm{~d} t}= & \frac{1}{2} \int\left(\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi^{*}\right] \partial_{x} \psi+\psi^{*} \partial_{x} \mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi\right]\right. \\
& \left.-\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi\right] \partial_{x} \psi^{*}-\psi \partial_{x} \mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi^{*}\right]\right) \mathrm{d} x . \tag{A.23}
\end{align*}
$$
\]

After the integration by parts (A.19), it simplifies to

$$
\begin{equation*}
\frac{\mathrm{d} P_{\mathrm{GP}}}{\mathrm{~d} t}=\int\left(\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi^{*}\right] \partial_{x} \psi+\mathscr{P}_{\mathrm{G}}\left[V_{\mathrm{p}} \psi\right] \partial_{x} \psi^{*}\right) \mathrm{d} x \tag{A.24}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\frac{\mathrm{d} P_{\mathrm{GP}}}{\mathrm{~d} t}=\int V_{\mathrm{p}}\left(\psi^{*} \mathscr{P}_{\mathrm{G}}\left[\partial_{x} \psi\right]+\psi \mathscr{P}_{\mathrm{G}}\left[\partial_{x} \psi^{*}\right]\right) \mathrm{d} x \tag{A.25}
\end{equation*}
$$

after exchanging the projectors according to (A.18) ${ }^{3}$. Finally, since the dealiasing is performed with the $2 / 3$ rule, we can apply the Leibniz rule (A.16) to the term in parenthesis inside the integral, which yields:

$$
\begin{equation*}
\frac{\mathrm{d} P_{\mathrm{GP}}}{\mathrm{~d} t}=\int V_{\mathrm{p}} \partial_{x} \mathscr{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \mathrm{d} x \tag{A.26}
\end{equation*}
$$

Now we compute the contribution to the total momentum variation (A.22) coming from $\frac{\mathrm{d} p}{\mathrm{~d} t}$. It is just the Hamilton equation for the particle momentum, i.e. the force due to the fluid acting on the particle:

$$
\begin{equation*}
\frac{\mathrm{d} p}{\mathrm{~d} t}=-\frac{\partial H_{\mathrm{p}}}{\partial q}=-\int \partial_{q} V_{\mathrm{p}}(|x-q|) \mathscr{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \mathrm{d} x=\int \partial_{x} V_{\mathrm{p}}(|x-q|) \mathscr{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \mathrm{d} x \tag{A.27}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\frac{\mathrm{d} p}{\mathrm{~d} t}=-\int V_{\mathrm{p}} \partial_{x} \mathscr{P}_{\mathrm{G}}\left[|\psi|^{2}\right] \mathrm{d} x \tag{A.28}
\end{equation*}
$$

after integration by parts. Comparing $\frac{\mathrm{d} P_{\mathrm{GP}}}{\mathrm{d} t}$ (A.26) with $\frac{\mathrm{d} p}{\mathrm{~d} t}$ (A.28), we see that they are exactly one the opposite of the other and thus their sum vanishes. As a consequence, the contribution to the total momentum coming from the particle and its coupling with the fluid is conserved. This result, together with the momentum consevation coming from the pure GP terms [128] implies that the total momentum of the system consisting of truncated GP and a particle is also conserved. The generalization to the case with many particles is straightforward.

[^25]
## A Numerical Methods

## A. 4 Implementation of the particles

In this section, we give the general methods used to implement numerically the particles in Eqs. (A.1) and (A.2). The details associated to each specific problem considered can be found in the corresponding publication, reported in this manuscript.

## A.4.1 Particle potential modeling

The repulsive potential $V_{\mathrm{p}}$ chosen to model each particle must be localized around the particle position $\boldsymbol{q}$ and being stronger than the chemical potential $\mu$ in order to deplete completely the superfluid field. The particle potential that has been used in the results reported in this Thesis is the isotropic smoothed hat function:

$$
\begin{equation*}
V_{\mathrm{p}}(r)=\frac{V_{0}}{2}\left(1-\tanh \left[\frac{r^{2}-\zeta_{\mathrm{p}}^{2}}{4 \Delta_{\mathrm{p}}^{2}}\right]\right), \tag{A.29}
\end{equation*}
$$

where the parameters $\zeta_{\mathrm{p}}$ and $\Delta_{\mathrm{p}}$ are related respectively to the boundary size and the core size of the particle. Of course this choise is somewhat arbitrary, and in fact simpler Gaussian potentials have been used elsewhere [88, 212, 214]. However, the presence of two different adjustable parameters in the potential (A.29) gives more freedom in tuning the shape of the potential. Given a set of parameter $\left(V_{0}, \zeta_{p}, \Delta_{\mathrm{p}}\right)$, the ground state $\psi_{\mathrm{p}}$ of the GP model containing a single particle is determined numerically using the gradient descent method (imaginary time evolution of Eq.(2.54)). Then the effective radius of the particle is estimated as

$$
\begin{equation*}
a_{\mathrm{p}}=\left(\frac{3 V_{0}}{4 \pi \rho_{0}}\right)^{\frac{1}{3}} \tag{A.30}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{0}=L^{3}\left(1-\frac{\int\left|\psi_{\mathrm{p}}\right|^{2} \mathrm{~d} x}{\int\left|\psi_{0}\right|^{2} \mathrm{~d} x}\right) \tag{A.31}
\end{equation*}
$$

is the total fluid volume displaced by the particle. Such evaluation assumes that the particle is a perfect hard sphere and typically the radius estimated in this way lies in the layer at the boundary of the particle where the superfluid density passes continuously from zero (at the core of the particle) to the bulk value $\left|\psi_{0}\right|^{2}$. Therefore, the larger the size of the particle is, the better its radius is defined and the estimation (A.30) is more accurate.

One issue that one has to take into account when choosing the particle potential parameters is the Gibbs effect [53]. Indeed, if the potential $V_{\mathrm{p}}$ is too steep at the particle boundary, unphysical ringing oscillations appear around the particle when the potential is Fourier-transformed and then transformed back in physical space (for instance to perform the truncation procedure discussed in section A.3.1). Such artifacts are imprinted to the superfluid density as well and could affect the dynamics. In all our simulations we ingeneered the particle potential parameters trying to minimize
the Gibbs effect without increasing too much the potential boundary layer $\Delta_{\mathrm{p}}$.

## A.4.2 Repulsion potential tuning

When more than one particle is present in the system, in order to avoid an unphysical overlap of the particle potentials, the inter-particle repulsion potential $V_{\text {rep }}^{i j}$ must be added to the system. As already discussed in section 2.3.3, in this Thesis we chose to use the repulsive part of the Lennard-Jones potential

$$
\begin{equation*}
V_{\text {rep }}^{i j}=\gamma_{\text {rep }} \mu\left(\frac{2 r_{\text {rep }}}{\left|\boldsymbol{q}_{i}-\boldsymbol{q}_{j}\right|}\right)^{12}, \tag{A.32}
\end{equation*}
$$

where $2 r_{\text {rep }}$ is the range at which the repulsion starts to act (usually set equal to to the particle diameter) and $\gamma_{\text {rep }}$ is an adjusting numerical pre-factor. Specifically, a protocol by which $\gamma_{\text {rep }}$ can be tuned is the following. We first calculate numerically the ground state $\psi_{2 p}$ of the GP equation with two fixed particles (performing the imaginary time evolution of Eq. (2.59)) placed exactly at a distance $\left|q_{1}-q_{2}\right|=2 r_{\text {rep }}$. When the convergence is reached, we compute the right hand side of Eq. (2.55), which is the force arising from the particle-superfluid interaction acting on each particle

$$
\begin{equation*}
-\int V_{\mathrm{p}}\left(x-\boldsymbol{q}_{i}\right)\left|\nabla \psi_{2 \mathrm{p}}(\boldsymbol{x})\right|^{2} \mathrm{~d} x . \tag{A.33}
\end{equation*}
$$

The origin of this force is indeed due to the superfluid mediated attractive inter-particle interaction and in this configuration it has the same modulus and opposite direction for each particle. [80,212]. We impose this force to be equal in modulus and opposite in sign to the repulsive force imposed via the ad-hoc potential (A.32)

$$
\begin{equation*}
-\frac{\partial V_{\mathrm{rep}}^{i j}}{\partial \boldsymbol{q}_{i}}=\int V_{\mathrm{p}}\left(\boldsymbol{x}-\boldsymbol{q}_{i}\right)\left|\nabla \psi_{2 \mathrm{p}}(\boldsymbol{x})\right|^{2} \mathrm{~d} x \tag{A.34}
\end{equation*}
$$

The condition (A.34) fixes the value of $\gamma_{\text {rep }}$, so that the repulsion exactly compensate the superfluid mediated attraction when $\left|\boldsymbol{q}_{1}-\boldsymbol{q}_{2}\right|=2 r_{\text {rep }}$. Given the high steepness and short range of the potential (A.32) at distances slightly smaller than $2 r_{\text {rep }}$ the repulsion will push the particles away as hard spheres, while at distances slightly larger than $2 r_{\text {rep }}$ its effect is negligible.

## A.4.3 Interpolation of the superfluid force on the particle

The right hand side of the equation for the velocity of each particle (A.4) is composed of the force arising from the inter-particle repulsion (if more than one particle is present):

$$
\begin{equation*}
\boldsymbol{F}_{i}^{\mathrm{rep}}=-\sum_{j \neq i}^{N_{\mathrm{p}}} \frac{\partial V_{i j}^{\mathrm{rep}}}{\partial \boldsymbol{q}_{i}} \tag{A.35}
\end{equation*}
$$

## A Numerical Methods

and the convolution between the particle potential and the gradient of the superfluid density:

$$
\begin{equation*}
\boldsymbol{F}_{i}^{\mathrm{GP}}\left(\boldsymbol{q}_{i}\right)=-\int V_{\mathrm{p}}\left(\left|\boldsymbol{x}-\boldsymbol{q}_{i}\right|\right) \nabla|\psi(\boldsymbol{x})|^{2} \mathrm{~d} \boldsymbol{x}=-\left(V_{\mathrm{p}} * \nabla|\psi|^{2}\right)\left[\boldsymbol{q}_{i}\right], \tag{A.36}
\end{equation*}
$$

which have to be computed at each timestep $t_{\mathrm{n}}$. The first force (A.35) can be simply evaluated, computing analytically the derivative of the repulsive potential (A.32) and substituting the known value of the particle positions at that timestep. The force (A.36) is the force arising from the superfluid-particle interaction and two steps are needed to evaluate it. The first step is the actual evaluation of the convolution and the second one is its interpolation at the particle position. The convolution can be easily computed applying the convolution theorem, namely calculating the FFT of $V_{p}(x)$ and $\nabla|\psi(x)|^{2}$, multiply them and going back to physical space. Since both the field $V_{p}(\boldsymbol{x})$ and $\nabla|\psi(x)|^{2}$ are known in the discretized grid-space, it is necessary to interpolate the convolution $f_{\text {con }}(x)=\left(V_{\mathrm{p}} \star \nabla|\psi|^{2}\right)\left[x_{i}\right]$ at the actual position of the particle $\boldsymbol{q}_{i}$. Such operation can be performed with spectral accuracy as

$$
\begin{equation*}
f_{\mathrm{con}}\left(\boldsymbol{q}_{i}\right)=\sum_{k} \hat{f}_{\mathrm{con}}(\boldsymbol{k}) e^{i k \cdot \boldsymbol{q}_{i}} \tag{A.37}
\end{equation*}
$$

where $\hat{f}_{\text {con }}$ is the Fourier transform of $f_{\text {con }}$ (which is already known as the output of the convolution evaluation in Fourier space). The spectral interpolation (A.37) requires $N_{\mathrm{c}}$ operations per each component of the position and since it has to be performed for each particle, its total numerical cost (in 3D simulations) is of about $3 N_{\mathrm{p}} N_{\mathrm{c}}$ operations. Such cost quickly becomes unaffordable at high resolutions and/or large number of particles. For this reason we used the spectral interpolation in all the publications presented in this manuscript, except the study of the turbulent vortex tangle [76], in which $N_{\mathrm{c}}=512^{3}$ and $N_{\mathrm{p}}=200$.

In this last case we adopted a $4^{\text {th }} \mathrm{B}$-spline (or basis-spline) interpolation algorithm, which is a polynomial method particularly accurate and practical for pseudo-spectral codes (see [226] for a more detailed description of the method and comparison with other interpolation techniques). Let us consider for simplicity only one component of the convolution vector $f=f_{\text {con }, x}$ and perform the interpolation of just one component of the particle position $q=q_{i, x}$. The B-spline interpolant functions $B_{N}$ are piecewise polynomyal functions of degree $N-1$ defined as $B_{N}=B_{N-1} \star B_{1}$, where $B_{1}(x)$ is 1 for $x \in[-0.5,0.5]$ and 0 elsewhere. They are built in order to have a high level of continuity ( $C^{N-1}$ ). In Fourier space, the B-spline function of order $N$ is simply

$$
\begin{equation*}
\hat{B}_{N}(k)=\operatorname{sinc}^{N}(k)=\left(\frac{\sin \pi k}{\pi k}\right)^{N} \tag{A.38}
\end{equation*}
$$

If we indicate with $\bar{f}=\left(f\left(x_{-1}\right), f\left(x_{0}\right), f\left(x_{1}\right), f\left(x_{2}\right)\right)$ the (vertical) array containing the values of the field $f$ in the four grid-points about $q$, then the value of $f$ at $q$ is
approximated as

$$
\begin{equation*}
f(q)=\bar{f}_{B}^{T} M_{4} \bar{q}, \tag{A.39}
\end{equation*}
$$

where $\bar{q}=\left(1, q, q^{2}, q^{3}\right)$, the matrix $M_{4}$ is the matrix representation of the $4^{\text {th }} B$-spline function, and $\overline{f_{B}}=\left(f^{B}\left(x_{-1}\right), f^{B}\left(x_{0}\right), f^{B}\left(x_{1}\right), f^{B}\left(x_{2}\right)\right)$ is the array of the coefficients of $f$ in the B-spline basis, defined from

$$
\begin{equation*}
f(x)=f_{B}(x) \star B_{4}(x) . \tag{A.40}
\end{equation*}
$$

Such coefficients can be easily computed in Fourier space as

$$
\begin{equation*}
\hat{f}_{B}(k)=c(k) \hat{f}(k), \tag{A.41}
\end{equation*}
$$

where $c(k)$ are the known constant Fourier coefficients of the inverse B-spline function $\hat{B}_{4}^{-1}(k)$. We can see that such method requires only the computation of an (inverse) global FFT to determine the coefficients $f_{B}$ from $f$. Thus, independently of the number of particles, the B-spline scheme saves a factor $\sim N_{\mathrm{p}}$ of computational cost compared to the spectral interpolation method (A.37), making it rather efficient when a large number of particles is considered. However, some issues with physical quantities at small scales arise from the B-spline interpolation, which are shown in the Appendix of Ref. [76], reported in section 5.3.
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[^0]:    ${ }^{1}$ Note however that the roton minimum can be reproduced in some condensate models with a non-local interaction [23].

[^1]:    ${ }^{2}$ For instance, in neutron stars Bose-Einstein condensation is expected to happen at very high temperature ( $T_{\mathrm{c}} \sim 10^{7} \mathrm{~K}$ ) compared to atomic BECs or superfluid helium because the density of such system is extremly high [144].

[^2]:    ${ }^{3}$ In this Thesis we deal mainly with 3D systems, except in the publication [80] reported in section 6.3, where the condensation in a 2D weakly interacting bosonic fluid at finite temperature in is investigated numerically in presence of impurities.

[^3]:    ${ }^{4}$ Of course $\hat{\Psi}(x, t)|0\rangle=0$ if $|0\rangle$ is the vacuum state with no particles.

[^4]:    ${ }^{5}$ from now on, summation is implied by repeated indices.

[^5]:    ${ }^{6}$ We have used that $\delta(d \chi)=d \tilde{\chi}-\mathrm{d} \chi$, and the differential tranforms as $\mathrm{d} \tilde{\chi}=\operatorname{det}\left[\frac{\partial \tilde{\chi}_{\mu}}{\partial \chi_{\nu}}\right] \mathrm{d} \chi=$ $\exp \left[\operatorname{Tr}\left(\ln \left(\partial_{\nu} \chi^{\mu}\right)\right)\right] \mathrm{d} \chi \simeq\left(1+\partial_{\mu} \delta \chi^{\mu}\right) \mathrm{d} \chi$ [18].

[^6]:    ${ }^{7}$ In Eqs. (1.80) and (1.81) we are implicitly applying a global minus sign in order to get a positive defined Hamiltonian.

[^7]:    ${ }^{8}$ Actually, if the scattering length is negative, the presence of an external trapping allows Bose-Einstein condensation in a metastable configuration [176].

[^8]:    ${ }^{9}$ Defining the Fourier transform of a function $f(x)$ as $\hat{f}(\boldsymbol{k})=(2 \pi)^{-D} \int f(\boldsymbol{x}) e^{-i \boldsymbol{k} \cdot \boldsymbol{x}} \mathrm{~d} \boldsymbol{x}$, the Parseval theorem is stated as $\int|f(x)|^{2} \mathrm{~d} x=(2 \pi)^{D} \int|\hat{f}(\boldsymbol{k})|^{2} \mathrm{~d} \boldsymbol{k}$.

[^9]:    ${ }^{10}$ If not explicitly specified, primes denote differentiation with respect to a generic parametrization of the curve.

[^10]:    ${ }^{1}$ Note that in turbulent flows, this condition implies that the particle size must be smaller than the Kolmogorov length scale $\eta=\left(\nu^{3} / \epsilon_{\mathrm{d}}\right)^{1 / 4}$, where $\epsilon_{\mathrm{d}}$ is the dissipation rate.

[^11]:    ${ }^{2}$ We refer to chapter 3 for a treatment in greater detail of the fundamental problem of particle capture by a superfluid vortex, where we present analytical calculations supported by GP simulations.

[^12]:    ${ }^{1}$ Another direct signature of irreversibility is the pulse of sound emitted at the trapping time [75].

[^13]:    ${ }^{2}$ An atomic Bose-Einstein condensate (more than superfluid helium) is probably a better setting for a possible implementation of a similar mechanism.

[^14]:    ${ }^{3}$ We refer to the introductory section 1.4.4 for a review of superfluid vortex reconnections.

[^15]:    ${ }^{1}$ Such simple mechanism is however just a hypothesis, devoid of any experimental evidence.

[^16]:    *Corresponding author: umberto.giuriato@oca.eu

[^17]:    ${ }^{1}$ Note that the relevant quantity is the velocity variation because of the Galileian invariance of the Navier-Stokes equations.

[^18]:    *Corresponding author: umberto.giuriato@oca.eu

[^19]:    ${ }^{1}$ Note that actually every system simulated numerically is always implicitly truncated, since the existence of a numerical cutoff (which defines the resolution of the numerical approximation) is an unavoidable occurrence of the descrete calculations performed by a machine.
    ${ }^{2}$ Considering for simplicity only the zero momentum states.

[^20]:    *umberto.giuriato7@gmail.com

[^21]:    ${ }^{4}$ This definition gives the same result as $n_{0}=\left(\frac{\left|\langle\psi\rangle_{T}\right|^{2}}{N}\right)\left(\frac{\left|\langle\psi\rangle_{T=0}\right|^{2}}{N}\right)^{-1}=\frac{\left|\langle\psi\rangle_{T}\right|^{2}}{\left|\langle\psi\rangle_{T=0}\right|^{2}}$. For numerical convenience we use the latter in our computations.

[^22]:    ${ }^{1}$ We remark that since a superfluid is inviscid, the rotation of a spherical object has no effect on the flow.

[^23]:    ${ }^{1}$ The generalization to more dimensions is straightforward, being the Fourier transform on each direction independent of the others.

[^24]:    ${ }^{2}$ For two functions $f(x)$ and $g(x)$, which are complex-valued on $\mathbb{R}$, square-integrable and of period $2 \pi$, Parseval theorem states that: $\frac{1}{2 \pi} \int f(x) g(x) \mathrm{d} x=\sum_{k} \hat{f}(k) \hat{g}(-k)$.

[^25]:    ${ }^{3}$ Note that, since $\mathscr{P}_{\mathrm{G}}$ commutes with the derivative, if a function $f(x)$ is dealiased also $\partial_{x} f(x)$ is dealiased. In this sense, writing the projectors in Eq. (A.25) is redundant, because the field $\psi$ and its complex conjugate are dealiased by definition.

