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 Abstract 

The field of electron microscopy has undergone rapid transformation in the 

past few years. It has become one of the most powerful techniques for investigating 

macromolecular complexes, providing unprecedented structural insights into the 

fundamental processes of cellular life. In this thesis, I use cryo-electron microscopy 

and negative stain electron microscopy to investigate two biological systems. The 

first is an enterobacterial protein triad formed of the E. coli proteins LdcI, involved 

in the acid stress response, and RavA and ViaA, which sensitise E. coli to 

aminoglycosides. I show that the AAA+ ATPase RavA exists in two distinct 

conformational states, yielding insight into its ATPase mechanism and revealing 

unexpected mechanistic similarities to the well-characterised unfoldase ClpX. I also 

explore the effects of fluorescent protein tags on the structure and function of LdcI, 

in order to facilitate super-resolution fluorescence microscopy. The second 

complex is the mitochondrial Complex I assembly complex, which is composed of 

ACAD9, ECSIT and NDUFAF1 and is involved in the maturation of respiratory 

Complex I in mitochondria. I investigate the ACAD9-ECSITCTD subcomplex using 

cryo-electron microscopy, providing insights into the structure of ACAD9, the 

location of the ECSITCTD binding site and the release of the FAD cofactor of ACAD9 

upon ECSITCTD binding. Finally, in conjunction with biochemical and biophysical 

analysis, I place the structural information presented in this thesis in a biological 

context and lay a platform for future studies of both protein complexes. 

 

Keywords: Cryo-EM, AAA+ ATPase, MoxR, RavA, LdcI, MCIA complex. 
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 Résumé 

Le domaine de la microscopie électronique a connu une transformation 

rapide au cours des dernières années. Cette technique est devenue l'une des plus 

puissantes pour l'étude des complexes macromoléculaires, fournissant des 

informations structurales sans précédent sur les processus fondamentaux de la vie 

cellulaire. Dans cette thèse, j'utilise la cryo-microscopie électronique et la 

microscopie électronique à coloration négative pour étudier deux systèmes 

biologiques. Le premier est une triade de protéines entérobactériennes formée de 

la protéine LdcI de Escherichia coli, impliquée dans la réponse au stress acide, et 

RavA et ViaA, qui sensibilisent E. coli aux aminoglycosides. Je montre que l'ATPase 

AAA+ RavA existe dans deux états conformationnels distincts, ce qui permet de 

mieux comprendre son mécanisme d’hydrolyse de l'ATP et révèle des similarités 

mécanistiques inattendues avec l’unfoldase ClpX bien caractérisée. J'explore 

également les effets des marqueurs de protéines fluorescentes sur la structure et la 

fonction de LdcI, afin de faciliter la microscopie de fluorescence à super-résolution. 

Le second système est le complexe d'assemblage du Complexe I mitochondrial. 

Celui-ci est composé d'ACAD9, d'ECSIT et de NDUFAF1 et qui est impliqué dans la 

maturation du Complexe respiratoire I chez les mitochondries. J'étudie le sous-

complexe ACAD9-ECSITCTD à l'aide de la cryo-microscopie électronique, ce qui me 

permet de mieux comprendre la structure d'ACAD9, l'emplacement du site de 

liaison d'ECSITCTD et la libération du cofacteur FAD d'ACAD9 lors de la liaison 

d'ECSITCTD. Enfin, en combinaison avec des analyses biochimiques et 

biophysiques, je place les informations structurales présentées dans cette thèse 

dans un contexte biologique et pose une base de futures études des deux complexes 

protéiques. 

 

Mots-clés : Cryo-EM, AAA+ ATPase, MoxR, RavA, LdcI, complexe MCIA. 
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 “What are the most central and fundamental problems of biology 
today? They are questions like: What is the sequence of bases in the 

DNA? What happens when you have a mutation? How is the base order 
in the DNA connected to the order of amino acids in the protein? What is 
the structure of the RNA; is it single-chain or double-chain, and how is it 
related in its order of bases to the DNA? What is the organization of the 

microsomes? How are proteins synthesized?  

… 

It is very easy to answer many of these fundamental biological 
questions; you just look at the thing! You will see the order of bases in 
the chain; you will see the structure of the microsome. Unfortunately, 

the present microscope sees at a scale which is just a bit too crude. Make 
the microscope one hundred times more powerful, and many problems 

of biology would be made very much easier.” 

– Richard Feynman, 1959 
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Preface 
The core focus of my thesis has been on the E. coli protein RavA, which the Gutsche 

team has been working on for more than a decade. RavA is a member of the AAA+ ATPase 

superfamily, which is spread throughout the three kingdoms of life. RavA interacts with its 

binding partner LdcI to form a unique macromolecular cag which possesses a large central 

cavity. Based on both structural and functional studies, the team proposed this cage as a 

novel macromolecular chaperone. Along with a third protein ViaA, which is encoded by the 

ravAviaA operon, the LdcI-RavA cage was later proposed by our collaborator Walid Houry 

at the University of Toronto as being a chaperone involved in the maturation of iron-

sulphur (Fe-S) cluster biogenesis systems and of respiratory Complex I.  

My thesis began in October 2016 with the overall goal of investigating the role of 

the LdcI-RavA-ViaA triad in the maturation of Fe-S cluster biogenesis proteins, which is 

currently a poorly-understood process. The aim was to trap the cage with substrates bound 

in the central cavity for structural and functional analysis. During my first year in the lab 

however, we were unable to confirm a direct interaction between RavA and Fe-S cluster 

biogenesis proteins or respiratory Complex I.  

Therefore, the main focus of the thesis was reoriented towards structural studies of 

LdcI-RavA cage itself, and especially on RavA. The 2014 cryo-EM structure of the LdcI-

RavA cage published by the team revealed the overall architecture of the complex, but did 

not reveal how RavA would hydrolyse ATP to fulfil its proposed chaperone function.  

Indeed, until 2016 the mechanism of AAA+ ATPase action was poorly understood. 

From 2016, the dramatic improvement of cryo-EM as a technique led to rapid advancement 

in the understanding of how AAA+ ATPases function. Rather than forming symmetric 

closed rings, it was revealed that most AAA+ proteins form asymmetric spirals. During the 

course of my thesis, I used cryo-EM to characterise RavA and saw that RavA too forms an 

asymmetric spiral, but also forms an unusual two-fold symmetric closed ring, which has 

implications for the ATPase mechanism. 

In order to understand how the recent developments in cryo-EM contributed to the 

new understanding of the AAA+ ATPases, I will discuss the fundamentals of cryo-EM as a 

technique in Chapter 1 and summarise the recent technical breakthroughs which have 

enabled this sudden progression.  

I will then present an overview of AAA+ ATPases and related proteins in Chapter 2, 

in order to place RavA in its evolutionary context. I discuss the key structural features of 
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AAA+ ATPases and related proteins, and present recent work investigating the mechanism 

of these diverse proteins. This sets the scene for the discussion of the RavA ATPase 

mechanism presented in Chapter 4. 

Finally, I will introduce RavA and its binding partners in Chapter 3, and summarise 

the previous work of the lab on the structural and functional characterisation of this AAA+ 

ATPase, and of the LdcI-RavA-ViaA triad. 

In addition, during my thesis I worked on a mitochondrial triad composed of the 

proteins NDUFAF1, ACAD9 and ECSIT which is involved in the maturation of respiratory 

Complex I and which is implicated in neurodegenerative disease in humans. Because of the 

expected analogies between this triad and the LdcI-RavA-ViaA triad at the time, we started 

a collaboration with Montserrat Soler-López at the European Synchrotron Radiation 

Facility in Grenoble to characterise the mitochondrial triad by electron microscopy.  

The Results section is structured around three manuscripts. Chapter 4 contains a 

manuscript on the structural characterisation of RavA alone and in the context of the LdcI-

RavA cage, which has recently been published in Communications Biology. Chapter 6 

presents a manuscript focussed on LdcI which is currently under review. This manuscript 

investigates the cellular localisation of LdcI in E. coli under stress conditions, setting the 

stage for future studies on the visualisation of the LdcI-RavA-ViaA triad by super-

resolution fluorescence microscopy. For this project, I purified and characterised 

fluorescently-tagged LdcI fusion proteins to investigate the structural and functional 

effects of fluorescent tags. Chapter 8 contains a manuscript, currently under review, on the 

mitochondrial Complex I assembly triad for which I contributed cryo-EM analysis of the 

ACAD9-ECSITCTD subcomplex. Chapters 5, 7 and 9 present additional results which were 

not included in the three manuscripts. 

Finally, Chapter 10 contains a brief discussion to provide some perspective on the 

results presented here. While exciting progress has been made since 2016 on the 

characterisation of the LdcI-RavA triad, there is still ongoing work in the lab that will bring 

new insights into the biological role of this unusual macromolecular machine.
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Chapter 1. Principles and developments in 

cryo-EM 
1.  Principle s and developments in cryo- EM 

1.1. Historical background 

Microscopy has been used to investigate biological material for hundreds of years. 

The first light microscopes were developed in the 17th century – Antonie van Leeuwenhoek 

used these to investigate the fine structure of tissue and microscopic organisms (Lane, 

2015; van Leeuwenhoek, 1677, 1682, 1684). Although these microscopes were relatively 

simple, they allowed the investigation of structural details of blood cells, capillaries and 

muscle fibres, and enabled the discovery of both protists and bacteria (Figure 1.1).  

Light microscopy has since been used extensively to characterise biological 

systems, yielding vast amounts of information on cellular ultrastructure. However, the 

maximum resolution of light microscopy is fundamentally limited by the wavelength of 

visible light (Rayleigh, 1896). The resolution limit for the light microscope is approximately 

200 nm, or half the wavelength of visible light. This means that the direct visualisation of 

fundamental cellular processes, such as enzymatic reactions, DNA replication and protein 

synthesis, is impossible with the light microscope. 

Figure 1.1. Early light microscopy by Antonie van Leeuwenhoek. A) Extract from van Leeuwenhoek, 1677, 
which described bacteria and protists for the first time. B) van Leeuwenhoek’s light microscope design. 
Adapted from www.biologydiscussion.com. C) van Leeuwenhoek’s drawings of bacteria (above) and fish 
muscle fibres (below). Originally published in van Leeuwenhoek, 1684 (adapted from Lane, 2015) and van 
Leeuwenhoek, 1682 respectively.  
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Using electrons overcomes this limit – the wavelength of an electron accelerated at 

300 kV is approximately 0.02 Å, or five orders of magnitude smaller than that of light 

(Zhang and Zhou, 2011). Development of the electron microscope was carried out by Ernst 

Ruska and Max Knoll in the 1930s, with the first images at a resolution better than light 

microscopes achieved in 1933. The overall design of the electron microscope is similar to 

that of the light microscope, as shown in Figure 1.2. Instead of glass lenses, electromagnetic 

lenses are used to focus a beam of electrons emitted from a cathode ray tube onto a sample, 

with an image formed on a fluorescent screen (Ruska, 1934, 1987). This technique is 

termed transmission electron microscopy (TEM), as images are formed by electrons 

transmitted through an extremely thin sample. Despite the ~0.02 Å wavelength of a 300 

kV electron beam, the resolution of the electron microscope is practically limited to ~0.5 Å 

because of diffraction of the electron beam on the edges of the electromagnetic lenses and 

objective aperture (Smith, 2008; Williams and Carter, 2009). 

Early on it was recognised that using such a microscope to study biological 

materials would be difficult as the high-energy electron beam would quickly destroy cells 

and organic matter (Marton, 1934). In addition, the column through which the electron 

beam passes has to be kept under vacuum as molecules in the air scatter electrons. The 

vacuum causes dehydration of biological samples when they enter the column, destroying 

Figure 1.2. Comparison between the design of the light microscope and electron 
microscope. Adapted from www.americanlaboratory.com. 
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their structural integrity (Cheng, 2018; Lepault and Pitt, 1984). Because of these factors, 

the resolution of images from electron microscopy of biological objects is not limited by the 

microscope itself, but rather by the sample. One way of mitigating the structural damage 

caused by the electron beam and high vacuum is using heavy metal stains. In the 1940s the 

use of stains such as osmic acid and phosphotungstic acid allowed the visualisation of fine 

structural details in muscle fibres, as shown in Figure 1.3.  

Heavy metal stains have been particularly useful in the study of macromolecules. 

Negative stain electron microscopy makes use of heavy metal stains to coat protein 

complexes – areas where stain accumulates appear dark, such as cavities in or around a 

protein, and the protein itself appears lighter (Figure 1.4) (Brenner and Horne, 1959). Such 

stains increase the contrast of images (see section 1.2.1) and are resistant to high electron 

doses. This technique was used to characterise viruses in the 1960s and 1970s (Figure 1.4), 

providing insight into their structure for the first time (Brenner and Horne, 1959; Crowther 

et al., 1970; Horne, 1973; Klug and Finch, 1965). However, the use of stains can cause 

artefacts such as sample flattening, and limits the resolution of images to 15-20 Å (Cheng 

et al., 2015). In addition, because they form a coat around the protein they only allow 

visualisation of surface details and not the internal structure. 

Figure 1.3. Visualisation of striations in clam muscle fibres by electron microscopy, stained with A) osmic acid 
and B) phosphotungstic acid. Adapted from Jakus et al., 1944 and Hall et al., 1945. 

Figure 1.4. Negative stain micrograph of human papillomavirus showing features of the viral capsid. 
Adapted from Klug and Finch, 1965. 
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The key technical development that enabled direct imaging of native, unstained 

protein and the preservation of high-resolution structural features came in the 1980s 

(Adrian et al., 1984; Dubochet and McDowall, 1981; Dubochet et al., 1982). Rapidly cooling 

the sample to cryogenic temperatures preserves structural features while avoiding the 

artefacts associated with negative stain electron microscopy and is termed cryo electron 

microscopy (cryo-EM), as discussed in section 1.2.3. An example of a cryo-EM micrograph 

of viruses is shown in Figure 1.5.  

 This development enabled the rapid expansion of cryo-EM as a tool to investigate 

the structure of macromolecules. There are two main techniques used in cryo-EM of 

biological samples – single-particle electron microscopy, and electron tomography. Single-

particle electron microscopy involves the collection of many two-dimensional (2D) images 

of isolated macromolecules in various orientations, and computationally calculating a 

three-dimensional (3D) volume from these 2D images. In contrast, electron tomography 

involves the imaging of a single object from many angles and the reconstruction of a volume 

from the series of tilted images. Subvolumes corresponding to individual particles can then 

be extracted from tomograms and averaged, which is termed subtomogram averaging. 

The fields of single-particle EM and electron tomography (in particular 

subtomogram averaging) have progressed recently to the point where both techniques are 

able to determine the 3D structures of macromolecules to high resolution, revealing the 

atomic details of fundamental cellular pathways and processes (Danev et al., 2019). In the 

context of this thesis only single-particle electron microscopy will be considered – the 

principles of this technique and recent developments in the field will be discussed in the 

following sections.  

Figure 1.5. Cryo-EM image of Semliki Forest virus, adapted from Adrian et al., 1984. The contrast is 
inverted compared to negatively stained images, as shown in Figure 1.4. 
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1.2. Principles of cryo-EM 

1.2.1. Image formation and contrast 

There are two types of contrast which contribute to image formation in the 

microscope – amplitude contrast and phase contrast (Dubochet et al., 1988; Erickson and 

Klug, 1970). Amplitude contrast occurs due to the differential scattering of electrons by 

regions of the sample with different mass (Williams and Carter, 2009). This can occur 

either because of increased thickness of the sample at a given point, or because of an 

increased scattering cross-section of an atom at a given point. Because cryo-EM is usually 

carried out on thin specimens (only a few hundred nanometres thick) that are essentially 

transparent to the electron beam (Danev, 2019), amplitude contrast primarily comes from 

differences in scattering cross-sections. The difference in the scattering cross-section of 

low-mass ‘biological’ atoms (C, H, N and O) which primarily make up proteins and the 

surrounding vitreous ice (H2O) is low (Orlova and Saibil, 2011). Because of this, amplitude 

contrast contributes only a small amount (around 7%) towards the total contrast in cryo-

EM images of biological objects (Henderson, 1995; Lepault and Pitt, 1984).  

Amplitude contrast can be increased by using a heavy metal stain, such as uranyl 

acetate (Hall et al., 1945; Williams and Carter, 2009). Atoms such as uranium and osmium 

have much higher scattering cross-sections and so increase the contrast significantly. This 

principle is used in negative stain electron microscopy, as discussed in section 1.1. 

However, the artefacts associated with negative stain electron microscopy and resolution 

limit because of the use of stain mean that the technique cannot be used to investigate 

protein structure at high resolution.  

In cryo-EM amplitude contrast is much lower, and phase contrast is instead the 

primary contributor to the total contrast in images (Danev, 2019; Dubochet et al., 1988; 

Erickson and Klug, 1970). Phase contrast occurs when the electrons that are elastically 

scattered by the sample (see section 1.2.3) and the unscattered electron wave arrive at the 

detector out of phase, resulting in interference (Erickson and Klug, 1970; Unwin, 1971). 

When images are collected exactly at focus, the scattered and unscattered electrons arrive 

in phase. Therefore images are usually collected slightly under focus, by up to around 3 µm, 

which is known as defocussing (Erickson and Klug, 1970). This introduces an additional 

phase shift in the scattered wave compared to the unscattered wave, resulting in 

modulation of the amplitude of the unscattered wave and therefore in increased contrast. 

The effect of defocussing on image contrast is shown in Figure 1.6.  
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However, defocussing introduces aberrations into the collected images. Because of 

imperfections in electromagnetic lenses and the effect of defocussing, the image of the 

biological object is not a perfect representation of the object, but is modulated by a function 

termed the contrast transfer function (CTF), as discussed in the following section. 

 

1.2.2. The Contrast Transfer Function (CTF) 

In a perfect microscope, an image should be a faithful representation of the imaged 

object. However, the point spread function of the electron microscope, which arises 

because of imperfections in the electromagnetic lenses and diffraction of the electron beam 

at the edges of the lenses, modulates the image of an object. The Fourier transform of the 

point spread function is the contrast transfer function (CTF), an oscillating function which 

describes the amount of information present in an image as a function of spatial frequency 

(Orlova and Saibil, 2011). Taking the Fourier transform of a micrograph allows 

visualisation of the CTF as shown in Figure 1.7A. 

During imaging of an object, electrons are scattered through multiple scattering 

angles from a single point. Electrons scattered at lower angles contain information 

corresponding to lower-resolution features, whereas highly scattered electrons contain 

higher-resolution information. When images are collected with a slight defocus, electrons 

scattered at different angles arrive at the detector with differing amounts of phase shift 

relative to the unscattered beam. Interference between unscattered and scattered electrons 

will have differing effects on the amplitude of the resulting wave depending on the 

scattering angle. For some scattering angles (i.e. at certain spatial frequencies), 

interference will produce maximum contrast, whereas at others there will be a complete 

Figure 1.6. The effect of defocus on image contrast. Both low defocus (left) and high defocus 
(right) images are of the same P22 bacteriophage particles, with one particle circled. At lower 
defocus particles are difficult to distinguish, whereas the increased contrast at higher defocus 
makes it easier to visualise particles. Adapted from Thuman-Commike and Chiu, 2000. 
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loss of contrast (Erickson and Klug, 1970). The exact spatial frequencies where this occurs 

depends on the amount of defocus used, as shown in Figure 1.7B. The phases of the image 

are also inverted every time the CTF crosses zero, and when this happens contrast is also 

inverted. Finally, there is also a dampening of information at higher frequencies – this 

dampening is known as the CTF envelope (Orlova and Saibil, 2011). 

Because of this, images must be corrected computationally to compensate for the 

CTF. CTF correction is carried out by flipping inverted phases and by boosting higher 

spatial frequencies to compensate for amplitude fall-off at higher resolution (Mindell and 

Grigorieff, 2003; Orlova and Saibil, 2011). Although this CTF correction can correct for 

inverted phases and amplitude fall-off, information cannot be recovered from spatial 

frequencies at which the CTF is zero (Orlova and Saibil, 2011). Therefore, images are 

collected at multiple defoci during data acquisition. At different defoci, zeros in the CTF 

will be at different spatial frequencies (as shown in Figure 1.7B). The ensemble of images 

from the microscope will therefore contain information about the object for all spatial 

frequencies, and images at multiple defoci are then averaged together to allow faithful 

reconstruction of the 3D structure.  

Figure 1.7. A) The effect of defocussing on the CTF shown in the Fourier transform of cryo-EM micrographs at 
defocus values of -0.5 µm (above) and -1.0 µm (below). Spatial frequencies at which the CTF is zero appear as 
dark rings termed Thon rings (Thon, 1966). A 1D fit of the CTF is shown over each Fourier transform. Adapted 
from Orlova and Saibil, 2011. B) Superimposed CTFs for defocus values of -0.5 µm (blue) and -1.0 µm (red) at 
300 kV. At higher defocus, there is higher signal at lower resolution resulting in increased contrast, but the 
amplitude fall-off is greater and higher-resolution features are dampened. CTFs were simulated using the CTF 
simulator tool at www.c-cina.unibas.ch/tools/soft/ctf-simulation/. 
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The idea of averaging is key to using cryo-EM for the structural determination of 

macromolecules – not only because of the CTF, but also because of the low signal inherent 

to images collected with low electron doses, as discussed in section 1.2.4. 

 

1.2.3. Radiation damage and vitrification 

When an electron arrives at a sample, most of the time it passes through 

unscattered, without interacting with the sample (Erickson and Klug, 1970). Some 

electrons do interact with the sample, and undergo either elastic scattering, where no 

energy is lost, or inelastic scattering, in which some energy is transferred to the sample 

(Dubochet et al., 1988; Orlova and Saibil, 2011). Inelastic scattering damages the sample, 

resulting in the breakage of chemical bonds and degradation of the sample structure. 

Examples of such structural damage include the cleavage of disulphide bonds and 

decarboxylation of acidic amino acids (Hattne et al., 2018). At high doses, radiation 

damage can be visually seen as boiling or ‘bubbling’ of the sample under the beam due to 

the release of hydrogen gas (Dubochet et al., 1982; Meents et al., 2010), as shown in Figure 

1.8. This damage affects high-resolution features (such as amino acid side chains) first, and 

starts to occur even after very short exposures to the beam (Glaeser, 1971; Hattne et al., 

2018; Knapek and Dubochet, 1980). Because of this, radiation damage is one of the key 

limiting factors for determining the structure of proteins using electron microscopy 

(Henderson, 1995).  

Figure 1.8. Images of HIV nucleocapsid protein at increasing electron doses. At higher doses, 
radiation damage is visible as bubbling. Adapted from Fontana et al., 2015. 
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The idea of the “intense cooling” of biological samples to overcome radiation 

damage was already recognised in the 1930s (Marton, 1934). Reducing the temperature 

slows down the processes of sample degradation by inelastic scattering, allowing longer 

exposures before information is lost (Knapek and Dubochet, 1980; Taylor and Glaeser, 

1976). However, at cryogenic temperatures, the water surrounding biological samples 

forms crystalline ice, which scatters the electron beam and destroys sample ultrastructure 

(Dubochet et al., 1988). Freezing the sample rapidly instead results in vitreous or 

amorphous ice, where water molecules are oriented randomly and the ultrastructure of 

biological samples is preserved (Adrian et al., 1984; Dubochet and McDowall, 1981; Taylor 

and Glaeser, 1976). This allows the imaging of native, hydrated biological specimens while 

retaining high-resolution information, and is termed cryo-electron microscopy (cryo-EM).  

Samples for electron microscopy are prepared by the application of a protein-

containing solution to a thin grid. Practically, vitrification is achieved by freezing cryo-EM 

grids in a cryogen such as ethane or propane, which is kept cool by surrounding liquid 

nitrogen (Dubochet and McDowall, 1981; Dubochet et al., 1985). For vitrification to occur, 

Figure 1.9. Common experimental setup for freezing cryo-EM grids. Adapted from Sgro and Costa, 
2018. 
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water is cooled extremely rapidly (~10-4 s) to prevent crystalline ice from forming 

(Dubochet et al., 1988). Nitrogen does not conduct heat away from the sample rapidly 

enough for vitrification, whereas propane and ethane have a thermal conductivity around 

300-500 times higher (Dobro et al., 2010). 

The most commonly-used experimental setup for preparing samples for cryo-EM 

is shown in Figure 1.9. 2-3 µL of sample is pipetted onto a cryo-EM grid, which is 3 mm in 

diameter. Grids are usually made of copper or gold, and have a fine mesh of thin grid bars. 

Across the mesh is a thin film (foil) with holes, usually made from carbon or gold, across 

which a vitrified layer of ice will be suspended. These holes can either be regularly spaced 

and sized, or irregular. After sample application to the grid, most of the liquid (more than 

99%) is blotted away with filter paper – this ensures that a layer of ice thin enough for TEM 

is formed. The grid is quickly plunged into the cryogen and subsequently transferred into 

liquid nitrogen and stored for imaging. 

 

1.2.4. Single-particle electron microscopy, and the concept of 
averaging 

Even at cryogenic temperatures, radiation damage accumulates quickly. Therefore 

in order to preserve the high-resolution information in images of proteins, imaging has to 

be carried out with low electron doses (Glaeser, 2013). This results in images with a very 

low signal-to-noise ratio, such that there is very little information present in a single 

particle image (Dubochet et al., 1985). Therefore, many thousands of noisy images of 

proteins are collected and averaged. This is known as single-particle EM – the ‘single-

particle’ refers to images of single isolated proteins in random orientations, as opposed to 

a crystal of proteins. Although each particle image contains very little signal and substantial 

noise, by aligning and averaging many images of proteins lying in the same orientation the 

signal reinforces and the noise cancels out (Frank, 1975). This principle is demonstrated in 

Figure 1.10 in 2D, but also applies in 3D. Theoretically, it was estimated that only around 

10,000 particles would be needed to calculate protein structures at atomic resolution 

(Henderson, 1995). In practise this number is usually much higher, with tens or hundreds 

of thousands of particle images often being used to calculate protein structures using cryo-

EM (Tan et al., 2016). 
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1.2.5. From 2D to 3D – the central slice theorem 

TEM of thin specimens produces projection images – the depth of focus in the 

microscope is much larger than the depth of the specimen (except for samples such as very 

large viruses), and so the entire sample is in focus (Crowther et al., 1970; Jensen and 

Kornberg, 2000; De Rosier and Klug, 1968). Therefore, projection images contain all of the 

3D information of an object from a particular viewing direction, corresponding to the 

orientation that the object is lying in with respect to the electron beam. In order to 

reconstruct the full 3D volume, projection images from all viewing directions are required 

(Crowther, 1971; Penczek, 2010; De Rosier and Klug, 1968). 

Computational reconstruction of a 3D model from 2D projection images makes use 

of the central slice theorem (Bracewell, 1956; Crowther, 1971) as shown in Figure 1.11. The 

central slice theorem states that the Fourier transform of a 2D projection of an object 

corresponds to a central slice through the Fourier transform of that 3D object. By 

determining the relative orientations of individual projection images, the 2D Fourier 

transforms of the images can be placed to build up the full 3D Fourier transform of the 

object. Carrying out an inverse Fourier transform of the 3D Fourier transform can then be 

done to calculate the original 3D structure of the object.  

In practise, 2D projection images from cryo-EM have a low signal-to-noise ratio 

and so determining the exact orientation of each 2D Fourier slice can be difficult. The 

process of determining the orientation of each particle image in therefore carried out 

iteratively, as discussed in the following section. 

Figure 1.10. Averaging many noisy particle images of GroEL in the same orientation 
results in increased signal. Adapted from Ludtke et al., 2004.  
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Figure 1.11. The central slice theorem for electron microscopy, adapted from (Nogales and Scheres, 2015). A)
Projecting a 3D object (top left) in the direction shown by the red arrows yields a 2D projection image. The 
Fourier transform of the projection image corresponds to a central slice through the Fourier transform of the 
original 3D object. B) Diagram showing how the central slice theorem can be used to build up a 3D 
reconstruction of an object from 2D projection images, by filling up the 3D Fourier space with 2D Fourier slices. 
The colour in the Fourier space corresponds to spatial frequency – low frequencies in the centre are coloured 
red, higher frequencies further out are coloured green and yellow.  
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1.3. The image processing pipeline for single-particle 
electron microscopy 

The basic pipeline for single-particle electron microscopy consists of several steps 

which are carried out to produce a 3D map from 2D micrographs. There were several key 

software packages developed in the 1990s and 2000s for processing cryo-EM data, 

including SPIDER (Shaikh et al., 2008), SPARX (Hohn et al., 2007), EMAN and EMAN2 

(Ludtke et al., 1999; Tang et al., 2007), IMAGIC (Van Heel et al., 1996), FREALIGN 

(Grigorieff, 2007) and XMIPP (Scheres et al., 2005). Although the algorithms used by these 

software packages differed, the same basic steps were conserved between packages. In 

modern electron microscopy this core pipeline is conserved, although there are many 

additional steps that can be carried out as discussed in section 1.5. 

On electron microscopes equipped with modern detectors, micrographs are 

collected as movies with multiple frames per image – this allows for the correction of drift 

which occurs during imaging (see section 1.4.1 for details). CTF estimation is carried out 

on motion-corrected cryo-EM images using software packages such as CTFFIND3 (Mindell 

and Grigorieff, 2003). These packages estimate the CTF on Fourier transforms of 2D 

micrographs using the signal from Thon rings (see Figure 1.7 and section 1.2.2), which are 

radially averaged to overcome the low signal-to-noise ratio. 

Particles are then picked from images, which can be done manually (a slow and 

labour-intensive process), semi-automatically or fully automatically. Automatic picking 

software is often reference-based – 2D class averages or projections of a 3D model from a 

previous dataset can be used as templates, and particles are selected based on peaks in 

cross-correlation with templates. References are usually low-pass filtered for picking to 

avoid model bias (Cheng et al., 2015). Selected particles are then extracted from 

micrographs to form stacks of boxed particle images. Extracted particles are subjected to 

2D classification – similar images are aligned and averaged as shown in Figure 1.10, which 

allows the removal of bad particles and assessment of the sample quality and homogeneity.  

In order to calculate a 3D reconstruction of the protein, an initial reference volume 

is needed for aligning particle images to. This initial reference can come from an existing 

structure of a homologous protein, which is filtered to low resolution to avoid model bias 

(Cheng et al., 2015). Traditionally it was difficult to calculate a good initial model ab initio, 

and various strategies such as random conical tilt (Radermacher et al., 1987) or the 

common lines approach (Van Heel, 1987) were employed. Recently, ab initio model 

generation algorithms have significantly improved and are no longer as much of a limiting 

step in the image processing pipeline (see section 1.5.3). 3D classification against the initial 
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model can then be employed to separate out heterogeneity in 3D – this can yield multiple 

reconstructions corresponding to different conformational or compositional states. 

Selected particles after 3D classification are then subjected to 3D refinement 

against a reference volume – either the previously-determined initial model, or a volume 

resulting from 3D classification. During 3D refinement, the data is split into two half-

datasets which are refined independently against two separate 3D reference volumes. 

During refinement, the independent volumes are aligned at low resolution to prevent the 

two half-maps diverging too far. This approach is termed “gold-standard refinement” and 

avoids overfitting and inflated resolution estimates (Scheres and Chen, 2012).  

After each iteration during refinement, particle images are back-projected and an 

updated volume is calculated for each half-dataset. The two half-maps are aligned at low 

resolution, and are compared by Fourier Shell Correlation (FSC) – the cross-correlation 

between the half-maps is calculated at each spatial frequency and plotted. At low 

resolution, the half-maps will be very similar and the FSC is high. At increasing resolutions 

the FSC drops as high-resolution features become less consistent between the half-maps 

due to the fall-off in signal at high spatial frequencies. The nominal resolution of the 

reconstruction is set to the spatial frequency at which the FSC between half-maps drops 

below 0.143 (Rosenthal and Henderson, 2003). Volumes are filtered to this resolution, and 

another round of refinement then takes place. As the reconstruction improves at each 

iteration the accuracy of assigning angles to particle images also increases. 3D refinement 

is iteratively performed until the angular accuracy and estimated resolution do not 

improve, and half-maps are then combined to give the final 3D reconstruction.  

The final reconstruction is then sharpened to boost high-resolution frequencies – a 

negative B-factor is applied to compensate for amplitude fall-off at high resolution 

(Rosenthal and Henderson, 2003). However, over-sharpening (the application of an 

inappropriately large B-factor) can introduce noise into the map and can result in 

discontinuity in the density. The effects of sharpening on the final map are shown in Figure 

1.12. 

Structural interpretation of the final map is carried out differently according to the 

resolution of the map. For high-resolution maps (better than ~4 Å), atomic models can be 

built de novo into the density and subsequently refined using software such as COOT and 

PHENIX (Adams et al., 2010; Emsley et al., 2010). For low-resolution maps, fitting of pre-

existing crystal structures of the protein of interest of closely-related homologs into the 

cryo-EM envelope is carried out using software packages like Chimera (Pettersen et al., 

2004). For medium-resolution maps, software packages like IMODFIT (Lopéz-Blanco and 
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Chacón, 2013) and Flex-EM (Topf et al., 2008) can be used to the flexibly fit crystal 

structures into medium-resolution maps, where secondary structures are visible.  

 

 

  

Figure 1.12. 3D reconstruction of apoferritin at a resolution of 2.57 Å before (left) and after (right) sharpening 
with a B-factor of -167 Å2. Sharpening during post-processing boosts high-resolution features, improving the 
quality and appearance of the map. Maps courtesy of Ambroise Desfosses.  
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1.4. Modern electron microscopy 

Although the overall microscope design has not changed significantly since its 

inception, the development of modern electron microscopes has significantly improved 

electron microscopy as a method for determining the structure of biological 

macromolecules (Henderson, 2015; Schröder, 2015).  

One of the key developments to electron microscopes has been the improvement of 

the electron source (Henderson, 2015). The original electron source in microscopes was a 

tungsten filament heated to ~3000°C. This was first replaced by a crystal of LaB6, which 

improved the coherence of the electron beam as it possessed a smaller tip. More recently 

the field emission gun (FEG) was developed, improving the brightness and coherence of 

the beam even further. Figure 1.13 shows a comparison between the three different electron 

sources, highlighting the differences in tip size. The tip of a FEG is only 3-20 nm in size, 

which is significantly smaller than the 5 µm tip of a LaB6 crystal and 30 µm tungsten 

filament tip.  

Another key development has been in the stability of microscope stages 

(Henderson, 2015). On high-end microscopes, such as Titan Krios, Talos Arctica and 

Glacios microscopes (Thermo Fisher) and CRYO ARM 300 and CRYO ARM 200 

microscopes (JEOL), the traditional ‘side-entry’ holder has been replaced by small 

cassettes that hold clipped grids isolated in the centre of the microscope column. With side-

entry holders, grids in the centre of the column were connected by a metal rod to a liquid 

nitrogen dewar on the outside of the microscope for cooling. This caused vibrations at the 

level of the stage, increasing sample drift and reducing the quality of images collected. This 

vibration has now been eliminated with the advent of cassettes – grids are isolated in the 

column from external vibration, and as a consequence the stage is much more stable. 

Figure 1.13. Scanning electron microscopy images of the tips of three electron sources – tungsten 
filament, LaB6 crystal and field emission gun. Adapted from Henning and Adhikari, 2017.  
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Previously, electron microscopy was a relatively niche technique used by a small 

community to study mostly large, symmetric protein complexes (Stuart et al., 2016). 

Today, it is firmly established as mainstream technique which is being adopted by more 

users each year to study a wide variety of proteins at high resolution (Danev et al., 2019; 

Eisenstein, 2015). Three key developments which have facilitated this will be discussed in 

the following sections. The development of direct electron detectors, which significantly 

out-perform CCD cameras and film as a method for recording images, has been crucial to 

the rapid advancement of cryo-EM (McMullan et al., 2016). Phase plates have also been 

developed to improve the contrast of images, which have especially given success in 

determining the structure of small proteins (Fan et al., 2019; Khoshouei et al., 2017). In 

addition, modern electron microscopes are faster and easier to operate, with many steps in 

data collection now automated. Because of this, it is now not strictly necessary to be an 

expert user to collect high-resolution datasets (Cheng, 2018).  

 

1.4.1. Direct electron detectors 

Perhaps the largest contributing factor to the dramatic improvement in cryo-EM in 

the past decade is the development of direct electron detectors (Danev et al., 2019; 

McMullan et al., 2016). Historically, images from electron microscopes were recorded on 

photographic film. Although these had very large fields of view, the throughput of data 

collection was low – only a few dozen images could be collected in a single session, and 

each image had to subsequently be scanned and digitised (Baldwin et al., 2018). The 

introduction of charge coupled device (CCD) cameras improved the throughput of data 

collection (see section 1.4.2) and allowed instant visualisation of images, however this came 

at the expense of image quality. 

An ideal detector is able to record signal for every spatial frequency equally well 

without introducing noise (McMullan et al., 2009). The detector quantum efficiency (DQE) 

is a measure of how the signal-to-noise ratio is degraded (i.e. how much noise is added by 

detector) at every spatial frequency during detection. Ideally, the DQE would be 1 at every 

spatial frequency until Nyquist, which is the maximum spatial frequency able to be 

recorded at a given pixel size (McMullan et al., 2009). In reality, there is a fall-off in the 

DQE at higher frequencies because of errors in detection – this limits the resolution of 

images, particularly at the low electron doses used in cryo-EM. 

At low accelerating voltages CCD cameras outperform photographic film 

(McMullan et al., 2009). However at 300 kV, the voltage typically used for high-resolution 

electron microscopy, the DQE of film is significantly better than CCD cameras as shown in 
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Figure 1.14. At low spatial frequencies the DQE is similar for film and CCD cameras, but at 

higher frequencies the DQE is much higher for film. In addition, the field of view is 

significantly larger for film compared to CCD cameras, and so for the same number of 

particle images at a given magnification significantly fewer micrographs need to be 

recorded. For these reasons, film was used to record images for high-resolution electron 

microscopy until recently (Ge et al., 2015; Guo and Jiang, 2014; Gutsche et al., 2015). 

In the late 2000s, new generation electron detectors were developed that revolutionised 

the field of cryo-EM. CCD cameras require the conversion of electrons into photons for 

detection, whereas the new generation detectors can detect individual electrons directly 

and are therefore termed direct electron detectors (McMullan et al., 2009). These detectors 

use semiconductor technology and are much thinner, resulting in reduced backscattering 

in the silicon support matrix which introduces noise into images (McMullan et al., 2016). 

Because of this, direct detectors have a much higher DQE than both film and CCD, as 

shown in Figure 1.14, and have now become the dominant type of detector used for electron 

microscopy (Bai et al., 2015a; McMullan et al., 2016).  

In addition, direct detectors have a much higher frame rate than film or CCD 

cameras and are able to capture multiple frames per second. Rather than recording single 

images, they are able to record ‘movies’ – crucially, this allows the correction for movement 

of the sample that occurs during image acquisition, both from stage drift and beam-

Figure 1.14. Comparison of DQE between three common direct electron detectors (K2 Summit, 
Falcon II and DE-20), film (SO-163) and a CCD camera (TVIPS 224) at 300 kV as a function of 
Nyquist. Adapted from McMullan et al., 2009 and McMullan et al., 2016. 
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induced sample deformation (Brilot et al., 2012; Ripstein and Rubinstein, 2016). This 

restores high-resolution information which is lost during sample movement due to 

blurring of the image, allowing dramatic improvement in the resolution of information 

present in cryo-EM images. Correcting for such motion is carried out during image 

processing, and dedicated software packages have been developed for this purpose (Zheng 

et al., 2017). The effects of motion correction are shown in Figure 1.15. 

Collecting cryo-EM movies also allows the differential weighting of information in 

different frames based on spatial frequency. Because radiation damage affects higher-

resolution features first (see section 1.2.3), later frames have higher accumulated electron 

doses and so have degraded signal at high-resolution. However, signal corresponding to 

low-resolution features is still useful in these later frames, especially for particle 

visualisation and picking. A dose-weighting scheme has been developed that allows high-

resolution information to be down-weighted in later frames, allowing these frames to be 

retained during image processing without affecting high-resolution information (Scheres, 

2014). Although the first two frames of cryo-EM movies contain the highest-resolution 

information, they are usually discarded as the movement of the sample under the beam in 

these initial frames is significantly higher than in later frames. This is often attributed to 

charging effects and doming of the ice layer under the beam (Glaeser, 2016; Scheres, 2014).  

Figure 1.15. The effects of motion correction on A) cryo-EM images and B) the Fourier 
transform of cryo-EM images. Motion correction removes blurring associated with 
specimen movement under the electron beam and restores high-resolution information 
in images. Adapted from Brilot et al., 2012 and Scherer et al., 2014. 
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Algorithms have also been developed to carry out motion correction on a per-

particles basis, as individual particles can have significantly different motion from one 

another during imaging (Bartesaghi et al., 2018; Scheres, 2014; Zivanov et al., 2019). 

Additionally, in the most recent algorithm termed Bayesian polishing in RELION-3, the 

first two frames of movies can be retained. Such algorithms improve the achievable 

resolution from cryo-EM datasets, and have directly contributed to the recent ability of 

cryo-EM to resolve structures to resolutions higher than 3 Å (Danev et al., 2019). 

 

1.4.2. Automated data collection and improved throughput 

When electron microscopy images were collected on film, the data collection 

process was slow and labour-intensive. When CCD cameras were introduced, despite the 

fact that images were of lower quality than those recorded on film (see section 1.4.1), they 

were widely adopted because many more images could be collected in a single session, and 

much more quickly (Rosenthal, 2015). Crucially, they also allowed the development of 

software packages for automated data collection, such as Leginon and SerialEM, which 

could carry out steps such as focussing, setting the eucentric height, correcting for 

astigmatism, and imaging (Carragher et al., 2000; Mastronarde, 2005; Tan et al., 2016).  

Since the introduction of direct electron detectors, it has been possible to rapidly 

collect many cryo-EM movies in an automated manner, such that it is now feasible to 

achieve high-resolution reconstructions in under 24 hours (Baldwin et al., 2018). In recent 

years, software for automatic data collection has improved significantly and packages are 

now accompanied by user-friendly graphical interfaces to aid microscope alignment and 

data collection by non-expert users.  

A brief overview of automatic data acquisition, as implemented in EPU (Thermo 

Fisher, Thompson et al., 2019), is summarised in Figure 1.16. A low-magnification montage 

is first taken of the whole grid, creating an atlas to screen for areas with good ice. Images 

at medium magnification are then taken of individual grid squares, to allow the selection 

of target holes for imaging. The data acquisition template is then set up at higher 

magnification – an area for focussing near the target hole is selected, and the number and 

position of exposures for each hole are defined. During data collection, the defocus is 

continuously varied within a user-defined range, and automatic correction for astigmatism 

is carried out. In this way, once a data collection is launched, imaging can be carried out on 

selected areas of the grid without any user input.  



Chapter 1 – Principles and developments in cryo-EM 
 

40 
 

As well as automatic data collection software, there are also changes to microscope 

hardware facilitating the increased throughput of cryo-EM imaging. On high-end 

microscopes, such as Titan Krios, Talos Arctica and Glacios microscopes (Thermo Fisher) 

and CRYO ARM 300 and CRYO ARM 200 microscopes (JEOL), up to 12 grids can be 

loaded at a single time and rapid switching between grids is possible, significantly reducing 

the amount of time needed to screen samples before data collection. 

Data collection strategies are constantly evolving to improve throughput. One of the 

longest steps during data acquisition is the wait for drift to settle after physically moving 

the microscope stage, which can take up to 30 s (Cheng et al., 2018; Danev et al., 2019). 

Instead of physically moving the stage to each new imaging location, the current practise 

is to optically shift the electron beam, which does not require a wait time for the stage to 

settle before imaging (Cheng et al., 2018). This allows the imaging of several locations not 

only within a single hole, but also on neighbouring holes as shown in Figure 1.17A. This can 

increase the throughput of data collection up to 10 times, but can also introduce artefacts 

due to the tilted beam (Cheng et al., 2018; Danev et al., 2019). However, these can be 

corrected during the data collection process, as described by Wu et al., 2019 or as 

implemented in the latest version of EPU as ‘aberration-free image shift’ (Konings et al., 

2019), or a posteriori corrected computationally (as discussed in section 1.5.5). In addition, 

the recently-described ‘fringe-free illumination’ scheme (Konings et al., 2019) allows for 

smaller beam diameters to be used due to the elimination of Fresnel fringes at the beam 

edge, and therefore many more images per hole can be collected (Figure 1.17B). Taken 

together, these advances mean that it will not be long before several hundred images can 

be taken with only a few movements of the stage, rapidly increasing the throughput of data 

collection and meaning that entire datasets can be collected in a single day. 

Figure 1.16. Automatic data collection set-up in EPU (Thermo Fisher Scientific). A low-magnification atlas 
providing an overview of the grid is shown on the left. A medium-magnification grid square image is shown in 
the middle, with target holes highlighted in blue. Template definition is shown on the right – the blue circle 
indicates the focussing area, while yellow circles indicate regions targeted for imaging in single hole.  
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1.4.3. Phase plates 

As discussed in section 1.2.1, phase contrast is the primary contributor to contrast 

in cryo-EM images. There is little contrast in images collected at focus – therefore, images 

are collected with a defocus that increases the contrast but introduces aberrations due to 

the CTF (section 1.2.2). Phase plates have been developed as a way of imaging at low 

defocus or at focus with increased contrast. They introduce a differential phase shift in the 

unscattered electron beam compared to electrons that are scattered from the sample, which 

results in additional phase contrast in images (Danev and Baumeister, 2017). The most 

widely-adopted example of a phase plate is the Volta phase plate (VPP), which consists of 

a thin amorphous carbon film and is placed at the back-focal plane in the electron 

microscope (Danev and Baumeister, 2017; Danev et al., 2014). When the unscattered 

electron beam (which contains the majority of incident electrons) interacts with the phase 

plate it induces a local charging of the carbon film, which creates an additional phase shift 

in the unscattered electrons (Wang and Fan, 2019). This can dramatically increase the 

contrast of cryo-EM images, as shown in Figure 1.18.  

Figure 1.17. A) Scheme showing how beam shift can be used to image many areas on a cryo-EM grid without 
moving the stage. Intead of mechanically moving the stage from one hole 'A' to hole 'B', the beam is optically 
sifted to image many nearby holes 'C', dramatically increasing the number of images that can be collected with 
each movement of the stage. Adapted from Danev et al., 2019. B) Left - comparison between conventional 
imaging (above) and ‘fringe-free illumination’ (below). Fringe-free imaging eliminates the fringes at the edge 
of the electron beam. This means that many more images (represented by orange squares on the right) can be 
collected in a single hole (grey circle), as the diameter of the electron beam (blue circles) can be significantly 
reduced. Adapted from Konings et al., 2019, Themo Fisher.  
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Proteins smaller than ~200 kDa have historically been difficult to study using cryo-

EM, because of the low contrast in images. The VPP opened up the possibility of imaging 

such proteins and held great promise for improving the feasibility of studying difficult 

targets (Danev et al., 2019; Fan et al., 2019; Khoshouei et al., 2016, 2017). However, recent 

results have demonstrated that using a conventional defocus-based approach is actually 

sufficient for reaching high resolution even for complexes with a molecular weight of less 

than 100 kDa (Herzik et al., 2019; Zhang et al., 2019). In addition, imaging with the VPP 

can be technically challenging and complicates the image processing process. The phase 

plate itself also reduces the information content of images by up to 18% because of 

interaction between electrons and the carbon film (Danev et al., 2019). Because of this, 

there has been a recent shift away from imaging with phase plates.  

However, a recent paper has detailed the use of a laser phase plate in transmission 

electron microscopy (Schwartz et al., 2019). Instead of a phase shift being generated by the 

interaction between electrons and a carbon film, the phase shift results from the interaction 

between electrons and light. This overcomes many of the technical challenges of the VPP, 

such as loss of information and a changing phase shift over time (Danev et al., 2019; 

Schwartz et al., 2019). Further development of the laser phase plate may bring 

improvement, but this is still a few years away from being fully realised (Danev et al., 2019).  

Figure 1.18. Comparison between conventional defocus cryo-EM (left) and Volta phase plate cryo-EM (right) 
on apoferritin. Despite the higher defocus used in the conventional cryo-EM image, the contrast is much higher 
when imaging with the phase plate. Adapted from Wang and Fan, 2019. 
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1.5. Image processing developments – a new set of tools 
in the microscopist’s toolbox 

There have been several key developments from a software point of view that have 

improved image processing – not only in terms of the achievable resolution, but also in 

terms of usability, speed, and dealing with flexible proteins. 

The software package RELION (Scheres, 2012a) was released in 2012 and rapidly 

became the most widely-used cryo-EM image processing package (Cheng, 2018). RELION 

is based on a maximum-likelihood approach – rather than assigning each particle a single 

orientation during refinement, it is assigned multiple orientations which are weighted 

according to the probability of each, given the experimental data and the reference map 

(Scheres, 2016). This was more powerful than earlier approaches, particularly with regard 

to dealing with structural heterogeneity (Cheng, 2018). In addition, RELION was more 

user-friendly than previous packages, and helped to open up image processing to non-

expert users. 

In the past five years there have been many other image processing software 

packages released which also use the maximum likelihood approach, including CryoSPARC 

(Punjani et al., 2017), SPHIRE (Moriya et al., 2017) and cisTEM (Grant et al., 2018). 

However, RELION is still the most commonly-used software package – 82% of deposited 

entries in the Electron Microscopy Data Bank (EMDB) in 2019 were calculated in RELION, 

compared to 10% for CryoSPARC and less for other packages. The speed of image 

processing has dramatically improved over the past few years, primarily because of GPU 

(graphic processing unit) acceleration in several of these software packages (Kimanius et 

al., 2016; Punjani et al., 2017; Zhang, 2016). This has opened up the ability to carry out 

image processing ‘on-the-fly’, as discussed in section 1.7.2. 

Some of the key developments in cryo-EM image processing, particularly in terms 

of improving the achievable resolution, are discussed in the following sections. 

 

1.5.1. Improved CTF estimation 

As discussed in section 1.2.2, correction of the CTF is necessary to determine the 

structures of macromolecules to high resolution, and errors in the estimation of the CTF 

limit the achievable resolution of reconstructions from cryo-EM images (see Figure 1.19) 

(Zhang and Zhou, 2011). Larger errors in defocus estimation are tolerated at lower 

resolutions, but as resolution increases the precision of defocus estimation can be a limiting 
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factor. With reconstructions from cryo-EM images now frequently reaching resolutions of 

3 Å and above, new ways of estimating the defocus have been developed to more accurately 

correct the CTF (Danev et al., 2019). 

CTF estimation was traditionally carried out on a per-micrograph basis, giving a 

single defocus estimate for every particle in an image. However, cryo-EM grids are often 

not perfectly flat in the microscope, and particles frequently lie at different heights in the 

ice which can be much thicker than the longest particle axis. This can cause local deviations 

from the global defocus estimation (Noble et al., 2018a; Zhang, 2016). At higher 

resolutions, correcting for these local defocus differences can improve the resolution of 

reconstructions (Zhang, 2016; Zivanov et al., 2018). 

There are several software packages which have now implemented CTF estimation 

on a local or per-particle basis, including GCTF (Zhang, 2016), RELION (Zivanov et al., 

2018), CryoSPARC (Punjani et al., 2017) and WARP (Tegunov and Cramer, 2019). For 

example, there are two contrasting approaches implemented in GCTF and RELION-3. 

Local CTF estimation in GCTF first carries out an initial CTF estimation for the entire 

micrograph. Using coordinates from picked particles, it locally refines this estimate by 

estimating the CTF on the area around a particle, taking into account nearby particles 

(Zhang, 2016). However, this requires a high enough signal-to-noise ratio to see Thon rings 

in power spectra of patches from around individual particles.  

Figure 1.19. Relationship between the error in defocus estimation and the resulting resolution limit at 
different accelerating voltages (100 kV - 400 kV). At higher resolutions, the maximum tolerated error 
in defocus estimation decreases. The allowable error in defocus estimation to achieve a 3 Å 
reconstruction is indicated by the horizontal lines. Adapted from Zhang and Hong Zhou, 2011. 
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In contrast, the recent CTF refinement algorithm in RELION-3 uses an approach 

that does not require fitting of Thon rings in power spectra (Zivanov et al., 2018). Rather, 

a 3D reference structure (usually from the data itself) is projected in the previously-

determined viewing direction for each particle, and multiplied by the CTF (as initially 

estimated) in Fourier space. The Fourier transform of the particle is then compared by 

cross correlation to the Fourier transformation of the projected volume multiplied by the 

CTF. The CTF parameters used to modulate the reference projection are then varied to 

maximise the cross correlation between the two, resulting in a better estimation of the CTF 

for each particle. This has been shown to improve the resolution of 3D reconstructions 

more than other algorithms, and is especially useful for cases where data collection has 

been carried out on tilted grids (see section 1.6.2) (Zivanov et al., 2018). 

 

1.5.2. Particle picking 

In order to obtain high-resolution reconstructions of proteins, it is regularly 

necessary to select several hundred thousand noisy particle images from micrographs. 

There are many different ways of automatically selecting particles in cryo-EM images, 

many of which are template-based. These often use 2D class averages or projections of 3D 

volumes as references, which are used to find cross-correlation peaks when moved 

sequentially over a micrograph. Many image processing packages have their own particle 

picking algorithm, and several stand-alone particle picking algorithms have been also been 

developed such as Gautomatch (http://www.mrc-lmb.cam.ac.uk/kzhang/Gautomatch/) 

and Fast Projection Matching (Estrozi and Navaza, 2008).  

While these particle picking algorithms have improved greatly over the past few 

decades, many of the cross-correlation based methods suffer from a high false positive rate 

because of the low signal-to-noise ratio and so manual inspection of particle picks is often 

needed (Bepler et al., 2019a; Wagner et al., 2019). Such picking algorithms often struggle 

to correctly identify particles with unusual shapes, such as elongated particles, or have 

difficulties in picking particles from sub-optimal data. In addition, selecting particles based 

on template matching has the danger of introducing template bias, which can cause 

‘Einstein from noise’ scenarios in which pure noise particle images are selected based on 

alignment to features in the template, which can lead to incorrect structures being 

calculated from the data (Van Heel, 2013; Henderson, 2013; Subramaniam, 2013). 

Recently, there have been several new approaches to picking particles that have 

improved the robustness of particle selection. There are now reference-free methods for 

selecting particles, which use Gaussian blobs with defined diameters to select particles 
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without any prior information and are now implemented in several image processing 

software packages (Grant et al., 2018; Voss et al., 2009; Zivanov et al., 2018). These 

approaches remove any danger of reference bias, and do not require prior structural 

information for particle selection unlike template-based methods. However, these methods 

still suffer from high false positive rates and often pick high-contrast contaminants such as 

frozen ethane or ice crystals. 

There is now a move towards using neural network-based approaches to selecting 

particles from micrographs, and neural network-based particle picking algorithms have 

been developed recently, including crYOLO (Wagner et al., 2019) as implemented in the 

SPHIRE package, Topaz (Bepler et al., 2019a), the BoxNet particle picking algorithm in 

WARP (Tegunov and Cramer, 2019), amongst others. Such algorithms require training on 

a small subset of micrographs which have picked particle coordinates, in order to use 

machine learning to identify patterns in the noisy data. These methods outperform 

traditional particle picking algorithms in terms of the number of particles recovered from 

micrographs, the false positive rate and the picking of difficult or non-standard datasets. 

Further discussion of neural networks applied to cryo-EM is presented in section 1.7.1. 

 

1.5.3. Initial model generation 

Historically, one of the bottlenecks of cryo-EM image processing was the generation 

of an initial volume for aligning particle images during refinement. Using an incorrect 

starting model would often cause refinements to fail to converge upon the true structure, 

which is often termed as becoming trapped in local minima (Lyumkis et al., 2013; Orlova 

and Saibil, 2011). 

 Two key approaches that were historically used to generate initial models are the 

common lines approach (Van Heel, 1987) and random conical tilt (Radermacher et al., 

1987). The common lines approach is based on the fact that every pair of 2D projection 

images of a 3D object will share a common 1D line projection. In 3D Fourier space, the 

common line between two 2D projections is the intersecting line between the two Fourier 

planes (Orlova and Saibil, 2011). With three or more 2D projection images, the relative 

orientations between the images can be determined and used to fill up Fourier space to 

generate an initial model. However this process does not always provide optimal results, 

and is most suited to objects with high symmetry (Orlova and Saibil, 2011).  

In contrast, random conical tilt makes use of tilt pairs of images to generate initial 

models. One image of particles is taken without tilt, and a second image is taken of the 
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same particles with a high tilt angle of 45-60° (Radermacher et al., 1987). This provides 

pairs of particle images for which the relative orientation is known. Particles with the same 

orientation in the untilted image with respect to the electron beam (but different in-plane 

rotations in the ice) are classified together. The corresponding tilted images for each 

particle fill up a cone of orientations as shown in Figure 1.20, allowing partial filling of the 

3D Fourier space in and the calculation of an initial model. However, this method is time 

consuming and difficult, especially for cryo-EM images, and the resulting maps often suffer 

from artefacts due to the incomplete sampling of Fourier space (Cheng et al., 2015).  

Both random conical tilt and the common lines approach enabled many structures 

of macromolecules to be determined without prior knowledge. However, they gave 

inconsistent results and often had difficulty in converging on a correct structure if the 

initial volume was too far from the real structure (Cheng et al., 2015; Punjani et al., 2017; 

Scheres, 2012b). 

One of the most significant recent improvements in the determination of initial 

models is the implementation of a stochastic gradient descent algorithm in CryoSPARC 

(Punjani et al., 2017). This algorithm is much more rapid than traditional methods, and is 

much better at avoiding local minima in model generation. Rather than using entire 

particle sets it uses random subsets of the data, and by sampling different subsets of 

particles at each step there is a higher probability of converging on a true solution, even if 

the initial volume is very far away from the target structure. 

Figure 1.20. Random conical tilt involves the collection of untilted (A) and (B) tilted micrographs of the same 
particles to generate tilt pairs. The random in-plane rotation of particles in the same orientation allows the 
filling of a cone of Fourier space, depicted diagrammatically in (C). Adapted from (Radermacher et al., 1987). 
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There is now also the possibility of calculating multiple initial models at once, and 

simultaneously classifying particles between the different classes. This is now implemented 

in CryoSPARC as ab initio reconstruction, and was later incorporated into the initial model 

generation algorithm of RELION. This approach allows the identification of multiple 

different 3D species in a mixed population, and performs well in dealing with 

heterogeneous mixtures.  

 

1.5.4. Dealing with flexibility and partial occupancy 

Many proteins are not static in solution, but undergo conformational changes in 

order to carry out their cellular functions. Conformational heterogeneity can lower the 

resolution of cryo-EM maps because the averaging of multiple states blurs certain regions 

during refinement. Compositional heterogeneity, such as partial occupancy at a ligand 

binding site, is often seen. Such problems are often dealt with by using 3D classification to 

separate mixed populations of particle images (see section 1.3). However, in cases where 

the variable region is only a very small part of the whole protein, regular 3D classification 

can struggle to separate out different states. In addition, discrete classification methods are 

not well-adapted to cases where there is continuous motion of domains instead of a few 

defined states (Jonić, 2017; Nakane et al., 2018; Scheres, 2016). 

Recently, several new approaches for dealing with flexible regions or partial 

occupancy have been developed. These include methods that deal with both discrete and 

continuous variability, and also methods that mitigate over-fitting of noisy regions in the 

map. These approaches have dramatically improved the way that flexibility in proteins is 

dealt with during image processing and a few of the most widely-used approaches are 

discussed in the following sections. 

 

1.5.4.1. Focussed refinement, classification, and signal subtraction 

3D classification is well-adapted to sorting out large conformational changes in 

proteins and complexes. In some cases however, structural variation can occur on a much 

smaller basis, such as movement of a small domain or the presence of a small binding 

partner, and it can be difficult to resolve these small changes (Scheres, 2016; Serna, 2019). 

In such cases, alignment is often driven by the larger part of the protein and the density for 

the smaller part blurs out because of its flexibility (Scheres, 2016). Focussed refinement 

and focussed classification are two approaches to get around this problem, and both 

involve the creation of a mask around the region of interest. This mask removes the 
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contribution of the larger portion of the particle during refinement, meaning that the 

alignment is instead driven by the smaller, more variable region.  

Focussed refinement has been especially useful for studies on large proteins with 

multiple domains, or on large multi-protein complexes, in which the variable domain is 

only a small part of the total particle but still has enough signal to allow the assignment of 

angles to the sub-volume. One example is the use of focussed refinement on the ribosome, 

which consists of a large and a small subunit. The large subunit often drives alignment of 

the particle during regular 3D refinement, and masking out the large subunit improves the 

resolution of the small subunit after refinement (von Loeffelholz et al., 2017; Wong et al., 

2014b).  

The size limit for carrying out focussed refinement is approximately the same for 

regular single particle electron microscopy, on the order of ~100-200 kDa (Scheres, 2016). 

This is because assigning angles to regions smaller than this is difficult due to the limited 

amount of signal. For such regions, masked classification can instead be carried out. This 

method makes use of the angles previously determined for each particle by the consensus 

refinement, and only classifies the region inside the mask. This allows the rapid separation 

of particles into different classes based on variability in the masked region (Scheres, 2016). 

However, particle images being compared to the volume during focussed 

refinement and classification still contain signal from regions that lie outside the mask, as 

they are projections of the entire protein and not only the region of interest. This introduces 

noise into the reconstruction, degrading the quality of reconstruction or classification (Bai 

et al., 2015b; Scheres, 2016). In order to mitigate this, the signal from the region outside 

the mask can be subtracted from the particle images, as shown and described in Figure 

1.21. This improves the accuracy of masked refinement and classification, and therefore 

more accurate separation of different conformational states is possible. Such an approach 

has been used in many cases for improving the structural characterisation of small regions 

in larger complexes where traditional 3D classification is not sufficient (Desfosses et al., 

2019; Fei et al., 2020; Monroe et al., 2017; Zhou et al., 2015b).  
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1.5.4.2. Dealing with continuous variation 

Where variation is instead continuous, there are other approaches that are more 

suitable than masked refinement and classification. One of these is the 3D variability 

analysis algorithm implemented in CryoSPARC – this make use of principal component 

analysis (PCA) to describe continuous motions in 3D. The algorithm requires a consensus 

3D refinement from all particles to be carried out, and then automatically finds the regions 

in a reconstruction that have the highest variance in 3D. This approach calculates linear 

trajectories (termed eigenvectors) in 3D volumes along which there is significant variation, 

and outputs ensembles of volumes which describe intermediate states along these 

trajectories (Punjani and Fleet, 2020). These volumes can then be used to prepare movies 

for visualisation describing the major 3D variance in the dataset.  

Figure 1.21. Overview of signal subtraction on γ-secretase, adapted from Bai et al., 2015b. A 3D map of the 
entire complex in A) is composed of the region to be subtracted (V1) shown in B) and the region of interest (V2) 
shown in C). A 2D particle image D) is a projection (P) of V1+V2 with added noise (N), convolved by the CTF. 
Signal subtraction is carried out by subtracting an in silico projection of V1 convolved by the CTF E), leaving 
only signal from V2 and experimental noise in the subtracted image G). Therefore during masked refinement 
and classification, signal from V1 does not contribute – the assignment of angles is based on comparison 
between projections of the region of interest shown in F) and the subtracted images G), rather than D). 
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The multi-body refinement approach in RELION is particularly suited to studying 

proteins with multiple domains that move independently to one another (Nakane et al., 

2018). A consensus refinement is first carried out and user-defined masks are created 

around individual domains. In an extension of the signal subtraction approach discussed 

above, signal from regions outside each masked domain is subtracted from images and 

each domain is refined in a separate reconstruction. This partial signal subtraction 

approach is carried out iteratively – for each particle image, the relative orientations of 

each domain are tracked and signal subtraction improves at each iteration. Multi-body 

refinement then makes use of PCA to output movies describing the major motions between 

the different bodies, similarly to 3D variability analysis in CryoSPARC. One example is 

shown in Figure 1.22 – the spliceosome contains four domains which move independently 

resulting in smearing of the density, particularly for the helicase and SF3b domains. Multi-

body refinement significantly improves the map, allowing the visualisation of secondary 

structural features in the final reconstruction.  

 

There are other software packages which employ other methods for analysing 

continuous variation, such as WarpCraft (Schilbach et al., 2017) and HEMNMA (Harastani 

et al., 2020; Jin et al., 2014) which use normal mode analysis to improve the refinement of 

flexible proteins. This approach is well-suited to cases where movements are correlated 

between different regions of the map, but for cases where domains move independently 

from each other tools like multi-body refinement may be more appropriate (Nakane et al., 

2018). The recently-described package CryoDRGN instead uses a neural network approach 

Figure 1.22. Multi-body refinement in RELION of the spliceosome. A) Four domains from the consensus 
refinement of the spliceosome (left) are masked as indicated. The SF3b and helicase domains in particular show 
poor density in the consensus refinement due to flexibility. The reconstruction after multi-body refinement 
(right) shows improved density for all regions. B) Slices through the consensus reconstruction (above) and 
multi-body refinement (below) for the helicase and SF3b regions. In the consensus refinement, both domains 
appear as diffuse density, whereas after multi-body refinement they become well-defined. Adapted from 
Nakane et al., 2018. 
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for separating out continuously-varying states directly from 2D particle images, without 

needing an initial model to start from (Zhong et al., 2019).  

 

1.5.4.3. Non-uniform refinement – local regularisation 

Another algorithm implemented in CryoSPARC termed non-uniform refinement 

also deals with flexibility and disordered regions in cryo-EM maps, by changing how 

regularisation is performed during 3D refinement (Punjani et al., 2019). Regularisation is 

a term which refers to the imposition of prior knowledge during maximum likelihood 

refinement, as carried out by software packages such as RELION and CryoSPARC. The 

prior knowledge used to regularise protein structures includes the fact that protein density 

tends to be continuous or smooth (Scheres, 2012b). This results in the filtering of noise at 

high spatial frequencies where the signal-to-noise ratio is low (as determined by the global 

resolution cut-off at an FSC value of 0.143), reducing overfitting and therefore lowering the 

amount of noise present in 3D maps (Scheres, 2012b).  

In many proteins however, different regions of the map have different amounts of 

disorder or motion, and carrying out regularisation homogeneously across an entire 

reconstruction may result in some regions being over-regularised and others being under-

regularised (Punjani et al., 2019). In regions with high motion or disorder, under-

regularisation can result in the appearance of noise in the map (i.e. over-fitting). 

Conversely, over-regularisation in rigid regions of the map can mean that high-resolution 

signal is not taken into account and the region is over-smoothed, lowering the resolution. 

The non-uniform refinement algorithm implemented in CryoSPARC works by 

carrying out regularisation differently on different regions of the map. Regularisation is 

carried out at each iteration on a local rather than a global basis, taking into account 

neighbouring regions, with the end result that disordered areas have more noise removed 

without over-smoothing well-structured areas of the particle. This calculation is carried out 

separately on each independent half-map during refinement (see section 1.3). Non-

uniform refinement can improve the reconstruction at each iteration, reducing noise in 

disordered regions and improving the high-resolution features of rigid regions, which 

therefore improves the accuracy of particle angle assignments in following iterations.  

Non-uniform refinement can be especially useful for membrane proteins which 

often have large disordered regions in detergent micelles or lipid nanodiscs surrounding 

transmembrane helices, and can dramatically improve the result of 3D refinement as 

shown in Figure 1.23. More recently, another algorithm called SIDESPLITTER has been 
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released, which takes a similar approach to non-uniform refinement in CryoSPARC 

(Ramlaul et al., 2020).  

 

1.5.5. Aberration correction 

Electron microscopes need to be precisely aligned in order to record high-quality 

images of protein complexes. One important alignment is the calibration of beam tilt, 

which ensures that the electron beam is parallel to the optical axis of the microscope (i.e. 

perpendicular to the sample) (Glaeser et al., 2011). Failure to do so results in coma, which 

causes phase shifts in the image, particularly at high resolution (Zhang and Zhou, 2011). 

Beam tilt is also relevant when collecting images in multiple grid holes using image shift, 

as described in section 1.4.2, as shifting the beam away from the optical axis introduces 

additional phase errors associated with a tilted beam (Zivanov et al., 2018). 

The effects of beam tilt are particularly relevant at resolutions better than ~3 Å, and 

so have not historically been a large limitation (Zhang and Zhou, 2011; Zivanov et al., 2018, 

2020). However with the rapid developments in cryo-EM in the past few years, such 

resolutions are now becoming more frequently attainable and the limitations imposed by 

aberrations are becoming more and more relevant. Pushing the achievable resolution of 

cryo-EM is particularly relevant for the pharmaceutical industry in the context of drug 

discovery, which require very high resolutions to characterise drug binding to protein 

targets.  

Figure 1.23. Comparison between standard homogeneous refinement and non-uniform refinement of the 
membrane protein PfCRT in lipid nanodiscs, adapted from Punjani et al., 2019. A) Full maps after 
homogeneous (left) and non-uniform (right) refinement coloured according to local resolution. B) Two alpha 
helices after homogeneous and non-uniform refinement, showing a dramatic improvement in the high-
resolution features of the map. 
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Until recently, there was no way to correct for errors in beam tilt alignment once 

data had been collected. In the past year, there have been computational methods 

developed to a posteriori correct for the errors in phase shifts introduced by beam tilt 

(Zivanov et al., 2018). This has led to improvements in reconstructions at very high 

resolutions, and means that the perfect alignment of beam tilt in microscopes is no longer 

strictly necessary to achieve such resolutions. Particularly as cryo-EM moves into the 

mainstream, it is important to make the technique robust enough so that data can be 

collected by non-expert users, and the ability to correct for imperfect microscope alignment 

during data collection aids progress towards this goal. 

More recently, the correction of so-called higher-order or antisymmetrical 

aberrations has been made possible and is now implemented in RELION-3.1 and 

CryoSPARC v2.12 (Falcon et al., 2019; Zivanov et al., 2020). These higher-order 

aberrations also introduce phase shifts into images, but don’t require an understanding of 

the physical basis in order to carry out correction. Correction of such aberrations help to 

push the achievable resolution of cryo-EM reconstructions even further, with the structure 

of mouse heavy-chain apoferritin being determined to a resolution of 1.57 Å with the 

correction for higher-order aberrations (Zivanov et al., 2020). 
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1.6. The next revolution – sample preparation 

The current bottleneck in routinely reaching high resolution reconstructions of 

proteins is not image processing software or microscope limitations, but rather at the level 

of sample preparation (Danev et al., 2019; Drulyte et al., 2018). The process of freezing 

grids for cryo-EM has remained virtually unchanged for decades. As discussed in section 

1.2.3, it typically involves the application of a few microliters of sample to the grid, blotting 

of excess sample with filter paper, and plunging into the cryogen (Adrian et al., 1984; Dobro 

et al., 2010; Taylor and Glaeser, 1976).  

While this technique has given many excellent results, it is far from perfect. One 

key limitation of current sample preparation methods is a lack of ice reproducibility 

(Armstrong et al., 2019). Very recently, there has been significant work carried out by 

several groups to design new grid-freezing technologies, which are starting to yield 

promising results. A second limitation is the nature of proteins to adopt a preferential 

orientation in the ice (Glaeser and Han, 2017). There is currently a large amount of research 

investigating ways of mitigating preferential orientation, such as the addition of a 

detergents to the sample, tilting during data collection, and faster vitrification techniques. 

 

1.6.1. Variation in ice thickness 

The variability of ice thickness between grids frozen with identical conditions, and 

even across one grid, is a common problem in the field and results in significant lost time 

in grid screening and wasted sample. The cause of ice thickness variation was recently 

investigated using a combination of scanning electron microscopy (SEM) and light 

microscopy, and revealed that a major contributing factor is the variable arrangement of 

filter paper fibres when blotting (Armstrong et al., 2019). This causes the blotting of liquid 

to occur in a non-uniform way, resulting in variations in ice thickness across and between 

grids. A typical example is shown in Figure 1.24, with a gradient of ice thickness from one 

side of the grid to the other.  

To improve the reproducibility and consistency of ice on cryo-EM grids, several 

alternative methods for freezing cryo-EM grids are being developed. Many of these rely on 

the application of much smaller sample volumes to the grid, which do not require the 

removal of excess liquid. One such system is the VitroJet system, which uses pin printing 

to deposit a volume less than 1 nL across the surface of a grid, resulting in thin and 

homogeneous ice layers, before rapidly freezing the grid in twin jets of ethane (Ravelli et 
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al., 2019). Another is the CryoWriter system, which uses a microcapillary to deposit 

between 3-20 nL of sample on the grid and then monitors water evaporation to control the 

thickness of vitrified ice (Arnold et al., 2017). Both systems give reproducibly thin ice 

layers, improving the efficiency of the sample preparation process and minimising sample 

waste. 

Other freezing devices have been developed that spray very small amounts of 

sample onto the cryo-EM grid, which are then plunge-frozen without blotting. These 

devices make use of a variety of different systems for sample spraying, including 

microfluidic systems, ultrasonic humidifiers or piezo inkjet dispensers (Feng et al., 2017; 

Jain et al., 2012; Rubinstein et al., 2019). One device in particular, originally termed 

Spotiton but now commercialised as chameleon, has been under development for several 

years and has started to provide exciting results (Dandey et al., 2018; Jain et al., 2012; 

Noble et al., 2018b). In this system, tiny droplets of sample are sprayed from a piezo as the 

grid is plunged through the spray into liquid ethane (Figure 1.25A). The grids used are 

covered in nanowires and are ‘self-wicking’ (Figure 1.25B), meaning that as liquid hits the 

grid surface, it spreads out rapidly to form a homogeneous thin layer resulting in 

reproducibly-thin ice (Wei et al., 2018). The further development and commercialisation 

of such systems over the next few years should dramatically improve the efficiency and 

reproducibility of grid freezing. 

Figure 1.24. Variation in ice thickness across a cryo-EM grid. The area indicated by the orange 
circle contains ice that is too thick, while the area in the white circle indicates areas with no ice. 
The grid squares indicated by the blue circle contain ice of appropriate thickness for data 
collection. Adapted from Thompson et al., 2019. 
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1.6.2. Preferential orientation 

In an ideal situation, proteins on a cryo-EM grid are dispersed homogeneously 

across a grid hole, randomly oriented in centre of a thin vitreous ice layer. However, for the 

majority of protein samples, this is not the case (D’Imprima et al., 2019; Danev et al., 2019). 

This can result in stretched cryo-EM density maps due to the anisotropic distribution of 

views during 3D reconstruction, and therefore incomplete filling of the Fourier space (Chen 

et al., 2019; Drulyte et al., 2018).  

The primary cause of preferential orientation is adsorption of proteins to the air-

water interface after sample application to the grid, before the moment of freezing, as 

shown in Figure 1.26 (Drulyte et al., 2018; Glaeser and Han, 2017; Noble et al., 2018a). A 

recent study showed that approximately 90% of proteins adhere to the air-water interface 

when frozen with standard grid freezing techniques (Noble et al., 2018a). One hypothesis 

for this phenomenon is that proteins preferentially adhere to the air-water interface to 

expose hydrophobic surfaces, causing a non-random distribution of orientations (Glaeser 

and Han, 2017; Noble et al., 2018a). This adsorption often causes local denaturation of the 

protein, further degrading the quality of data (D’Imprima et al., 2019). 

Figure 1.25. The Spotiton system for freezing cryo-EM grids. A) Comparison between traditional grid
freezing and Spotiton. Adapted from Jain et al., 2012. B) SEM image of self-wicking cryo-EM grids 
showing nanowires on grid bars. Adapted from Wei et al., 2018. 
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There are several possibilities for overcoming preferential orientation in cryo-EM. 

The simplest method is to collect a percentage of images with a tilted grid, at angles around 

30-40° (Zi Tan et al., 2017). This does not change the orientation of proteins in the ice, but 

increases the coverage of Fourier space during 3D reconstruction. However, this method 

has its drawbacks – it does not overcome the effects of protein denaturation at the air-

water interface, and it does not result in a completely isotropic distribution of views. In 

addition, tilting the grid increases the thickness of the ice relative to the electron beam, 

resulting in more inelastic scattering. Despite this, tilting during data collection can 

dramatically improve the quality and resolution of cryo-EM maps, and is relatively simple 

to implement (Rivera-Calzada et al., 2017; Su et al., 2017; Zi Tan et al., 2017). 

Several other approaches relate to properties of the cryo-EM grid itself. The surface 

charge of the grid can be modified by glow discharging in the presence of molecules like 

amylamine, which can sometimes change the distribution of proteins in the ice (Passmore 

and Russo, 2016). Adding a thin continuous support film made from carbon can also 

change the distribution of views, as proteins adhere to the film rather than the air-water 

interface (D’Imprima et al., 2019; Drulyte et al., 2018). However, this can increase the 

background of images and lower contrast, particularly for small proteins (Passmore and 

Russo, 2016). Graphene or graphene oxide films can provide an alternative, and do not 

result in as strong a background as carbon films (Drulyte et al., 2018; Pantelic et al., 2010; 

Figure 1.26. Cross-section of a cryo-EM grid hole showing preferential orientation of 
particles caused by the adsorption to the air-water interface. 
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Passmore and Russo, 2016). In addition, there is current research into the development of 

so-called affinity grids, where proteins specifically bind to molecules on the cryo-EM grid. 

One example is the streptavidin grid – monolayers of streptavidin crystals are grown on 

the grid, and randomly-biotinylated proteins bind strongly to streptavidin, which can 

improve the distribution of orientations (Han et al., 2016; Noble et al., 2018a). 

The addition of detergents or surfactants to the sample before freezing can also 

dramatically mitigate preferential orientation. These molecules can themselves adhere to 

the air-water interface, preventing protein adsorption and reorienting particles in the ice 

layer (Chen et al., 2019; Glaeser and Han, 2017). One commonly-used detergent for this 

purpose is CHAPSO, which has been shown to almost completely eliminate interaction 

with the air-water interface for bacterial RNA polymerase and can significantly reduce 

preferential orientation (Chen et al., 2019). 

Finally, it has been estimated that in a thin film of liquid, proteins can collide with 

the air-water interface more than 1000 times per second (Glaeser and Han, 2017; Taylor 

and Glaeser, 2008). Therefore, minimising the amount of time between the thin film 

formation (either after traditional blotting or the application of very small sample volumes) 

and vitrification reduces the chance of proteins adhering to the air-water interface. Several 

of the recent developments discussed in section 1.6.1 for improving the reproducibility of 

ice thickness also significantly speed up the grid freezing process, improving the 

distribution of particle orientations. The typical time from sample application to freezing 

is on the order of a few seconds, whereas recent grid-freezing devices are able to reduce 

this time to under 100 ms (Feng et al., 2017; Noble et al., 2018b; Rubinstein et al., 2019). 

This shorter freezing time can directly result in reduced preferential orientation, and 

improves the quality of the resulting 3D reconstruction (Noble et al., 2018b). Reducing the 

freezing time also opens up the possibility of carrying out time-resolved cryo-EM, to 

investigate transient states at defined time-points during protein activity (Fu et al., 2019). 
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1.7.  Future directions 

After the initial ‘revolution’ in cryo-EM in the 2010s, the field has expanded rapidly 

and is now used by an increasing number of labs every year (Danev et al., 2019). While 

cryo-EM was initially used mostly to characterise large symmetric protein complexes such 

as viruses, the past decade has seen cryo-EM adopted to study a huge variety of targets, 

from small asymmetric proteins to dynamic and flexible macromolecules. There are 

currently a large number of methodological developments being published in the cryo-EM 

field, both from hardware and image processing perspectives, which will further push the 

field towards the routine high-resolution characterisation of macromolecules. 

In addition, there has been a recent shift towards carrying out cryo-EM on complex 

mixtures in contrast to traditional approaches which required extremely homogeneous 

samples. The computational power of image processing packages has increased to the point 

that it is possible to determine multiple 3D structures of different proteins from a mixture 

of species (Ho et al., 2019). This can be useful for studying targets which are difficult to 

purify to homogeneity, or for the investigation of low-affinity complexes directly from the 

cellular lysate which fall apart upon purification (Schmidli et al., 2019; Yi et al., 2019).  

In the following sections, two key future directions are presented which hold great 

promise for improving the way cryo-EM is carried out, both in terms of image processing 

and data collection. These are the development of deep-learning algorithms, and the use of 

on-the-fly processing during data collection.  

 

1.7.1. Deep learning algorithms  

One of the most exciting directions for the field of cryo-EM currently is the 

development of algorithms that make use of deep learning approaches for image 

processing. Such algorithms are based on convolutional neural networks, which are 

function machines that are optimised to learn the ideal way to take input data to produce 

an output. This requires a training step in which the input and output are both available.  

One example of this being used in the context of cryo-EM is in the development of 

more reliable particle picking algorithms (see section 1.5.2). A subset of a cryo-EM dataset 

consisting of micrographs with manually-picked particle locations is used to train a neural 

network to generate particle positions when given an unseen micrograph as input. These 

methods are more robust than cross-correlation based approaches, and have given 

promising results for traditionally challenging datasets (Bepler et al., 2019a). 
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Another application of deep learning is for the denoising of cryo-EM images. One 

of the largest limitations in cryo-EM is the low signal-to-noise ratio in images. Several 

algorithms have been developed which use neural networks to increase the signal-to-noise 

ratio, which is especially useful for the selection of particles and assessing the quality and 

homogeneity of images. However, unlike for particle picking in which a ground truth (i.e. 

particle locations) are available, images with a high signal-to-noise ratio are not available 

in cryo-EM because of electron dose constraints (Buchholz et al., 2019). Therefore, 

denoising algorithms make use of the Noise2Noise approach (Lehtinen et al., 2018), which 

facilitates image restoration from noisy images in the absence of a high signal-to-noise 

ratio counterpart. Such algorithms can dramatically improve the contrast in cryo-EM 

images, as shown in Figure 1.27. Noise2Noise approaches have now been implemented in 

Topaz-Denoise (Bepler et al., 2019b), Cryo-CARE (Buchholz et al., 2019), JANNI in the 

package SPHIRE (Wagner, 2019), and WARP (Tegunov and Cramer, 2019). 

Other recent applications of neural networks to cryo-EM image processing include 

the identification of secondary structural elements in medium-resolution maps, as 

implemented in Emap2sec (Maddhuri Venkata Subramaniya et al., 2019), the CryoDRGN 

algorithm for modelling continuous variation in 3D reconstructions (Zhong et al., 2019), 

the automatic selection of 2D class averages by Cinderella in SPHIRE (Moriya et al., 2017), 

and the automatic classification of areas for picking on micrographs (Sanchez-garcia et al., 

2019). The use of neural networks and deep learning approaches in cryo-EM is still a very 

new development, but holds significant promise for improving image processing methods 

over the next few years.  

Figure 1.27. Comparison of a cryo-EM micrograph before (left) and after (right) denoising with the 
Topaz U-net denoising model. Adapted from Bepler et al., 2019b. 
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1.7.2. On-the-fly image processing 

As cryo-EM continues to develop, both from a hardware and software point of view, 

there will be a further trend towards automation and high-throughput data collection 

(Danev et al., 2019). From a few years ago, when the number of images collected per day 

usually ranged from a few hundred to approximately 1,000, it is now possible to collect 

roughly 5,000 images per day on high-end microscopes (Danev et al., 2019). This number 

may double over the next few years, meaning that huge amounts of data (several terabytes) 

will be generated from a single day of data collection (Danev et al., 2019; Thompson et al., 

2019).  

There is now a push towards ‘on-the-fly’ processing of images while data collection 

is still running, in order to get quick feedback and avoid collecting data on sub-optimal 

samples. Several pipelines have now been developed for automatic on-the-fly processing, 

including those implemented in RELION (Fernandez-Leiro and Scheres, 2017; Zivanov et 

al., 2018), CryoSPARC (Punjani et al., 2017), WARP (Tegunov and Cramer, 2019) and 

CryoFLARE (Schenk et al., 2020). One example of such an integrated pipeline, as described 

by Tegunov and Cramer, 2019, is shown in Figure 1.28. Data is collected using software 

such as EPU or SerialEM (see section 1.4.2), then imported into WARP for automatic 

micrograph pre-processing and neural network-based particle picking. Particles are then 

extracted and continuously imported into CryoSPARC for 2D classification and 3D 

classification and refinement. This allows the real-time evaluation of data, and enables 

users to make decisions about data collection parameters during acquisition. 

 

 

Figure 1.28. Automatic on-the-fly processing pipeline, as implemented in WARP. Adapted from Tegunov and 
Cramer, 2019. 



Chapter 1 – Principles and developments in cryo-EM 
 

63 
 

The recently described platform CryoFLARE even allows for direct interfacing with 

the microscope data acquisition software, allowing automatic feedback-based control of 

the microscope during data collection (Schenk et al., 2020). CryoFLARE also allows the 

plotting of various statistics for each micrograph over their original position on a grid 

square, such as the estimated defocus or resolution, or number of picked particles, for the 

easy visualisation of trends in a grid square during data collection (Figure 1.29). As the 

speed of data collection continues to increase, the biggest challenge will be enabling the 

most efficient use of microscope time. The ability to gain rapid feedback on data collection 

as it occurs, as supported by such on-the-fly processing pipelines, will greatly aid this. 

The 2010s was a transformative decade for cryo-EM. Now firmly established as a 

mainstream technique, it was named ‘method of the year’ in 2015, and in 2017 the Nobel 

Prize in Chemistry was awarded for the development of cryo-EM. As we enter the 2020s, 

new technological developments will broaden the number of targets which are amenable 

to characterisation by cryo-EM in terms of size, flexibility, and complexity. In parallel, the 

move towards automation in data collection and processing, and towards user-friendly 

software packages will make cryo-EM more attractive to non-specialist users. With the 

speed at which the field is currently evolving, the 2020s will certainly be an exciting decade 

in which to be a microscopist.  

Figure 1.29. The CryoFLARE graphical user interface, showing the ability to map statistics such as 
the estimated resolution over the location in a grid square the micrograph was collected from. 
Adapted from Schenk et al., 2020. 
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Chapter 2. Evolutionary history and 

structural features of AAA+ ATPases 
2.  Evolut iona ry history  and structura l features of AAA+ ATP ase s 

RavA is a MoxR-family AAA+ ATPase from E. coli. AAA+ ATPases are P-loop 

proteins, which all share a common fold for hydrolysing nucleotides to liberate energy for 

powering cellular processes. P-loop proteins are classified into two divisions – the KG 

division, and the ASCE division. The AAA+ ATPase superfamily sits within the ASCE 

division along with seven other superfamilies.  

This chapter will discuss the key structural motifs which are crucial to the 

hydrolysis of nucleotides in P-loop proteins. I will then summarise the different 

superfamilies of the ASCE division, to compare and contrast the different ways in which 

the P-loop fold is used to coordinate a variety of different cellular processes. Finally, I will 

present the latest work on AAA+ ATPases, and show how the advent of cryo-EM has 

allowed the definition of a mechanism for ATP hydrolysis amongst the different AAA+ 

clades. This will set the scene for the investigation of the RavA ATPase mechanism 

discussed in Chapter 4. 
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2.1. ATP – a universal energy currency 

It has long been established that cells use the high energy stored in the phosphate 

bond for carrying out cellular work (Lipmann, 1941). Nucleoside triphosphates, such as 

adenosine triphosphate (ATP) and guanosine triphosphate (GTP) consist of a base 

(adenine or guanine) attached to a sugar (ribose), linked to three phosphate molecules α, 

β and γ (Figure 2.1). Hydrolysis of the high-energy bond between the β and γ-phosphate 

can be coupled to energy-requiring cellular processes such as mechanical work, the active 

transport of molecules against a concentration gradient, or thermodynamically 

unfavourable reactions (Knowles, 1980; Zala et al., 2017).  

ATP is universally conserved amongst all living organisms, and was selected at the 

beginning of evolution as the major energy-carrying molecule (Plattner and Verkhratsky, 

2016). ATP is responsible for providing the energy for most energy-requiring cellular 

processes, whereas GTP is more commonly used in signalling pathways (Plattner and 

Verkhratsky, 2016; Vetter and Wittinghofer, 1999; Zala et al., 2017). The central 

importance of ATP to cellular metabolism is reflected by the fact that ATP-hydrolysing 

proteins, termed ATPases, are similarly widespread throughout life, and significantly 

predate the last universal common ancestor of bacteria, archaea and eukaryotes (Kyrpides 

et al., 1999; Leipe et al., 2002). ATPases catalyse the hydrolysis of the γ-phosphate of ATP, 

forming adenosine diphosphate (ADP) and releasing energy. 

  

Figure 2.1. Structures of ATP and GTP. Bases (adenine and guanine) are coloured blue, ribose is coloured black 
and phosphates are coloured red. The α, β and γ-phosphates are labelled, and the high-energy β–γ phosphate 
bond is indicated with an asterisk. 
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2.2. P-loop NTPases 

The ability of proteins to bind nucleotides likely evolved several times 

independently (Saraste et al., 1990; Vetter and Wittinghofer, 1999). Nucleotide binding 

proteins can be classified according to sequence motifs and structural features, which are 

related to the mechanism of nucleotide binding (Vetter and Wittinghofer, 1999). One of the 

most prevalent classes of nucleotide binding proteins is the P-loop (phosphate-binding 

loop) class of nucleoside triphosphatases (NTPases), which represent approximately 10-

18% of total gene products in prokaryotes and eukaryotes (Koonin et al., 2000; Saraste et 

al., 1990). They are involved in a vast number of cellular processes, across almost all major 

pathways (Aravind et al., 2004).  

All P-loop proteins share a common αβα fold, consisting of five parallel β-strands 

sandwiched between α-helices (Leipe et al., 2003; Milner-White et al., 1991). All P-loop 

proteins possess the conserved Walker A (P-loop) and Walker B sequence motifs, which 

are responsible for coordinating the nucleotide molecule (Walker et al., 1982). The Walker 

A/P-loop motif is particularly conserved, and follows the consensus sequence 

GxxGxGK[S/T], where G = glycine, K = lysine, S = serine, T = threonine, x = any residue 

(Erzberger and Berger, 2006; Saraste et al., 1990; Walker et al., 1982). The lysine residue 

is involved in coordination of both the β and γ-phosphate atoms of the nucleotide, and is 

critical to nucleotide hydrolysis (Fischer and Glockshuber, 1994; Wendler et al., 2012). 

Similarly, the serine/threonine residue coordinates a Mg2+ cation which in turn interacts 

with both the β and γ-phosphate atoms of the bound nucleotide. 

The Walker B motif, in contrast, is less conserved and can be represented as 

hhhh[D/E], where h = any hydrophobic residue, D= aspartate and E = glutamate. The 

acidic aspartate (or less commonly, glutamate) is also involved in the coordination of the 

Mg2+ ion, and is essential for ATP hydrolysis by P-loop proteins (Iyer et al., 2004a; Leipe 

et al., 2003; Walker et al., 1982).  

The P-loop class can be split into two divisions, according on the arrangement of 

the five parallel β-strands in the catalytic αβα core (Leipe et al., 2003). One group contains 

kinases and GTPases (the so-called ‘KG division), and is typified by a ‘54132’ arrangement 

of β-strands (Figure 2.2). In this arrangement, the strands containing Walker A and B 

motifs (strands β1 and β3 respectively) are placed adjacent to one another.  
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The second group is more diverse, and contains the AAA+ superfamily of which 

RavA is a member (Erzberger and Berger, 2006). This group has an inserted β-strand 

between strands β1 and β3, such that the arrangement of β-strands is ‘51432’ and the 

Walker A and B motifs are separated by an additional strand (Erzberger and Berger, 2006; 

Leipe et al., 2003) (Figure 2.2). This inserted strand β4 usually contains an additional 

nucleotide-binding motif at its C-terminal tip termed the sensor-I (S-I) motif, which 

consists of a polar residue (usually asparagine) (Iyer et al., 2004b; Koonin, 1993; Leipe et 

al., 2003). In addition, the Walker B motif is extended to include a second acidic residue, 

and usually takes the form hhhhDE. The extra glutamate is important for the hydrolysis of 

ATP, and acts together with S-I to position a water molecule near the γ-phosphate for 

nucleophilic attack during hydrolysis (Leipe et al., 2003; Wendler et al., 2012). Because of 

these two features, this group of proteins is termed the ASCE division (additional strand, 

catalytic E). 

A comparison between key structural features of the nucleotide binding site of KG 

and ASCE division P-loop proteins is shown in Figure 2.2. 6-phosphofructo-2-

kinase/fructose-2,6-bisphosphatase (6-Pf-2-K/Fru-2,6-P2ase) is a bifunctional enzyme 

with a kinase domain (6-Pf-2-K) that displays the 54132 arrangement of β-strands 

characteristic to the KG division (Hasemann et al., 1996). The ASCE-division p97 

nucleotide binding site, in contrast, displays the rearranged 51432 β-strand order, and the 

characteristic S-I and Walker B glutamate residues (Hänzelmann and Schindelin, 2016). 

Figure 2.2. Comparison between the arrangement of β-strands and key ATP-binding motifs in KG (6-Pf-2-K, 
PDB ID: 1BIF) and ASCE (p97, PDB ID: 5C1A, N-terminal domain) P-loop divisions. WA = Walker A, WB = 
Walker B, S-I = sensor-I.  
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2.2.1. Arginine fingers 

Another key structural feature of the NTPase site is the so-called arginine finger. In 

P-loop GTPases and ASCE proteins, an arginine residue coordinates the γ-phosphate 

during hydrolysis of bound nucleotides (Nagy et al., 2016; Ogura et al., 2004). For kinases, 

there is not a clear conservation of an arginine finger motif (Nagy et al., 2016). Most ASCE 

proteins form circular oligomers, where the arginine finger of one monomer interacts with 

the bound nucleotide of a neighbouring monomer. Therefore, oligomerisation is strictly 

necessary for ATPase activity (Erzberger and Berger, 2006; Ogura et al., 2004). For 

GTPases, an analogous arginine finger is instead provided by a GTPase-activating protein 

(GAP), which stimulates GTPase activity by several orders of magnitude (Kötting et al., 

2008; Ogura et al., 2004). These trans-acting arginine fingers are well-conserved from 

both a structural and sequence point of view, which reflects their importance to the overall 

function of these proteins (Nagy et al., 2016; Neuwald et al., 1999; Ogura et al., 2004). 

A comparison between the ATP binding site of p97 and the GTPase Ras (in complex 

with its GAP Ras-GAP) is shown in Figure 2.3. The P-loop structure is well-conserved 

between proteins of the KG and ASCE division. The respective arginine fingers (coming 

from a neighbouring monomer in p97 and from the GAP in Ras) occupy a similar position, 

though they are present in different conformations. The nucleotide site between Ras and 

Ras-GAP is occupied by GDP.AlF3, a structural analogue of GTP which mimics the 

transition state between GTP and GDP. The GAP arginine finger directly coordinates the 

Figure 2.3. Comparison between the NTP binding sites of the KG division Ras-RasGAP (PDB ID: 1WQ1) and 
the ASCE division p97 (PDB ID: 5C1A, N-terminal domain. β-strands are coloured as in Figure 2.2, key residues 
and motifs are indicated. WA = Walker A, WB = Walker B, S-I = sensor-I, RF = arginine finger. 
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AlF3 molecule (as shown in Figure 2.3), which mimics the position of the γ-phosphate of 

GTP during hydrolysis (Ahmadian et al., 1997; Scheffzek et al., 1997). In contrast, the 

nucleotide binding site of p97 is occupied by ATPγS, a non-hydrolysable ATP analogue. 

The ATP-bound state represents the inactive (or ‘pre-active’) state, and as such, the 

arginine finger is positioned away from the bound nucleotide (Hänzelmann and 

Schindelin, 2016). This reflects the fact that arginine fingers are not strictly necessary for 

nucleotide binding, but are crucial for nucleotide hydrolysis (Nagy et al., 2016; Ogura et 

al., 2004). 

2.2.2. Divergence in sequence, conservation in structure 

Although the S-I motif asparagine is present only in the ASCE division of NTPases 

(at a conserved position at the end of β4) there is an analogous region in certain P-loop 

GTPases which plays the same functional role (Wendler et al., 2012). This stretch is termed 

the “switch 2” region (Milburn et al., 1990; Scheffzek et al., 1997). In Ras, for example, the 

switch 2 Gln61 is positioned in a loop after β3, and similarly to S-I in ASCE ATPases, 

coordinates water molecule for nucleophilic attack of the γ-phosphate during hydrolysis 

(see Figure 2.3 for a comparison between p97 S-I and Ras Gln61 positions) (Resat et al., 

2001a). An equivalent switch 2 glutamine residue is also present in Rho, Ran and MglA 

GTPase families, and is critical for GTP hydrolysis (Bos et al., 2007; Miertzschke et al., 

2011; Scheffzek et al., 1997). 

In GTPases such as IF-2 and EF-G, the switch 2 glutamine is replaced by a catalytic 

histidine which plays an equivalent role (Anand et al., 2013). However, not all P-loop 

GTPases possess a catalytic switch 2 residue. The Ras-like GTPase Rap1 instead has a 

glutamine to threonine mutation at this position, and a catalytic asparagine residue 

(termed an ‘asparagine thumb’) is instead provided in trans from Rap1GAP in an very 

similar orientation and position, as shown in Figure 2.4. (Daumke et al., 2004; Scrima et 

al., 2008). This elegantly illustrates the principle that the 3D structure of proteins are often 

more conserved than sequence. The catalytic Asn348 of p97, Gln61 of Ras and Asn290 of 

Rap1GAP all play the same functional role, conserving the mechanism of nucleotide 

hydrolysis, yet have evolutionarily distinct origins. 
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Figure 2.4. Comparison between the S-I motif of the ASCE protein p97 (PDB ID: 5C1A), the switch 2 glutamine 
of the KG-division Ras (PDB ID: 1WQ1) and Rap1GAP asparagine Asn290 (PDB ID: 3BRW). The P-
loop/Walker A motif and bound nucleotide of each are shown. 
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2.3. ASCE division ATPases 

ASCE proteins are involved in a wide variety of cellular processes, including 

nutrient transport, chromosome segregation, viral genome packaging, and protein 

degradation (Erzberger and Berger, 2006; Iyer et al., 2004a). All ASCE proteins share the 

same ancestral αβα core, consisting of five β-sheets and surrounded by four α-helices. The 

ASCE division can be further classified into different superfamilies, according to variations 

from this conserved core (Erzberger and Berger, 2006). A summary of these groups and 

their accompanying structural features is shown in Figure 2.5. 

The ABC superfamily is characterised by a C-terminal beta strand which is inserted 

to the ancestral ASCE core. The RecA, PilT, FtsK, and SF1/SF2 superfamilies share this 

insertion and also possess an αβ-insertion between β-strand 2 and α-helix 2. In contrast, 

the KAP, AAA+ and STAND superfamilies share a C-terminal α-helical bundle. In AAA+ 

proteins in particular, this C-terminal bundle plays a distinct role in the ATPase 

mechanism by contributing to the ATP binding site (see section 2.4).  

ASCE proteins usually form cyclic oligomeric rings, most commonly hexameric 

(Erzberger and Berger, 2006; Lupas and Martin, 2002). There are a few exceptions, such 

as the ABC superfamily, which usually form homodimers, and SF1/SF2 helicases which 

Figure 2.5. Comparison between structural features of ASCE superfamilies. Adapted from Erzberger and 
Berger, 2006. 
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have an internal duplication of the ATPase domain, and are active as monomers or dimers 

(Davidson et al., 2008; Erzberger and Berger, 2006; Mackintosh and Raney, 2006).  

There is substantial functional diversity amongst ASCE proteins. Several 

superfamilies primarily interact with DNA, in both prokaryotes and eukaryotes. The RecA 

superfamily is involved in DNA recombination and repair, and RecA members often form 

helical scaffolds on DNA (Cox, 2007). The SF1/SF2 superfamily do not form hexameric 

rings, and contains helicases from helicase superfamilies 1 and 2 that unwind and remodel 

DNA and RNA. The SF2 Swi/Snf helicases, for example, are involved in the remodelling of 

nucleosome DNA in eukaryotes to modulate transcription (Fairman-Williams et al., 2010).  

The FtsK superfamily also contains DNA-interacting translocases and helicases 

(Blesa et al., 2017; Iyer et al., 2004a). In bacteria, the FtsK protein is recruited by FtsZ, a 

cell division protein that forms the Z-ring around the dividing cell. FtsK is a DNA 

translocase, and aids the segregation of chromosomes into daughter cell by pumping DNA 

through the central pore, powered by ATP hydrolysis (Iyer et al., 2004a; Jean et al., 2019). 

The cryo-EM structure of the FtsK hexamer in complex with DNA is shown in Figure 2.6, 

illustrating the general architecture of many ASCE ATPases – a cyclic hexamer 

surrounding substrate in the central pore. 

The PilT family contains motor proteins which are important for the formation of 

type IV pilin-like systems in bacteria and archaea (Berry and Pelicic, 2015). Type IV pilins 

include the type II secretion system and the archaellum, and are often involved in motility 

or cell attachment to surfaces (Denise et al., 2019). They are composed of repeating pilin 

subunits, which are polymerised into pili by PilT-like ATPases. Like most other ASCE 

proteins, PilT members form hexamers and couple the hydrolysis of ATP to mechanical 

work, in this case promoting the assembly or disassembly of pili (McCallum et al., 2019).  

Figure 2.6. Cryo-EM structure of FtsK in complex with DNA viewed from above (left) and the side (right, cut-
away view). Individual monomers of the FtsK hexamer are coloured differently, and the bound DNA in the 
central pore is coloured grey. Adapted from Jean et al., 2019. 
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The ABC superfamily is a diverse group of ATPases that transport substrates across 

membranes (Davidson et al., 2008; Dean and Annilo, 2005). Unlike most other ASCE 

members, they form membrane-bound homodimers which couple the hydrolysis of ATP to 

the transport of various molecules, including amino acids, ions, and vitamins. They include 

multidrug efflux pumps, such as P-glycoprotein, and the chloride channel CFTR, which is 

mutated in cystic fibrosis (Gadsby et al., 2006; Lin and Yamazaki, 2003).  

The KAP, AAA+ and STAND superfamilies all have an inserted C-terminal helical 

bundle to the ASCE core. The KAP superfamily, named after the proteins Kidins220/ARMS 

and PifA, is a small and mostly uncharacterised family of ASCE proteins (Aravind et al., 

2004). Most KAP proteins are membrane-bound, similar to ABC transporters, although 

they can contain up to four transmembrane helices inserted in the nucleotide-binding 

domain which is unique (Aravind et al., 2004). Although there is currently no structural 

information on KAP superfamily members, a few have been functionally characterised. The 

KAP protein Kidins220/ARMS is present in animals and acts as a scaffold protein for 

neuronal differentiation and development of the vascular system (Bracale et al., 2007; Cai 

et al., 2017). However, some KAP members appear to have a catalytically inactive ATPase 

domain, and may play their cellular roles through accessory domains (Aravind et al., 2004). 

The STAND (signal transduction ATPases with numerous domains) superfamily is 

spread across eukaryotes and prokaryotes, and as well as the core ATPase domain have 

many additional domains (Leipe et al., 2004). These domains range from protein 

interaction and scaffolding domains to enzymatic domains, and confer diverse functions 

and oligomerisation properties to STAND-superfamily proteins. Unlike other many other 

ASCE division proteins, the hydrolysis of ATP by STAND proteins is not linked to 

mechanical work, but rather to cellular signalling (Marquenet and Richet, 2010). For 

example, the mammalian STAND protein Apaf1 forms the heptameric apoptosome 

responsible for initiating cellular apoptosis (Leipe et al., 2004; Zhou et al., 2015a). STAND 

proteins are also involved in immune responses in both plants and animals, through the 

resistosome and inflammasome respectively. The resistosome is formed by the STAND 

protein ZAR1, and is pentameric, while the 11-fold symmetric inflammasome is formed by 

the STAND proteins NLRC4 and NAIP2. The binding of ATP promotes oligomerisation and 

activation of STAND proteins, whereas the inactive ADP-bound form is monomeric 

(Marquenet and Richet, 2007, 2010; Zhang et al., 2015; Zhou et al., 2015a). Structures of 

the apoptosome, resistosome and inflammasome are shown in Figure 2.7, highlighting the 

oligomeric and domain diversity of this unique ASCE superfamily. 
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Finally, the AAA+ superfamily is one of the largest and most diverse superfamilies 

of ASCE ATPases (Ammelburg et al., 2006). These proteins most commonly form 

hexameric rings that couple the hydrolysis of ATP to mechanical work, and have been 

extensively studied from both a functional and structural point of view. An overview of the 

AAA+ superfamily is presented in the next section. 

  

Figure 2.7. Comparison between surface view structures of the Apaf1 apoptosome, ZAR1 resistosome and 
NLRC4 inflammasome. CARD = caspase activation and recruitment domain (ZAR1 and NLRC4), CC = coiled-
coiled domain. NBD = nucleotide-binding domain, containing the ASCE core. HD1 = helical domain 1, WHD = 
winged helix domain, LRR = leucine-rich repeat domain. Adapted from Wang et al., 2019. 
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2.4. The AAA+ superfamily 

RavA is situated in the AAA+ superfamily (ATPases associated with a variety of 

cellular activities) of ASCE proteins. Originally defined as the AAA family in 1993 based on 

sequence conservation between putative ATPases, the family was expanded to the AAA+ 

family after structural studies revealed that conserved features of the AAA family were 

significantly more widespread than initially thought (Kunau et al., 1993; Neuwald et al., 

1999). Most eukaryotes have between 50 and 80 genes coding for AAA+ proteins, and 

significant diversity in the AAA+ superfamily already existed at the time of the last 

universal common ancestor of prokaryotes and eukaryotes (Snider et al., 2008).  

In addition to the αβα ASCE core, AAA+ ATPases possess a small C-terminal α-

helical bundle (“all-α” insertion), as shown in Figure 2.5 (Neuwald et al., 1999). The αβα 

and all-α regions are sometimes referred to as the ‘large AAA+’ and ‘small AAA+’ 

subdomains respectively. An example is shown in Figure 2.8 

AAA+ ATPases form oligomeric rings, usually hexameric, and the nucleotide 

binding site sits at the interface between the large and small AAA+ subdomains, with an 

arginine finger being provided in trans from a neighbouring monomer (Sysoeva, 2017; 

Wendler et al., 2012). The angle between the large and small subdomains changes during 

ATP hydrolysis, and this conformational change is often linked to mechanical work (Glynn 

et al., 2009; Miller and Enemark, 2016). Some AAA+ proteins also have an internal 

duplication of the AAA+ domain, and form hexamers with two stacked ATPase rings 

(Puchades et al., 2020; Sysoeva, 2017). In addition to the Walker A/B, arginine finger and 

S-I motifs, most AAA+ ATPases also have a conserved arginine residue termed the sensor-

II motif (S-II) in the all-α domain which coordinates the ATP γ-phosphate. Many AAA+ 

proteins also have inserted N-terminal or C-terminal domains, and these domains are often 

involved in the interactions with partners and can confer substrate specificity (Erzberger 

and Berger, 2006; Michalska et al., 2018; Puchades et al., 2020; Zehr et al., 2017).  

Figure 2.8. Structure of ClpX (PDB ID: 3HWs) showing the canonical arrangement of the αβα (brown) 
and all-α (orange) subdomains in AAA+ ATPases. 
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2.5. AAA+ ATPase clades, and defining an ATPase 
mechanism 

Despite the wide diversity of function amongst AAA+ ATPases, the structure of 

AAA+ proteins is well-conserved. They share a very similar structural core, and small 

insertions in this core during their evolutionary history have defined subgroups of AAA+ 

proteins termed clades (Erzberger and Berger, 2006; Iyer et al., 2004b).  

There are seven AAA+ clades, as defined by Erzberger and Berger, 2006 and Iyer et 

al., 2004b, which were based on sequence analysis and some available crystal structures at 

the time. The key structural features of these clades are summarised in Figure 2.9. Clades 

1-3, termed the clamp loader clade, initiator clade, and classical clade respectively, have 

only small additions to the ancestral AAA+ core. Clades 4-7 are grouped together in the 

pre-sensor I (PS-I) insert superclade, and share an inserted β-hairpin before the S-I motif. 

These clades are termed the superfamily III helicase clade, HCLR clade, H2-insert clade 

and PS-II insert clade respectively.  

AAA+ ATPases interact with both protein and nucleic acid substrates, often as a 

function of which clade they belong to. For example, members of clades 1, 2 and 4 interact 

with DNA, whereas clade 3 and 5 members usually interact with protein (Erzberger and 

Berger, 2006; Puchades et al., 2020). RavA is a member of the PS-II insert clade 7, which 

is comparatively less studied than other clades and contains members with a wide 

functional diversity (Erzberger and Berger, 2006). Because of this, the general applicability 

of mechanistic principles revealed for other AAA+ clades to RavA was uncertain, and 

required investigation.  

Significant work has been carried out over the past two decades to investigate the 

mechanism of AAA+ ATPase function (Arias-Palomo et al., 2019; Puchades et al., 2020). 

In that time, it has emerged that there are two basic types of AAA+ proteins – switches and 

motors (Erzberger and Berger, 2006; Kelch, 2016). For members of clades 1 and 2, one 

cycle of nucleotide binding, hydrolysis and release is coupled with a single event, and these 

ATPases are therefore referred to as molecular switches. Clade 1 and 2 action triggers the 

assembly of complexes involved with DNA replication, as discussed in sections 2.6.1 and 

2.6.2. This contrasts with members of other clades that employ continuous cycles of ATP 

hydrolysis which are coupled to mechanical action. This action is often the continuous 

threading of substrate through the central hexameric pore (Puchades et al., 2020). 
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Figure 2.9. Defining structural features of the seven AAA+ clades. A = Walker A, B = Walker B, S-I = sensor-I, 
S-II = sensor-II, R-F = arginine finger. Adapted from Erzberger and Berger, 2006. 
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Before 2016, the year I started working on my thesis, the mechanism of AAA+ 

ATPase action was poorly understood, and it was unclear if the model of substrate 

translocation through a central pore applied to all AAA+ ATPases (Blok et al., 2015). The 

prevailing consensus was that the vast majority of AAA+ ATPases from clades 3-7 formed 

six-fold symmetric closed rings, although there were a few isolated exceptions (Erzberger 

and Berger, 2006; Lander et al., 2012; Miller and Enemark, 2016).  

In 2015 and 2016, the revolution in cryo-EM resulted in a leap forwards in the 

understanding of the AAA+ mechanism. Previously, most structures solved by cryo-EM 

had a six-fold rotational symmetry applied during 3D reconstruction. With the advent of 

direct detectors and improved image processing software (see sections 1.4 and 1.5), several 

structures were published without the imposition of symmetry that showed a spiral 

arrangement of AAA+ domains around a central pore for the first time, as shown in Figure 

2.10 (Huang et al., 2016; Yokom et al., 2016; Zhao et al., 2015). The formation of a spiral is 

often linked to the nucleotide state – the flat ring state of VAT shown in Figure 2.10 is with 

ATPγS bound, while the spiral ring is formed in the ADP-bound state. Although this spiral 

architecture was described as “surprising” and “unexpected” at the time (Chang et al., 2017; 

Zehr et al., 2017), many more spiral structures quickly followed which had direct 

implications for defining the AAA+ ATPase mechanism (Gates et al., 2017; Monroe et al., 

2017; Puchades et al., 2017; Ripstein et al., 2017; Su et al., 2017; Zehr et al., 2017). 

 

Figure 2.10. The 2016 cryo-EM structure of VAT in closed flat ring (top) and spiral split ring (bottom) 
conformations. For both conformations, the left image shows a top view, looking down the hexameric pore. The 
middle image shows a side view, where the two conformations can clearly be distinguished. The right column 
shows a diagramatic representation of the two forms, with a dotted box around the interface where the spiral 
seam opens. Adapted from Huang et al., 2016. 
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Since then the recent wealth of structural information on AAA+ motors, combined 

with supporting biochemical data, has allowed the definition of an ATPase mechanism 

based on the sequential hydrolysis of ATP around the hexameric ring (Puchades et al., 

2020). This proposed mechanism is summarised in Figure 2.11. In the ATP-bound state, 

AAA+ subunits interact tightly with the substrate, either protein or DNA, via loops 

protruding into the central pore of the hexameric ring. The substrate is translocated 

through the pore by a ‘hand-over-hand’ motion – during the ATPase cycle, individual 

AAA+ subunits move downwards in the hexameric spiral, pulling the substrate with them. 

When a subunit occupies the bottom position of the spiral staircase, they hydrolyse ATP to 

ADP and disengage with the substrate. Release of ADP induces a conformational 

rearrangement, and the subunit moves back to the top of the spiral. Subsequent ATP 

binding induces an interaction with the substrate again, and the cycle repeats. In this way, 

the sequential movement of substrate-bound pore loops down the spiral, powered by ATP 

hydrolysis, enables the translocation of substrates through the central hexamer pore.  

However, the vast majority of AAA+ ATPase cryo-EM structures, especially those 

with bound protein substrates, have been for members of clade 3 (Puchades et al., 2020). 

As such, there are still questions about whether a sequential rotary ATPase mechanism is 

universal, or whether there are other mechanisms of ATP hydrolysis specific to certain 

clades. One example of this uncertainty is typified by the clade 5 ATPase ClpX. Several 

studies have suggested that ATP hydrolysis can occur in a stochastic or probabilistic 

Figure 2.11. Summary of the rotary 'hand-over-hand' ATPase mechanism, adapted from (Puchades et al., 
2020). A) Side view of a spiral AAA+ ATPase, with different colours for subunits occupying different positions 
in the spiral staircase. B) and C) Conformation of the AAA+ domain and pore loops in each subunit, with the 
corresponding nucleotide state of the subunit labelled. The monomer at the top of the spiral is not bound to the 
substrate, and has no bound nucleotide. Subsequent monomers are bound to ATP and contact the substrate 
during translocation. The final monomer in the ring is in the post-ATP hydrolysis state and has released the 
substrate. Release of ADP resets the cycle, and the monomer moves back to the top of the spiral ring. D) 
Cartoon of the ‘hand-over-hand’ mechanism, with each hand representing a pore loop and coloured as in B). 
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manner, with non-adjacent nucleotide binding sites able to hydrolyse ATP rather than in a 

strictly sequential rotary manner (Fei et al., 2020; Glynn et al., 2009; Stinson et al., 2013). 

Others instead propose that the rotary model is also applicable for ClpX (Ripstein et al., 

2020). Because of the limited number of studies on AAA+ ATPases outside of the classical 

clade, further work needs to be done to understand the general applicability of the 

sequential ‘around the ring’ ATPase mechanism.  

In addition, a very recent publication on the yeast AAA+ ATPase Abo1, which 

appears to be a member of clade 3 (Zou et al., 2007), provides direct evidence to support a 

stochastic ATPase mechanism. AFM is used to show that switching between a spiral and 

closed ring occurs randomly around the ring, contradicting a strictly sequential mechanism 

(Cho et al., 2019). Therefore despite the recent progress in defining the AAA+ ATPase 

mechanism, which has particularly been enabled by the recent improvement in cryo-EM, 

it is clear that there are still unanswered questions about the universality of the hand-over-

hand mechanism.  

The structural and functional details of the seven different AAA+ clades are 

presented in the following section, along with pertinent studies that help to define the 

ATPase mechanism. While studying the recent literature on AAA+ ATPases for writing this 

chapter I made some structural comparisons between members of different clades. While 

doing so, I found some apparent inconsistencies in the classification of some ATPases as 

being members of clade 5 – a few members appear to possess the H2-insert that define 

clades 6 and 7. In addition, some members of clade 7 appear to lack the clade-defining 

PSII-insert and appear to be structurally more similar to clade 6 members. As discussed 

below, perhaps there is now a need to revisit these early classification schemes of AAA+ 

ATPases in light of the wealth of recent structural information.  
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2.6. Structure and function of the AAA+ clades 

2.6.1. Clade 1 – Clamp loaders 

Clade 1 ATPases have no additional features to the basic ancestral core, and are key 

regulators of DNA replication (Bowman et al., 2005; Erzberger and Berger, 2006; Iyer et 

al., 2004b). Clamp loaders are responsible for positioning the DNA clamp, a ring-shaped 

protein complex that slides along DNA and keeps the DNA polymerase tethered during 

replication (Marzahn et al., 2014). This improves the processivity of replication – 

unbinding of DNA polymerase is reduced, which is especially necessary during the non-

continuous replication of the lagging strand (Bowman et al., 2005; Miller and Enemark, 

2016). Clamp loaders, in addition to the core AAA+ domain (made up of the αβα and all-α 

subdomains), have a C-terminal oligomerisation domain which forms a collar. As a 

consequence, the mode of oligomerisation is distinct to that of other clades, and clade 1 

AAA+ ATPases form pentameric rings rather than hexamers (Figure 2.12) (Bowman et al., 

2005; Marzahn et al., 2014). 

One example of a clade 1 clamp loader is Replication Factor C (RFC), which is made 

up of the five AAA+ subunits RFC1-RFC5 in eukaryotes. The prokaryotic equivalent of RFC 

is the γ complex of DNA polymerase III, which also forms a heteropentameric ring 

(Jeruzalmi et al., 2001). RFC recruits the ring-shaped DNA clamp PCNA which aids 

processive DNA replication by DNA polymerases δ and ε (Resat et al., 2001b). The 

Figure 2.12. Structure the eukaryotic clamp loader RFC from Saccharomyces cerevisiae (PDB 
ID: 1SXJ) shown as cartoons, viewed from the bottom (left) and side (right). The αβα subdomains 
are coloured in light brown, the all-α subdomains are coloured orange, and the C-terminal 
oligomerisation collar is coloured in light blue. 
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mechanism of clamp-loader action is summarised in Figure 2.13. When RFC binds to ATP, 

the AAA+ domains arrange to form a spiral, with a gap between the first and fifth subunits 

in the ring. The clamp loader then binds to the PCNA ring and holds it in an open 

conformation to allow DNA binding by the RFC-PCNA complex (Kelch, 2016; Kelch et al., 

2011). Binding to DNA triggers ATP hydrolysis by RFC, by correctly positioning the Walker 

B catalytic glutamate and the arginine finger at nucleotide binding site (Kelch, 2016; Kelch 

et al., 2011). This results in closing of the PCNA ring around the DNA strand and ejection 

of the clamp loader, allowing DNA polymerase to bind and replication to occur (Arias-

Palomo et al., 2019; Bowman et al., 2004; Kelch, 2016; Yao and O’Donnell, 2012).  

 

The ATP hydrolysis by clamp loaders has been proposed to occur sequentially from 

one end of the pentameric ring to the other, similarly to the proposed ‘around-the-ring’ 

ATP hydrolysis mechanism for other AAA+ ATPases (Kelch, 2016; Puchades et al., 2020). 

However, the mechanical force generated by ATP hydrolysis results in the closing of the 

clamp on the DNA strand and ejection of the clamp loader, rather than translocation of 

substrates through a central pore in the AAA+ ring. Clamp loaders therefore act as a 

‘switch’ rather than a ‘motor’ – ATP hydrolysis results in dissociation from both the DNA 

clamp and the DNA strand, and the next hydrolysis cycle requires recruitment of new 

substrates instead of continuous action on a single substrate.  

  

Figure 2.13. Mechanism of clamp loader action. Adapted from Arias-Palomo et al., 2019 
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2.6.2. Clade 2 – Initiators 

Members of clade 2 possess an α-helical insertion between the canonical β2 and α2 

of the AAA+ core, termed an initiator-specific motif (ISM) (Figure 2.9). The ISM is usually 

involved in binding to the DNA strand, and similarly to clade 1 AAA+ ATPases, members 

of clade 2 are involved with DNA replication, in this case at the level of initiation (Erzberger 

and Berger, 2006; Iyer et al., 2004b). They recognise origins of replication and aid the 

formation of the replication complex by loading a helicase onto the DNA strand, 

analogously to the clamp-loading activity of clade 1 AAA+ ATPases (Iyer et al., 2004b; 

Miller and Enemark, 2016). Two helicases are loaded onto the origin of replication, which 

then unwind the DNA strand in both directions allowing replication to occur (Arias-Palomo 

et al., 2019). There are two key families in clade 2 – the bacterial DnaA/DnaC family, and 

the Orc/Cdc6 family which are present in both eukaryotes and archaea (Erzberger and 

Berger, 2006; Iyer et al., 2004b).  

In bacteria, the clade 2 ATPases DnaA and DnaC work together to coordinate 

replication initiation by loading the helicase DnaB, a RecA-type ASCE protein (see section 

2.3), onto the DNA strand (Kaguni, 2014). DnaA and DnaC share a common ancestor, but 

Figure 2.14. A) Structures of DnaA from Aquifex aeolicus (top, PDB ID: 3R8F) and DnaC from E. coli (bottom, 
PDB ID: 6QEM) shown as cartoons, with domains coloured as indicated. The all-α subdomain and C-terminal 
DNA-binding domain are only found in DnaA, whereas the N-terminal DnaB-binding domain is only found in 
DnaC. B) Structure of the E. coli DnaBC complex bound to single-stranded DNA (PDB ID: 6QEM). DnaB and 
DnaC spiral rings are coloured in light brown/light blue and light green/violet respectively, while DNA is 
coloured red.  
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have diverged in both structure and function, and both contain inserted domains that 

confer additional functionality (Arias-Palomo et al., 2019; Duderstadt et al., 2011; Kaguni, 

2014; Mott et al., 2008). DnaC has lost the C-terminal all-α subdomain which is common 

to most AAA+ ATPases, and has gained an N-terminal domain (NTD) which interacts with 

DnaB (Mott et al., 2008). In contrast, DnaA has gained a C-terminal duplex DNA-binding 

domain (Duderstadt et al., 2011). A comparison between the structure of DnaA and DnaC 

is shown in Figure 2.14A, highlighting the conservation of the αβα-subdomain and showing 

the additional inserted domains. 

DnaA forms long spiral filaments, and first binds to DNA at the origin of replication 

and induces local opening of the DNA double strand to form single-stranded DNA (Miller 

and Enemark, 2016). DnaC forms an open spiral hexamer when bound to ATP. This open 

spiral recruits the helicase DnaB and induces an extended open spiral conformation in 

DnaB (Itsathitphaisarn et al., 2012). DnaC loads DnaB onto the single-stranded DNA at 

the origin of replication, and ATP hydrolysis by DnaC conformationally rearranges DnaB 

to an active closed spiral around the DNA strand for DNA unwinding (Arias-Palomo et al., 

2019). The complex between DnaC, DnaB and single stranded DNA is shown in Figure 

2.14B, indicating how the spiral DnaC reaches up to interact with the helicase and stabilises 

its spiral form.  

Unlike the clade 1 clamp loaders, DnaC remains bound to the DNA strand after ATP 

hydrolysis. The mechanism of helicase loading by DnaC is summarised in Figure 2.15. 

DnaB then further recruits the clamp loader complex of DNA polymerase III, a clade 1 

AAA+ ATPase (Itsathitphaisarn et al., 2012). In this way, both clade 1 and clade 2 bacterial 

AAA+ ATPases coordinate the initiation of DNA replication. 

Figure 2.15. Simplified mechanism of DnaB loading by the initiator AAA+ ATPase DnaC. Adapted from Arias-
Palomo et al., 2019. 
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In eukaryotes, the clade 2 ORC/Cdc6 initiator complex is responsible for loading 

the MCM helicase. The MCM helicase is in fact a clade 7 AAA+ ATPase itself, but will be 

discussed briefly here in order to understand the mechanism of ORC/Cdc6 action. The 

eukaryotic helicase loading mechanism is very different to the bacterial one - the initiator 

first binds to DNA at the origin of replication, and only afterwards recruits the helicase to 

the DNA strand. The origin recognition complex (ORC) is formed by six Orc1-6 subunits. 

Orc1-5 are clade 2 AAA+ ATPases, and upon binding of ATP they form a five-membered 

spiral around double-stranded DNA with Orc6 binding at the periphery (Li et al., 2018). 

The gap between the first and fifth Orc subunits in this ring (Orc1 and Orc5) allows the 

spiral to bind to the DNA strand, and the related clade 2 ATPase Cdc6 then binds at the 

Orc1-Orc5 interface and closes the ring (Yuan et al., 2017).  

Figure 2.16. A) Structure of the S. cerevisiae ORC/Cdc6-Cdt1/MCM complex bound to double-stranded DNA 
(PDB ID: 5V8F) shown as cartoons, viewed from the side. The peripheral Orc6 is not shown. The Mcm2-5 gate 
which opens to accommodate the DNA double helix is highlighted in pink, other components are coloured as 
indicated. B) The ORC/Cdc6-Cdt1/MCM complex viewed from above (top) focusing on the MCM hexamer, and 
viewed from below (bottom) focusing on the ORC-Cdc6 ring. 
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Unlike the bacterial helicase DnaB, which requires the initiator DnaC to adopt an 

open ring for binding to DNA, the eukaryotic helicase MCM pre-adopts an open spiral 

conformation which is stabilised by Cdt1 (Frigola et al., 2017). MCM is made up of the six 

subunits Mcm2-7. The two subunits Mcm2 and Mcm5 form a ‘gate’ at the spiral seam which 

allows the helicase to bind DNA. The ORC/Cdc6 complex then recruits the Cdt1-stabilised 

MCM hexamer to the double-stranded DNA (Miller et al., 2019). The structure of the 

ORC/Cdc6-Cdt1/MCM complex is shown in Figure 2.16. After helicase loading, Cdc6 and 

Cdt1 are released and MCM hydrolyses ATP to close the helicase ring around the DNA 

molecule (Miller et al., 2019; Ticau et al., 2017). The overall mechanism is summarised in 

Figure 2.17 and contrasts with the bacterial system where the initiator DnaC, and not the 

helicase DnaB, hydrolyses ATP to close the helicase ring. 

After closure of the MCM ring, a second ORC/Cdc6 complex is then recruited on 

the opposite side of the MCM hexamer. A second copy of the MCM helicase is then 

recruited, which binds facing the opposite direction to the first copy – this allows 

bidirectional DNA unwinding at the origin (Miller et al., 2019). 

  

Figure 2.17. Mechanism of MCM loading by ORC/Cdc6. Adapted from Arias-Palomo et al., 2019. 
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2.6.3. Clade 3 – Classical 

Clade 3 consists of members from the original AAA family, as established in 1993 

(Kunau et al., 1993). Later on, bioinformatic analysis expanded the AAA family to cover 

many more proteins, and the AAA family was reclassified as a clade within the wider AAA+ 

superfamily (Neuwald et al., 1999). Members of clade 3 share a small α-helical insertion 

after the canonical β2 strand, which upon hexamerisation is located in the central pore and 

is involved in substrate recognition (Miller and Enemark, 2016). Unlike the DNA-binding 

clade 1 and 2 ATPases, clade 3 members act as protein remodellers, threading polypeptides 

through the central pore (Puchades et al., 2020).  

There are two key differences between members of clade 3 and most other clades at 

the level of the ATP binding site. Classical clade 3 AAA+ proteins lack the sensor-II arginine 

(see Figure 2.4), which is mutated to an alanine for these members (Ogura et al., 2004). In 

addition, adjacent to the canonical arginine finger residue lies a second conserved arginine 

finger, which also interacts with bound ATP and is important for both ATP hydrolysis and 

oligomerisation (Erzberger and Berger, 2006; Sun et al., 2017). Because of these 

differences, it has been hypothesised that the ATP hydrolysis mechanism may differ 

between clade 3 AAA+ proteins and members of other clades (Ye et al., 2015). 

Like many AAA+ ATPases, clade 3 members often have inserted N- or C-terminal 

domains, which are responsible for substrate binding or additional enzymatic activity 

(Erzberger and Berger, 2006). Because of this, there is huge functional diversity in this 

family, and consequently only a few examples will be discussed here. Clade 3 ATPases are 

key to a wide array of cellular processes that involve protein remodelling. For example, the 

human mitochondrial ATPase YME1 removes proteins from mitochondrial inner 

membrane and threads it through a C-terminal protease ring for degradation (Puchades et 

al., 2017). Similarly, the enzymes katanin, fidgetin and spastin are involved with 

disassembling microtubules in eukaryotes, and possess N-terminal microtubule 

interacting domains (Zehr et al., 2017).  

 Clade 3 AAA+ proteins can be categorised as type I or type II, depending on 

whether they possess a single or double AAA+ ring (Puchades et al., 2020). Type I proteins 

have only a single AAA+ ring, and include proteins such as katanin and Vps4. Type II 

proteins have a double AAA+ ring, and include proteins such as p97/Cdc48, VAT, ClpB-

NTD/Hsp104-NTD and NSF. Occasionally one of the double rings is inactive and unable 

to hydrolyse ATP, as is the case for NSF (Brunger and DeLaBarre, 2003). In other cases 

such as for Hsp104, the C-terminal AAA+ domain possesses structural features of other 

AAA+ clades rather than clade 3 as discussed in section 2.6.5 (Frickey and Lupas, 2004). 
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Examples of type I and type II clade 3 ATPases bound to polypeptide substrates are 

shown in Figure 2.18. Spastin is a type I clade 3 protein with a single AAA+ ring, while ClpB 

is a type II clade 3 protein with a double AAA+ ring. The N-terminal domain (NTD) is a 

clade 3 AAA+ ATPase, whereas the C-terminal domain (CTD) is evolutionarily distinct (see 

section 2.6.5). As discussed in section 2.5, clade 3 is one of the best studied clades of AAA+ 

ATPases, and most cryo-EM structures of AAA+ ATPase protein translocases with bound 

substrate are from this clade (Puchades et al., 2020).  

Figure 2.18. Structures of spastin (PDB ID: 6P07) and ClpB (PDB ID: 6QS6) AAA+ domains bound to substrate 
(polyglutamate for spastin, casein for ClpB). The αβα subdomain is coloured brown for spastin and ClpB-NTD, 
and light blue for ClpB-CTD. The all-α subdomain is coloured orange for spastin and ClpB-NTD, and dark blue 
for ClpB-CTD. Substrate is coloured in red, while pore loops (corresponding to the small clade-specific 
insertion before α2) are coloured in magenta. 



Chapter 2 – Evolutionary history and structural features of AAA+ ATPases 
 

89 
 

2.6.4. Clade 4 – SF3 helicases 

Clade 4 AAA+ ATPases are only found in DNA and RNA viruses and function as 

helicases, unwinding the viral genome for transcription by the host cell machinery 

(Hickman and Dyda, 2005; Iyer et al., 2004b). Examples of clade 4 members include the 

SV40 large T antigen (LTag), the D5 protein from vaccinia virus and the E1 protein from 

papillomavirus (Miller and Enemark, 2016). Instead of the canonical all-α C-terminal 

domain, SF3 helicases have a unique helical bundle made up of both N- and C-terminal 

helices (Hickman and Dyda, 2005; Kazlauskas et al., 2016; Medagli and Onesti, 2013). As 

such, clade 4 is the only other clade besides clade 3 to lack a sensor-II arginine residue 

(Erzberger and Berger, 2006). 

SF3 helicases also have inserted N- or C-terminal DNA-binding domains that 

recognise the origin of replication – therefore, both origin recognition and helicase activity 

are carried out by the same protein in SF3 helicases, in contrast to helicase loader/helicase 

pairing of clade 2 AAA+ ATPases (Chang et al., 2013; Hickman and Dyda, 2005; Kazlauskas 

et al., 2016; Singleton et al., 2007). An example is shown in Figure 2.19 – the domain 

Figure 2.19. Structure of an SV40 helicase LTag monomer bound to double-stranded DNA (PDB ID: 4GDF) 
shown as cartoons. Domains are coloured as indicated. Instead of the canonical AAA+ all-α C-terminal 
subdomain, the unique clade 4 helical bundle is composed of helices from both the N- and C-terminal ends of 
the AAA+ domain. 
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architecture of the SV40 LTag is shown, indicating the conserved AAA+ core and N-

terminally inserted DNA-binding domains. 

Like other PSI-insert clades (see Figure 2.9), clade 4 helicases possess a β-hairpin 

insertion between α3 and β4, before the S-I motif (Erzberger and Berger, 2006; Iyer et al., 

2004b). This β-hairpin loop is often located in the centre of the hexameric ring and 

involved with the translocation of substrates through the pore (Miller and Enemark, 2016). 

In clade 4 ATPases, the loop interacts with double-stranded DNA during origin recognition 

(as shown in Figure 2.19) and with single-stranded DNA during helicase unwinding (Chang 

et al., 2013; Enemark and Joshua-Tor, 2006) as shown for the E1 helicase in Figure 2.20. 

In the hexameric helicase ring, these pore loops are arranged in a spiral staircase-like 

arrangement, similarly to clade 3 AAA+ ATPases (Enemark and Joshua-Tor, 2006). The 

ATPase mechanism of SF3 helicases is also hypothesised to occur in an around-the-ring 

fashion, with the downward movement of PSI-insert loops predicted to pull single-

stranded DNA through during helicase unwinding.  

  

Figure 2.20. Structure of the E1 helicase oligomerisation and AAA+ domains from papillomavirus bound to 
single-stranded DNA (PDB ID: 2GXA) viewed from the bottom (left) and side (right), with domains coloured 
as indicated. Similarly to SV40 LTag, E1 also possesses the helical bundle composed of helices from the N- and 
C-terminal end of the AAA+ domain. 
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2.6.5. Clade 5 – HCLR 

The HCLR clade is named after its founding members HslU/ClpX, ClpABC-CTD, 

Lon, and RuvB. Apart from the PSI-insert, clade 5 AAA+ proteins do not have any other 

insertions in the ancestral AAA+ core. Similarly to clade 3 proteins, clade 5 proteins are 

protein translocases, often involved in proteolytic degradation (Miller and Enemark, 

2016). However unlike clade 4 helicases, the PSI-insert in clade 5 AAA+ ATPases appears 

to be involved with substrate recognition rather than substrate translocation (Martin et al., 

2008; Miller and Enemark, 2016; Shin et al., 2019).  

Two examples of clade 5 AAA+ proteins are Lon and ClpX. The Lon protease 

consists of a AAA+ domain and a protease domain, and is involved in protein degradation 

in the bacterial and archaeal cytoplasm, and in the mitochondrial matrix in eukaryotes 

(Shin et al., 2019). Similarly, the unfoldase ClpX is involved in proteolysis in bacteria, 

archaea, and mitochondria, but rather than possessing a protease domain it interacts with 

the dedicated protease ClpP (Hanson and Whiteheart, 2005; Ogura and Wilkinson, 2001). 

Figure 2.21 shows the structure of ClpXP complex determined by cryo-EM, with the 

hexameric ClpX sitting above the seven-fold symmetric ClpP protease barrel into which 

unfolded substrates are threaded for proteolysis (Gatsogiannis et al., 2019).  

 

Figure 2.21. Structure of the ClpXP complex (ClpX PDB ID: 6SFW, ClpP PDB ID: 6SFX) viewed from the 
top (left) and side (right). ClpX subdomains and ClpP are coloured as indicated. The pore-1 loops are 
coloured magenta, while the RKH loops (corresponding to the PSI-insert) and pore-2 loops are not 
resolved in the model. 
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Three separate pore loops are responsible for the interaction between ClpX and its 

substrate (Ripstein et al., 2020). One of these is the PSI-insert typical of clades 4-7 (termed 

the ‘RKH loop’ for ClpX), which is crucial for substrate recognition (Martin et al., 2008). 

Due to its inherent flexibility when not bound to substrate it is not resolved in the PDB 

model in Figure 2.21. Two recent cryo-EM studies resolve the PSI-inserts and show that 

they are indeed bound to substrate above the ClpX hexamer, confirming the importance of 

the PSI-insert for substrate recognition (Fei et al., 2020; Ripstein et al., 2020). However, 

the corresponding PDB models have not yet been released at the time of writing. 

There are currently unresolved questions about whether the general around-the-

ring mechanism proposed for clade 3 ATPases is generally applicable to clade 5 ATPases as 

well (Gates and Martin, 2019). A mechanism for ClpX has been proposed based on 

biochemical and X-ray crystallography studies in which ATP hydrolysis does not occur 

sequentially around the hexameric ring but rather occurs stochastically (Glynn et al., 2009; 

Stinson et al., 2013). One of the recent cryo-EM studies on the ClpXP complex appears to 

support this mechanism (Fei et al., 2020), but another instead proposes that the clade 3-

like rotary mechanism applies to ClpX (Ripstein et al., 2020). In addition, a recent cryo-

EM structure of the Lon protease suggests that the rotary mechanism indeed extends to 

clade 5 ATPases (Shin et al., 2019). Further work on other clade 5 AAA+ proteins (and 

indeed other clades) is therefore needed to resolve the debate about whether a generally-

applicable ATP hydrolysis mechanism exists. 

While carrying out structural comparisons between various clade 5 proteins, I 

noticed that there are some inconsistencies between observed structural features and 

classifications of some clade 5 proteins. In particular, the C-terminal AAA+ domains of 

ClpB and Hsp104 (which are homologues from bacteria and yeast respectively) and Lon 

appear to have an additional insertion in the α2 helix, which is a structural hallmark of 

clade 6 and 7 AAA+ ATPases (the ‘helix-2 insert’). A comparison between selected clade 5 

proteins, with reference to structures from clade 3, 6, and 7 representatives is shown in 

Figure 2.22, focussed on the region around the α2 and α3 helices. These ambiguities may 

raise questions about whether some supposed clade 5 members may in fact be better 

classified as clade 6 proteins. 
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Figure 2.22. Comparison between monomer structures, focussed on α-helices α2 and α3, from the selected 
clade 5 proteins ClpX (PDB ID: 3HWS), RuvB (PDB ID: 1HQC), HslU (PDB ID: 1HT2), ClpB-CTD (PDB ID: 
6QS6), Hsp104-CTD (PDB ID: 6AHF), and Lon (PDB ID: 6N2I). For comparison, representative structures 
from each of clade 3 (Vps4, PDB ID: 6AP1), clade 6 (NtrC1, PDB ID: 1NY5), and clade 7 (RavA, PDB ID: 3NBX) 
are shown in the box at the top. PSI-inserts are present in all proteins except for the clade 3 Vps4, and are 
coloured in magenta. The clade 6 and 7-specific H2-insert is coloured in light green for NtrC1 and RavA. The 
clade 5 proteins ClpX, RuvB and HslU do not show any insertion in α2, whereas ClpB-CTD, Hsp104-CTD and 
Lon all possess β-hairpin insertions in α2. 
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2.6.6. Clade 6 – H2-insert 

As well as the PS-I insert, members of clade 6 possess an additional β-hairpin 

insertion in the α2 helix termed the helix-2 insert (H2-insert) as shown in Figure 2.22 

above. Clade 6 contains the NtrC and McrB families, although as discussed in the previous 

section other AAA+ proteins may also appear to possess a β-hairpin insertion in α2.  

NtrC-family proteins activate transcription of genes under the control of σ54 (also 

known as RpoN) in bacteria, which are involved in diverse processes such as nitrogen 

metabolism, biofilm formation and flagellum synthesis (Banerjee et al., 2019; Joly et al., 

2012). σ54 recruits RNA polymerase to specific sequences in gene promotors, and using the 

energy from ATP hydrolysis, NtrC-family AAA+ proteins remodel σ54-bound RNA 

polymerase from a closed to an open conformation, allowing transcription to occur. The 

NtrC family proteins NtrC1, FleQ and PspF all contain the motif GAFTGA in the H2-insert, 

and this motif is crucial for the interaction with σ54 in the σ54/RNA polymerase complex 

(Bordes et al., 2003; Joly et al., 2012; Rappas et al., 2006). One X-ray crystal structure of 

NtrC1 shows a planar heptameric oligomeric state (as shown in Figure 2.23), while another 

instead shows an asymmetric hexamer, with the H2-inserts forming a spiral staircase in 

the hexameric pore (Sysoeva et al., 2013). 

In contrast, the bacterial clade 6 protein McrB uses the energy from nucleotide 

hydrolysis to power endonuclease activity by McrC (Nirwan et al., 2019). In comparison to 

most other AAA+ proteins, McrB hydrolyses GTP more efficiently than ATP (Erzberger and 

Berger, 2006). The N-terminal DNA-binding domain of the McrB hexamer recognises 

methylated DNA, which is typical to certain bacteriophage genomes, and GTP hydrolysis is 

likely to induce DNA translocation (Nirwan et al., 2019). Two McrB hexamers are bridged 

by a McrC dimer, and the H2-insert in McrB (often called ‘Loop L1’) is responsible for the 

interaction with McrC, which plugs the central pore of McrB. In addition, the H2-insert is 

hypothesised to interact with the DNA substrate during translocation. GTP hydrolysis is 

expected to occur in a sequential manner around the ring, feeding methylated DNA to the 

McrC endonuclease for cleavage. However, further studies are required to confirm this 

mechanism. 

Figure 2.23 shows structures of NtrC1 and McrBC oligomers, with the H2-inserts 

and PSI-inserts highlighted. Clade 6 proteins are relatively under-studied compared to 

other clades, and further work is needed to understand if the mechanisms proposed for 

other ATPases are applicable to clade 6 proteins such as NtrC1 and McrB, and if these 

proteins also form asymmetric open-ring spirals. 
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Figure 2.23. Structures of the NtrC1 ATPase domain heptamer (left, PDB ID: 3M0E) and the McrBC complex 
(right, with only one McrB hexamer displayed, PDB ID: 6HZ4) from the side (above) and top (below). AAA+ 
subdomains are coloured as indicated, and the PSI-inserts and H2-inserts are coloured in magenta and purple 
respectively. For the McrBC complex, the two McrC molecules are coloured in different shades of blue.  
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2.6.7. Clade 7 – PSII-insert 

RavA is a member of clade 7, which is typified by an unusual arrangement of αβα 

and all-α subdomains. The defining structural feature of clade 7 AAA+ ATPases is an α-

helical insertion after α5, which repositions the entire C-terminal all-α subdomain to the 

opposite side of the αβα subdomain compared to other clades (Erzberger and Berger, 2006; 

Miller and Enemark, 2016). This insertion is located before the sensor-II motif and is 

therefore termed the PSII-insert. The PSII-insert repositions the S-II motif away from the 

ATP binding site of the αβα domain, such that the S-II motif instead acts in trans and 

contacts the γ-phosphate of the neighbouring monomer (Erzberger and Berger, 2006). 

Consequently, the nucleotide binding site of clade 7 ATPases is predominantly located 

between the large and small AAA domains of adjacent monomers, rather than between 

large and small domains of the same monomer (Wong and Houry, 2012). A comparison 

between the structures of NtrC1 and RavA monomers (from clade 6 and 7 respectively) is 

shown in Figure 2.24, showing the rearrangement of the all-α subdomain after the PSII-

insert. A comparison of the ATP binding site differences between clade 7 and other clades 

is presented in Figure 5 of the manuscript presented in Chapter 4.  

The PSII-insert clade is a diverse clade which was established containing DNA-

interacting helicases, the eukaryotic motor protein dynein, the ribosome biogenesis protein 

midasin (also known as Rea1), and the MoxR family of which RavA is a member, amongst 

others (Erzberger and Berger, 2006). Like most other AAA+ proteins, clade 7 members 

form hexamers, although in both dynein and midasin the six monomers are encoded by a 

Figure 2.24. Monomer structures of NtrC1 (PDB ID: 1NY5) and the RavA AAA+ domain (PDB ID: 3NBX) 
showing the rearrangement of the all-α subdomain following the PSII-insert typical to clade 7 AAA+ 
ATPases. Subdomains and structural features are coloured as indicated.  
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single polypeptide chain, with additional insertions each chain conferring additional 

functionality (Carter, 2013; Kon et al., 2012; Sosnowski et al., 2018). Figure 2.25 shows the 

structure of dynein, an example of a clade 7 motor protein, with a striking stalk insertion 

at the end of the fourth AAA+ domain that is responsible for binding to microtubules 

(Schmidt et al., 2015).  

Like for clade 6 AAA+ proteins, the H2-insert plays a crucial role in the activity of 

clade 7 proteins. The MCM helicase (introduced in section 2.6.2) interacts with DNA during 

unwinding through both its PSI-insert and H2-insert loops, which are arranged in a spiral 

around the DNA molecule and point into the central hexameric pore (Meagher et al., 2019; 

Yuan et al., 2017). Key residues in the H2-insert are also necessary for the MoxR protein 

CbbQ to function as a RuBisCO activase, and in the CbbQ hexamer the H2-inserts protrude 

into the central hexameric pore (Tsai et al., 2019).  

The H2-insert also plays important functional roles in dynein and midasin/Rea1. 

The H2-insert in the second AAA+ domain of dynein (AAA2) is critical for dynein’s motor 

activity, with AAA2 H2-insert mutants still able to hydrolyse ATP but not able to perform 

the power stroke associated with motor function (Kon et al., 2012). In contrast, the H2-

insert of the Rea1 AAA2 is extended by an α-helical bundle, which sits in the centre of the 

hexameric ring as a plug and inhibits ATPase action of the hexamer when not bound to its 

substrate (Sosnowski et al., 2018).  

The AAA+ clades were defined based on sequence analysis coupled with the 

comparison of protein structures available at the time (Ammelburg et al., 2006; Erzberger 

Figure 2.25. Structure of human dynein (PDB ID: 4RH7), with individual AAA+ domains in the fused 
protein chain coloured as indicated. The N-terminal stem and C-terminal domain are coloured light 
and dark grey respectively. 
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and Berger, 2006; Iyer et al., 2004b). When clade 7 was established (Erzberger and Berger, 

2006) the only clade 7 protein with a structure in the PDB was the magnesium chelatase 

BchI (Fodje et al., 2001). Since then, there have been several structures published of clade 

7 proteins, including of dynein, midasin/Rea1, MCM, and the MoxR-family proteins RavA, 

CHU_0153 and CbbQ. During the course of preparing the manuscript on RavA presented 

in Chapter 4, I compared the available structures of different clade 7 AAA+ ATPases. While 

several of the structures possess the PSII-insert that repositions the all-α domain, dynein 

and CbbQ notably lack this insert, as shown in Supplementary Figure 8 of the manuscript. 

This would suggest that, at least structurally, some ATPases that have been classified into 

clade 7 may be more similar to clade 6 proteins. 

In the past decade there have been a large number of structures of AAA+ proteins 

published, with many of them being obtained using cryo-EM. In addition to the 

inconsistencies with CbbQ and dynein being classified as clade 7 proteins despite lacking a 

PSII-insert, several clade 5 proteins possess the H2-insert typical of clade 6 and 7 proteins 

(as discussed in section 2.6.5). Furthermore, some AAA+ proteins such as TRIP13/PCH2 

do not appear to fall into any single clade, but possess features of several clades and 

therefore are ambiguously placed in the AAA+ superfamily (Ye et al., 2015). Perhaps with 

the recent wealth of structural information available on AAA+ ATPases, it is worth another 

look at how the different clades are defined in order to understand how the mechanism of 

ATP hydrolysis may differ amongst AAA+ proteins, and whether a generally-applicable 

model for AAA+ ATPase activity indeed exists. 
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Chapter 3. The MoxR AAA+ ATPase RavA 
3.  The MoxR AAA+ ATP ase Rav A 

3.1. The MoxR family 

RavA is a MoxR-family AAA+ ATPase, which is a member of the AAA+ clade 7. The 

MoxR family is widespread across both bacteria and archaea, and is named after the MoxR 

protein from Paracoccus denitrificans which facilitates methanol oxidation by inserting a 

Ca2+ cofactor into the methanol dehydrogenase complex (Van Spanning et al., 1991; 

Toyama et al., 1998). MoxR-family proteins are generally proposed to act as molecular 

chaperones using the energy of ATP hydrolysis to mature or remodel protein complexes, 

often through the insertion of metal cofactors (Iyer et al., 2004b; Snider and Houry, 2006; 

Snider et al., 2006).  

For example, the P. denitrificans MoxR protein NorQ is involved in the insertion of 

an FeB cofactor into nitric oxide reductase (Kahle et al., 2018). Similarly, the 

Acidithiobacillus ferrooxidans MoxR protein CbbQ is crucial for the activation of the 

carbon-fixing enzyme RuBisCO (Sutter et al., 2015; Tsai et al., 2019, 2015). Despite the 

ubiquity of MoxR proteins in bacteria and archaea the family is relatively poorly-studied, 

and there is little structural or functional information on MoxR-family proteins compared 

to other AAA+ ATPase families (Snider and Houry, 2006; Wong and Houry, 2012). 

One common feature of MoxR proteins is that they are often found in an operon 

together with genes coding for von Willebrand factor A (VWA) domain-containing proteins 

(Snider and Houry, 2006). VWA proteins are involved in the mediation of protein-protein 

interactions, and are dependent on bound metal ions for their function (Whittaker and 

Hynes, 2002). For some MoxR subfamilies, at least 70% of genes are found in close 

proximity to genes coding for VWA proteins (Snider and Houry, 2006). This is particularly 

the case for the RavA subfamily, with 33 of the 36 identified RavA genes occurring next to 

a VWA protein. These VWA proteins often act in tandem with the MoxR protein to facilitate 

their activity – for example, CbbQ and NorQ rely on the VWA proteins CbbO and NorD 

respectively for their chaperone activity (Kahle et al., 2018; Tsai et al., 2015).  
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3.2. The ravAviaA operon 

In an effort to identify new and uncharacterised bacterial chaperones, our 

collaborator Walid Houry’s group began investigating MoxR proteins in the early 2000s. 

During this search, they identified the MoxR protein RavA (regulatory ATPase variant A), 

the founding member of the RavA MoxR subfamily, which is coded for by an operon that 

also encodes the VWA protein ViaA (VWA interacting with AAA+ ATPase) in E. coli. In 

collaboration with the Houry group, Irina Gutsche’s team first characterised the E. coli 

RavA in 2006 (Snider et al., 2006). The ravAviaA operon is controlled by a σS promoter, 

suggesting that RavA and ViaA might play a chaperone role under stress conditions in the 

cell. Bioinformatic analysis revealed that RavA is a 56 kDa protein consisting of an N-

terminal AAA+ domain and a C-terminal domain with little homology to previously-

identified protein domains. RavA forms hexamers in the presence of nucleotides, similarly 

to other AAA+ ATPases. 

 

3.3. RavA interacts with the inducible lysine 
decarboxylase LdcI 

In order to determine the function of RavA, pull-down studies were carried out 

using TAP-tagged RavA to find RavA binding partners (Snider et al., 2006). These studies 

identified the inducible lysine decarboxylase LdcI as a potential binding partner. LdcI is 

involved in the acid stress response, and is a key metabolic enzyme of E. coli that has been 

studied for decades, because of its importance to E. coli survival in low pH environments 

(Gale, 1946; Gale and Epps, 1942; Meng and Bennett, 1992; Sabo et al., 1974). LdcI is a 

member of the LAOdc (Lysine-Arginine-Ornithine decarboxylase) family of PLP-

dependant basic amino acid decarboxylases. LdcI catalyses the decarboxylation of lysine to 

the polyamine cadaverine (Figure 3.1), in a reaction which consumes H+ and produces CO2. 

This buffers both the intracellular medium and extracellular environment, mitigating acid 

stress. 

Figure 3.1. LdcI catalyses the reaction of lysine to cadaverine, consuming a proton and producing CO2. 
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E. coli possesses several other LAOdcs that share a common evolutionary ancestor 

with LdcI (Kanjee et al., 2011a). However, RavA only interacts with LdcI and not with other 

LAOdcs, including the closely-related biosynthetic lysine decarboxylase LdcC (Snider et al., 

2006). Irina Gutsche’s group have been extensively involved in the characterisation of 

these decarboxylases in both E. coli and other bacteria, which differ in their specificity or 

active pH (Carriel et al., 2018; Kandiah et al., 2016, 2019; Kanjee et al., 2011a; Felix et al., 

in preparation). 

At pH values below 7.0 LdcI forms decamers, and at higher pH these decamers 

dissociate into dimers (Sabo et al., 1974; Snider et al., 2006). The group characterised LdcI 

by negative stain EM in 2006 and showed that the LdcI decamers are D5-symmetric and 

are formed of a tight ring of dimers, as shown in Figure 3.2. 

Unexpectedly, rather than being a substrate for RavA it was shown that LdcI formed 

a large complex with RavA. The first characterisation by negative stain EM of the LdcI-

RavA complex was presented in 2006 by the group, showing that the complex is composed 

of two LdcI decamers bridged by five densities attributed to RavA hexamers (shown in 

Figure 3.3). They hypothesised that LdcI may act as a scaffold for the ATPase function of 

RavA, and that the complex would perhaps act as a novel chaperone. However, the 

resolution of the reconstruction (~30 Å) was only sufficient to visualise the overall shape 

of the complex, and none of its molecular determinants. In order to better understand the 

RavA-LdcI interaction, the group subsequently sought to determine the high-resolution 

crystal structures of both RavA and LdcI. 

Figure 3.2. Negative stain EM characterisation of LdcI. A) Micrograph of LdcI complex showing compact 
donut-shaped particles (above, scale bar = 100 nm) and five 2D class averages showing different views (below). 
B) 3D reconstruction of the LdcI decamer complex with applied D5 symmetry, viewed from top (above) tilted 
(middle) and side (below) views. Five dimers are arranged in the decameric ring, with a pronounced tilt to each 
dimer. Scale bar = 100 Å, adapted from Snider et al., 2006. 
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Figure 3.3. Negative stain EM characterisation of the LdcI-RavA complex. A) Micrograph of the LdcI-RavA 
complex showing circular particles with a central cavity (above, scale bar = 100 nm) and five 2D class averages 
(below). B) 3D reconstruction of the LdcI-RavA complex with applied D5 symmetry, viewed from top (above) 
tilted (middle) and side (below) views. The D5-symmetric LdcI decamer is visible in the centre, surrounded by 
five other densities corresponding to RavA. Scale bar = 100 Å, adapted from Snider et al., 2006. 
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3.4. RavA and LdcI X-ray crystal structures 

The structure of the 56 kDa RavA monomer was solved in 2010 (El Bakkouri et al., 

2010), and is shown in Figure 3.4. The N-terminal AAA+ domain of RavA displays the 

characteristic features of clade 7 ATPases, including the PSII-insert which forms a linker 

that rearranges the all-α AAA subdomain and repositions the S-II motif (see section 2.6.7). 

The C-terminal region of RavA, which is poorly-conserved across species and possesses no 

detectable homology to other proteins, forms two distinct domains in the structure. An 

extended triple-helical bundle extends below the AAA+ core, and a small globular domain 

mostly consisting of β-sheets adopts a unique fold and sits at the end of the triple-helical 

bundle. This globular domain is responsible for the interaction between RavA and LdcI, 

and removing this domain completely abolishes the LdcI-RavA interaction. Because of this, 

it is termed the LARA domain (LdcI associating domain of RavA).  

Figure 3.4. X-ray crystal structure of RavA (PDB ID: 3NBX) from two different views. The triple helical domain 
extends from the core AAA+ domain, with the small LARA domain at the end. The major domains are labelled, 
and key structural features are coloured as indicated.  
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The negative stain EM structure of the RavA hexamer in the presence of ADP was 

presented in the same paper, with applied six-fold symmetry, as shown in Figure 3.5. 

Fitting the crystal structure of the RavA monomer into the negative stain EM density 

revealed that the core AAA+ domains are arranged in the centre of the hexamer, with the 

triple-helical and LARA domains extending outwards. The fitting was guided by 

comparison with the crystal structure of the HslU hexameric ring, which possesses the 

canonical arrangement of the αβα and all-α subdomains. In particular, the sensor-II motif 

of the all-α subdomain of one RavA monomer was positioned using HslU as a reference, so 

that it contacted the ADP molecule bound to the next monomer in the ring, in order to 

preserve the geometry of the ATP binding site.  

The crystal structure of LdcI was also determined in 2010 by the Houry group 

(Figure 3.6), confirming the 2006 negative stain EM model (Kanjee et al., 2011b). 

Unexpectedly, the stringent response alarmone guanosine tetraphosphate (ppGpp) was 

bound at the dimer interface. ppGpp is produced in response to environmental stress or 

nutrient starvation to modulate cell metabolism. The Houry group showed that ppGpp 

binding to LdcI inhibits LdcI activity and proposed that this interaction functions to limit 

the consumption of lysine, an important metabolic building block, under nutrient stress. 

LdcI therefore links the acid stress response to the nutrient stress response in E. coli. 

Notably, upon binding of RavA to LdcI the inhibitory effect of ppGpp is removed. 

Figure 3.5. Negative stain EM analysis of the RavA hexamer. 2D classes (top, scale bar = 100 nm) show that the 
RavA hexamer has an approximate six-fold symmetry, with protrusions extending from the centre of the ring. 
The 3D reconstruction (below, scale bar = 50 Å) fitted with the RavA crystal structure (PDB ID: 3NBX) shows 
that the protrusions correspond to the triple-helical bundles and LARAs. One monomer is coulured in rainbow, 
the rest are in brown. Adapted from El Bakkouri et al., 2010. 
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The atomic model of the LdcI decamer and the pseudo-atomic model of the RavA 

hexamer were combined to give a proposition for how RavA and LdcI would be arranged 

in the 2006 negative stain EM map, as shown in Figure 3.7. However, the model was 

speculative and required validation. Therefore, in order to probe the molecular 

determinants of the LdcI-RavA complex, cryo-EM analysis was carried out. 

  

 

 

 

Figure 3.6. Top (left) and side (right) views of the X-ray crystal structure of the LdcI decamer (PDB ID: 3N75). 
The decamer is built of five dimers, one of which has monomers coloured in gold and orange. There are 10 
bound molecules of ppGpp, which bind at the interface between dimers as indicated. 

Figure 3.7. Proposed architecture of the LdcI-RavA complex, based upon the crystal structures of LdcI and 
RavA and the negative stain EM reconstruction of the complex. Adapted from El Bakkouri et al., 2010. 
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3.5. The cryo-EM structure of the LdcI-RavA cage 

In 2014, the group published the D5-symmetric cryo-EM structure of the LdcI-

RavA complex at an overall resolution of 11 Å (shown in Figure 3.8) which revealed the 

details of complex formation for the first time (Malet et al., 2014). Confirming the negative 

stain EM structure, the group showed that LdcI and RavA form a 3.3 MDa cage-like 

complex, composed of two parallel LdcI decamers bridged by five RavA hexamers 

surrounding a large central cavity. RavA interacts with LdcI through its LARA domains 

which bind either the top or bottom of the decameric ring. A C-terminal β-strand of LdcI is 

crucial for the LdcI-RavA interaction, as shown by a 7 Å cryo-EM structure of the isolated 

LARA domain in complex with LdcI. The sequence differences at this β-strand between 

LdcI and LdcC explain why RavA only interacts with LdcI (Kandiah et al., 2016; Malet et 

al., 2014). The complex is unlike any other formed by AAA+ ATPases, with lateral 

interactions between hexamers mediated by the triple-helical and LARA domains.  

Figure 3.8. Cryo-EM map (EMDB ID: 2679, transparent grey) of the LdcI-RavA cage, with fitted atomic models 
(PDB ID: 4UPB). LdcI decamers are coloured orange, and individual RavA hexamers are coloured in shades of 
blue. A) Top (left) and side (right) views of the LdcI-RavA cage, displaying the overall arrangement of the 
complex. B) Cutaway side view of the LdcI-RavA cage, showing the large central cavity of the complex. C)
Close-up view showing the lateral RavA-RavA triple-helical domain interactions (rectangle) and a RavA LARA-
LdcI interaction (circle). 
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The central cavity of the LdcI-RavA cage is 220 Å in diameter and 80 Å in height, 

with a total volume of ~3 x 106 Å3. Based on the fact that RavA is a MoxR family AAA+ 

ATPase, a family which has known chaperone activity, the group proposed that the LdcI-

RavA cage might act as a macromolecular chaperone for large substrates (Malet et al., 

2014). It was hypothesised that the energy of ATP hydrolysis by RavA may thread 

substrates into the large central cavity for folding, possibly under acid stress conditions at 

which LdcI is expressed. 
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3.6. The biological role of the LdcI-RavA cage 

In 2014, the same year as the cryo-EM structure of the cage was published, our 

collaborators from Walid Houry’s group proposed potential substrates for RavA based on 

extensive genetic studies and pull-down experiments. Genome-wide genetic screening was 

carried out to reveal novel protein interactions in E. coli, suggesting that both RavA and 

ViaA were linked to the iron-sulphur (Fe-S) cluster biogenesis systems Isc and Suf (Babu 

et al., 2014). These are multicomponent systems involved in assembling Fe-S clusters, 

which are metal cofactors that are crucial for many fundamental cellular processes, 

including DNA repair and cellular respiration (Rouault, 2015). This suggested that, 

similarly to other MoxR-family proteins, RavA may be involved in metal cofactor insertion 

in conjunction with its VWA partner protein ViaA. Furthermore, immunoprecipitation was 

carried out and showed that both RavA and ViaA had physical interactions with Isc 

proteins. 

The Houry group then showed using pull-down experiments that both RavA and 

ViaA had physical interactions with specific subunits of respiratory Complex I, the first 

complex in the electron transport chain (Wong et al., 2014a). Complex I, like other 

respiratory complexes, uses Fe-S clusters for shuttling electrons. It was proposed that RavA 

and ViaA would aid in the maturation of Complex I, both by inserting its Fe-S cofactors and 

facilitating the assembly of the catalytic domain. Interestingly, knockouts of ravAviaA 

were also shown to desensitise cells to aminoglycoside antibiotics, which require correctly-

matured and active Complex I for uptake (Girgis et al., 2009).  

Another group showed that LdcI unexpectedly interacts with a partially-assembled 

Complex I that lacks its final Fe-S cluster (Erhardt et al., 2012). Therefore, it was 

hypothesised that the biological function of the LdcI-RavA-ViaA triad would be to facilitate 

the maturation of respiratory Complex I with the help of the Fe-S cluster biogenesis 

systems Isc and Suf. The large central cavity of the LdcI-RavA cage, which is more than 

large enough to fit an entire folded Complex I assembly, would act as a local environment 

for maturation of the Complex I catalytic domain under acid stress conditions. ViaA would 

bind to target substrates using its VWA protein interaction domain, and would act as a 

shuttle to bring substrates to the cage through its N-terminal domain, which was later 

shown to interact with RavA (Wong et al., 2017). 
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3.7. The goal of the thesis 

The original rationale for this thesis was to analyse interactions between LdcI, RavA 

and ViaA and Fe-S cluster biogenesis proteins, from both a biochemical and structural 

point of view using cryo-EM. We expected that the LdcI-RavA cage would interact and 

possibly encapsulate the Fe-S cluster biogenesis system proteins and Complex I assembly 

intermediates, and could foresee exciting structures between the cage, its substrates and 

its interaction partners.  

In parallel to studying the enterobacterial Complex I assembly triad LdcI-RavA-

ViaA, we began a collaboration with Montserrat Soler-López at the European Synchrotron 

Radiation Facility in Grenoble on an seemingly functionally analogous triad in 

mitochondria composed of the proteins NDUFAF1, ACAD9 and ECSIT. These proteins are 

a part of the mitochondrial Complex I assembly (MCIA) complex, and are involved in the 

maturation of mitochondrial Complex I. I was involved in the structural characterisation 

of this triad during my PhD, which is presented in Chapters 8 and 9. 

For the first year of my PhD, I worked to screen for interactions between RavA, 

ViaA and LdcI with the Isc and Suf systems using both biophysical and biochemical 

techniques, as well as by negative stain EM. In conjunction with a post-doc in the group 

Jan Felix, who was primarily working on validating the interactions between RavA, ViaA 

and LdcI with subunits of Complex I, we were unable to replicate any of the proposed 

interactions. 

Therefore, my PhD was reoriented away from characterising the interactions with 

the proposed substrates to structure-functional relationships of the triad itself. The key 

goal of my thesis became the characterisation of the RavA hexamer by cryo-EM. The 

original negative stain EM model showed a six-fold symmetric hexamer, as was expected 

for many AAA+ ATPases at the time. After I started my PhD, an updated structure of the 

LdcI-RavA cage from Benoît Arragain in the team showed that the RavA hexamer, when 

bound to LdcI, adopts an asymmetric spiral conformation (as presented in Chapter 4). This 

came at a time when the asymmetric conformations of AAA+ ATPases were novel, and we 

therefore decided to use cryo-EM to investigate the conformation of the RavA hexamer 

alone. Indeed, no previous characterisation of MoxR ATPases had been carried out by cryo-

EM, and it was therefore pertinent to investigate whether MoxR ATPases form similar 

oligomeric structures to AAA+ proteins from other clades, to understand their ATP 

hydrolysis mechanism. 
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The proposed functional role of the LdcI-RavA-ViaA triad as a chaperone for Fe-S 

cluster insertion into respiratory complexes seemed to not be reproducible based on our 

experiments. In order to gain clues into the true cellular functions of these proteins, we 

decided to analyse the physiological distribution of the triad in the cell by super-resolution 

fluorescence microscopy. For this, I purified fluorescently-tagged LdcI and RavA proteins 

and characterised them by negative stain EM to assess the suitability of constructs for 

carrying out super-resolution fluorescence microscopy, which was then performed by 

Clarissa Liesche, a post-doc in the group. The results of this work are presented in the 

manuscript in Chapter 6. 

There were also other experiments that I carried out on proteins of the triad, which 

are not presented in the context of this thesis. Altogether the results obtained here, in 

parallel with those obtained by other members of the group, are starting to paint a picture 

of how this enigmatic triad functions in bacteria, from both a structural and functional 

point of view.  
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Chapter 4. Manuscript on RavA and the LdcI-

RavA cage 
4. Manuscript on Rav A and the LdcI-RavA cage  

In 2017, a new cryo-EM structure of the LdcI-RavA cage was solved by Benoît 

Arragain, a Masters student at the time, without the imposition of D5 symmetry. In the 

resulting map, it was clear that RavA formed asymmetric spirals in the context of the cage. 

These spiral hexamers were constrained to two orientations inside the cage, raising 

questions about how the ATPase activity of RavA would occur in the LdcI-RavA complex. 

At the same time, a wealth of new AAA+ ATPase structure were being solved by cryo-EM 

that also showed asymmetric spiral conformations.  

In light of these results, we decided to investigate the structure of the RavA hexamer 

using cryo-EM, in order to understand whether the conformation seen in the LdcI-RavA 

cage was also present for unbound RavA. I found that RavA exists in two distinct 

conformations in solution – an open spiral conformation, similar to the confirmation seen 

in the LdcI-RavA cage, but also a two-fold symmetric closed ring conformation that had 

not previously been seen for AAA+ ATPases by cryo-EM. The manuscript in Chapter 4 

presents both the updated structure of the LdcI-RavA cage and the cryo-EM structures of 

the RavA hexamer, along with biochemical analysis that helps to investigate the ATPase 

mechanism of RavA. 
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Chapter 5. Towards the cryo-EM 

characterisation of RavA 
5.  Toward s the cryo- EM characterisat ion of RavA 

In the pursuit of a cryo-EM reconstruction of RavA, work was carried out that is not 

included in the final manuscript presented in the previous chapter. Chapter 5 will focus on 

additional steps carried out in the pursuit of characterising RavA by cryo-EM. Other RavA 

constructs were tried in an attempt to improve particle homogeneity and oligomeric 

stability, including BC2-tagged RavA and two ATPase-deficient mutants. I will also present 

a more detailed summary of the image processing steps that were taken for both the RavA 

+ ADP and RavA + ATPγS datasets presented in Chapter 4, in order to resolve the two-fold 

symmetric closed ring conformation (hereafter referred to as the C2 conformation) and the 

spiral open ring conformation (hereafter referred to as the spiral conformation). Finally, I 

will present some initial work carried out to characterise RavA bound to the model 

substrate casein, in an attempt to characterise the RavA-substrate interaction and the 

active substrate-bound state of RavA. 
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5.1. BC2-tagged RavA 

While pursuing the goal of localising the LdcI-RavA cage in the cell by fluorescence 

microscopy (see Chapters 6 and 7 for further details), C-terminally BC2-tagged RavA and 

LdcI constructs were developed by Clarissa Liesche in the team. Very briefly, the BC2 tag 

is a short peptide of 12 amino acids that is recognised by the BC2 nanobody – labelling the 

BC2 nanobody with a fluorescent dye allows the visualisation of BC2-tagged constructs by 

immunofluorescence (Braun et al., 2016). In order to characterise the effect of the BC2 tag 

on the structure of the LdcI and RavA oligomers, and to assess whether the BC2-tag 

interfered with the binding of RavA to LdcI, both LdcI-BC2 and RavA-BC2 were expressed 

and purified. 

 For the RavA-BC2 purification (performed by Karine Huard), cells were lysed by 

sonication and the lysate was subsequently centrifuged at 20,000 rpm for 45 minutes. The 

supernatant was filtered with a 0.20 µm pore filter and loaded onto an IMAC (immobilised 

metal affinity chromatography) column. After washing the column with a buffer containing 

20 mM imidazole, protein was eluted using a linear gradient from 20 mM to 250 mM 

imidazole. Fractions containing RavA-BC2 were dialysed overnight to remove imidazole 

and concentrated to ~500 µL, before being loaded onto a Superose 6 gel filtration column. 

After gel filtration, samples from selected fractions were analysed by SDS-PAGE. The gel 

filtration profile was identical to that of wild-type RavA and analysis by SDS-PAGE 

confirmed that the protein was pure. 

While the BC2-tagged constructs were primarily designed for eventual fluorescence 

microscopy applications, negative stain EM analysis of RavA-BC2 (after incubation with 1 

mM ADP) gave the impression that hexamers were more homogeneous and of a higher 

quality than wild-type RavA + ADP on the grid (Figure 5.1). I collected a small negative 

stain EM dataset of RavA-BC2 for some preliminary analysis and to decide whether the 

sample would be suitable for cryo-EM. Grids were stained using uranyl acetate, and 25 

micrographs were collected on an F20 microscope equipped with a Ceta camera and 

operated at 200 kV. Images were collected at a nominal magnification of 40,000 x, 

corresponding to a pixel size 2.73 Å/pixel.  

For image processing, CTF estimation was first carried out on micrographs using 

CTFFIND4 (Rohou and Grigorieff, 2015). Semi-automatic particle picking was carried out 

using the Boxer program in EMAN (Ludtke et al., 1999), resulting in 16,934 picked 

particles. Further steps were carried out in RELION-2.1 (Kimanius et al., 2016). Particles 

were extracted with a box size of 112 x 112 pixels and subjected to several rounds of 2D 

classification. 2D classes showed that the particles were relatively homogeneous and 



Chapter 5 – Towards the cryo-EM characterisation of RavA 
 

141 

mostly hexameric, but with some classes showing broken particles (Figure 5.2). Several 

classes corresponding to tilted views or side views were seen as well. With hindsight, 2D 

classes that correspond to the two-fold symmetric state seen in cryo-EM (presented in 

Chapter 4) can even be seen by negative stain EM. 

Based on the quality of the micrographs and the distribution of top and side views 

seen by 2D classification, we decided to progress to cryo-EM on the RavA-BC2 sample. 

RavA-BC2 was first incubated with 1 mM ADP for 10 minutes at room temperature. Sample 

was then applied to cryo-EM grids which were then frozen with a number of freezing 

conditions using a Vitrobot Mark IV. Two concentrations of protein were frozen on 

Figure 5.1. Crop of a negative stain EM micrograph of RavA-BC2. Scale bar = 100 nm. 

Figure 5.2. Gallery of 2D class averages. The two conformations seen by cryo-EM presented in Figure 3 of 
Chapter 4 can also be seen, as indicated by blue (C2) and red (spiral) squares. Scale bar = 100 Å. 
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Quantifoil R 1.2/1.3 Cu grids, both with and without a 2 nm continuous carbon film, after 

grids were glow discharged for 45 s with a current of 20 mA. Grids were then screened on 

a Polara microscope operated at 300 kV. Hexamers of RavA were seen but appeared to be 

heterogeneous and partially aggregated, and the ice quality was often either too thick or 

too thin. Grids were subsequently frozen and screened three more times with different 

freezing conditions, including the pumping of grids under vacuum first, and with different 

protein concentrations. Grids were also frozen with the addition of 0.25% glutaraldehyde 

to attempt to stabilise the RavA hexamer. Disappointingly, none of the grids showed 

promising images even after extensive screening. Therefore, we decided to instead try to 

stabilise the RavA hexamer by introducing mutations that abolished the ATPase activity to 

stabilise the hexamer, as discussed in the following section. 
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5.2. Stabilising the RavA hexamer – ATPase mutants 

RavA often appears to be very heterogeneous in EM images, with mixtures of 

oligomeric states. Frequently, RavA appears to form ‘broken’ oligomers with only five or 

even four monomers present, even in the presence of nucleotide, as shown above in Figure 

5.2. Therefore, we attempted to stabilise the RavA hexamer by cloning and purifying 

mutants of RavA that were unable to hydrolyse ATP, which is commonly done for other 

AAA+ ATPases (Sandate et al., 2019). The two mutants K52Q and E115Q, which affect key 

residues in the Walker A and Walker B motifs respectively, were cloned into the p11 plasmid 

(with help from Jan Felix and Angélique Fraudeau). Both mutants were expressed 

overnight at 37°C and then purified based on the purification protocol described in the 

previous section, to see how the mutations affected the oligomeric stability. 

RavA-K52Q was highly expressed, and although there was some precipitation 

during overnight dialysis the gel filtration profile looked similar to the wild-type RavA gel 

filtration profile (Figure 5.3A). There was also an additional peak at ~12 mL that contained 

no protein (as shown by SDS-PAGE in Figure 5.3B) which was likely due to DNA 

contamination based on the high A255 absorption.  

RavA-E115Q (purified by Karine Huard) was also highly expressed but significantly 

less soluble then wild-type RavA and RavA-K52Q. The gel filtration peak appeared at 

approximately the same elution volume as wild-type RavA and RavA-K52Q, but was 

approximately 30 times smaller.  

Figure 5.3. A) Gel filtration profile of RavA-K52Q showing absorption at A280 (green) and A255 (red). B) SDS-
PAGE gel of fractions after gel filtration as indicated in the profile in A). The two fractions taken from the first 
peak do not contain protein and likely correspond to DNA contamination. 
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Samples from the top of the RavA gel filtration peak were taken for both mutants, 

and after incubation with 1 mM ADP for 10 minutes at room temperature, samples were 

analysed by negative stain EM at a concentration of ~0.05 mg/mL. RavA-K52Q was imaged 

on an F20 microscope operated at 200 kV and equipped with a Ceta camera, whereas 

RavA-E115Q was analysed on a T12 microscope equipped with an Orius 1000 camera and 

operated at 120 kV.  

Hexamers of both mutants were seen in micrographs, as shown in Figure 5.4A. 

However, these did not appear to be any more homogeneous than wild-type RavA. The 

K52Q mutation appeared to give more consistent hexamers than the E115Q mutation and 

had a higher yield, but still were not completely homogeneous. Compared to the RavA-BC2 

micrographs (shown in Figure 5.1), the images of the Walker A and Walker B mutants were 

of lower quality. 

To better assess the quality of the RavA-K52Q preparation, I collected 88 

micrographs and processed them as described for RavA-BC2 in the previous section. 

Despite the worse appearance of the micrographs, the distinction between the C2 and spiral 

conformations were even more clear in 2D class averages than for RavA-BC2 as shown in 

Figure 5.4. A) Negative stain EM micrographs of RavA-K52Q (left) and RavA-E115Q (right), scale bar = 100 
nm. B) 2D class averages of RavA-K52Q. The C2 and spiral conformations are visible in the classes, as indicated 
by the blue (C2) and red (spiral) boxes. Scale bar = 100 Å. 
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Figure 5.4B, although at the time we had not yet collected the wild-type RavA cryo-EM 

dataset and did not recognise the features for what they were. This is likely due to the larger 

dataset collected. While the classes look promising, they were no better than those I had 

previously obtained with wild-type RavA (shown for comparison in Figure 5.5) both in 

terms of visible features and oligomeric homogeneity. We therefore decided not to pursue 

with the ATPase mutants for the structural characterisation of RavA and instead focus for 

the time being on obtaining an optimal preparation with wild-type RavA, which was 

eventually achieved to collect the data presented in Chapter 4. 

 

  

Figure 5.5. 2D classes of wild-type RavA display similar features and oligomeric heterogeneity to 
classes of RavA-K52Q. The two conformations of RavA are clearly seen, as indicated by the 
coloured boxes as for Figure 5.2 and Figure 5.4. Scale bar = 100 Å. 
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5.3. RavA + ADP – additional image processing steps 

The image processing steps presented in Chapter 4 are the steps that gave the final 

best maps for the open spiral and C2 state. Here, I will elaborate on a few image processing 

steps that weren’t included in the final manuscript.  

The first RavA + ADP dataset was collected without tilting the grid, and resulted in 

almost exclusively top-views in picked particles. The resulting reconstruction from these 

~240,000 particles was extremely stretched in the z-direction because of the lack of side 

views. Before collecting tilted images, I manually discarded 70,000 particles from 2D 

classes corresponding to top views, in order to reduce the ratio of top views to side views. 

This step dramatically improved the resulting map and allowed visualisation of secondary 

structural features for the first time (Figure 5.6). The map resembled the spiral 

conformation of RavA seen in the LdcI-RavA complex, although density for the sixth 

monomer in the spiral was very poor. In reality however, this map contained a mixture of 

particles corresponding to the C2 state and the spiral state. The nominal resolution of this 

map as calculated by RELION was 6.07 Å – this in fact was approximately the same as the 

resolution reported for the final RavA C2 conformation map (5.94 Å). However, upon 

inspection of the map it is clear that the map is much worse than the 5.94 Å map of the C2 

conformation presented in Chapter 4, despite the almost identical reported resolution. This 

highlights the fact that the nominal resolution is only one measure of a map quality, but 

often doesn’t represent the full story. One very recent paper presents a method for 

quantifying the directional resolution of cryo-EM maps, which would likely give a more 

accurate assessment (Vilas et al., 2020). There is a need to develop such alternative metrics 

in the future, especially for anisotropic datasets such as the RavA datasets presented here. 

  

Figure 5.6. 3D reconstruction of RavA + ADP from untilted micrographs after the removal of 70,000 top views. 
At this threshold, no density is visible for the sixth monomer in the spiral ring. Scale bar = 50 Å. 
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The second RavA + ADP dataset was collected with a 30° tilt and dramatically 

improved the resulting maps. Before the tilted dataset was collected, it was not possible to 

separate out the C2 and spiral states in 3D – it was only after both datasets were combined 

that 3D classification in RELION yielded the C2 closed-ring conformation. 3D refinement 

of the spiral conformation gave a map with a nominal resolution of 6.3 Å, which was almost 

identical to the previous spiral map. Refinement of the C2 conformation (with applied C2 

symmetry) yielded a map with a nominal resolution of 5.0 Å. After repicking with the C2 

map (as discussed in Chapter 4) and reprocessing, the C2 conformation map improved to 

a nominal resolution of 4.36 Å. This map is shown in Figure 5.7 – the secondary structural 

features are significantly improved in the x and y direction but there is still significant 

anisotropy in the z direction. Therefore, further rounds of classification were carried out to 

find a subset of particles that would yield improved reconstructions for the spiral and C2 

conformations.  

Many trials were carried out in both RELION and CryoSPARC, such as 2D 

classification followed by manual selection of particle subsets, 3D classification into 

different numbers of classes, and ab initio 3D reconstruction into multiple classes (in 

CryoSPARC only). Focussed classification without alignment was also attempted for 

improving the sixth monomer in the spiral conformation without success. In the end, 3D 

classification into five classes in RELION followed by 3D refinement of the best class 

yielded the best spiral map, which is in the final manuscript in Chapter 4.  

For the C2 conformation, the ~257,000 particles from the previous best refinement 

in RELION (shown in Figure 5.7) were imported into CryoSPARC. A first homogeneous 3D 

refinement of all imported particles was carried out against the previous refinement (with 

applied C2 symmetry), yielding a map with a nominal resolution of 4.58 Å which is shown 

in Figure 5.8A. Ab initio 3D reconstruction of these particles was then carried out into two 

Figure 5.7. 3D refinement of the C2 conformation at a nominal resolution of 4.36 Å. Scale 
bar = 50 Å. 
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classes with no applied symmetry, resulting in two maps that were similar but with one 

being less stretched in the z-direction (corresponding to ~72,000 particles) than the other 

(corresponding to ~185,000 particles). Particles from the class with reduced z-stretching 

were subjected to homogeneous 3D refinement with applied C2 symmetry, resulting in a 

map with a nominal resolution of 5.94 Å. This map, which is shown in Figure 5.8B and 

corresponds to the final C2 conformation map presented in Chapter 4, was significantly 

better than the refinement with all particles, despite having a lower nominal resolution. 

This again highlights the inadequacy of a single nominal resolution number in accurately 

conveying the quality of a reconstruction. 

Even after extensive classification, significant anisotropy persisted in the spiral 

map, as well as the C2 map (though to a lesser extent). However, we took the decision to 

stop at this point because of the availability of the high-resolution RavA crystal structure. 

The cryo-EM maps presented in the manuscript in Chapter 4 are good enough to allow an 

unambiguous fit of the crystal structures, which allowed us to make confident assessment 

of the structural rearrangements of the RavA hexamer between the C2 and spiral 

conformations. In principle we could have spent significantly more time trialling different 

conditions for grid freezing with different strategies for overcoming preferential 

orientation, as discussed further in Chapter 10. However, we decided that the new insights 

this would have brought would not have justified the added time investment, and pursued 

other goals instead.  

  

Figure 5.8. A) Consensus refinement of all ~257,000 particles in CryoSPARC. B) After ab initio 3D 
reconstruction into two classes, a subset of ~72,000 particles refined to a lower nominal resolution but 
exhibited much better definition of secondary structural features in the z-direction. Scale bar = 50 Å. 
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5.4. RavA + ATPγS dataset 

As described in the manuscript presented in Chapter 4, a dataset with RavA bound 

to ATPγS, a slowly-hydrolysable ATP analogue, was collected in an attempt to stabilise the 

active state of RavA. This was done in order to shed further light on the RavA ATPase 

mechanism, and to understand which of the spiral or C2 conformation would correspond 

to the active substrate-bound state. However, the conformational heterogeneity was even 

higher than that of RavA + ADP, with significant populations of seven-fold symmetric and 

six-fold symmetric closed rings in addition to the C2 and open spiral states. Coupled with 

the strong preferential orientation, the datasets were not optimal for high-resolution 

structural analysis, as discussed further in Chapter 10.  

In the manuscript in Chapter 4, we stop at the level of presenting 2D class averages. 

I also carried out 3D analysis of the RavA + ATPγS dataset, but this was not included in the 

final manuscript. The reconstructions did not reach higher resolutions than the RavA + 

ADP dataset and were overall of lower quality. Importantly, the density corresponding to 

bound nucleotides seen in the RavA + ADP dataset was not as clear for the RavA + ATPγS 

dataset, which prevented the analysis of the nucleotide occupancy of individual ATP 

binding sites in the hexamer. The anisotropy was also worse for the ATPγS dataset than the 

RavA + ADP dataset, complicating analysis in 3D. 

However, the reconstructions definitively and independently confirm the existence 

of the two states in equilibrium, in addition to other possible states which may or may not 

be biologically relevant. After 2D classification in CryoSPARC (as described in the Chapter 

4 manuscript), ab initio 3D reconstruction was carried out into multiple classes, 

reproducibly producing C2 and spiral states as well as apparently six-fold symmetric and 

seven-fold symmetric closed rings. The seven-fold state could not be reconstructed in 3D 

due to a lack of side views, but the other three states were refined to nominal resolutions 

of ~7.3 Å for the C2 state (with applied two-fold symmetry), ~8.0 Å for the open spiral state 

(with no applied symmetry) and ~7.4 Å for the six-fold symmetric closed ring state (with 

applied six-fold symmetry) as shown in Figure 5.9. The anisotropy in the resulting 3D 

reconstructions was significantly worse than for the RavA + ADP dataset however, as 

discussed in Chapter 10. The biological relevance of the C6 state is uncertain, and based on 

the map it is not possible to determine the number of bound nucleotides. However, it is 

interesting to note that a recent publication on the Abo1 AAA+ ATPase characterises a six-

fold symmetric conformation which is proposed to correspond to a defined state in the 

ATPase cycle (Cho et al., 2019). 
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One interesting observation is that for the C2 state, density for the LARA domains 

appeared at much higher thresholds for the RavA + ATPγS dataset than for the RavA + 

ADP dataset. For the RavA + ADP dataset the LARA domains only become visible at very 

low thresholds. For the RavA + ATPγS dataset the LARA domains are much more visible 

in the C2 map, but there is a rotational smearing of density due to the fact that the LARA 

domains have high flexibility. Whether or not the ATPγS-bound state has reduced 

flexibility of the LARAs is unclear. However, because the LARA domain is primarily 

composed of β-sheets, the resolution of the map prevented any further meaningful 

analysis. 

 

 

  

Figure 5.9. 3D reconstructions of the C2, spiral and C6 states of RavA + ATPγS viewed from below and from 
the side. Scale bar = 50 Å.  
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5.5. Stabilising the substrate-bound conformation 

In order to better understand the functional significance of the two RavA states seen 

(open spiral and closed two-fold symmetric), we decided to investigate the structure of 

RavA when bound to fluorescein-labelled (FITC) casein, an unfolded protein often used as 

a model substrate for AAA+ ATPases (Deville et al., 2019; Gates and Martin, 2019; Gates 

et al., 2017; Rizo et al., 2019). Several cryo-EM structures of AAA+ ATPases have been 

solved with bound casein that shed light on interactions between pore loops and substrate, 

and have helped to define the mechanism of AAA+ action (Gates and Martin, 2019; 

Puchades et al., 2020). We reasoned that having substrate bound may favour the active 

translocating state of RavA and yield information about how RavA would thread substrates 

through its central pore.  

Therefore, I carried out cryo-EM analysis on RavA with casein added. RavA at a 

concentration of 1.33 µM was incubated with 2 mM ATPγS for 10 minutes at room 

temperature, along with 1.33 µM of FITC-casein to give a 1:1 molar ratio of RavA to casein 

as per Rizo et al., 2019. 3 µL of the mixture was added to UltrAuFoil R 2/2 200 mesh gold 

grids after glow discharging (20 mA, 45 s). Grids were plunge frozen using a Vitrobot Mark 

IV operated at 100% humidity at room temperature with a blot force of 1 and blot times of 

either 2.5 or 3.0 s. 

Grids were screened on a Glacios microscope operated under identical conditions 

to the RavA + ATPγS dataset, as described in Chapter 4. 1,269 movies of 29 frames were 

collected with an electron dose of 38 e-/Å2, at a magnification of 116,086 x corresponding 

to a pixel size of 1.206 Å/pixel at the specimen level. The images were of a lower quality 

than the RavA + ATPγS dataset – the ice was thicker and there was a higher background in 

the images, probably corresponding to unbound casein, and as shown in Figure 5.10A. 

Because of this, only untilted images were collected, as the further loss of contrast from 

tilting would have prevented processing of the images. 

Motion correction, CTF estimation, particle picking and extraction were carried out 

as described for the RavA + ATPγS dataset in Chapter 4. Particles were imported into 

CryoSPARC and several rounds of 2D classification were carried out. 2D classes showed 

that the addition of 1 µM casein did not favour one conformational state of RavA, but rather 

that the mixture of open spirals and closed rings was retained. One class showed density in 

the central pore that could possibly correspond to bound casein, as shown in Figure 5.10B. 

Interestingly, there were relatively more side views in the RavA + ATPγS + casein dataset 

than for both RavA + ADP and RavA + ATPγS, despite not collecting tilted images. One 
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hypothesis for this is that casein, which is a hydrophobic unstructured protein, may in fact 

adsorb to the air-water interface and slightly improve the particle orientation distribution. 

Both the C2 and spiral conformations could be resolved by ab initio 3D 

reconstruction, and after further processing (several additional rounds of ab initio 3D 

reconstruction followed by homogeneous 3D refinement) the maps were of a similar 

quality and appearance to those for RavA + ATPγS presented in the previous section. 

Despite the lack of tilted images, the stretching in the z-direction was similar for both maps, 

again implying that the addition of casein may have slightly impacted the distribution of 

particles views.  

However, for both the C2 and spiral maps there was no density corresponding to 

bound casein in the central pore. Therefore, casein was probably bound in 

substoichiometric amounts. Given more time, additional steps such as running gel 

filtration with RavA and casein in the presence of ATPγS could have been carried out. 

Further steps are currently being taken by other members of the group to better 

characterise the RavA + casein binding for both wild-type RavA and the Walker A mutant 

K52Q, which should stabilise the substrate-bound active state. This includes the use of 

fluorescence anisotropy, which indicates an interaction with a low micromolar affinity, 

amongst other techniques. This will hopefully allow the characterisation of the RavA-

substrate interaction in the future and allow the characterisation of the active conformation 

of RavA.  

Figure 5.10. A) Micrograph of RavA + ATPγS + casein, scale bar = 100 nm. B) 2D class averages showing a 
better distribution of top and side views than for RavA + ATPγS. One class (indicated with an asterisk), 
corresponding to a seven-fold symmetric oligomer displays density in the central pore, which could possibly be 
attributed to bound casein. Scale bar = 100 Å.  
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Chapter 6. Manuscript on LdcI 
6. Manuscript on LdcI  

In order to investigate the biological function of the LdcI-RavA cage in E. coli, we 

decided to use super-resolution fluorescence microscopy to probe the cellular distribution 

of LdcI and RavA, in particular under acid stress conditions. To achieve this goal, we 

created fluorescent protein fusions to both LdcI and RavA. In order to assess the effect of 

the fluorescent tags on both the structure and function of LdcI and RavA, I expressed and 

purified fluorescently-tagged LdcI and RavA and used negative stain EM to characterise 

the fusions. We saw that for LdcI, the addition of a fluorescent protein tag dramatically 

affected both the structure and function of LdcI. 

Therefore, we turned to immunofluorescence studies for characterising the LdcI 

cellular distribution. To this end we produced anti-LdcI nanobodies, and I characterised 

the binding of the nanobody to LdcI using negative stain EM. This then enabled STORM 

imaging to be carried out by Clarissa Liesche on endogenous LdcI, which showed the 

presence of distinct clusters under acid stress. We then used cryo-EM to solve the structure 

of stacks of LdcI, which form under acidic conditions, and identify key residues involved in 

stack formation. The manuscript in this chapter, which is currently under review, presents 

these results and provides a basis for future studies on the role of LdcI under acid stress 

conditions. 
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Chapter 7. RavA fluorescent fusions – a 

cautionary tale 
7. RavA fluorescent fusions – a cautionary ta le  

In addition to the fluorescently-tagged LdcI constructs analysed in the manuscript 

presented in Chapter 6, work was also carried out to characterise two fluorescently-tagged 

RavA constructs – RavA-mGeos-M, and Dendra2(T69A)-RavA. The rationale behind this 

was to enable the simultaneous imaging of both LdcI and RavA by two-colour super-

resolution fluorescence microscopy, to understand under which conditions the LdcI-RavA 

cage would form in the cell.  

Similarly to tagged LdcI constructs, I expressed and purified fluorescently-tagged 

RavA to assess the potential influence on the RavA hexamer structure. Both fluorescent 

fusions were analysed by negative stain-EM, and purified Dendra2(T69A)-RavA was then 

further analysed by cryo-EM. Structural analysis of the cryo-EM density highlights the 

need for thorough investigation of unexpected or novel results, and serves as a cautionary 

tale for the importance of verification for medium-resolution cryo-EM maps. 
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7.1. Expression and purification of fluorescently-tagged 
RavA 

Rosetta 2(DE3) cells were transformed with p11 plasmids containing either His-

tagged RavA-mGeos-M or Dendra2(T69A)-RavA and incubated at 37°C overnight. 

Precultures were grown from a single colony overnight shaking at 37°C, then expression of 

RavA was induced by addition of 40 mM IPTG and allowed to continue overnight at 18°C.  

Cells were lysed using a microfluidizer operated at 15,000 Psi and the lysate was 

centrifuged at 20,000 rpm for 20 minutes. The supernatant was filtered with a 0.45 µm 

pore filter, then loaded onto an IMAC column. After washing the column with a buffer 

containing 20 mM imidazole, protein was eluted using a linear gradient from 20 mM to 

250 mM imidazole. The elution peak was earlier than for wild-type RavA, indicating that 

the His-tag was possibly less accessible on the fluorescent protein than for native RavA. 

Fractions containing protein were dialysed to remove imidazole and concentrated to 500 

µL, then loaded onto a Superose 6 gel filtration column. After gel filtration, samples from 

selected fractions were analysed by SDS-PAGE. Figure 7.1A and Figure 7.1B show the gel 

filtration profile and SDS-PAGE analysis respectively for Dendra2(T69A)-RavA; RavA-

mGeos-M gave very similar results. 

The gel filtration profile shows three main peaks. The earliest peak (fraction 10) 

contained almost no protein, and most likely contained nucleic acid (indicated by the 

elevated A255 to A280 ratio). The second peak (fraction 16) eluted near the expected elution 

volume of wild-type RavA, and exhibited strong fluorescence under a blue light compared 

to the gel filtration buffer (as shown in Figure 7.1C). This peak contained a large band at 

approximately 70 kDa, higher than the 56 kDa of RavA but seemingly lower than the 

expected 87 kDa of the fluorescent fusion, and a smaller band with a slightly higher 

molecular weight. This seemed to indicate that cleavage was occurring. The final peak 

(fraction 22) contained several proteins of approximately in the range of ~18 kDa to ~30 

kDa. The molecular weight of Dendra2(T69A) alone is approximately 29 kDa – based on 

this, we expected that there was partial cleavage of the construct, either between the 

fluorescent protein and RavA or elsewhere, an observation which was also made for the 

fluorescently-tagged LdcI constructs. 
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Figure 7.1. Gel filtration of Dendra2(T69A)-RavA. A) Gel filtration profile showing absorption at A280 

(green) and A255 (red). Fractions analysed in B) by SDS-PAGE are labelled. B) SDS-PAGE analysis of 
selected gel filtration fractions in A). M = molecular weight marker, molecular weights are shown in kDa 
on the left. C) Fraction A16 (right) displayed strong fluorescence under a blue light, compared to the gel 
filtration buffer (left). 
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7.2. Negative stain EM 

To analyse the effect of the addition of an N-terminal or C-terminal fluorescent tag on the 

RavA oligomeric structure, samples were analysed by negative stain EM. Samples from the 

second gel filtration peak from both RavA-mGeos-M and Dendra2(T69A)-RavA were 

diluted to ~0.05 mg/mL in the presence of 1 mM ADP and incubated for 10 minutes at 

room temperature. 3 µL of sample was applied to the clean side of carbon on a carbon–

mica interface and then stained with 2% uranyl acetate. RavA-mGeos-M was observed on 

a T12 microscope equipped with an Orius 1000 camera and operated at 120 kV, while 

Dendra2(T69A)-RavA was observed on an F20 microscope equipped with a Ceta camera 

and operated at 200 kV. 

Strikingly, images of both Dendra2(T69A)-RavA and RavA-mGeos-M revealed the 

presence of regular, compact particles, bearing little resemblance to the wild-type RavA 

hexamer (Figure 7.2). To understand the nature of these particles, 80 micrographs of 

Dendra2(T69A)-RavA and 85 micrographs of RavA-mGeos-M were collected for analysis. 

CTF estimation was carried out on both datasets using CTFFIND4 (Rohou and 

Grigorieff, 2015). Semi-automatic particle picking was carried out using the Boxer program 

in EMAN (Ludtke et al., 1999), resulting in 45,094 particles for Dendra2(T69A)-RavA and 

25,221 particles for RavA-mGeos-M respectively. Further steps were carried out in 

RELION-2.1 (Kimanius et al., 2016). Particles were extracted and subjected to several 

rounds of 2D classification. Samples displayed identical oligomers, which seemed to 

possess both three-fold and two-fold symmetry (Figure 7.3). The number of particles 

Figure 7.2. Negative stain EM micrographs of Dendra2(T69A)-RavA (left) and RavA-mGeos-M (right). Both 
samples show particles of a compact nature, which look similar in terms of size and shape. Scale bar = 100 nm.
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retained after 2D classification was 34,285 and 12,546 for Dendra2(T69A)-RavA and 

RavA-mGeos-M respectively.  

Initial model generation was carried out for both cleaned datasets with no applied 

symmetry. Both models seemed to possess higher symmetry, with a three-fold rotational 

axis and a perpendicular two-fold axis, similar to the class averages. Therefore, 3D 

refinement was carried out with D3 symmetry applied for both datasets, resulting in 

reconstructions with a resolution of 15 Å and 19 Å for Dendra2(T69A)-RavA and RavA-

mGeos-M respectively (using the FSC = 0.143 threshold). The resulting reconstructions are 

almost identical, although the Dendra2(T69A)-RavA map is better resolved. The core of 

the map contains six globular lobes around the three-fold axis of symmetry, three on the 

top and three on the bottom, with two-fold symmetrical rectangular regions at the 

periphery (Figure 7.4). The density maps do not however resemble the wild-type RavA 

hexamer, and fitting of the RavA crystal structure did not reveal how the monomers could 

pack to form such a particle. Considering our previous experience with the D3-symmetric 

mGeos-M-LdcI (see Chapter 6) we therefore reasoned that the addition of a fluorescent tag 

at either the N- or C-terminus caused dramatic rearrangement of the RavA oligomer. 

Figure 7.3. Negative stain EM 2D class averages for Dendra2(T69A)-RavA (top) and RavA-
mGeos-M (bottom). Example classes with approximate two-fold (#) and three-fold (*) 
symmetry are indicated, with symmetry planes shown as dotted lines. Scale bar = 100 Å. 
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7.3. MALLS 

Multi-angle laser light scattering (MALLS) was carried out on RavA-mGeos-M to 

estimate the molecular weight. Because of the structural similarity between RavA-mGeos-

M and Dendra2(T69A)-RavA, only RavA-mGeos-M was analysed and was considered to be 

representative of both species. The estimated molecular weight of the single homogeneous 

peak was calculated to be 445 kDa. This closely corresponds to five RavA-mGeos-M 

monomers (theoretical molecular weight = 437.5 kDa). However, given the apparent D3 

symmetry of the complex, such an arrangement of was monomers deemed to be unlikely. 

Therefore, further work was required to characterise these fluorescent protein fusions and 

to understand the effect of fluorescent tags on the RavA structure. 

 

Figure 7.4. Top and side views (above and below) of Dendra2(T69A)-RavA and RavA-mGeos-M (left 
and right) 3D reconstructions respectively. The Dendra2(T69A)-RavA map possesses slightly more 
well-resolved features. Scale bar = 50 Å.  
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7.4. Cryo-EM 

The discrepancies between the theoretical and expected molecular weights, as well 

as the intriguing D3-symmetric complex and the parallels with the D3-symmetric mGeos-

M-LdcI complex (see Chapter 6 for more details), prompted us to investigate further. 

Unlike mGeos-M-LdcI, where the fit of crystal structures in the negative stain EM map was 

obvious and unambiguous, there was no way to unambiguously place the RavA crystal 

structure in the density. We therefore decided to analyse Dendra2(T69A)-RavA by cryo-

EM, to gain insight into how the fluorescent tag induced such large conformational 

changes.  

 

7.4.1. Sample preparation 

Fraction 16 from gel filtration (Figure 7.1) was dialysed overnight to remove 

glycerol, then checked again for sample integrity after dialysis by negative stain EM. 3 µL 

of sample diluted to ~0.25 mg/mL in the presence of ADP was applied to Quantifoil 400 

mesh R1.2/1.3 Cu holey carbon grids, after glow discharging at 20 mA for 45 seconds. Grids 

were frozen with a Vitrobot Mark IV operated at 100% humidity and room temperature, 

using blot force 1 and varying the blot time between 2-3 seconds.  

 

7.4.2. Data collection 

Grids were screened for ice thickness and particle distribution on an FEI Polara 

microscope operated at 300 kV equipped with a K2 detector. 2,774 micrographs were 

collected using LatitudeS at a nominal magnification of 41,270 x, corresponding to a pixel 

size of 1.21 Å/pixel at the specimen level, with a target defocus range of -1.5 to -3.5 µm. A 

representative micrograph is shown in Figure 7.5, with several particles indicated. As well 

as the large three-fold symmetric particles, there were also smaller species present, 

possibly representing broken particles. The concentration of particles was lower than ideal, 

but sufficient to pursue with data collection. 
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7.4.3. Image processing 

Motion correction was carried out using MotionCor2 (Zheng et al., 2017), and CTF 

estimation was carried out using CTFFIND4 (Rohou and Grigorieff, 2015). 2,498 

micrographs with an estimated resolution of better than 8 Å were manually screened, and 

1,888 micrographs were kept. 79,380 particles were selected from these micrographs with 

the Fast Projection Matching (FPM) algorithm (Estrozi and Navaza, 2008), using the 

negative stain model as a reference (see section 7.2). Particles were then extracted with a 

box size of 220 x 220 pixels and subjected to several rounds of 2D classification in RELION-

2.1. 2D classes showed secondary structural features, and 11,006 particles were retained 

after 2D classification. 

 Initial model generation was carried out in RELION-2.1, using D3 symmetry. The 

cleaned particle dataset was then refined against this model with applied D3 symmetry, 

resulting in a reconstruction with a resolution of 8.5 Å (FSC = 0.143) after post-processing. 

This model was then used for a further round of particle picking by FPM, after filtering to 

a resolution of 20 Å. 125,240 re-picked and re-extracted particles were then subjected to 

several rounds of 2D classification, and the results are shown in Figure 7.6A. Classes clearly 

displayed the two-fold and three-fold symmetric views seen by negative stain EM, with 

visible secondary structure.  

28,842 selected particles from the best 2D classes were then manually inspected 

and cleaned, resulting in a dataset of 23,165 particles. These particles were subjected to 3D 

Figure 7.5. Crop of a cryo-EM micrograph of Dendra2(T69A)-RavA. Examples 
of picked particles are indicated by white boxes, scale bar = 100 nm. 
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refinement with applied D3 symmetry against the previous model filtered to a resolution 

of 60 Å, resulting in a reconstruction with a resolution of 7.0 Å after post-processing (FSC 

= 0.143) and sharpening with a B-factor of -460 Å2 (Figure 7.6B). 

 

7.4.4. Structural analysis 

Despite the higher resolution and clear presence of secondary structural features, 

there was still no way to unambiguously fit the crystal structure of either RavA or the 

fluorescent protein into the cryo-EM density. Significant time was spent trying to fit either 

the entire RavA monomer or individual domains of RavA into the map, using exhaustive 

searches in Chimera (Pettersen et al., 2004). The fit which best explained the density is 

shown in Figure 7.7. The AAA+ domain of RavA is predominantly α-helical and was similar 

in dimensions to the α-helical core of the cryo-EM density.  

Figure 7.6. A) Representative 2D class averages, showing a good distribution of different views and secondary 
structural features. Scale bar = 100 Å. B) Top (left) and side (right) views of the 3D reconstruction. Secondary 
structural features are well-resolved, and the core of the map shows clear α-helical density.  
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Placing RavA monomers with the AAA+ domain in this way provided a plausible fit 

in terms of size and overall shape of the map. However, the fit was still unsatisfactory – 

while elements of secondary structure matched, particularly in the α-helical core, not all of 

them fit the density. It was also unclear where the fused Dendra2(T69A) was located – we 

reasoned that this was most likely due to the flexible linker between the fluorophore and 

RavA. 

  

Figure 7.7. RavA monomers (PDB ID: 3NBX, monomers individually coloured) fitted into the cryo-EM density 
with the AAA+ domains placed in the α-helical central core. A) Top view (left) and clipped top view (right) 
showing a possible arrangement of RavA monomers in the cryo-EM density. B) Corresponding side views, 
showing the full (left) and clipped (right) cryo-EM density with fitted monomers. 
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7.5. Mass spectrometry and N-terminal sequencing 

Because of the apparent cleavage seen during purification and the unsatisfactory fit 

of the RavA monomer in the cryo-EM map (see Figure 7.1 and Figure 7.7), we decided to 

carry out mass spectrometry on the sample to understand exactly where the cleavage 

occurred, to ensure we were fitting the exact fragment of RavA into the cryo-EM density. 

The band from SDS-PAGE corresponding to the major species of fraction 16 after gel 

filtration (see Figure 7.1C) sample was subjected to LC-ESI-TOF (liquid chromatography-

electrospray ionisation-time of flight) mass spectrometry and the major species in the 

sample corresponded to a molecular weight of 74.291 kDa. There were eight possible 

cleavage fragments of Dendra2(T69A)-RavA which could correspond to such a molecular 

weight, and unambiguous identification of the fragment was not possible. 

Therefore, N-terminal sequencing was carried out using Edman degradation to 

unambiguously determine the sequence of the major species, and the result is shown in 

Figure 7.8. The N-terminal sequence of the major fragment was revealed to be MKTVV – 

unexpectedly, and somewhat distressingly, a sequence which did not appear in any part of 

the Dendra2(T69A)-RavA sequence! 

Figure 7.8. N-terminal sequencing of fraction 16 revealed a sequence of MKTVV, which 
is not found anywhere in Dendra2(T69A)-RavA. 
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7.6. Arn-believable 

A search for the peptide fragment MKTVV in the genome of E. coli K-12 MG1655 

was carried out using the EcoCyc database (Keseler et al., 2017), resulting in two hits. One 

of these, corresponding to the protein ArnA, contained the sequence at its N-terminus. 

Searching the Protein Data Bank for ArnA revealed that we had indeed succeeded in solving 

the structure of ArnA, not Dendra2(T69A)-RavA. Unfortunately, there are already several 

published high-resolution crystal structures of ArnA dating back to the early 2000s 

(Gatzeva-Topalova et al., 2004). The ArnA crystal structure fits unambiguously in the cryo-

EM density (Figure 7.9). Further investigation revealed that ArnA is in fact a common 

contaminant during purification of His-tagged proteins using IMAC (Bolanos-Garcia and 

Davies, 2006).  

ArnA is involved in the modification of lipid A, a key lipid present in the outer 

membrane of gram-negative bacteria (Raetz and Whitfield, 2002). It is a bifunctional 

enzyme, consisting of an N-terminal formyltransferase domain and a C-terminal 

decarboxylase domain (Gatzeva-Topalova et al., 2004). These domains catalyse two steps 

in the formation of 4-amino-4-deoxy-L-arabinose (Ara4N) from UDP-Glucose. Ara4N, a 

positively-charged sugar, is eventually added to lipid A by ArnT – this reduces the negative 

charge on the outer membrane, resulting in diminished binding of positively-charged 

antibiotics such as polymyxin, and therefore conferring resistance to the bacterium 

(Gatzeva-Topalova et al., 2004). 

Compared to the crystal structure (PDB ID: 1Z7E), there is a slight rearrangement 

between the two domains of ArnA in the cryo-EM map. Therefore, the N- and C-terminal 

domains were docked separately in the fit shown in Figure 7.9. The C-terminal 

decarboxylase domain of ArnA is from the short-chain dehydrogenase/reductase family, 

which possesses a characteristic fold consisting of parallel β-sheets surrounded by α-

helices (Jörnvall et al., 1995). This fold is similar to the αβα fold of the AAA+ domain of 

RavA (see Figure 7.10), which we had indeed attempted to overlay with the C-terminal 

region of the ArnA cryo-EM map.  

There were several pieces of evidence that led us to believe that we were indeed 

looking at a novel conformation of RavA induced by the addition of a fluorescent tag. ArnA 

is also hexameric, with a similar molecular weight to RavA, in gel filtration eluted near the 

wild-type RavA elution volume. The D3 symmetry of the complex was reminiscent of the 

D3-symmetric mGeos-M-LdcI – possibly because of this, we expected that a similar 

artefactual oligomerisation had been induced by the fluorescent tag. In addition, the RavA 

AAA+ core and the ArnA decarboxylase domain both possess an αβα fold. Because of this, 
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it was not immediately obvious that the fit of the RavA crystal structure in the cryo-EM 

map was dramatically wrong, especially as we hypothesised that the addition of a 

fluorescent tag might have perturbed the RavA structure.  

Figure 7.9. Fit of the ArnA crystal structure (PDB ID: 1Z7E) in the cryo-EM density. A) Top (above) and side 
(below) views of the reconstruction with fitted crystal structure. B) Top and side views as in A) but clipped to 
show just the front half of the reconstruction for better visualisation of the fitted crystal structure. The fit is 
unambiguous, and secondary structural elements fit the density well, as shown in C). 
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In hindsight, there were a few additional steps that could have been taken to verify 

the identity of the protein at an earlier stage, including carrying out a western blot with 

anti-RavA antibodies. However, the fact that the sample was also fluorescent (Figure 7.1C) 

further led us to believe that we were looking at the right protein. Revisiting the SDS-PAGE 

gel in Figure 7.1B reveals that what we had initially thought was partial cleavage, with a 

thin band of higher molecular weight and a thicker band of lower molecular weight, in fact 

corresponded to Dendra2(T69A)-RavA and ArnA respectively. The most likely reason that 

we only saw ArnA hexamers in electron microscopy images is that the addition of both an 

N-terminal Dendra2(T69A) and C-terminal mGeos-M completely abolished RavA hexamer 

formation. The ‘broken particles’ that we saw in the cryo-EM images may possibly 

correspond to monomeric Dendra2(T69A)-RavA, although the small molecular weight of 

a Dendra2(T69A)-RavA monomer makes this difficult to verify.  

Although this was a disappointing result for me, with several months spent on data 

collection and analysis, I was still able to take some positives from the experience. As it was 

the first cryo-EM data collection carried out during my PhD, it gave me the chance to set 

up a data processing pipeline and learn some of the tools associated with cryo-EM image 

processing. In addition, it provided a very useful lesson about the importance of verifying 

seemingly novel or unexpected results through orthogonal methods. 

Figure 7.10. Comparison between the C-terminal decarboxylase domain of ArnA (PDB ID: 1Z7E, 
left) and the AAA+ domain of RavA (PDB ID: 3NBX, right). The core β-strands are coloured in light 
green, and the surrounding α-helices are coloured in blue. 
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Chapter 8. Manuscript on the MCIA complex 
8. Manuscript on the MCIA Complex  

As I started the PhD, we expected that the LdcI-RavA-ViaA triad would act as a 

chaperone in the assembly of E. coli respiratory Complex I based on genetic and 

biochemical studies by our collaborators (Babu et al., 2014; Wong et al., 2014a). In 

mitochondria, the triad ACAD9, ECSIT and NDUFAF1 form the core of the mitochondrial 

Complex I assembly (MCIA) complex, which we expected to play a similar functional role 

in mitochondria to the LdcI-RavA-ViaA triad in E. coli. Therefore, we began a collaboration 

with Montserrat Soler-López’s group at the European Synchrotron Radiation Facility, who 

have been working on the MCIA complex for several years, to use electron microscopy to 

characterise the ACAD9-ECSIT-NDUFAF1 triad. 

The manuscript presented in this chapter, which is currently under review, contains 

biochemical and functional studies on the MCIA complex from the Soler-López group 

together with my cryo-EM analysis on the ACAD9-ECSITCTD subcomplex.  

 

 

 

 

 

 

 

 

  

 



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

 

 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

206 
 



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 



Chapter 8 – Manuscript on the MCIA Complex 
 
  

208 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

210 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

212 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

214 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

216 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

218 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

220 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

222 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

224 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

226 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

228 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

230 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

232 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

234 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

236 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

238 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

240 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

242 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

244 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

246 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

248 
 

  



Chapter 8 – Manuscript on the MCIA Complex
 
 

 
 

  



Chapter 8 – Manuscript on the MCIA Complex 
 
  

250 
 

  



Chapter 9 – Towards the structural characterisation of the MCIA complex 
 
 

251 
 

Chapter 9. Towards the structural 

characterisation of the MCIA complex 
9. Toward s the structura l characterisation of the MCIA complex  

This chapter presents results that were obtained and steps that were taken during 

the characterisation of the MCIA complex that were not included in the manuscript 

presented in Chapter 8. As well as the cryo-EM characterisation of the ACAD9-ECSITCTD 

subcomplex, I carried out some preliminary work on the full ACAD9-ECSIT-NDUFAF1 

triple complex. Initial tests showed that the triple complex was more heterogeneous in 

comparison to the ACAD9-ECSITCTD subcomplex, and therefore most of the structural 

characterisation carried out was on the subcomplex. I will also present an extended 

discussion on the image processing steps that were taken to resolve the ACAD9-ECSITCTD 

structure by cryo-EM, as well as some initial tests that were carried out to alleviate the 

preferential orientation difficulties encountered during cryo-EM data collection.  
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9.1. Negative stain EM of the ACAD9-ECSIT-NDUFAF1 
triple complex 

We first investigated the full ACAD9-ECSIT-NDUFAF1 complex, in order to gain 

insights into how the MCIA would assemble. The triple complex was co-expressed and 

purified by Gabriele Giachin in Montserrat Soler-López’s group, with several rounds of gel 

filtration being carried out to achieve a biochemically homogenous complex. We imaged 

the triple complex by negative stain EM across several sessions from multiple purifications. 

Each time, several fractions from the gel filtration peak were screened to assess sample 

homogeneity. 3 µL of sample was applied to the clean side of carbon on a carbon-mica 

interface and stained with 2% uranyl acetate. Grids were imaged on either a T12 microscope 

equipped with a Gatan Orius 1000 camera and operated at 120 kV, or an F20 microscope 

equipped with a Ceta camera and operated at 200 kV. 

A representative micrograph is shown in Figure 9.1A. The ACAD9-ECSIT-

NDUFAF1 complex appeared as isolated globular particles on the EM grid, but displayed 

considerable heterogeneity in terms of both size and shape. Some preliminary image 

processing was carried out on several datasets, and 2D classification confirmed that several 

different species were present (Figure 9.1B). 

Figure 9.1. A) Crop of a negative stain EM micrograph of the ACAD9-ECSIT-NDUFAF1 complex, showing 
visible heterogeneity. Scale bar = 100 nm. B) 2D class averages of particles from the dataset in A). A variety of 
different species are visible. Scale bar = 100 Å.  
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Because of the considerable heterogeneity, we decided to use GraFix in an attempt 

to stabilise a single species. GraFix is a method of preparing samples for electron 

microscopy which is particularly useful for stabilising and improving the homogeneity of 

low-affinity complexes (Kastner et al., 2008; Stark, 2010). It involves carrying out 

ultracentrifugation with both a density gradient and a gradient of a cross-linker at low 

concentration, as shown in Figure 9.2. In the ultracentrifuge tube, there is a low 

concentration of glycerol and cross-linker at the top, which increases down the tube. Larger 

complexes migrate further down the tube during ultracentrifugation and undergo weak 

intramolecular cross-linking. Fractionation after ultracentrifugation allows the separation 

of cross-linked species according to size, often improving the sample quality for electron 

microscopy.  

I carried out GraFix several times on the ACAD9-ECSIT-NDUFAF1 complex, 

trialling different protein concentrations, different glycerol gradients and different 

concentrations of the cross-linker glutaraldehyde. Glycerol gradients of 10-30% and 10-

40% were trialled, with glutaraldehyde gradients ranging from 0-0.025% up to 0-0.1%. The 

gradients were set up in 800 µL ultracentrifugation tubes, and 50 µL of protein solution at 

concentrations of ~0.25 mg/mL or ~0.5 mg/mL was pipetted to the top of the gradient. 

Ultracentrifugation was carried out for 16 hours at 40,000 rpm at 10°C, and tubes were 

then fractionated for screening by negative stain EM.  

Fractions from the top of the tube consistently contained smaller species compared 

to fractions further down the tube. Fractions from the bottom of the tube contained mostly 

larger aggregates, consistent with the higher concentrations of cross-linker in these 

fractions. We focussed on fractions approximately halfway down the gradient, which 

contained isolated species most likely corresponding to the full ACAD9-ECSIT-NDUFAF1 

Figure 9.2. Schematic of the gradients used during ultracentrifugation for GraFix. 
Adpated from (Kastner et al., 2008). 
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complex rather than smaller subcomplexes. Although GraFix improved the overall 

homogeneity of the sample, there was consistently a mixture of species regardless of the 

conditions used. Figure 9.3A shows a micrograph from one of the most promising fractions 

from the GraFix trials. The overall quality of the preparation is better than without GraFix, 

and the 2D class averages in Figure 9.3B show that the particles have more consistent 

features and are more homogeneous in both size and shape. However, none of the fractions 

screened were completely homogeneous, and we therefore did not progress to freezing 

grids for cryo-EM. Instead, we focussed on the ACAD9-ECSITCTD subcomplex which 

showed much less heterogeneity in negative stain images. 

  

Figure 9.3. A) Crop of a negative stain EM micrograph of the ACAD9-ECSIT-NDUFAF1 complex after GraFix. 
The preparation is more homogeneous than the one shown in Figure 9.1. Scale bar = 100 nm. B) 2D class 
averages of particles from the dataset in A). While the particles are more defined in terms of both size and shape 
compared to the sample without GraFix, there is still variation in particles size and the sample contains multiple
species. Scale bar = 100 Å. 
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9.2. ACAD9-ECSITCTD sample preparation and cryo-EM 

In comparison to the full ACAD9-ECSIT-NDUFAF1 complex, the ACAD9-ECSITCTD 

subcomplex was much more homogeneous in negative stain EM images. However, the key 

difficulty with characterising the ACAD9-ECSITCTD subcomplex by electron microscopy 

was overcoming preferential orientation. The extreme preferential orientation of the 

subcomplex was present in both cryo-EM images and in negative stain EM images. Figure 

9.4 shows an example negative stain EM image – while the sample is homogeneous and 

particles are well dispersed, almost every particle is lying in the same orientation, with the 

long axis of the particle lying perpendicular to the viewing direction. 

During grid freezing for cryo-EM, several steps were taken to improve the 

distribution of particle views in the ice. I carried out glow discharging of cryo-EM grids in 

the presence of amylamine to modify the surface charge of the grid, which often changes 

the particle distribution in the ice. Additionally, pumping the cryo-EM grid under vacuum 

for an hour before freezing was done, which can sometimes also cause the reorientation of 

particles. However, none of these trials had much effect on the preferential orientation of 

Figure 9.4. Crop of a negative stain EM micrograph of ACAD9-ECSITCTD. The small rectangular 
particles are much more homogeneous that the full ACAD9-ECSIT-NDUFAF1 triple complex, but 
show strong preferential orientation. Scale bar = 100 nm. 
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particles. Therefore, we decided try tilting the cryo-EM grid for a portion of the data 

collection because of the success that this strategy for characterising RavA by cryo-EM (see 

Chapter 4 for details). During two data collections on the ACAD9-ECSITCTD subcomplex, 

both untilted and 30° tilted images were collected.  

For many grids, it was very difficult to find areas containing ice of appropriate 

thickness for imaging, especially when the grid was tilted. The molecular weight of the 

ACAD9-ECSITCTD complex is approximately 200 kDa, which is towards the smaller end of 

the scale for imaging by cryo-EM. Particles could only be visualised in areas containing the 

thinnest ice, but in these regions the ice was often so thin that it would melt under the 

electron beam during imaging and cause excessive movement. Therefore, images were not 

collected in the centre of holes, where the thinnest ice was, but closer to the edge of the 

holes. Consequently, the areas imaged often had ice thicknesses where the contrast was 

slightly lower than desired. To try and improve the ice quality, we tried using several 

different types of grids, with different hole sizes (R 1.2/1.3 and R 2/1) or support materials 

(copper Quantifoil grids and gold UltrAuFoil grids). After many sessions of freezing and 

screening grids, the best images for ACAD9-ECSITCTD were obtained on Quantifoil R 2/1 

Cu/Rh 300 mesh holey carbon grids after 1 hour of pumping under vacuum, glow 

discharged at 45 mA for 20 s and frozen at 4°C with a Vitrobot Mark IV. 

Data collection was carried out across two sessions on the Titan Krios at ESRF using 

EPU, resulting in a total of 7,510 micrographs. Images were collected at a nominal 

magnification of 131,000 x which corresponded to a pixel size of 1.067 Å/pixel at the 

specimen level. Images consisting of 40 frames were taken with a total electron dose of 41 

e-/Å2. An example image is shown in Figure 9.5. 

For image processing, motion correction was carried out using MotionCor2 and the 

CTF was corrected using GCTF. Micrographs with an estimated resolution in GCTF of 

better than 8 Å were retained and manually screened by eye, resulting in 2,999 

micrographs used for further processing. A subset of micrographs was first manually 

picked using the Boxer program in EMAN, resulting in 2,901 picked particles. Particles 

were extracted with a box size of 160 x 160 pixels, and subjected to 2D classification in 

RELION-2.1. The best 2D classes were then used as templates for auto-picking in RELION, 

on a larger subset of the data. This resulted in ~490,000 picked particles, which were then 

extracted and subjected to several rounds of 2D classification.  

The best 2D class averages from the RELION auto-picked particles were then used 

as templates for GPU-accelerated picking in Gautomatch. The coordinates of the ~700,000 

picked particles were then used as input for per-particle CTF correction in GCTF. This was 
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carried out to account for particles from tilted micrographs possessing different defocus 

values. The per-particle CTF-corrected particles were then extracted and subjected to 

several round of 2D classification in RELION. Representative 2D class averages are shown 

in Figure 9.6. One consistent feature of 2D classes from the two datasets is the presence of 

a few good classes with clear secondary structural features, which contain the majority of 

particles. These correspond to the distinctive rectangular view of the complex seen in 

negative stain EM images.  

In the highest occupancy class, shown in the top left in Figure 9.6, a two-fold axis 

of symmetry is clearly present perpendicular to the image. Therefore, we reasoned that the 

Figure 9.5. Example cryo-EM micrograph of ACAD9-ECSITCTD, scale bar = 100 nm. 

Figure 9.6. Representative 2D class averages from RELION of ACAD9-ECSITCTD, showing the distinctive 
rectangular particle. Secondary structural features are visible, but the edges of classes show noisy spikes. 
Scale bar = 100 Å. 
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core of the class average likely corresponded to the ACAD9 dimer, based on comparisons 

with the VLCAD-based homology model (see Chapter 8). There were not high-quality 2D 

class averages corresponding to all views, but classes with clear secondary structural 

features all seemed to correspond to the same view. Many 2D classes displayed noisy 

projections at the edge, and it was not clear whether the spiky projections in other classes 

corresponded to the intrinsically-disordered ECSITCTD, or whether they were artefactual.  

Therefore, in order to gain information about the location of ECSITCTD, we moved 

into 3D analysis. However, this was a difficult and long process – there were significant 

problems in getting a stable 3D initial model, and 3D refinement usually gave low-quality 

results, irrespective of whether C2 symmetry was applied or not. I spent many months 

trying different approaches, including extensive classification in both 2D and 3D to select 

homogeneous subsets of the data. I trialled different picking algorithms to try and increase 

the number of side views found, including FPM, Gautomatch, and RELION auto-picking 

(using templates and template-free approaches). Usually, the resulting 3D maps from 

refinement after each approach had reported resolutions of ~8-9 Å, but the accuracy of the 

assignment of Euler angles to particle images was usually estimated to be between 8-10°, 

which is often an indication that the map may not be correct.  

One example of a refinement is shown in Figure 9.7. The overall shape of such 

volumes were globally consistent with the 2D class averages and the ACAD9 homology 

model, but apparent high-resolution internal features that appeared in 3D refinements did 

not match the secondary structural features of the homology model. Because of the high 

degree of conservation between ACAD9 and VLCAD on which the homology model is based 

(see Chapter 8), the true secondary structural features of ACAD9 should not be wildly 

inconsistent with the model. 

Figure 9.7. One of many 3D refinements from processing in Relion. The global envelope is consistent with the 
dimensions of the ACAD9 homology model, but internal features are inconsistent. Scale bar = 50 Å. 
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Because of the extensive difficulties encountered in achieving a stable refinement 

in RELION, I decided to process the data in CryoSPARC which had given promising results 

for many other difficult projects. ~580,000 particles after initial cleaning by 2D 

classification in RELION were imported into CryoSPARC. From here, I tried many 

different approaches which gave varying results. The two key things which I found to be 

most useful in CryoSPARC were the ability to finely tune 2D classification parameters, and 

the ab initio 3D reconstruction algorithm, which allows simultaneous generation of 

multiple initial models and 3D classification between the different models. This allowed 

me to achieve 3D reconstructions with reasonable secondary structural features, which was 

not possible using the classification algorithms in RELION. An example of the effects of 

tuning 2D classification parameters is shown in Figure 9.8. Changing the ‘initial 

classification uncertainty factor’ changes the amount of clustering of particles into classes. 

In the RELION class averages shown in Figure 9.6, most of the particles are classified into 

the top left class. Increasing the uncertainty factor in CryoSPARC increases the diversity of 

classes, and prevents particles from clustering together as much. This resulted in a larger 

number of ‘good classes’, and it was possible to identify subtly different views. 

From the hundreds of thousands of particles, it was necessary to find a very small 

subset of ~10,000-20,000 particles that yielded a map with correct secondary structural 

features. This is most likely because of two reasons. Firstly, the dominance of top views in 

the dataset means that most of them had to be discarded to achieve a stable refinement. 

Secondly, the intrinsic disorder of ECSIT is likely to have caused great difficulty in 

assigning angles to particle images. The ACAD9 dimer has a molecular weight of 132 kDa, 

while ECSITCTD has a molecular weight of 22 kDa. As shown in the manuscript presented 

in Chapter 8, the ACAD9-ECSITCTD complex is composed of an ACAD9 dimer and either 

three or four copies of ECSITCTD. This means that between 33% and 40% of the total mass 

of the complex is contributed by ECSITCTD, despite the fact that the final reconstructions 

Figure 9.8. Representative 2D class averages from CryoSPARC of ACAD9-ECSITCTD. There is a greater diversity 
of classes showing secondary structural features, with different (but similar) top views visible. The number of 
spiky protrusions is decreased compared to the class averages shown in Figure 9.6. 
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presented in Chapter 8 show features corresponding mostly to the ACAD9 dimer. As shown 

by NMR in Chapter 8, ECSITCTD only possesses short stretches of secondary structure. 

Because of the inherent flexibility of the rest of the protein, it is likely that the vast majority 

averages out in the final cryo-EM density. However, just because the majority of ECSITCTD 

is not visible in the map does not mean it does not contribute to the misalignment of 

particles during the 3D reconstruction process.  

In the map calculated with a looser mask in Chapter 8, which shows the ACAD9 

core and protrusions attributed to the binding of ECSITCTD, the secondary structural 

features are still not perfectly resolved. Despite this, the quality of the map is sufficient to 

verify that it is correct, based on the fit of the homology model in the volume and the correct 

positioning of α-helices in the density. It is only when masking the ACAD9 core to remove 

the contribution of ECSITCTD that the map really improved in terms of secondary structural 

features. The processing steps carried out in CryoSPARC to reach this final map, at a 

resolution of 7.8 Å, are detailed in Figure 9.9. A first 2D classification was carried out with 

a high initial uncertainty factor (4, instead of the default 2) to yield many good classes. 

Because of the low molecular weight of the complex and the low contrast in images, the 

batch size (i.e. the number of particles used for classification in the initial iterations) was 

increased from the default 100 to 200. A second round of classification was carried after 

selecting the best classes, this time with a lower initial uncertainty factor. I then trialled 

selecting small numbers of 2D classes, showing the best secondary structural features, and 

carrying out ab initio 3D reconstruction on the particles from these classes. I trialled using 

different numbers of classes in many different combinations, from a single class all the way 

up to 20 classes. The best results came from selecting five classes showing clean secondary 

structural features from different views. This corresponded to 16,231 particles, or just ~3% 

of the initial particle set. 

These particles were then used to create an ab initio model with applied C2 

symmetry. Importantly, changing the starting resolution from the default 35 Å to 12 Å and 

the final resolution from 12 Å to 7 Å dramatically improved the quality of the initial model, 

such that it was not significantly worse than the final model. The reason behind this 

improvement is not certain. One explanation may be that the low-resolution signal which 

is not taken into account during the initial model generation could in fact correspond to 

the cloud of flexible ECSITCTD surrounding the ACAD9 core. Lowering the threshold of the 

initial model revealed large regions of poor quality map which was extremely noisy, 

possibly corresponding to disordered ECSITCTD. The initial model was therefore used to 

create a low resolution mask, using a threshold at which only the core of the map was 

visible. This map was then used during 3D homogeneous refinement, rather than the 
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default dynamic masking usually used in CryoSPARC. This map showed good consistency 

with the homology model, as presented in Chapter 8, and allowed the visualisation of the 

empty FAD binding site. 

 One of the key benefits to using CryoSPARC for image processing, especially for 

difficult datasets, is not only the large number of tuneable parameters at each step but the 

incredible speed at which algorithms run. This simple fact meant that I could really explore 

a huge number of different combinations of particle subsets and processing tests to find 

the optimal solution. The processing steps shown in Figure 9.9 represent less than 1% of 

the things tried for this dataset, and the ability to test such a number of strategies was 

undoubtedly the reason why I was able to reach the final maps presented in Chapter 8. 

Figure 9.9. Summary of image processing steps, with important changes to default parameters identified, that 
were carried out to resolve the ACAD9 core map presented in Chapter 8, as described in the text. 
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9.3. Cryo-EM on ACAD9 alone with CHAPSO 

In order to overcome the preferential orientation problem, we decided to collect a 

dataset on ACAD9 alone in the presence of the detergent CHAPSO. As discussed in section 

1.6.2, CHAPSO has been used in several cases to improve the distribution of particle 

orientations for cryo-EM. For simplicity, we decided to try a data collection using CHAPSO 

for ACAD9 alone first. The addition of detergents can drastically affect the freezing 

conditions necessary for achieving thin ice in cryo-EM (Chen et al., 2019). In particular the 

protein concentration required is often much higher than without detergent. We tried 

freezing grids with three different concentrations, all of them higher than previously used. 

CHAPSO was added to the ACAD9 sample at a concentration of 8 mM (i.e. at the critical 

micelle concentration). Sample was frozen on both UltrAuFoil gold grids (R 2/2, 200 mesh) 

and Quantifoil holey carbon grids (Cu/Rh R 2/1, 300 mesh), with similar parameters for 

ACAD9-ECSITCTD as described above. 

Grids were screened on a Glacios microscope equipped with a Falcon II camera 

operated at 200 kV. Many grids exhibited the same behaviour as for ACAD9-ECSITCTD – 

particles were only visible in the very thinnest ice, which was prone to melting under the 

beam. For most grids, only a subset of the total number of grid squares could be imaged 

because of this problem. The most promising grid was frozen with the highest 

concentration of protein on an UltrAuFoil grid. 652 movies were collected at a 

magnification of 116,086 x, corresponding to a pixel size of 1.206 Å/pixel at the specimen 

level. Movies were collected with 29 frames and a total electron dose of 45 e-/A2, with an 

exposure time of 1.5 s. An example micrograph is shown in Figure 9.10. While the contrast 

is good and particles are clearly visible, the majority of them tend to cluster together which 

may be an effect of CHAPSO addition.  

In order to assess whether the preferential orientation was overcome, some initial 

processing steps were carried out. Motion correction was carried out in MotionCor2, and 

the CTF was then estimated with GCTF on aligned and dose-weighted sums. Micrographs 

were then manually screened, with 250 being retained for further processing as the ice 

thickness in several places was too thick. Manual particle selection was carried out in 

CryoSPARC on a subset of micrographs, resulting in 1,201 picked particles. Particles were 

extracted with a box size of 204 x 204 pixels and then subjected to several rounds of 2D 

classification. The best 2D classes were then used as templates for picking in Gautomatch, 

resulting in 35,553 picked particles. Particles were extracted in RELION, then imported 

into CryoSPARC and subjected to 2D classification.  
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Figure 9.10. Cryo-EM micrograph of ACAD9 in the presence of CHAPSO. The rectangular particles 
are clearly visible, but have a tendency to cluster together. Scale bar = 100 nm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on the 2D class averages shown in Figure 9.11, it appears that the particle 

orientation was not significantly affected by the addition of CHAPSO. Despite the improved 

contrast compared to the ACAD9-ECSITCTD images, the 2D classes are significantly worse, 

and secondary structural features are barely visible. The likely reason for this is the 

clustering seen between particles, which is visible in several of the 2D classes and is 

possibly due to the effects of CHAPSO. Further processing was not carried out on the 

dataset. Because of time constraints (the data was processed in September 2019), there was 

not enough time to further optimise conditions and to try different concentrations of 

detergent. Given more time, a more thorough investigation could have been carried out to 

improve orientation distribution, as discussed in Chapter 10. 

Figure 9.11. 2D class averages of ACAD9 in the presence of CHAPSO. Similarly to the ACAD9-ECSITCTD

datasets, the predominant view is along the C2 axis of the ACAD9 dimer with very few end-on views. Scale bar 
= 100 Å. 
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Chapter 10. Perspectives and future 

directions 
10.  Perspective s and future directions 

10.1. Improving the RavA reconstruction – overcoming 
preferential orientation 

As discussed in Chapter 5 , all three datasets collected (RavA + ADP, RavA + ATPγS, 

and RavA + ATPγS + casein) suffered from significant preferential orientation that resulted 

in anisotropy in 3D reconstructions. Tilting the grids during data collection improved the 

angular distribution of particle views, and the z-stretching could be improved by many 

rounds of classification during image processing, both in 2D and 3D, but these steps did 

not remove anisotropy completely. For the RavA + ADP dataset, the maps were good 

enough to allow confident fitting of the RavA crystal structure and subsequent 

interpretation of structural features, especially for the C2 map for which anisotropy could 

be largely eliminated. However, for both the RavA + ATPγS and RavA + ATPγS + casein 

datasets the separation of different states in 3D was not fully satisfactory. This is likely 

because of the additional heterogeneity seen in conformational states with ATPγS instead 

of ADP – while it is easy to classify top views corresponding to the C2, spiral, C6 and C7 

states (see Supplementary Figure 7 in Chapter 4), side views corresponding to these states 

are very similar and limited in number.  

Given more time, there are several steps which could have been taken to improve 

the distribution of particle views, especially for the datasets with ATPγS. Collecting 

datasets with detergents such as CHAPSO added (as discussed in section 1.6.2) may have 

improved the distribution of orientations, as well as trying grid supports such as carbon or 

graphene films. The key limiting factor for trying these approaches was time. Each new 

condition would have required fresh RavA purifications, and the screening of grid freezing 

parameters (which may have differed significantly) for each new condition. In addition, the 

size of the RavA hexamer (~350 kDa) means that it is difficult to screen grids on low-end 

microscopes without a direct detector, and so the time spent waiting for access to high-end 

microscopes is also a limitation. The two datasets with ATPγS were collected in June 2019, 

towards the end of my PhD, and there was not enough time to fully explore conditions to 

optimise the samples for high-resolution data collection. These avenues can perhaps be 

further explored in the future, and will help to shed more light on the mechanism of RavA 

ATPase activity. 
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10.2. The search for the biological function of the LdcI-
RavA-ViaA triad 

As discussed in Chapter 3, during the first year of my PhD we were unable to 

confirm any of the proposed substrate interactions with the LdcI-RavA-ViaA triad. Because 

of this, the majority of my thesis was dedicated to structural characterisation of proteins of 

triad itself. In addition to the work presented here on RavA and LdcI, I also worked in 

collaboration with my colleague Jan Felix on the structural characterisation of ViaA by 

SAXS and negative stain EM. However, there is ongoing work in both the Gutsche lab and 

by our collaborators to investigate the biological function of LdcI, RavA and ViaA. 

The manuscript presented in Chapter 6 presents fresh data on how LdcI may form 

stacks for mitigating acid stress in the cell, and the identified structural basis of stack 

dissociation by ppGpp is intriguing. Until now, the only identified function of RavA is to 

modulate the ppGpp inhibition of LdcI activity (Kanjee et al., 2011b). However, the 

relationship between RavA and the ppGpp-based inhibition of LdcI is still unclear. It is 

hard to imagine that this would be the only function of RavA, as this function seems to not 

rely on the ATPase activity of RavA (El Bakkouri et al., 2010). The interaction between 

RavA and ViaA, analogously to other MoxR AAA+ ATPases and their respective VWA 

counterparts, is likely to be functionally important. We have an ongoing collaboration with 

Frédéric Barras at the Institut Pasteur on the LdcI-RavA-ViaA triad, and further work will 

soon begin in his lab to identify potential substrates using genetic approaches. In addition, 

there are exciting ongoing developments in the Gutsche lab which have defined new 

avenues of investigation for the functional roles of RavA and ViaA. 

Another interesting idea would be to analyse the RavA pore loops, and to 

systematically compare these to pore loops of other AAA+ ATPases. Key conserved residues 

in the pore loops often directly relate to the nature of substrates. For example, DNA-

interacting ATPases often have positive residues at the ends of pore loops for interaction 

with negatively-charged DNA (Meagher et al., 2019). Similarly, katanin and spastin have 

positively-charged pore loops for binding to the negatively-charged C-terminal tails of 

tubulin (White et al., 2007). Many clade 3 AAA+ ATPases have aromatic pore loop residues 

for intercalating between hydrophobic residues in unfolded substrates (Puchades et al., 

2020). The H2-insert is not fully modelled in the RavA crystal structure, but from the cryo-

EM density it is clear that they project into the centre of the pore and would be responsible 

for binding the substrate during translocation. One interesting avenue of investigation 

would be to model in the missing H2-insert loop residues based on comparison with other 

AAA+ ATPases to see if this gives clues about the possible nature of the substrate.  
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10.3. Functional implications of LdcI stack formation 

As presented in Chapter 6, cryo-EM analysis of the LdcI stack structure allowed the 

identification of key residues involved in the inter-decamer interaction upon formation of 

stacks at low pH. Mutating these residues has a direct effect on the ability of LdcI to form 

stacks, and the R468E mutation completely abolishes stack formation. The next steps for 

this project are to incorporate these mutations into the E. coli chromosome to carry out 

both functional studies and fluorescence imaging. This should directly reveal whether such 

mutations have an effect on the acid stress response of E. coli, and may confirm that LdcI 

condensation into patches in the cell is related to its metabolic function.  

Another key experiment for the future is carrying out fluorescence microscopy with 

dyes against both LdcI and cardiolipin, which is present in lipid microdomains in E. coli. 

If the LdcI patches co-localise with lipid microdomains, this would be strong evidence to 

support the hypothesis that LdcI would be attracted to proton sinks near the membrane 

for the mitigation of acid stress. In addition, the co-staining of LdcI and respiratory 

Complex I could be carried out for a similar purpose.  

Furthermore, carrying out fluorescence microscopy experiments in cells impaired 

in the production of ppGpp should be carried out to fully investigate the role of ppGpp-

based inhibition of LdcI activity and stack disruption.  

Eventually, one potential avenue of investigation may be the characterisation of the 

LdcI condensates by correlative fluorescence microscopy and cryo-electron tomography. 

Such an approach may reveal valuable structural and functional insights into the function 

of LdcI as an acid stress response protein, and add to the growing body of work 

investigating the spatial regulation of metabolic enzymes. 
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10.4. MCIA complex structural characterisation  

Similarly to RavA, the ACAD9-ECSITCTD subcomplex of the MCIA complex suffered 

from severe preferential orientation on the cryo-EM grid. There are several things which 

could be attempted to alleviate the problems encountered. As discussed for RavA in section 

10.1, further investigation of different grid freezing conditions could be carried out to 

alleviate this preferential orientation. Although we tried freezing grids on ACAD9 in the 

presence of CHAPSO, we were not able to carry out extensive trials and further 

investigation needs to be done.  

Another possible solution could be trialling the use of graphene films on cryo-EM 

grids. As discussed in section 1.6.2, using support films can cause significant reorientation 

of particles on the grid. Graphene films have been used recently to provide high-resolution 

structural insights into streptavidin, a 52 kDa protein, using cryo-EM (Fan et al., 2019; Han 

et al., 2020). For the 132 kDa ACAD9 dimer, following such an approach might lead to 

improvement in the cryo-EM map. 

The intrinsic disorder of ECSITCTD was another factor which complicated the cryo-

EM analysis of the ACAD9-ECSITCTD subcomplex. The large amount of disorder in the 

subcomplex meant that achieving good angular accuracy of particle alignment was difficult, 

and lowered the final quality of the cryo-EM reconstruction. Despite this, we managed to 

identify a potential binding site on ACAD9 that ECSITCTD would recognise that fits well 

with bioinformatic analysis of ACAD9 and its close homologue VLCAD. Further steps, such 

as cross-linking mass spectrometry, should be taken to validate this binding interface. 

One possible way of improving the cryo-EM reconstruction of ACAD9-ECSITCTD is 

to try and identify the minimal construct of ECSITCTD that would still recognise ACAD9. 

Carrying out cryo-EM investigation with a smaller ECSITCTD construct would reduce the 

contribution from disordered regions to the final reconstruction, and should significantly 

improve the cryo-EM map. 

For structural characterisation of the full ACAD9-ECSIT-NDUFAF1 triad, the 

GraFix trials presented in section 9.1 may be worth revisiting. These experiments were 

carried out in December 2017 – since then, the ability of cryo-EM image processing 

packages to deal with both conformational and compositional heterogeneity has improved 

significantly, as discussed in Chapter 1. While there was still visible heterogeneity in terms 

of particle size in the best preparation, the most recent classification algorithms may be 

able to separate out different species and provide insight into the ACAD9-ECSIT-

NDUFAF1 complex structure. 
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In the next few months, a Masters student will jointly work with the Gutsche and 

Soler-López groups on the structural characterisation of the MCIA. This will begin with the 

improvement of the cryo-EM reconstruction of ACAD9 itself, by extending the work started 

here on overcoming the difficulties with preferential orientation. Later, there are plans for 

a PhD student to continue working on both the ACAD9-ECSITCTD subcomplex and the full 

ACAD9-ECSIT-NDUFAF1 complex. In combination with the exciting functional work 

being carried out by the Soler-López group, these future studies should shed light on how 

the MCIA complex assembles and how this relates to its functional role of Complex I 

maturation in mitochondria.
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V. APPENDIX 
During my PhD, I contributed to a paper published on the structural 

characterisation of the Serratia entomophila anti-feeding prophage (AFP), a bacterial 

contractile injection system similar to the type VI secretion system and R-pyocin. AFP 

consists of a central tube surrounded by an external sheath, with an underlying baseplate 

that attaches to the host cell. During contraction, the baseplate needle penetrates the cell 

membrane, facilitating the injection of a protein toxin into the cell.  

This manuscript was a continuation of work carried out during my BSc (Hons) at 

the University of Auckland in 2015, where I learned cryo-EM with Ambroise Desfosses 

under the supervision of Associate Professor Alok K. Mitra. During my BSc (Hons) I used 

cryo-EM to characterise a mutant form of AFP termed the tube baseplate complex (TBC), 

which lacks the apical cap protein Afp16 and therefore consists only of the central tube and 

baseplate. When Ambroise moved to Irina Gutsche’s group, I helped to finalise the 

manuscript on AFP for publication, contributing to the writing, figures, and supplementary 

materials. The final manuscript was published in Nature Microbiology (Desfosses et al., 

2019) and is presented in this appendix.



 
 

 
 



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 

  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 

  



 
 

 
 
  



 

 
 
  



 
 

 
 
  



 

 
 



 
 

 
 

 


