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Bruno KOOBUS Professeur Université de Montpellier Président du jury
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Uncertainty analysis, sensitivity analysis, and machine learning in
cardiovascular biomechanics

Abstract:
This thesis follows on from a recent study conducted by a few researchers from University
of Montpellier, with the aim of proposing to the scientific community an inversion procedure
capable of noninvasively estimating patient-specific blood pressure in cerebral arteries. Its first
objective is, on the one hand, to examine the accuracy and robustness of the inversion procedure
proposed by these researchers with respect to various sources of uncertainty related to the models
used, formulated assumptions and patient-specific clinical data, and on the other hand, to set
a stopping criterion for the ensemble Kalman filter based algorithm used in their inversion
procedure. For this purpose, uncertainty analysis and several sensitivity analyses are carried
out. The second objective is to illustrate how machine learning, mainly focusing on convolutional
neural networks, can be a very good alternative to the time-consuming and costly inversion
procedure implemented by these researchers for cerebral blood pressure estimation.

An approach taking into account the uncertainties related to the patient-specific medical
images processing and the blood flow model assumptions, such as assumptions about boundary
conditions, physical and physiological parameters, is first presented to quantify uncertainties
in the inversion procedure outcomes. Uncertainties related to medical images segmentation are
modelled using a Gaussian distribution and uncertainties related to modeling assumptions choice
are analyzed by considering several possible hypothesis choice scenarii. From this approach, it
emerges that the uncertainties on the procedure results are of the same order of magnitude
as those related to segmentation errors. Furthermore, this analysis shows that the procedure
outcomes are very sensitive to the assumptions made about the model boundary conditions. In
particular, the choice of the symmetrical Windkessel boundary conditions for the model proves
to be the most relevant for the case of the patient under study.

Next, an approach for ranking the parameters estimated during the inversion procedure in
order of importance and setting a stopping criterion for the algorithm used in the inversion
procedure is presented. The results of this strategy show, on the one hand, that most of the
model proximal resistances are the most important parameters for blood flow estimation in the
internal carotid arteries and, on the other hand, that the inversion algorithm can be stopped as
soon as a certain reasonable convergence threshold for the most influential parameter is reached.

Finally, a new numerical platform, based on machine learning and allowing to estimate
the patient-specific blood pressure in the cerebral arteries much faster than with the inversion
procedure but with the same accuracy, is presented. The application of this platform to the
patient-specific data used in the inversion procedure provides noninvasive and real-time estimate
of patient-specific cerebral pressure consistent with the inversion procedure estimation.

Keywords: inverse problem, uncertainty analysis, sensitivity analysis, machine
learning, convolutional neural networks, ensemble Kalman filter, 0D compartment
model, hemodynamics, circle of Willis, cerebral aneurysms, patient-specific
simulation, blood pressure estimation.
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Analyse d’incertitude, Analyse de Sensibilité et Apprentissage machine en
Biomécanique Cardiovasculaire

Résumé
Cette thèse fait suite à une étude récente, menée par quelques chercheurs de l’Université de
Montpellier, dans le but de proposer à la communauté scientifique une procédure d’inversion
capable d’estimer de manière non invasive la pression dans les artères cérébrales d’un patient.
Son premier objectif est, d’une part, d’examiner la précision et la robustesse de la procédure
d’inversion proposée par ces chercheurs, en lien avec diverses sources d’incertitude liées aux
modèles utilisés, aux hypothèses formulées et aux données cliniques du patient, et d’autre part,
de fixer un critère d’arrêt pour l’algorithme basé sur le filtre de Kalman d’ensemble utilisé
dans leur procédure d’inversion. À cet effet, une analyse d’incertitude et plusieurs analyses de
sensibilité sont effectuées. Le second objectif est d’illustrer comment l’apprentissage machine,
orienté réseaux de neurones convolutifs, peut être une très bonne alternative à la longue et
coûteuse procédure mise en place par ces chercheurs pour l’estimation de la pression.

Une approche prenant en compte les incertitudes liées au traitement des images médicales
du patient et aux hypothèses formulées sur les modèles utilisés, telles que les hypothèses liées
aux conditions limites, aux paramètres physiques et physiologiques, est d’abord présentée pour
quantifier les incertitudes sur les résultats de la procédure. Les incertitudes liées à la
segmentation des images sont modélisées à l’aide d’une distribution gaussienne et celles liées
au choix des hypothèses de modélisation sont analysées en testant plusieurs scénarios de choix
d’hypothèses possibles. De cette démarche, il ressort que les incertitudes sur les résultats de la
procédure sont du même ordre de grandeur que celles liées aux erreurs de segmentation. Par
ailleurs, cette analyse montre que les résultats de la procédure sont très sensibles aux
hypothèses faites sur les conditions aux limites du modèle du flux sanguin. En particulier, le
choix des conditions limites symétriques de Windkessel pour le modèle s’avère être le plus
approprié pour le cas du patient étudié.

Ensuite, une démarche permettant de classer les paramètres estimés à l’aide de la procédure
par ordre d’importance et de fixer un critère d’arrêt pour l’algorithme utilisé dans cette procédure
est proposée. Les résultats de cette stratégie montrent, d’une part, que la plupart des résistances
proximales sont les paramètres les plus importants du modèle pour l’estimation du débit sanguin
dans les carotides internes et, d’autre part, que l’algorithme d’inversion peut être arrêté dès qu’un
certain seuil de convergence raisonnable de ces paramètres les plus influents est atteint.

Enfin, une nouvelle plateforme numérique basée sur l’apprentissage machine permettant
d’estimer la pression artérielle spécifique au patient dans les artères cérébrales beaucoup plus
rapidement qu’avec la procédure d’inversion mais avec la même précision, est présentée.
L’application de cette plateforme aux données du patient utilisées dans la procédure
d’inversion permet une estimation non invasive et en temps réel de la pression dans les artères
cérébrales du patient cohérente avec l’estimation de la procédure d’inversion.

Mots-clés: problème inverse, analyse d’incertitude, analyse de sensibilité,
apprentissage machine, réseaux de neurones convolutifs, filtre de Kalman
d’ensemble, modèle réduit 0D, hémodynamique, polygone de Willis, anévrismes
cérébraux, simulation spécifique au patient, estimation de la pression sanguine.





“Hiding within those mounds of data is knowledge that could change the life of a
patient, or change the world.”

Atul Butte

“You can have data without information, but you cannot have information
without data.”

Daniel Keys Moran

“Torture the data, and it will confess to anything”

Ronald Coase
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nombreuses personnes par qui cette thèse a vu le jour. Cependant, je m’en voudrais de
ne pas nommer quelques unes d’entre elles grâce à qui j’ai pu mener cette thèse à son
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évêque émérite de Kaya, les diocèses de Kaya et de Nı̂mes, le père Jacques
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serait pas ce qu’elle est aujourd’hui, aussi bien par les discussions que j’ai eu la chance
d’avoir avec eux que par leurs suggestions, conseils ou contributions. Je pense ici en
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l’avancée de ma thèse. “N’hésite pas hein!!! si tu as besoin...” m’as-tu toujours répété,
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qui sont mes joyaux depuis leur naissance. Ce fut très douloureux de ne pas vous voir
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À chacun:
Merci beaucoup, Thank you so much, Y bark barka.

R. RAPADAMNABA





xi

Préface

Les maladies cardiovasculaires sont devenues un problème de santé publique de nos jours.

En effet, selon l’Organisation mondiale de la santé (OMS), les maladies cardiovasculaires

sont la principale cause de mortalité dans le monde, avec 17,9 millions de morts chaque

année, soit 31 % de la mortalité mondiale. Parmi ces maladies, les anévrismes cérébraux

qui touchent 3,6 à 6% de la population mondiale, nécessitent une attention particulière

car ils comportent un risque élevé de mortalité en cas de rupture. En effet, une fois

qu’un anévrisme cérébral saigne ou se rompt, le sang se répand dans l’espace sous-

arachnöıdien (l’espace entre le crâne et le cerveau), provoquant une hémorragie sous-

arachnöıdienne [1, 2], qui peut rapidement s’avérer très fatale dans la plupart du temps

et des cas, avec 40 % de risque de décès [3, 4, 5].

L’un des principaux facteurs identifiés comme étant associé à la formation et au

risque de rupture des anévrismes cérébraux est la fluctuation de la pression sanguine

dans les artères cérébrales [6, 7, 8, 9, 10, 11]. Par conséquent, une technique

permettant d’estimer ces variations pressionnelles dans les artères cérébrales, de

manière non invasive, serait bénéfique et d’un grand intérêt pour la prise de décision

clinique et le traitement des anévrismes cérébraux. C’est dans ce contexte que

quelques chercheurs de l’Université de Montpellier ont récemment mis en œuvre une

plateforme d’inversion basée sur le filtre de Kalman d’ensemble couplé à un modèle

d’ordre réduit 0D, dans le but de proposer à la communauté scientifique une technique

d’estimation non invasive de la pression, dans les artères cérébrales d’un patient [12].

Cette procédure d’inversion, qui implique des acquisitions d’imagerie médicale du

patient, utilise un réseau artériel complexe constitué de 33 artères incluant le polygone

de Willis (i.e., les artères situées à la base du cerveau) du patient. Toutefois, la

précision et la robustesse de cette plateforme d’inversion par rapport à certaines

hypothèses de modélisation doivent encore être examinées et nécessitent donc plus

d’investigations. En outre, cette procédure d’inversion qui nécessite la résolution d’un

problème inverse, est trop longue (aucun critère d’arrêt n’y a été fixé), coûteuse,
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difficile à intégrer dans un dispositif d’acquisition d’imagerie médicale, et ses résultats

restent encore à valider. Ce sont donc autant de pistes et de centres d’intérêts qui

méritent d’être creusés et dont l’exploration permet d’apporter des éléments de

réponse aux questions suivantes:

• Quel est l’impact des différentes sources d’incertitude liées au modèles utilisés, aux

hypothèses formulées ainsi qu’aux données cliniques du patient sur les résultats

de leur procédure d’inversion?

• Les incertitudes sur les résultats de la procédure peuvent-elles être quantifiées et

comment? Si oui, quel est alors le degré de fiabilité des résultats de la plateforme?

• Est-il possible de fixer un critère d’arrêt pour l’algorithme utilisé dans la procédure

d’inversion pour éviter une sur-résolution inutile et réduire ainsi le temps de calcul?

• Comment accélérer cette procédure d’estimation de la pression, en particulier dans

les situations cliniques où un diagnostic rapide est toujours souhaité?

Continuer le travail entrepris par Lal et al. [12] en répondant efficacement à ces

différentes questions est essentiellement le défi, l’ambition et l’enjeu principal de cette

thèse. En particulier, son premier objectif est, d’une part, d’examiner la précision et la

robustesse de la procédure d’inversion proposée par ces chercheurs, en lien avec

diverses sources d’incertitude liées aux modèles, aux hypothèses formulées et aux

données cliniques utilisées, et d’autre part, de fixer un critère d’arrêt pour l’algorithme

basé sur le filtre de Kalman d’ensemble utilisé dans leur procédure d’inversion. À cet

effet, une analyse d’incertitude et plusieurs analyses de sensibilité sont effectuées. Le

second objectif majeur est d’illustrer comment l’apprentissage machine, orienté

réseaux de neurones convolutifs, peut être une très bonne alternative à la longue et

coûteuse procédure d’inversion mise en place par ces chercheurs pour l’estimation de la

pression artérielle cérébrale.
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Pour être en mesure de mener à bien ces différents objectifs et répondre efficacement

aux différentes questions soulevées ci-dessus, l’ossature de ce manuscrit est organisée

autour de sept chapitres repartis entre trois axes principaux comme suit :

Partie I - Concepts généraux et objectifs de la thèse

Composée de trois chapitres, cette partie introductive a pour but de fournir au lecteur

les rudiments nécessaires à la compréhension de ce manuscrit de thèse.

Chapitre 1 - Introduction au système cardiovasculaire

De nature purement terminologique, descriptive et explicative, ce premier chapitre

vise à fournir au lecteur et aux non-initiés les connaissances rudimentaires sur le

système cardiovasculaire humain et les maladies y afférentes. La complexité du

système cardiovasculaire y est juste esquissée afin de prioriser le but final de ce

chapitre qui est d’introduire le lecteur à l’essentiel des termes clés liés au système

cardiovasculaire humain et utilisés dans ce manuscrit.

Chapitre 2 - Bref aperçu des modèles cardiovasculaires actuels et des

principaux outils mathématiques utilisés dans la thèse.

Ce deuxième chapitre a pour but d’introduire le lecteur aux modèles et outils

mathématiques utilisés dans cette thèse. Pour ce faire, il présente tout d’abord les

modèles physiques du système cardiovasculaire existants dans la littérature (i.e., les

modèles couramment utilisés pour simuler et analyser le comportement physiologique

et pathologique réel du système cardiovasculaire), tout en mettant l’accent sur le type

de modèle utilisé dans ce travail, à savoir les modèles d’ordre réduit 0D. Ensuite, il

introduit les rudiments des outils mathématiques utilisés dans cette thèse: le

fonctionnement du filtre de Kalman d’ensemble précédemment utilisé dans la

plateforme d’inversion pour estimer des paramètres hémodynamiques est rappelé,
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tandis que les bases de l’analyse d’incertitude, de l’analyse de sensibilité et de

l’apprentissage machine sont introduites.

Chapitre 3 - Contexte général, objectifs et plan de la thèse.

Après avoir introduit dans les deux chapitres précédents les concepts généraux utilisés

dans cette thèse, le contexte général de la thèse ainsi que ses objectifs et contributions

sont exposés dans ce dernier chapitre introductif. Le plan global de la thèse y est aussi

donné ainsi que les principaux résultats de chaque chapitre.

Partie II - Analyse d’incertitude et de sensibilité

Constituée de deux chapitres, cette partie tend vers le premier objectif majeur de la

thèse. D’une part, elle examine la précision et la robustesse de la procédure d’inversion

proposée par les chercheurs, en lien avec diverses sources d’incertitude liées au modèles

utilisés, aux hypothèses formulées et aux données cliniques du patient, et d’autre part,

elle fixe un critère d’arrêt pour l’algorithme basé sur le filtre de Kalman d’ensemble

utilisé dans la procédure d’inversion.

Chapitre 4 - Analyse de sensibilité rétrograde et covariance d’ordre

réduit dans l’identification non invasive des paramètres des artères

cérébrales.

Dans ce chapitre, une approche prenant en compte les incertitudes liées au traitement

des images médicales du patient et aux hypothèses formulées sur les modèles utilisés,

telles que les hypothèses liées aux conditions limites, aux paramètres physiques et

physiologiques, est d’abord présentée pour quantifier les incertitudes sur les résultats

de la procédure. Les incertitudes liées à la segmentation des images sont modélisées à

l’aide d’une distribution gaussienne et celles liées au choix des hypothèses de

modélisation sont analysées en testant plusieurs scénarios de choix d’hypothèses

possibles. De cette démarche, il ressort que les incertitudes sur les résultats de la
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procédure sont du même ordre de grandeur que celles liées aux erreurs de

segmentation. Par ailleurs, cette analyse montre que les résultats de la procédure sont

très sensibles aux hypothèses faites sur les conditions aux limites du modèle de flux

sanguin. En particulier, le choix des conditions limites symétriques de Windkessel

pour le modèle s’avère être le plus approprié pour le cas du patient étudié.

Enfin, ce chapitre propose également une construction déterministe pour la

propagation rétrograde de l’incertitude permettant une estimation à faible complexité

(tout aussi fiable que l’estimation par l’approche ensembliste) de la matrice de

covariance des paramètres hémodynamiques du réseau artériel du patient après

l’inversion.

Chapter 5 - Analyse de sensibilité globale pour évaluer l’importance

des paramètres et fixer un critère d’arrêt dans un problème inverse

biomédical.

Le chapitre 5 est en quelque sorte une extension de l’analyse d’incertitude et de

sensibilité effectuée dans le chapitre précédent. Il consiste en une démarche

permettant de classer les paramètres hémodynamiques estimés à l’aide de la procédure

d’inversion par ordre d’importance et de fixer un critère d’arrêt pour l’algorithme

utilisé dans cette procédure. Concrètement, il montre comment obtenir, en plus des

écarts-types disponibles à l’issue de la procédure d’inversion, une répartition de

l’incertitude totale dans les résultats du modèle de flux sanguin utilisé (les résultats de

la procédure d’inversion) en petites portions d’incertitude dues à chaque paramètre

d’entrée ou groupe de paramètres d’entrée du modèle. À cet effet, certains indicateurs

statistiques pour l’analyse des paramètres d’un modèle, tels que les indices de Sobol,

sont calculés. Les résultats de cette stratégie montrent, d’une part, que la plupart des

résistances proximales sont les paramètres les plus importants pour l’estimation du

débit sanguin dans les carotides internes et, d’autre part, que l’algorithme d’inversion

peut être arrêté dès qu’un certain seuil de convergence raisonnable de ces paramètres
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les plus influents est atteint. Ce critère d’arrêt a l’avantage de ne demander qu’un

calcul supplémentaire très limité et d’éviter une sur-résolution inutile du problème; ce

qui permet de réduire considérablement le temps de calcul de la procédure d’inversion.

Partie III - Apprentissage machine pour la pression

cérébrale

Cette dernière partie du manuscrit a pour but d’atteindre le second objectif majeur visé

par cette thèse. Constituée d’un seul chapitre, elle montre comment l’apprentissage

machine, orienté réseaux de neurones convolutifs, peut être une très bonne alternative

à la longue et coûteuse procédure d’inversion précédemment mise en place par Lal et

al. [12] pour l’estimation de la pression artérielle cérébrale.

Chapitre 6- Imagerie médicale fonctionnelle d’un patient, augmentée

par apprentissage implicite sur des variétés

Dans ce chapitre, une nouvelle plateforme numérique basée sur l’apprentissage

machine permettant d’estimer la pression artérielle spécifique au patient dans les

artères cérébrales beaucoup plus rapidement qu’avec la procédure d’inversion mais

avec la même précision, est présentée. L’application de cette plateforme aux données

du patient utilisées dans la procédure d’inversion permet une estimation non invasive

et en temps réel de la pression cérébrale du patient cohérente avec l’estimation de la

procédure d’inversion.

Conclusion

Chapitre 7- Résultats principaux, discussions et perspectives

Dans ce dernier chapitre, les conclusions et les principaux résultats tirés de cette thèse

sont rappelés. Ensuite, les différents choix de modélisation physique, les hypothèses
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formulées ainsi que leurs conséquences sont discutés. Enfin, de possibles orientations et

perspectives de recherche future sont proposées.
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Before getting to the heart of the matter, an introduction to the

cardiovascular system is first proposed to the reader. Purely

terminological, descriptive and explanatory in nature, this chapter

provides a comprehensive review of the necessary knowledge about the

cardiovascular system for the uninitiated and carefully introduces the bulk

of the key terms subsequently used in this manuscript. The complexity of

the cardiovascular system is just sketched here. The interested reader can

get a more detailed presentation by consulting a relevant and dedicated

bibliography as [13, 14, 15, 16, 17].

1.1 Some basic anatomical and physiological aspects of

the cardiovascular system

The human body is composed of a number of systems that control different functions,

such as the respiratory system for breathing, gas exchange, phonation and olfaction;

the digestive system for the physical and chemical breaking down of ingested food and

the elimination of non-digestible wastes; and the nervous system (major controlling,

regulatory, and communicating system in the body) for all mental activity including

thought, learning, reacting to the environment, and memory. This Section focuses on

the cardiovascular system (CVS), which is the system responsible for conveying blood

to and from all parts of the body.

1.1.1 Structure of the cardiovascular system

Like other systems in the body, the CVS, also called the circulatory system or the

vascular system, is made up of three major organs: the heart, blood, and blood vessels

(i.e., arteries, veins, arterioles, venules, and capillaries) [18, 19]. Together these organs
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carry out the complex activities of the CVS. The function of the heart is to act as

the pump, pushing blood into the blood vessels. The blood vessels carry blood to all

the different parts of the body, before it is returned back to the heart to start the

cycle again. This process of blood circulation, which includes the intake of metabolic

products, the distribution of these products throughout the body, and the return of

harmful by-products (carbon dioxide, water, heat, etc.) to the environment [20, 21], is

known as the circulatory loop.

1.1.1.1 The circulatory loop

The circulatory loop mainly consists of two components: the systemic circulation and

the pulmonary circulation [22, 23, 24].

The pulmonary circulation is the portion of the CVS which transports

oxygen-depleted (de-oxygenated) blood (parts in blue in Figure 1.1) from the right

side of the heart, via the pulmonary artery, to the lungs. Gas exchange occurs in the

lungs, whereby carbon dioxide is released from the blood, and oxygen is absorbed [19].

The now oxygen-rich blood is then returned to the left ventricle via the pulmonary

vein [25, 26, 27].

The systemic circulation, also called the greater circulation or peripheral circulation,

is the portion of the CVS which conveys highly oxygenated blood (parts in red in Figure

1.1) away from the heart through the aorta from the left ventricle where the blood

has been previously deposited from pulmonary circulation, to the rest of the body

(with the exception of the lungs and the heart itself, which is supplied with oxygen

and nutrients through a small “loop” of the systemic circulation, called the coronary

circulation). During this process, wastes from body tissues are removed and oxygen-

depleted (deoxygenated) blood is returned back to the right ventricle [25, 26, 27].

Thus, this closed tubular system that is the CVS can be physiologically thought

as the transport, protection and regulation system of the body: it is responsible for

transporting nutrients (such as amino acids and electrolytes), respiratory gases (oxygen,
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carbon dioxide), hormones, metabolic materials and blood cells throughout the organism

to provide nourishment, to help in fighting diseases, to stabilize temperature and pH,

to maintain homeostasis [26, 28, 29, 30], and in general, to maintain an appropriate

environment in all the tissue fluids of the body for optimal survival and function of the

cells [31, 32, 33]. All this is achieved by means of blood, which is constantly pumped

by the heart, and circulates through a very complex network composed of capillaries,

veins and arteries.

Systemic
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of upper
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Systemic

veins from 
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Systemic
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Systemic
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of lower
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Figure 1.1: Sketch of the distribution of blood in the different parts of the circulatory
system. Adapted from [13].
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1.1.1.2 The arteries

1.1.1.2.1 Basic structure of an artery

As shwon in Figure 1.2, in general, an artery (no matter what its size) mainly consists

of the following three layers [34, 35, 36, 37]:

1. The tunica adventitia or tunica externa is the outermost layer. From Latin

words literally meaning “coat that comes first”, referring to how it is found during

the dissection of a vessel, this layer provides structural support and shape to the

artery. It is made of strong, flexible fibrous connective tissue (collagen fibers and

elastic tissue). Its main function is to help hold arteries open and prevents tearing

of the arterial walls during body movements.

2. The tunica media, or media, is the middle layer. From Latin words meaning

“middle coat”, this layer is made up of smooth muscle cells, collagen fibres,

sandwiched together with elastic connective tissue. According to some

anatomists, its elastic portion is distinct enough to call it a separate elastic layer

of the wall. The smooth muscles surrounding the tunica media permit to

regulate the internal diameter of the artery.

3. The tunica intima, or simply the intima, which is in direct contact with the

flow of blood, is the innermost layer. From Latin words translating to mean “inner

coat”, this layer is made up of an endothelial lining which provides a frictionless

pathway for movement of blood and a supporting layer of elastin rich collagen in

elastic arteries. The hollow internal cavity in which the blood flows is called the

lumen.

1.1.1.2.2 Classification of arteries

On the basis of their structure, their functions, and particularly according to the relative

composition of elastic and muscle tissues in their tunica media, the arteries of the

systemic circulation can be subdivided into muscular or elastic types. Larger arteries
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Figure 1.2: Structure of an artery wall. Adapted from [38].

are typically elastic and smaller arteries are more likely to be muscular [39]. These

arteries deliver blood to the arterioles, which in turn deliver blood to the capillary

networks associated with the body’s tissues [39]. Thus, in general, the arteries are

classified into the following three main categories [39, 40]:

• Elastic arteries, also called conducting arteries or conduit arteries, are arteries

with a large number of collagen and elastin filaments in their tunica media, giving

them the ability to stretch in response to each pulse [39, 41]. This feature of

being elastic gives rise to the Windkessel effect, which allows arteries to maintain a

relatively constant pressure gradient despite the pulsating nature of the blood flow

from the heart [39, 42]. The largest arteries in the body, those nearest the heart,

such as the aorta, common carotid, subclavian, pulmonary and common iliac

arteries comprise the body’s system of elastic arteries [39]. They are connected to

muscular arteries.

• Muscular arteries, also called distributing arteries, are medium-sized arteries
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that draw blood from elastic arteries and branch into resistance vessels, including

small arteries and arterioles [39, 43]. They include the anatomically named arteries

like the brachial artery, the radial artery, the femoral artery, and the splenic artery,

to cite a few [42]. Their basic function is to distribute blood to the different organs

of the body.

• Arterioles are small diameter blood vessels in the microcirculation system that

branch out from arteries and lead to capillaries [39, 44]. They provide blood to the

organs and are mostly composed of smooth muscle [42, 45]. They play a significant

role in the systemic vascular resistance because of the lack of significant elastic

tissue in the walls [42]. This feature of vascular resistance reduces the pressure

and velocity of blood flow in arterioles to enable gas and nutrient exchange to

occur within the capillaries [39].

1.1.1.2.3 The circle of Willis

The greater part of the human brain is supplied with arterial blood by an arrangement

of interconnected arterial channels in the form of a polygon (roughly considered as

an heptagon or a circle) called circle of Willis (coW) or circulus arteriosus, Willis’

circle, loop of Willis, cerebral arterial circle, or Willis polygon [46, 47, 48]. The coW is

therefore an arterial ring located just at the base of the brain (see Figure 1.3) [49, 50].

It is named after Thomas Willis (1621-1675), an English physician [50, 51]. Well-known

as the most common site of cerebral aneurysms [52, 53], its anatomy and its physiology

are well described in [54] as follows:

The anastomosis of two major sets of arteries, namely the internal carotid arteries

(left and right) and the vertebral arteries (left and right) contributes to its

formation [55]. The internal carotid arteries supply blood to the greater part of the

brain. They also have branches that supply the face and scalp. Anteriorly, the two

anterior cerebral arteries arise from the internal carotid arteries and are joined by the

anterior communicating artery. Posteriorly, the two vertebral arteries join to form the
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basilar artery near the brain stem at the base of the skull. After travelling for a short

distance the basilar artery divides to form two posterior cerebral arteries, each of

which is joined to the corresponding internal carotid artery by a posterior

communicating artery, completing the circle. From this circle, the anterior cerebral

arteries pass forward to supply the anterior part of the brain, the middle cerebral

arteries pass laterally to supply the sides of the brain, and the posterior cerebral

arteries supply the posterior part of the brain. Branches of the basilar artery supply

parts of the brain stem. Thus, the coW, as shown in Figure 1.3 is formed by: two

anterior cerebral arteries, two internal carotid arteries, one anterior communicating

artery, two posterior communicating arteries, two posterior cerebral arteries, and one

basilar artery [56].

The arrangement of these arteries in the coW is generally recognized – although

this theory is no longer universally accepted nowadays (see for example [50]) – as an

example of collateral circulation, a compensatory system in the case of arterial occlusion

or stenosis [57, 58, 59, 60, 61, 62, 63, 64, 65]. This means that the coW is such that the

brain as a whole receives an adequate blood supply even when a contributing artery is

damaged or obstructed or during extreme movements of head and neck [46, 55].

1.1.2 Blood flow, blood pressure, resistance, conductance and their

interrelationships

In this Section, the excellent description of the interrelationships among blood flow,

pressure, resistance, and conductance as presented in [32] is followed.

1.1.2.1 Blood flow

Often expressed in ml/min or in L/min but also in ml/s or in any other unit of flow,

blood flow, Q, simply refers to the quantity of blood that passes a given point in the

circulation in a given period of time.
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Figure 1.3: Anterior view of head showing the major arteries of the brain. The
enlargement of the encircled area shows the arteries of the brain and brain stem,
including a complete structure of the circle of Willis. Adapted from [66, 67].

1.1.2.2 Blood pressure

The term blood pressure, P , usually measured in millimeters of mercury (mmHg)

refers to the force exerted by the blood against any unit area of the vessel wall.

Nowadays, there are mainly two methods for measuring blood pressure [19]: the one

using sphygmomanometer (a device with a cuff that, when placed around the arm,

inflates for about a minute providing a pressure measure at a single point in time),

and that using the catheter (a device commonly placed in the radial or femoral

artery), for a continuous pressure measure. When blood pressure is measured using a

cuff, it provides two meaningful values: the higher one is the Systolic Blood Pressure

(SBP), observed during ventricular contraction, and the lower one, reached during

ventricular relaxation (diastole), is Diastolic Blood Pressure (DBP) [68].

Blood pressure is also well known as one of the key information in the medical field.

Indeed, the arterial blood pressure and how it varies over time are considered to be a key
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indicator of cardiovascular health, including several clinical conditions [69, 70, 71, 72]. A

high level of blood pressure may indicate that there is a risk of more severe cardiovascular

diseases. Also, in a hospital context, low pressure values in very sick patients might

indicate blood loss and other critical situations. Therefore, there is much interest in

developing a reliable noninvasive technique for blood pressure assessment, in particular

in the arteries where occur cardiovascular diseases.

1.1.2.3 Vascular resistance and conductance

Vascular resistance, R, represents the impediment, the hindrance to blood flow in a

vessel at a given pressure difference. This cannot be measured by any direct means. It is

calculated from measurements of blood flow and pressure difference between two points

in the vessel and is often related to the notion of vascular conductance, G, (generally

expressed in ml/s/mmHg), which is the ease with which the blood flows through a vessel

for a given pressure difference. Therefore, vascular resistance is the exact reciprocal of

conductance in accord with the following equation [73]:

G = 1
R

(1.1)

where G and R are vascular conductance and resistance, respectively.

1.1.2.4 Interrelationships among blood blow, pressure, and resistance

As shown in Figure 1.4, blood flow through a vessel is determined by two factors: the

blood pressure difference between the two ends of the vessel, also known as “pressure

gradient” along the vessel, which is the force that pushes the blood through the vessel,

and the vascular resistance. Therefore, blood flow through a vessel can be calculated

by the following formula:

Q = ∆P
R

(1.2)

where Q, ∆P , and R are blood flow, the pressure difference (Pin−Pout) between the

two ends of the vessel (see Figure 1.4 ), and the vascular resistance, respectively. This
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formula states, in effect, that the blood flow is directly proportional to the pressure

difference but inversely proportional to the resistance. However, such a relationship is

strictly valid only when flow does not vary over time. With a time-varying flow and

under a broad range of conditions, vascular resistance is approximately independent of

the flow rate, and depends only on the geometrical properties of the vessel and on the

blood viscosity [74].

Resistance

Pressure gradient 

Blood �ow

Figure 1.4: A blood vessel segment located anywhere in the circulatory system showing
the interrelationships among pressure, flow, and resistance. Pin represents the pressure
at the origin of the vessel; at the other end, the pressure is Pout. Resistance occurs as a
result of friction between the flowing blood and the intravascular endothelium all along
the inside of the vessel. Adapted from [32, 75].

1.1.3 Vascular distensibility and compliance

Distensibility and compliance are important vessel wall properties. Distensibility is

related to elastic properties of the arterial wall, and compliance reflects the buffering

function of the artery [76]. Below the excellent description of these vessel characteristics

detailed in [32] is followed

1.1.3.1 Vascular distensibility

One valuable property of the CVS is that all blood vessels are distensible [32, 75]. This

is visible when blood pressure increases. This dilates the blood vessels and therefore

decreases their resistance. As a result, blood flow increases not only because of increased

pressure but also because of decreased resistance [32, 75]. Vascular distensibility is
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also noticeable in circulatory function. Indeed, because of their distensible nature, the

arteries are able to accommodate the pulsatile output of the heart and to average out

the pressure pulsations [75]. This provides smooth, continuous flow of blood through

the very small blood vessels [32]. Therefore, vascular distensibility, D, is commonly

defined as the relative change in vascular volume, V, per unit of pressure, i.e., fractional

increase in volume for each millimeter of mercury rise in pressure, in accordance with

the following formula [32, 75]:

D =
∆V
V

∆P = ∆V
V ×∆P (1.3)

where V , ∆V , and ∆P are original vascular volume, increase in vascular volume, and

increase in vascular pressure, respectively.

1.1.3.2 Vascular compliance

In hemodynamic studies, another feature of the vascular system, much more

important to know than the distensibilities of the individual vessels, is vascular

compliance [32]. Also called vascular capacitance, it refers to the total quantity of

blood that can be stored in a given portion of the circulation for each millimeter of

mercury rise in pressure [32]. In other words, vascular compliance is the change in

vascular volume per unit of pressure [77]. Thus, although vascular compliance, C, and

vascular distensibility, D, are quite different [32], using Equation (1.3), they can be

related by this formula:

C = ∆V
∆P = D × V (1.4)

where C, D, V , ∆V , and ∆P are vascular compliance, vascular distensibility, original

vascular volume, increase in vascular volume, and increase in vascular pressure,

respectively.

1.1.4 Blood inertia

Blood inertia refers to the ability of blood to prevent sudden blood movement at each

heart beat. In other words, blood inertia represents the resistance of blood to any
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change in its flow velocity at each heart beat; it is of course related to the density of

blood, ρ.

Ultimately, all these various characteristics of the vascular system presented above

play an important role in maintaining a healthy CVS. In consequence, their dysfunction

might increase the risk of arterial wall damage, which could inevitably give rise to

cardiovascular diseases.

1.2 Cardiovascular diseases

Cardiovascular diseases (CVDs) are a group of disorders affecting the structure or

function of the heart and blood vessels. These include coronary heart disease,

arrhythmias (abnormal heart rhythms), cerebrovascular disease, peripheral arterial

disease, rheumatic heart disease, congenital heart disease, deep vein thrombosis,

pulmonary embolism, and so on [78]. According to the WHO statistics, CVDs are the

number one cause of death globally [78]: more people die annually from CVDs than

from any other cause and in 2016, 17.9 million people died due to CVDs, representing

31% of all global deaths. Out of these deaths, 85% are due to heart attack and stroke.

These statistics challenge the research community, and through it the international

community as a whole, on the need not to take this global scourge lightly. However

the exact cause of CVDs is not clear [79], even if several well-known risk factors are

associated with them. Some risk factors, such as family history, age, gender, ethnicity,

socioeconomic status, co-existing diseases (diabetes or kidney disease, for example),

cannot be modified, while other risk factors, which are much more behavioural, such as

unhealthy/unbalanced diet, physical inactivity, tobacco use and harmful use or excessive

consumption of alcohol, are modifiable [80]. The effects of the latter may show up in

individuals as “intermediate risks factors” such as, hypertension (high blood pressure),

hyperlipidaemia (high cholesterol, high blood lipids), diabetes (high blood glucose), and

overweight and obesity. These indicate an increased risk of developing a heart attack,

stroke, heart failure and other complications. Of all these risk factors, hypertension is
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the single biggest risk factor of CVDs, which is widely used to diagnose heart attack or

stroke [80]. Indeed, according to the World Heart Federation (WHF) statistics, at least

970 million people worldwide are suffering from hypertension and number is increasing

day by day so that it is estimated that in twenty-five years, 1.56 billion adults will

suffer from high blood pressure [81]. Therefore, there is a real need for a technique to

noninvasively measure the pressure in any artery in the body.

1.2.1 Atherosclerosis

As shown in Figure 1.5, atherosclerosis is a form of CVD involving the hardening

and the narrowing of an artery specifically due to a build up of an atheromatous plaque

(usually made up of fatty substances, cholesterol, cellular waste products, calcium and

fibrin), in the inner lining of the medium-sized or large arteries (not just there, but

often) [82]. In atherosclerosis, the plaques cause the arteries to harden and narrow,

limiting the flow of oxygen-rich blood to vital organs, and increasing the risk of blood

clots that could potentially block the arteries [83, 84, 85]. This leads to failure of the

organs and structures, ischemia, a restriction in blood supply to organs or structures

tissues, or other serious health risks, including angina or heart attack, stroke, or even

death [83, 86]. In general, this disease is one of the major cause of high blood pressure.

1.2.2 Cerebral aneurysm

A cerebral aneurysm (also called intracranial aneurysm or brain aneurysm) is a

bulging area, an abnormal dilation (widening or balloning) in the wall of an artery in the

brain, analogous to a thin balloon or a weak spot on a tire’s inner tube [88, 89]. This is

caused by an abnormal loss, absence, or abnormal degenerative (breaking down) change

(or weakening) of the inner layer in the artery and also by the effects of pressure from

the pulsations of blood pumped forward through the arteries in the brain [88]. Cerebral

aneurysms commonly tend to occur at the junctions between the arteries making up the
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Figure 1.5: Atherosclerosis: a normal artery with normal blood flow together (A). An
artery with plaque buildup (B). The inset images show a cross-section of a normal artery
(A) and a cross-section of an artery with plaque buildup (B). Adapted fom [87].

coW [52, 53, 88]. However, arteries anywhere in the brain can develop aneurysms [88].

In general, cerebral aneurysms, be they saccular (berry), fusiform or dissecting, or

be they small, large, giant or super-giant, are known as silent killers, because in most

of the cases they have no symptoms and are typically found incidentally when tests

are being done to screen for other conditions [88, 89]. Because their walls may be

weak and thin, aneurysms are at risk of rupturing. But a ruptured aneurysm can

cause life-threatening blood loss, which leads to death [86]. Indeed, when an aneurysm

ruptures, blood spills into the space between the skull and the brain, causing

subarachnoid hemorrhage (SAH) [89].
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Many risk factors can contribute to the formation and rupture of cerebral aneurysms.

One of the most significant factors is high blood pressure (hypertension), which can

fortunately be controlled. There is therefore great interest in developing techniques and

CVS models allowing noninvasive and reliable blood pressure prediction.

Figure 1.6: Cerebral aneurysm. Taken from [90].

Chapter key points:

• The CVS is a complex system of interconnected organs whose

dysfunction is the source of many diseases.

• Knowledge of the cardiovascular anatomy and of

interrelationships among blood flow, pressure and resistance is

a prerequisite for understanding how the CVS works.

• Arteries, especially cerebral arteries and associated diseases

such as cerebral aneurysms are the region of interest in this

work.
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This second chapter of the first part introduces the reader to the models and

mathematical tools used in this thesis. It begins with a literature review

on existing physical models of the CVS (i.e., the models commonly used to

simulate and analyze actual physiological and pathological behavior of the

CVS), with emphasis on the type of model used in this work, namely the
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lumped-parameter models. This literature review is essentially based on

the work of Shi et al. [91], Kokalari et al. [92], and Zhou et al. [93]. Then,

it introduces the basics of the mathematical tools used in this thesis: the

ensemble Kalman filter technique previously used in the inversion platform

to estimate hemodynamic parameters [12] is recalled, while the basics of

uncertainty analysis, sensitivity analysis and machine learning practices are

introduced.

2.1 Types of existing physical models of the CVS

The mathematical description and physical modeling of the human CVS have been

proven nowadays to be very useful prerequisite tools for understanding the complex

physiological processes and mechanisms of a real system by simplifying it. They have

become powerful tools for simulating the hemodynamic properties of CVS and have

been playing an increasingly important role in the diagnosis or the treatment of CVDs

and in the development of medical devices [94, 95, 96, 97, 98]. That is why, with the

recent significant improvements in computer technology, modeling based on physical

principles has attracted increasing interest.

At present, as illustrated in Figure 2.1, the types of physical models of the CVS

existing in the literature include two types of models: high-dimensional models and

low-dimensional models [92, 93].

2.1.1 High-dimensional models

In general, high-dimensional modeling is only dedicated to detailed descriptions of the

local complex hemodynamics of a specific region in the CVS (see for example the work

carried out by the YALES2BIO1 biomechanics team, named after the YALES2BIO

solver used for computational fluid dynamics [27, 99, 100, 101, 102, 103, 104, 105,

106, 107]). However, the implementation of a high-dimensional model for the whole
1https://imag.umontpellier.fr/˜yales2bio

https://imag.umontpellier.fr/~yales2bio
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arterial system is computationally impracticable due to the enormous complex physical,

geometrical, mechanical and numerical parameters requested. The well-known high-

dimensional models of the CVS available in the literature to date mainly include 2D

models and 3D models. While 2D models are usually used to describe changes in

the radial velocity of blood flow in an axisymmetric tube [108, 109], 3D models are

generally applied to simulate the fluid-structure interaction between the vascular walls

and blood [110, 111].

2.1.2 Low-dimensional models

Unlike high-dimensional modeling, the low-dimensional modeling, because of its small

computational cost can be used in practice to describe the hemodynamic characteristics

of a patient-specific entire arterial tree. This explains why the low-dimensional models

have been extensively used in the study of cardiovascular dynamics. The three main

types of low-dimensional models commonly used in the literature are 0D models, 1D

models, and tube-loads models [92, 93].

While 0D models are generally used to describe global properties of the arterial

system, 1D models, commonly based on the simplified Navier-Stokes equations, are

used to simulate pressure and flow waveforms at any point of the whole arterial

network according to their distributed properties [112, 113, 114, 115, 116]. As for

tube-loads models, which are developed by taking advantage of simplicity of 0D

models and accuracy of 1D models [117, 118], they are most often used for monitoring

several hemodynamic parameters such as pulse transit time, arterial compliance, pulse

wave velocity, etc. [93].

According to the pulse waveforms spatial distribution within them, low-dimensional

and high-dimensional models are usually grouped into two categories: the

lumped-parameter models (0D models), characterized by pulse waveforms which

are only functions of time, and the distributed models (1D models, tube-load

models together with high dimensional models), characterized by pulse waveforms
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which are both functions of time and space (see Figure 2.1). Of these models, the

simplest and least computationally expensive one capable to describe global properties

of the arterial system is 0D model. A more detailed description of this model is given

below in next Section because of its use in this manuscript.

1D 2D

3D

Lumped-parameter model Distributed parameter model

Tube-load

Low-dimensional models High-dimensional models

Figure 2.1: Schematic representation of physical models of the CVS. Adapted from
[92, 93].

2.2 The lumped-parameter models of the CVS

Also called lumped-element models, lumped-component models, lumped-compartment

models or lumped-parameter models, the 0D models have been developed and used by

many researchers all over the world to mimic in a simple way the behavior of blood flow

and pressure in the CVS [86, 112, 119, 120, 121, 122, 123, 124, 125, 126].

As illustrated in Figure 2.1, whilst the models of higher dimensions account for the

spatial variation of fundamental variables (pressure, volume and flow rate), the 0D

models assume as uniform the distribution of these variables within every single

compartment (organ, blood vessel, part of blood vessel, etc.) of the model at any

instant in time [91, 127]. The 0D models are therefore appropriate for studying the
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global distribution of the pressure, flow rate, and blood volume over a range of specific

physiological conditions and also for simulating the global hemodynamics of the

CVS [91, 127].

In 0D modeling is often applied the analogy between the blood flow in the systemic

arteries and the current in an electric circuit. Blood pressure gradient in arterial tree

pushes the blood against the hydraulic impedance (i.e., combined effect of the total

loss due to friction, the vessels capacitance due to their elasticity, and blood inertia)

like voltage gradient in an electric circuit pushes current against the electric

impedance (i.e., the combination of the resistance, capacitance, and inductance in

the circuit) [91, 92]. Blood flow is described by the continuity equation for mass

conservation, Poiseuille’s law for the steady state momentum equilibrium and by the

Navier-Stokes equation for the unsteady state momentum balance [91]. Analogically,

current in an electric circuit is described by Kirchhoff’s current law for current

balance, Ohm’s law for the steady state voltage-current relation and by the line

transmission equation for the voltage-current relation in high frequencies [91]. Hence,

as shown in Table 2.1, the effects of friction due to viscosity, the inertia in blood flow,

the capacitance of the vessel, the blood pressure and the flow rate, can be respectively

described by the resistance R, inductance L, capacitance C, voltage U , and the

current I, in an electric circuit [92]. As consequence, the well-established methods

used for studying the electric circuits can be applied to the investigation of

cardiovascular dynamics too [92]. In doing so, each vascular compartment included in

the lumped-parameter models simply boils down to two ordinary differential equations

complemented by an algebraic balance equation that relates compartment volume to

pressure [92]. The most well-known lumped-parameter model is the Windkessel

model [128], which can divided into two subgroups: mono-compartment models and

multi-compartment models [91, 127].
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Table 2.1: Analogy between fluid dynamics and electric circuit. Adapted from [92]

Fluid dynamics Physiological variables Electrical analog

Pressure P Blood pressure P Voltage U

Flow rate Q Blood flow rate Q Current I

Volume V Blood volume V Charge q

Viscosity µ Blood resistance R = 8µl
πr4 Electrical resistance R

Elastic coefficient Vessel’s wall compliance C Capacitor’s capacitance C

Inertance Blood inertia L Inductor’s inertance L

Poiseuille’s law Q = ∆P
R = ∆Pπr4

8µl Ohm’s law I = ∆U
R

2.2.1 Mono-compartment models

In mono-compartment models, the whole vessel network is treated as a whole — meaning

that the internal pressure distribution and flow velocity in different parts of the vascular

network are not calculated separately — and is represented with a single combination

of the following elements: resistance, inductance and compliance (RLC). According

to the number of these elements within them, current mono-compartment models are

commonly classified into four main types [93]: two-element, three-element, four-element

and complex mono-compartment Windkessel models. The details of all these models are

beyond the scope of this manuscript. Only the two-element and three-element models

are discussed below because of the use of three-element model in this work.

2.2.1.1 Two-element Windkessel model

First introduced by Stephen Hales in 1733 [129, 130, 131], and later formulated

mathematically by Otto Frank in 1899 [128], the two-element Windkessel model is the

precursor of mono-compartment models. Composed of a resistor, R, connected in

parallel with a capacitor, C (see Figure 2.2A), the two-element was developed to
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represent the elementary characteristics of the systemic artery network, while the

veins were neglected and represented as a far field zero pressure. Applying Ohm’s and

Kirchhoff’s laws of the electric circuits to the Windkessel model shown in Figure 2.2A,

the governing differential equation describing the relationship between blood pressure

and flow within the two-element Windkessel model can be obtained as follows:

q(t) = P (t)
R

+ C
dP (t)

dt (2.1)

where q(t), P (t), R, and C are blood flow rate, blood pressure, total peripheral

resistance, and total arterial compliance, respectively. Since the development of this

two-element model, many adaptations and different approaches have been proposed to

describe the CVS.

2.2.1.2 Three-element model

Also called the Westkessel model, or RCR model, the three-element model, as shown

in Figure 2.2B, is an extension of the Windkessel RC model by introducing an extra

resistance element to improve the high frequency performance of the

model [132]. Landes [133], and later Westerhof et al. [132], then Burattini and

Natalucci [119], were the protagonists of this model even though each used it in a

different configuration and for different purposes. Despite its shortcomings pointed

out by in vivo studies [91, 134], the RCR model was widely used in cardiovascular

simulations as the after-load for assessing cardiac function under various physiological

and pathological conditions [91]. This model was also useful for describing the arterial

characteristics, for capturing grossly the wave reflection response and frequency

characteristics in Westerhof et al. [132], and for providing a good representation of

after-load in the context of prediction of stroke volume, stroke work, and systolic and

diastolic aortic pressure [134]. The governing differential equation for the RCR model

can be obtained by applying Ohm’s and Kirchhoff’s laws of the electric circuits to the
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three-element Windkessel model shown in Figure 2.2B. It can be expressed as follows:

(
1 + R1

R2

)
q(t) + CR1

dq(t)
dt = P (t)

R2
+ C

dP (t)
dt (2.2)

where q(t), P (t), R1, R2, and C denote blood flow rate, blood pressure, the

characteristic resistance (assumed to be equivalent to the characteristic impedance),

the peripheral resistance, and vascular compliance, respectively. Compared with the

two-element model, the three-element model can have a higher accuracy.

Consequently, it has been extensively used in theoretical research [135, 136, 137]. A

variant of the RCR model is the RLC model (see Figure 2.2C) used in this work. The

latter model is commonly used as a building block in the development of

multi-compartment models discussed in the next Section.

C
R

q(t)

P(t)

C
R2

q(t)

P(t)
R1

C

Rq(t)

P(t)

L

(A) (B) (C)

Figure 2.2: Mono-compartment models: A: Two-element Windkessel model. B: Three-
element Windkessel model with two resistors and a capacitor. C: Three-element
Windkessel model with a resistor, an inductor, and a capacitor.

2.2.2 Multi-compartment models

In the mono-compartment models explored above, the whole systemic vasculature is

considered as a single block, and as a result, the internal pressure and flow rate

distribution in each individual segment of the vessel network is not computed [91].

Multi-compartment models, which build a full arterial network by connecting several

mono-compartment models (see Figure 2.3), have been developed to address these

shortcomings [91]. In these models, each mono-compartment model is described by a

combination of its own resistance, R, compliance, C, and inductance, L, depending on

the local vessel characteristics, and is considered as a building block in the
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development of the whole vessel network model [91]. An example of this model

connecting several RLC models will be used in this work. Currently, four typical

compartmental configurations in multi-compartment models exist in the literature: L

network element, inverted L network element, T element and Π element [91, 121, 138].

In practice multi-compartment models can provide a detailed and accurate

description of the CVS. However, in general it is very difficult to collect all model

parameter information from observations/measurements to build a patient-specific

model. In principle, it is never possible to have all model parameter values at hand

from measurements, since knowing more parameters requires more measurements.

However, estimation is possible, if the model is reliable and if the importance rank of

model parameters in the CVS is identified. In this regard, mathematical tools

necessary for good modeling practices and for estimating CVS model parameters are

very useful.

C1

R1qin(t)

Pin(t)

C2

R4R2 R5L1 L2 R3

C5

qout(t)

Pout(t)

Aorta Arteries Arterioles Capillaries

Figure 2.3: A sample multi-compartment model of the systemic circulation. Adapted
from [91, 93].

2.3 Main mathematical tools used

Nowadays, it is obvious that computational cardiovascular models have become very

useful for studying and analyzing the physiological and pathological processes as well

as the behavior of the whole (or part) of the CVS. It is also recognized that

cardiovascular models used together with mathematical tools play a crucial role in

designing and constructing patient-specific models for multiple purposes, including
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noninvasive parameter estimation using clinically obtained measurements.

2.3.1 Discrete ensemble Kalman filter

One of the main mathematical tools used in this work is the ensemble Kalman filter

(EnKF). However, before talking about the discrete EnKF, it is necessary to first recall

what the discrete Kalman filter is.

2.3.1.1 Discrete Kalman filter

Named after Rudolf E. Kálmán, one of the primary developers of its theory [139], the

Kalman filter (KF), in discrete context, is an algorithm suitable for estimating in a

recursive manner the internal state (i.e., unknown parameters) of a linear dynamic

system, from its previous state, the commands applied, and a series of noisy/inaccurate

measurements observed. This means that only the estimated state from the previous

time step and the current measurement are needed to compute the estimate for the

current state in the KF [140]. In contrast to batch estimation techniques, no history

of observations and/or estimates is required [140]. In other words, the KF, in discrete

context, is a recursive estimator in which observations are used as they become available

to update the present state of the model [141]. This estimator works in a two-step

process [140]:

• a prediction phase where an a priori state estimate (the forecast state estimate)

is produced using the state estimate from the previous time step and without

including the observation (measurement) information from the current time step;

• and an update phase where the current forecast state estimate is

refined/corrected/updated using the available observation information to

produce an a posteriori state estimate (improved estimate of the state also

known as updated state or analysis state).
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To be more precise, let us go into a little more detail about this process based on a typical

linear system involving the use of KF. Let us consider a physical model (controlled

process) governed by a discrete linear stochastic-dynamic system represented in matrix-

vector notation as follows:

xk = Akxk−1 + Bkuk + wk (state Equation), (2.3a)

yk = Hkxk + vk (measurement Equation), (2.3b)

for the discrete time steps k = 1, 2, . . . , where xk ∈ IRn represents the true state vector,

Ak ∈ IRn×n is the true dynamics (transition) matrix, Bk ∈ IRn×p is the control-input

matrix, uk ∈ IRp is the control vector, yk ∈ IRm is the model measurement vector

related to the state, xk, through the measurement/observation matrix, Hk ∈ IRm×n, m,

n, and p are the dimensions of the model measurement vector, the model state vector,

and the control vector, respectively. The model noise, wk ∈ IRn, and the observation

noise, vk ∈ IRm, are assumed to be zero-mean Gaussian white noises with known

covariance matrices Qk and Rk, respectively, at time tk. Denoting the expectation

and the transpose operators by the symbol E and the superscript >, respectively, this

assumption means in mathematical terms that

• E[wk] = 0, E[vk] = 0, and ∀ k 6= l E[wkw>l ] = 0, E[vkv>l ] = 0 (white noises),

• E[wkw>k ] = Qk and E[vkv>k ] = Rk (covariance matrices of wk and vk),

• E[wkv>k ] = 0 and E[vkw>k ] = 0 (independent noises),

• wk ∼ N (0,Qk) and vk ∼ N (0,Rk) (zero-mean Gaussian noises with covariance

matrices Qk and Rk).

The KF problem statement is: given a prior (forecast or background) estimate xf
k of the

system state at time tk, what is the update (or analysis) xa
k based on the observations

(or measurements) yk? More precisely, at time tk, the KF aims at finding an updated

state xa
k of the forecast estimate xf

k minimizing Pa
k, the covariance of the analysis error
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ea
k (the error between the updated state xa

k and the true state xk) with

ea
k = xk − xa

k, (2.4a)

Pa
k = E

[
(ea
k)(ea

k)>
]
. (2.4b)

2.3.1.1.1 Prediction phase

As shown in Figure 2.4, in the KF procedure, the prediction phase mainly consists of two

steps: the prediction xf
k of the current state (also known as the a priori state estimate

or the forecast state estimate), and the estimation of the forecast error covariance Pf
k

(i.e., the covariance of the error between the forecast state and the true state).

2.3.1.1.1.1 Prediction xf
k of the current state

At time step k, the current state is predicted by adapting the state equation in the

dynamical system (Equation (2.3a)) to produce a forecast model as

xf
k = Akxa

k−1 + Bkuk, (2.5)

where the superscripts a and f denote analysis and forecast, respectively (see Figure 2.4).

This forecast model is an alternative way of predicting the state of the system at any

given time step k.

2.3.1.1.1.2 Estimation of Pf
k, the covariance of the forecast error ef

k

In this step, like Equations (2.4a) and (2.4b) above, the forecast error, ef
k, and its

covariance, Pf
k, are defined as

ef
k = xk − xf

k, (2.6a)

Pf
k = E

[
(ef
k)(ef

k)>
]
. (2.6b)

Thus, at time tk, using Equations (2.6a), (2.3a), (2.5), and (2.4a), the forecast error

can be rewritten as

ef
k = (Akxk−1 + Bkuk + wk)− (Akxa

k−1 + Bkuk)

= Akea
k−1 + wk,

(2.7)
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where ea
k−1 is the analysis error at previous time tk−1.

Then, assuming that the model error and the analysis error are uncorrelated over

time (i.e., ∀ k, l E[(ea
k)(wl)>] = E[(wl)(ea

k)
>] = 0) and using Equations (2.6b), (2.7),

and (2.4b), the forecast error covariance Pf
k can be obtained as

Pf
k = E[(Akea

k−1 + wk)(Akea
k−1 + wk)>]

= AkE[(ea
k−1)(ea

k−1)>]A>k + AkE[(ea
k−1)(wk)>] + E[(wk)(ea

k−1)>]A>k + E[(wk)(wk)>]

= AkPa
k−1A>k + Qk.

(2.8)

2.3.1.1.2 Update phase

This last phase in the KF procedure mainly works in three steps. As shown in

Figure 2.4, using the available observation information, it starts with the Kalman gain

computation step and ends with the forecast error covariance update (or analysis error

covariance computation) step passing through the forecast state update (or analysis

state computation) step. This is the usual order of these three steps as they appear in

the KF update phase. However, in order to better explain the derivation of the

different equations involved in this phase, this standard order will be disrupted in the

description of these three updating steps below.

2.3.1.1.2.1 Forecast state update step

In this phase where the available observation information is used, an estimate of the

state (the a posteriori state estimate xa
k) at time tk is sought by assuming it to be a

linear combination of the forecast state, given by Equation (2.5), and the observations,

given by Equation (2.3b) [142],

xa
k = L̃kxf

k + K̃kyk, (2.9)

where L̃k and K̃k are two weighting unknown matrices to be determined. For an

unbiased forecast error (i.e. E[ef
k] = 0), Todling and Cohn [142] demonstrated that the
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analysis error is unbiased only if the weighting matrix L̃k is:

L̃k = I− K̃kHk. (2.10)

As a result, the formula for the a posteriori state estimate given by Equation (2.9) can

then be rewritten as

xa
k = xf

k + K̃k

(
yk −Hkxf

k

)
. (2.11)

where the term yk − Hkxf
k is usually known as innovation or measurement pre-fit

residual [140]. However, it is worth noting that Equation (2.11) above is for any choice

of gain matrix K̃k. Therefore, it is the optimal formula for the state update only for a

particular choice of gain matrix K̃k whose the derivation will be discussed below.

Once this derivation is complete, the optimal formula for the state updating can

finally be given.

2.3.1.1.2.2 Forecast error covariance update step

In this step, the analysis error is first obtained by subtracting xk from both sides of

Equation (2.11) and using Equations (2.4a) and (2.6a). This gives

ea
k = ef

k − K̃k

(
yk −Hkxf

k

)
. (2.12)

This means that at observation locations, the gain matrix K̃k describes the weights

given to the innovation [142]. By substituting then Equation (2.3b) into Equation

(2.12), the analysis error becomes

ea
k = (I− K̃kHk)ef

k − K̃kvk. (2.13)

Finally, using Equations (2.4b) and (2.13) the analysis error covariance matrix can be

written as[142].

Pa
k = (I− K̃kHk)Pf

k(I− K̃kHk)> + K̃kRkK̃>k (2.14)

where Rk = E[vkv>k ] is the observation error covariance. Again, it is worth noting that

Equation (2.14) above describes the evolution of the analysis error covariance for any

choice of gain matrix K̃k and is therefore not the optimal formula for updating the error
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covariance. The optimal formula for the error covariance update will be given below

once the particular choice of the gain matrix K̃k has been made.

2.3.1.1.2.3 Optimal gain matrix computation step

The optimal gain matrix Kk is obtained from a particular choice of the gain matrix

K̃k consisting in finding the gain matrix K̃k minimizing the trace of the analysis error

covariance matrix. In fact, the diagonal elements of the analysis error covariance

matrix are the mean squared errors. Therefore, minimizing the trace of Pa
k amounts to

minimizing the sum of the mean squared errors.

Thus, by expanding out and collecting the terms in Equation (2.14), the formula for

updating the error covariance can be rewritten as

Pa
k = Pf

k −Pf
kH>k K̃>k − K̃kHkPf

k + K̃k

(
HkPf

kH>k + Rk

)
K̃>k . (2.15)

Applying then the trace operator to the formula (2.15) and using the properties of trace

operator to collect some terms, this becomes

tr (Pa
k) = tr

(
Pf
k

)
− 2 tr

(
K̃kHkPf

k

)
+ tr

[
K̃k

(
HkPf

kH>k + Rk

)
K̃>k

]
. (2.16)

where tr denotes the trace operator. By differentiating tr(Pa
k) in Equation (2.16) with

respect to K̃k using the gradient matrix rules and the symmetry property of the matrices

involved and applying finally the first order optimality condition (i.e., equating result

to zero), we get

∂ tr(Pa
k)

∂ K̃k

= −2
(
HkPf

k

)>
+ 2K̃k

(
HkPf

kH>k + Rk

)
= 0. (2.17)

From Equation (2.17) and due to the symmetry property of Pf
k, the minimum value of

tr (Pa
k) is obtained when the gain matrix is [143]

K̃k = Kk = Pf
kH>k

(
HkPf

kH>k + Rk

)−1
. (2.18)

This matrix Kk is the optimal weighting matrix referred to as the Kalman gain. The

term HkPf
kH>k + Rk included in Kk, commonly referred to as innovation covariance
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or measurement pre-fit residual covariance and usually denoted by Sk [140] is the

measurement prediction covariance associated to the innovation term yk − Hkxf
k

defined above in the state update step (Section 2.3.1.1.2.1). Now the optimal gain

matrix is calculated, the optimal formulas for updating the state and the error

covariance can be provided.

2.3.1.1.2.4 Optimal formulas for updating the error covariance and

state

Substituting the Kalman gain into Equation (2.14) yields this simplified and optimal

formula for analysis error covariance matrix

Pa
k = (I−KkHk) Pf

k. (2.19)

Finally, by replacing in Equation (2.11) the weighting matrix K̃k by the optimal gain

matrix Kk , the optimal analysis state becomes

xa
k = xf

k + Kk

(
yk −Hkxf

k

)
. (2.20)

These different stages of the KF algorithmic loop discussed above are summarized in

the diagram of Figure 2.4. However, it is worth noting that like the implementation

of most algorithms, the implementation of the KF requires an initialization step which

plays an important role to obtain desired performance. Hence, in the classical KF, an

initial guess of state estimate, xa
0, and an initial guess of the error covariance matrix, Pa

0,

must be first provided as initial values by the user before proceeding with anything else.

After this initialization phase, the different stages of the KF presented above can be

easily implemented for each time step, k = 1, 2, 3, . . . . These traditional KF equations

serve as the mathematical foundation for the common variants of the KF, including the

extended Kalman filter, the unscented Kalman filter, and the ensemble Kalman filter.

2.3.1.2 Ensemble Kalman filter algorithm

As described in Section 2.3.1.1, the KF addresses the general problem of trying to

estimate the state of a discrete, linear, and controlled stochastic-dynamical system,
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Figure 2.4: A schematic representation of the Kalman filter algorithmic loop.

process or model. But what happens if, on the one hand, the process to be estimated

and (or) the observation relationship to the process is nonlinear, and if, on the other

hand, the state and observation dimensions are huge? In such situations, the

combination of high dimensionality and nonlinearity makes this a very challenging

problem. In this regard, several variants of the standard KF have been proposed in

the literature to meet this challenge [141, 144, 145, 146, 147, 148, 149, 150]. One of

them is the ensemble Kalman filter (EnKF). First introduced by Geir Evensen [141]

and later clarified by Burgers et al. [147], the EnKF is a sequential Monte Carlo

approximation of the KF, which avoids evolving the covariance matrix of the state

vector distribution [151]. Instead, it uses an ensemble of model states integrated

forward in time with a nonlinear model including replicates of system noise for

estimating the true states of the model [152]. Indeed, as outlined by Katzfuss et al., in
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contrast to the standard KF, which works with the entire distribution of the state

explicitly, the EnKF only considers a sample (an ensemble of vectors) approximating

the overall state distribution [149]. This sample (ensemble) is then propagated forward

through time and updated when new observations are available. In general, this

ensemble representation of the state space is viewed as a form of dimension reduction,

in that only a small ensemble is propagated instead of the joint distribution including

the full covariance matrix [149].

Furthermore, the EnKF is also recognized today as a sub-optimal estimator for

problems involving high-order nonlinear models. In this regard, as so aptly stated

by Katzfuss et al. [149], quoting Tukey [150], the EnKF embodies the principle that

an approximate solution to the right problem is worth more than a precise solution to

the wrong problem. As such, for many realistic, highly complex systems, the EnKF is

essentially the only way to do (approximate) inference, while alternative exact inference

techniques can only be applied to highly simplified versions of the problem [149]. Also,

the advantage of dimensional reduction in the EnKF leads to computational facilities

and feas even for very high-dimensional systems. Below, the different steps employed

in the formulation of EnKF as presented in Lal et al. [153] are discussed.

2.3.1.2.1 Derivation of the EnKF

Like the traditional KF, the EnKF consists of a prediction phase and an update phase

at each time step. As a result, the formulation of EnKF is very similar to the KF one

except for the following.

2.3.1.2.1.1 Nonlinear system

First, for the EnKF derivation, the discrete-time linear dynamical system —

Equations (2.3a) and (2.3b) — used for the KF derivation is typically replaced with

the following discrete nonlinear system :

xk = f(xk−1,uk) + wk, yk = h(xk) + vk. (2.21)
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where the nonlinear functions f and h are the state transition and observation models,

respectively. Other variables have the same definitions as in Section 2.3.1.1.

Specifically, xk ∈ IRn, yk ∈ IRnobs, and uk ∈ IRm are, at time tk, the model state, the

observed measurement, and the control parameter, respectively. Therefore, n, nobs,

and m represent the dimension of the model state vector, the number of observations,

and the number of model parameters, respectively. wk ∈ IRn and vk ∈ IRnobs are

assumed uncorrelated Gaussian model errors with wk ∼ N (0,Qk) and vk ∼ N (0,Rk)

where Qk and Rk are the covariance matrices.

2.3.1.2.1.2 Initial forecast ensemble of states

Then, in the prediction phase, the initial forecast ensemble of states (prior ensembles)

Xf
k = (xf1

k , . . . ,x
fqens
k ) ∈ IRn×qens for i = 1, . . . , qens is assumed to be available at time

step k. fi stands for the initial ith forecast member of an ensemble size qens. The mean

of the ensemble of forecast state is xf
k ∈ IRn and is given by

xf
k = 1

qens

qens∑
i=1

xfi
k . (2.22)

2.3.1.2.1.3 Error covariance matrices computation

The error covariance matrices for the forecast and the analyzed estimate, Pf
k and Pa

k,

are not defined in terms of the true state as Equations (2.6b) and (2.4b) in the standard

KF. In fact, in the EnKF, the true state is not known. Therefore, according to the

interpretation that the ensemble mean is the best estimate and the spreading of the

ensemble around the mean is a natural definition of the error in the ensemble mean [154],

the error covariance matrices are defined around the ensemble mean as follows:

Pf
k = 1

qens − 1

qens∑
i=1

(
xfi
k − xf

k

) (
xfi
k − xf

k

)>
, (2.23)

Pa
k = 1

qens − 1

qens∑
i=1

(
xai
k − xa

k

) (
xai
k − xa

k

)>
. (2.24)

2.3.1.2.1.4 Update of the ensemble of states

After the Kalman gain (Kk) computation, all operations on the ensemble members are
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independent in the EnKF update phase and the ensemble members are updated using:

xai
k = xfi

k + Kk

[
yik − h

(
xfi
k

)]
, i = 1, . . . , qens, (2.25)

where ai represents the ith updated or analyzed member of the ensemble. One of the

EnKF specificities is that the observations are treated as random variables by

generating an ensemble of observations using small perturbations to avoid having an

updated ensemble with a low variance [147]. These perturbations are generated using

the same distribution as the measurement error. This special treatment given to

observations permits to preserve from one EnKF iteration to the next the correct

forecast error covariance [126]. In concrete terms, small perturbations

eik, i = 1, . . . , qens are added to the original observation set yk in order to generate an

ensemble of qens perturbed observations yik i = 1, . . . , qens as follows:

yik = yk + eik, i = 1, . . . , qens (2.26)

with eik ∈ IRnobs and eik ∼ N (0,Rk). The measurement error covariance matrix, Rk, is

diagonal following the assumption of independent observations [155] and is defined as

Rk = diag
[ 1
qens − 1EE>

]
, E =

[
e1
k, . . . , e

qens
k

]
. (2.27)

Thus, at each time step of the EnKF procedure, the observations are treated as random

variables.

2.3.1.2.1.5 Kalman gain computation

If the measurement function h is linear and the noise is additive, namely,

yk = Hxk + vk, (2.28)

the Kalman gain is given by [156]

Kk = Pf
kH>

(
HPf

kH> + Rk

)−1
, (2.29)

where H ∈ IRnobs×n, is a linear or linearized observation operator. To avoid having to

resort to the linearization of a nonlinear measurement function which could sometimes
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be difficult to linearize, Houtekamer and Mitchell [157] rewrote the two terms Pf
kH>

and HPf
kH> which appear in the Kalman gain (Equation (2.29)) as

Pf
kH> ≡

1
qens − 1

qens∑
i=1

[
xfi
k − xf

k

] [
h
(
xfi
k

)
− h

(
xf
k

)]>
, (2.30)

HPf
kH> ≡

1
qens − 1

qens∑
i=1

[
h
(
xfi
k

)
− h

(
xf
k

)] [
h
(
xfi
k

)
− h

(
xf
k

)]>
, (2.31)

where h
(
xf
k

)
= 1

qens

qens∑
i=1

h
(
xfi
k

)
. Ambadan and Tang [158] argued that Equations (2.30)

and (2.31) approximately hold only if the following conditions are fulfilled:

h
(
xf
k

)
= h

(
xf
k

)
, (2.32)

norm
(
xfi
k − xf

k

)
is small for i = 1, 2, . . . qens. (2.33)

In fact, as argued by Ambadan and Tang [158], under the conditions of Equations

(2.32) and (2.33), Equations (2.30) and (2.31) linearize the nonlinear function h to H.

Therefore, when the Gaussian nonlinear model is associated with a nonlinear

measurement function h, the Kalman gain is defined as [159]:

Kk = Pf
xyk

(
Pf

yyk

)-1
, (2.34)

where Pf
xyk

is the cross-covariance between the state and observation errors and Pf
yyk

,

the error covariance of the difference between the observation and its prediction. They

can be obtained as follows:

Pf
xyk

= 1
qens − 1

qens∑
i=1

[
xfi
k − xf

k

] [
h
(
xfi
k

)
− h

(
xf
k

)]>
, (2.35)

Pf
yyk

= 1
qens − 1

qens∑
i=1

[
h
(
xfi
k

)
− h

(
xf
k

)] [
h
(
xfi
k

)
− h

(
xf
k

)]>
+ Rk. (2.36)

2.3.1.2.1.6 Prediction step

The last step is the prediction step which involves predicting an ensemble of qens forecast

states for the next time step k + 1 as,

xfi
k+1 = f(xai

k ,uk+1) + wi
k+1, i = 1, 2, . . . qens. (2.37)
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2.3.1.2.2 Summary of the ensemble Kalman filter algorithm

This Section summarizes the forecast and the analysis steps of EnKF presented in

Section 2.3.1.2.1. But before that, a schematic description of the EnKF algorithm is

shown in Figure 2.5. To start the EnKF, it is necessary first to generate an ensemble

of qens forecast estimates of state associated with their random errors. Thus, at time

step k − 1, the ensemble of analysis state estimates, xai
k−1 for i = 1, . . . , qens, is

assumed to be available. Therefore, at time step k, an ensemble of forecast state

estimates, (xf1
k , . . . ,x

fqens
k ) is generated. The corresponding measurements for this

ensemble of states are denoted as (y1
k, . . . ,y

qens
k ) ∈ IRqens×nobs where nobs is the

number of observations. Qk and Rk correspond to the model and observation error

covariance matrices, respectively, at time step k. Finally, given an analysis ensemble

(xa1
k−1, . . . ,x

aqens
k−1 ) at time step k, the equations for the EnKF can be written as:

xfi
k = f(xai

k−1,uk) + wi
k, i = 1, . . . , qens,

wi
k ∼ N (0,Qk),

Pf
xyk

= 1
qens − 1

qens∑
i=1

[
xfi
k − xf

k

] [
h
(
xfi
k

)
− h

(
xf
k

)]>
,

Pf
yyk

= 1
qens − 1

qens∑
i=1

[
h
(
xfi
k

)
− h

(
xf
k

)] [
h
(
xfi
k

)
− h

(
xf
k

)]>
+ Rk,

Kk = Pf
xyk

(
Pf

yyk

)-1
,

yik = yk + eik, i = 1, . . . , qens,

xai
k = xfi

k + Kk

[
yik − h

(
xfi
k

)]
, i = 1, . . . , qens.

where, the superscripts ‘a’ and ‘f’ denote analysis and forecast, respectively. This

algorithm provides an ensemble of analyses at time step k, which can be cycled in

time.

In Lal et al. [12, 153], the usefulness of the EnKF-based technique for estimating

hemodynamic parameters using both synthetic and in vitro data is demonstrated.

Specifically, in [12], the EnKF algorithm was integrated in an inversion procedure for

estimating hemodynamic model parameters, which then allowed to estimate

patient-specific blood pressure in cerebral arteries (see Figure 2.6). This algorithm is
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Figure 2.5: A schematic description of the ensemble Kalman filter. Adapted from [153].

reused in this work with the aim of reproducing all this inversion procedure with slight

modifications to assess the inversion accuracy and robustness. In fact, from clinical

data acquisition to the computer simulations of the computational cardiovascular

models using this algorithm, via the derivation of physical laws of hemodynamics,

there are several sources of uncertainty which can make the model unreliable and less

predictive. Uncertainty must be reduced to achieve a reliable and predictive

cardiovascular model for investigating CVDs. In this regard, uncertainty and

sensitivity analysis practices are necessary.

Model parameters

Initial parameters

Boundary conditions

Forward 

Model

Model

outputs Comparison

Ensemble Kalman 

�lter (EnKF)

Figure 2.6: Parameter estimation flow chart using the ensemble Kalman filter. Adapted
from Lal [126].
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2.3.2 Uncertainty and sensitivity analysis

Uncertainty analysis (UA) and sensitivity analysis (SA) are two other important

mathematical tools used in this thesis. These are two closely related mathematical

practices, which should be ideally run in tandem since UA is usually a necessary

precursor of SA [160]. Indeed, UA quantifies the uncertainty in the model output,

while SA identifies the model input variables potentially responsible for this

uncertainty. The use of these two mathematical tools in this thesis is motivated, on

the one hand, by the obvious existence of various sources of uncertainty in any

modeling and, on the other hand, by the effectiveness of UA and SA in the

assessment, validation, and verification of simulation models and computer codes in a

variety of fields.

2.3.2.1 Sources of uncertainty

Like any model, the cardiovascular models are subject to sources of uncertainty. One

way to categorize these sources of uncertainty is to consider two groups of uncertainty:

aleatoric uncertainty and epistemic uncertainty [161, 162]. Also known as statistical

uncertainty [163], aleatoric uncertainty is uncertainty due to the occurrence of random

events. It is representative of unknowns that differ each time the same experiment is

run [163]. As for epistemic uncertainty (also known as systematic uncertainty), it is

uncertainty due to things one could in principle know but do not in practice [163]. This

may be due to [164]:

• experimental uncertainty : errors of measurement,

• interpolation uncertainty: missing information or lack of available data collected

from computer model simulations and/or experimental measurements,

• numerical uncertainty: numerical errors and numerical approximations per

implementation of a computer model,
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• structural uncertainty: assumptions made in a model, lack of knowledge of the

underlying physics and poor or partial understanding of the driving forces and

mechanisms,

• parametric variability: spatio-temporal variabilities of model input parameters,

• and parameter uncertainty: model input parameters whose exact values are

unknown to experimentalists and cannot be controlled in physical experiments.

Taking into account these different sources of uncertainty by performing UA can provide

more information about the confidence of model results.

2.3.2.2 Uncertainty analysis

UA investigates the uncertainty of variables used in a model with the aim of

improving the model results through the quantification of uncertainties in some or all

model variables. In other words, UA mainly focuses on uncertainty quantification

(UQ) and propagation, and often deals with assessing the uncertainty in measurement

or estimation of model variables.

2.3.2.2.1 Uncertainty quantification

UQ is a technique of quantitative determination and reduction of uncertainties in both

computational and real world applications. It attempts to determine the likelihood of

certain outcomes if some aspects of the model or system are not exactly known [163].

There are two major types of problems in uncertainty quantification [163]: forward

uncertainty propagation (where the different sources of uncertainty are propagated

through the model to predict the overall uncertainty in the system response) and

backward uncertainty quantification (where the model parameters are calibrated

simultaneously using test data).

2.3.2.2.2 Forward uncertainty propagation

Uncertainty propagation is the quantification of uncertainty in the model outputs
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(blood pressure and blood flow in a CVS model, for example) due to the effect of

model input parameter uncertainties. Uncertainty in model parameters is propagated

through approaches including Monte Carlo simulations, polynomial chaos expansion,

perturbation method, Taylor series, etc [163]. The ultimate goal of uncertainty

propagation is to evaluate the first two moments (mean and variance) and the

reliability of the model outputs, to represent the model output variability in a

compact way.

2.3.2.2.3 Backward uncertainty quantification: calibration, verification,

validation

Backward UQ estimates the discrepancy between the observations and the

mathematical model and performs parameter calibration. The latter is the process of

adjusting model parameters to obtain good agreement between model predictions and

experimental observations (bias correction) [165] and also of estimating the values of

unknown parameters in the model if there are any [163]. Calibration is to

differentiated from verification which is assessment of the model “exact”

implementation and from validation which is assessment of the model response degree

of agreement with the available physical observation [165].

2.3.2.3 Sensitivity analysis

Lumped-parameter models of the CVS include a large number of parameters. For

reliable, predictive, and confident patient-specific cardiovascular models, the

importance rank of model input parameters should be estimated with the aim of

reducing the uncertainties in the model outputs by fixing, for example, less important

parameters to their nominal values. This kind of process is part of SA, which is in

Saltelli’s words, the study of how the uncertainty in the output of a mathematical

model or system (numerical or otherwise) can apportioned to different sources of

uncertainty in its inputs [160, 166, 167]. SA can be subdivided into two main types:

local sensitivity analysis (LSA) and global sensitivity analysis (GSA).
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2.3.2.3.1 Local sensitivity analysis

LSA is one of the simplest and most common SA approaches. Easy to implement and

computationally less expensive, it consists in [168]:

• Perturbing one model input parameter value around its nominal value, while

keeping all other parameters fixed at their nominal values to see what effect this

produces on the output [169, 170, 171, 172, 173].

• Returning the perturbed input variable to its nominal value and then repeating

the procedure for all parameters one by one to capture the effect of each individual

input parameter perturbation on the output.

However, despite its multiple advantages, LSA has some drawbacks. Indeed, it does

not explore the effect of entire parameter spaces on output variables as well as the

interactions between the parameters [174, 175]. These shortcomings can be overcome

with GSA.

2.3.2.3.2 Global sensitivity analysis

Unlike LSA, GSA allows to quantify the interaction effects among the parameters and

also explores the impact of entire feasible parameter spaces on output variables [160,

176, 177, 178, 179]. The only drawback of GSA is its computational cost. In this

work, GSA method based on the Sobol’ indices will be used. This will be applied to

the patient-specific arterial network to decompose the model output variance into parts

attributable to each of the model input variables.

2.3.3 Machine learning

The last mathematical tool used in this work is ML. In today’s world, ML is a

mathematical practice, which has gained much popularity, and whose the algorithms

are employed in most of scientific field and research areas [180]. Much of the

improvement on ML in research reviews is attributable to the exponential increases in

computing power and bigdata processing technologies [181, 182, 183, 184]. Currently,
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the widespread types of ML in the literature are supervised learning, unsupervised

learning, semi-supervised learning, reinforcement learning, transduction, transfer

learning, and active learning tasks [185, 186, 187, 188, 189, 190]. Each type comes

with its strengths and weaknesses, but all have benefited from increased attention to

procedural rigor [181]. The details of these different types of ML are beyond the scope

of this thesis. However, supervised learning and transfer learning will be discussed

below because of their use in this work.

2.3.3.1 Supervised learning

Supervised learning is the task of learning a function that maps input data to target

labels [191]. In other words, it is a ML approach where the investigator uses a

database of observations with labelled outcomes or classes. These data are generally

used to develop a model to predict or classify future events, or to find which variables

are most relevant to the outcomes. When labelled outcomes are continuous real

number values, the supervised learning task(s) are known as regression problems, and

when the labelled outcomes variables are categorical variables, the tasks are known as

classification problems [191].

Common supervised learning algorithms include ordinary least squares

regression [192], logistic regression [193], least absolute shrinkage and selection

operator (LASSO) regression [194, 195], ridge regression [196, 197, 198], elastic net

regression [199, 200, 201, 202], linear discriminant analysis [203, 204, 205], Naive

Bayes classifiers [206, 207, 208, 209], support vector machines [210, 211, 212, 213, 214],

Bayesian networks [215, 216, 217], a variety of decision trees [218, 219, 220] especially

Random Forests [221, 222] and AdaBoost or gradient boosting classifiers [223, 224],

artificial neural networks [225, 226, 227, 228, 229, 230], and ensemble

methods [231, 232, 233, 234, 235]. Some of examples of supervised ML tasks include

regression, classification, predictive modeling and survival analysis [182, 191]. A

commonly used example is training a model to differentiate between apples, oranges
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and lemons. The ‘label’ of each type of fruit is initially supplied to the algorithm

along with the features such as colour, size, weight and shape and the algorithm learns

the mix of features that differentiate the fruits. Then, when a new, ‘unlabelled’ fruit is

presented, the model should be able to predict which type of fruit it is.

2.3.3.2 Transfer learning

Another type of ML used in this thesis, which has witnessed a great increase in

popularity and is fast becoming a key instrument in many ML applications in recent

years [236], is transfer learning (TL). This increase in popularity and this growing

interest in TL is partly due to its ability to build accurate models in a

timesaving [237]. For example, in areas such as text classification, image classification,

text categorization, and computer vision, TL has been producing remarkable

results [237, 238, 239, 240, 241]. However, what is TL really all about? To answer this

question, let us start with a simple parents-children analogy. In a family, parents have

many years of life experience that they want to pass on to their children. With all this

accumulated experience, the education the children receive is a summary/digest of the

parents’ experience. So it can be seen as a “transfer” of knowledge from parents to the

child. Another excellent analogy for TL can be this fundamental human capability to

transfer knowledge from previous experiences to new circumstances [242]. In fact, TL

approach works exactley in the same way. Like the tranfer process in the two previous

analogies, TL addresses the problem of how to leverage previously acquired knowledge

from source domains or tasks, in order to improve the efficiency and accuracy of

learning in a new target domain or task that is similar [243] or different but in some

way related to the original one [244, 245, 246, 247, 248]. With such a definition, it is

clear that TL refers to the ability of a model or a system to recognize and interpolate,

extrapolate, extract, or apply knowledge and skills learned in previous tasks to new

tasks [243]. This means that, in TL, the new learning process does not start from

scratch but from pre-trained model patterns learned when solving a similar or
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different problem.

For example, the abilities acquired while learning to identify types of cats could

apply when one learns to identify types of dogs, and knowledge gained while learning

to recognize apples could apply when recognizing lemons. Another strength of TL,

according to Mihalkova, lies in the fact that it is considered as one of the most effective

techniques for enabling learning in situations when an adequate amount of training

data for the task of interest is not available [236], as is the case in this thesis. For more

mathematical definition and more details about TL, the interested reader is referred to

the excellent survey of Pan and Yang [243] on TL.

2.3.3.3 Convolutional neural networks

Several pre-trained models used in TL are based on convolutional neural networks

(CNNs) [249]. These are ML algorithms inspired from biological processes, such that

the organization of their artificial neurons resembles that of the visual cortex of

animals [250, 251]. But to better understand CNNs, one must first understand what

are neural networks.

2.3.3.3.1 Neural networks

Neural networks (NNs) or artificial neural networks (ANNs) form the backbone of

convolutional neural networks. They are algorithms aiming at finding an

approximation of an unknown function. Indeed, formed by interconnected neurons like

the human brain, they attempt to use multiple layers of calculations to imitate the

concept of how the human brain interprets and draws conclusions from information.

Therefore, the knowledge of human neuron function is a prerequisite for understanding

ANN function.

As shown in Figure 2.7, a human neuron consists of four main elements. These are

dendrites, nucleus (the heart of the neuron), soma and axon [252]. When a human being

receives information, the latter behaves like electrical signals, which are received by the

dendrites. Then, the electrical signals are processed by soma. This process output is
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thereafter carried by the axon to the axon terminals where the output is either sent

to next neurons for further processing or it is the final output. The interconnection of

neurons is called neural network (NN) where electrical impulses travel around the brain.

An ANN is based on the same principle. As shown in Figure 2.8, it basically works on

Soma

Axon

Axon terminals

Dendrite

Nucleus
Myelin

node of Ranvier

Schwann cell

Figure 2.7: A human neuron anatomy. Adapted from [253]

three layers. The input layer takes the inputs (much like dendrites reveiving electrical

signals in a human neuron). Then, the hidden layer processes the inputs and generates

an output (like soma and axon). Finally, the output layer (like axon terminals) sends the

calculated output either to next neurons or it is the final calculated output [252, 254].

In ML vocabulary, this process is known as forward propagation.

In fact, during forward propagation, each input is associated with a weight assigned

to it in the hidden layer. These weights are randomly initialized and are updated

during the model training process. The higher weight is assigned to the input

considered more important as compared to the ones which are considered less

important and a weight of zero is assigned to inputs whose the particular features are

insignificant. By continually adjusting these relative weights, the network can

progressively determine the best combination of weights that produce the optimal

predictive accuracy. In mathematical terms, this can be written as follows:

• Let us assume the inputs to be X1, · · · , Xn, and the weights associated to be

Wk1, · · · ,Wkn, as shown in Figure 2.9.
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Input layer

Hidden layer

Output layer

Figure 2.8: Structure of an artificial neural network. Adapted from [254]

• Passing through the nodes, the inputs are first multiplied by their corresponding

weights and are then added together along with the bias, denoted by bk. Let this

linear component be called as u. Then,

u =
n∑
i=1

Xi ×Wki + bk. (2.38)

• Applying the activation function (a nonlinear function), to u, the final output

from the neuron k is obtained as Yk = f(u).

Sigmoid, hyperbolic tangent function, Rectified Linear Units [255], and softmax

activation functions [238, 256, 257, 258, 259, 260] are the most commonly applied

activation functions [261].

However, forward propagation alone does not allow the constructed network to

predict the output closely to the actual value. In general, the accuracy of the network
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is measured using an objective function (also referred to as a cost/loss/performance

function), which tries to penalize the network when it makes errors. In fact, once the

output is received for a single forward propagation iteration, the network error can be

calculated. For instance, the cost function can be defined as being the mean squared

error, and in this case, it can be written as :

C = 1
m

m∑
i=1

(Yobs,i − Yi)2, (2.39)

where m, Yi, and Yobs,i are the number of training inputs, the predicted values, and the

actual values of that particular example, respectively.

The learning process objective is to adjutst the free parameters of the network (i.e.,

biases and weights) in order to increase the prediction accuracy (to reach the desired

network output) and to reduce the error by minimizing as much as possible this cost

function. In this regard, as outlined by Gupta [262], after each forward propagation

iteration, the error is fed back to the network along with the gradient of the cost

function to update the weights in the network. This process of weights updating using

the gradient of the cost function, which makes it possible to reduce the error in the

subsequent iterations, is known as backpropagation [263, 264, 265, 266, 267, 268]. In

backpropagation, the network motion is backward: the error along with the gradient

flows back from the outer layer through the hidden layers and the network parameters

are updated [262].

2.3.3.3.2 Convolutional neural networks specificity

In CNNs, the principle is the same as in NNs, with the exception of the term

‘convolutional’ and the following particularities. In general, CNN was shown to excel

in a wide range of computer vision applications [265], such as face recognition, object

detection, powering vision in robotics, self-driving cars, image processing

tasks [269, 270] as well as sequential data analysis [191]. Its high performance and its

easiness in training are two of the main factors driving the popularity of CNN over the
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Figure 2.9: Structure of an artificial neuron. Adapted from [262].

last years [249]. Simply put and as shown in Figure 2.10, typical CNN architecture

comprises two main parts:

• Convolutional base, which is composed by a stack of convolutional and pooling

layers [271]. The main goal of the convolutional base is to extract features from the

inputs and to reduce the spatial dimensions of the inputs for the next convolutional

layer. In the convolutional layers, various kernels are used to convolve the inputs

as well as the intermediate feature maps, generating various feature maps. Pooling

layers are in charge of subsampling or downsampling, i.e., the operation consisting

of width and height of the feature maps reduction. [261, 263, 264, 272, 273].

• Classifier, which is usually composed by fully connected layers. The main goal

of the classifier is to classify the network inputs based on the detected features.

In fact, the fully connected layers eventually interpret the feature representations

arising from the succession of several convolutional and pooling layers stacked on

top of each other and perform the function of high-level reasoning [238, 258, 274].

The derived output either could be fed forward into a certain number of categories

for classification or could be considered as a feature for further processing.

One of the limitations of the classical CNN is that it only performs mono-output tasks.
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The CNN used in this thesis has been adapted from the classical one to be able to fill

this gap by achieving multi-output tasks useful for time series outputs.

Input data Convolutional base Classi er Output data

Figure 2.10: Typical CNN architecture for a fruit image classification task. An image is
input directly to the network, and this is followed by several not fully connected stages
of convolution and pooling. Then, representations from these operations feed one or
more fully connected layers. Finally, the last fully connected layer outputs the class
label.

Chapter key points:

• An introduction to low-dimensional and high dimensional

models of the CVS existing in the literature is presented.

• Particular emphasis is placed on the lumped-parameter models

used in this work.

• Mathematical tools used in this work for model confidence

evaluation and for model parameter estimation namely,

uncertainty analysis, sensitivity analysis and ensemble Kalman

filter, machine learning, respectively, are introduced.
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After introducing in the two previous chapters the general concepts used

in this thesis, it is now time to enter gradually into the heart of the matter

with this third chapter. Closing the introductory part of this manuscript,

this short chapter outlines the general context of the thesis as well as its

objectives and contributions. The thesis outline is then presented while the

main results of each chapter are provided.

55
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3.1 General context and motivations

Cardiovascular diseases (CVDs) have become a public health concern nowadays [275].

As outlined in chapter 1, according to the World Health Organization (WHO), CVDs

are the leading cause of death globally, taking an estimated 17.9 million lives each year,

or 31 % of all global deaths [78, 276]. Among these diseases, cerebral aneurysms, which

are present in 3.6 to 6% of the world’s population, require special attention as they carry

a high risk of mortality in case of rupture. Indeed, once bleeding or rupture of cerebral

aneurysm occurs, blood spreads into the subarachnoid space around the brain leading to

a subarachnoid hemorrhage (SAH) [1, 2], which quickly becomes life-threatening with

a 40% risk of death [3, 4, 5].

One of the key factors identified to be associated with the formation and the risk of

rupture of cerebral aneurysms is the blood pressure fluctuations in cerebral

arteries [6, 7, 8, 9, 10, 11]. Therefore, a technique to estimate/assess these pressure

variations in cerebral arteries, in a noninvasive way, would be beneficial and of great

interest in clinical decision-making and treatment of cerebral aneurysms. In this

context, Lal et al. have recently implemented an inversion platform based on EnKF

coupled with a 0D reduced order blood flow model with the aim of estimating

patient-specific blood pressure fluctuations in cerebral arteries [12]. This inversion

procedure, which involves patient-specific cerebral Magnetic Resonance Angiography

and Magnetic Resonance Imaging (MRA & MRI) acquisitions, uses a complex arterial

network consisting of 33 arteries including the patient-specific cerebral circulation

(circle of Willis). However, the accuracy and robustness of this platform with respect

to some modeling assumptions and clinical data processing still need to be addressed

and require therefore more investigation. Moreover, this inversion procedure, which

requires inverse problem solving, is too long (no stopping criterion has been set there),

expensive, difficult to integrate in a medical acquisition device, and its results still

need to be validated. This begs the following questions:

• What is the impact of the different sources of uncertainty related to the models
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used, the assumptions formulated as well as the patient-specific clinical data on

the inversion procedure outcomes?

• Can the uncertainties on the procedure results be quantified and how? How

reliable are these results?

• Is it possible to set a stopping criterion in the inversion procedure to avoid

unnecessary over-solving and to reduce calculation time?

• How is it possible to accelerate this pressure estimation procedure, specifically in

clinical situations where faster diagnosis is always requested?

Uncertainty analysis (UA) and sensitivity analysis (SA), on the one hand, and machine

learning (ML), on the other hand, are two appropriate approaches to address these

issues.

3.2 Thesis aims

As a continuation of the ongoing inversion procedure initiated by Lal et al. [12] for

patient-specific cerebral blood pressure estimation, this thesis is first intended to

scrutinize the accuracy and robustness of the inversion with respect to various sources

of uncertainty related to the models, the formulated assumptions and clinical data

used, and to set a stopping criterion for the procedure algorithm. To this aim, UA and

several sensitivity analyses have been carried out. The second objective of this thesis

is to illustrate how ML used together with a Convolutional Neural Network (CNN)

can be a very good alternative to the inversion procedure for blood pressure

estimation in real-time.

3.3 Thesis outline

To efficiently address the questions raised in Section 3.1 and be able to achieve the

objectives set and enumerated in the previous Section (Section 3.2), this manuscript is
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structured as follows:

3.3.1 Part I - General concepts and objectives

Composed of three chapters, this introductory section is intended to provide the reader

with the basics necessary to understand this manuscript. It consists of the two previous

chapters as well as the current one.

Chapter 1 - An introduction to the cardiovascular system

As already pointed out, this relatively short chapter is purely terminological, descriptive

and explanatory in nature, and is intended to provide the reader and the non-specialist

with a rudimentary knowledge of the human CVS and related diseases. The complexity

of the CVS is just sketched because the main goal of this chapter is to introduce the

bulk of the key terms related to the human CVS used in this manuscript.

Chapter 2 - A brief overview of current cardiovascular models and main

mathematical tools.

As already highlighted, this second chapter of the first part introduces the reader to the

models and mathematical tools used in this thesis. It begins with a literature review

on the major existing physical models of the CVS with a focus on the 0D compartment

models, which are the type of model used in this work. Then, it introduces the basics

of the mathematical tools used in this work: the EnKF-based technique previously

used in the inversion platform to estimate hemodynamic parameters is recalled while

the basics of uncertainty analysis (UA), sensitivity analysis (SA), and machine learning

(ML) approaches are introduced.

Chapter 3 - General context, motivations and objectives.

This is the chapter in progress. As mentioned at its beginning, the general context,

the objectives, and the contributions of the thesis are set out in this chapter. Last
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introductory chapter, it also provides the outline of the thesis, as well as the main

results of each chapter.

3.3.2 Part II - Uncertainty and sensitivity analysis

Consisting of two chapters, this part attempts to achieve the thesis’ first major objective.

On the one hand, it examines the accuracy and robustness of the inversion procedure

proposed by Lal et al. [12], with respect to various sources of uncertainty related to

the models, the assumptions formulated and the clinical data used, and on the other

hand, it sets a stopping criterion for the EnKF-based algorithm used in the inversion

procedure.

Chapter 4 - Backward sensitivity analysis and reduced-order covariance

estimation in noninvasive parameter identification for cerebral arteries.

In this chapter the accuracy and robustness of the inversion procedure previously

developed by Lal et al. [12] for patient-specific noninvasive cerebral blood pressure

estimation is scrutinized. A brief summary of the physical model adopted, the inverse

problem solved, patient-specific clinical data and typical results previously obtained is

first recalled. Then, the issue of the accuracy and robustness of the inversion

procedure is discussed in detail by means of uncertainty quantification and sensitivity

analysis techniques with respect to different sources of uncertainty.

This chapter also proposes a deterministic construction for backward uncertainty

propagation allowing a low-complexity estimation (just as reliable as estimation using

ensemble approach) of the covariance matrix of the patient-specific arterial network

hemodynamic parameters after inversion.

This chapter has been published as: Rapadamnaba, R, Nicoud, F, Mohammadi, B.

“Backward sensitivity analysis and reduced-order covariance estimation in noninvasive

parameter identification for cerebral arteries” in International Journal for Numerical
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Methods in Biomedical Engineering, 2019; 35:e3170.

https://doi.org/10.1002/cnm.3170 [277].

Chapter 5 - Global sensitivity analysis for assessing the parameters

importance and setting a stopping criterion in a biomedical inverse

problem.

Chapter 5 provides an extension of uncertainty and sensitivity analysis performed in

chapter 4. In concrete terms, it shows how to obtain, in addition to the standard

deviations available after the inversion procedure, an apportioning of the total

uncertainty in the outputs of the patient-specific blood flow model (i.e., in the

inversion results) into small portions of uncertainty due to model input parameters.

Some statistical indicators for analyzing model parameters, such as the Sobol’ indices,

are computed in order to identify both the importance rank of the patient-specific

model input parameters and the influence of the interactions between these

parameters on the output variance of the inversion procedure. In the light of the

conclusions drawn from this SA, a suitable stopping criterion is proposed for the

inversion algorithm with very limited extra calculation avoiding unnecessary

over-solving and therefore significantly reducing the calculation time to solution.

This chapter has been submitted for publication as: Rapadamnaba, R, Ribatet, M,

Mohammadi, B. “Global sensitivity analysis for assessing the parameters importance

and setting a stopping criterion in a biomedical inverse problem” in International

Journal for Numerical Methods in Biomedical Engineering, 2020 [278].

3.3.3 Part III - Machine learning for cerebral pressure

This last part of the manuscript is intended to achieve the second major objective of

this thesis. Containing only one chapter, it shows how machine learning used together

with CNNs, can be a very good alternative to the time-consuming and costly inversion
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procedure previously implemented by Lal et al. [12] for assessing cerebral arterial

pressure.

Chapter 6 - Augmented patient-specific functional medical imaging by

implicit manifold learning

This chapter uses machine learning together with an implemented CNN, referred to as

implicit CNN, as an alternative to the EnKF-based inversion procedure for

patient-specific blood pressure estimation. Using a synthetic database organized

according to the availability of patient-specific data from medical images and

connecting the geometrical parameters and mechanical characteristics of the arteries

to the blood flow rates and pressures in the patient-specific arterial network, a CNN is

built and trained. Once properly trained, the resulting neural network is used in order

to predict blood pressure in cerebral arteries noninvasively in nearly real-time. Finally,

to validate the results, prediction of the patient-specific blood pressure using the

inversion procedure and that using the implicit CNN are compared.

This chapter has been published as: Rapadamnaba, R, Nicoud, F, Mohammadi, B,

“Augmented patient-specific functional medical imaging by implicit manifold learning”

in International Journal for Numerical Methods in Biomedical Engineering, 2020;

36:e3325. https://doi.org/10.1002/cnm.3325 [278]

Material from this chapter has also been presented as “Estimation non invasive de la

pression dans les artères cérébrales” at 9ème Biennale Française des Mathématiques

Appliquées et Industrielles, 13 - 17 mai 2019, Guidel Plages (Morbihan), France.
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Conclusion

Chapter 7 - Main results, discussions and perspectives

In this last chapter, the main findings and conclusions drawn from this thesis are

recalled. Then, the physical modeling choices, the assumptions formulated and their

consequences are discussed. Finally, possible directions and perspectives for future

research are proposed.

Chapter key points:

• The need to contribute to the fight against cerebral aneurysms

and to continue the research work already initiated in this

direction through the estimation of patient-specific cerebral

pressure motivates this work.

• The aim is to assess the reliability and robustness of the

available cerebral pressure estimation procedure and to propose

a competing alternative method.

• The manuscript consists of 7 chapters arranged in 3 different

parts.
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This chapter has been published as:

Rapadamnaba, R, Nicoud, F, Mohammadi, B. “Backward sensitivity
analysis and reduced-order covariance estimation in noninvasive parameter
identification for cerebral arteries” in International Journal for Numerical
Methods in Biomedical Engineering, 2019; 35:e3170.
https://doi.org/10.1002/cnm.3170 [277].

The numbering of sections, figures and tables in the original manuscript have been altered
for this chapter, to be consistent with the thesis chapter numbering. The references have
been incorporated into the global references at the end of the thesis.

The rest of this chapter presents sensitivity analysis of the inversion procedure previously
developed for blood pressure estimation with respect to the inlet flow rates, the choice of
boundary conditions and the symmetry assumption in the network terminations. The aim
of this chapter is to examine the robustness and the reliability of the inversion procedure by
quantifying the uncertainties in the inversion outcomes and propose an alternative backward
uncertainty quantification construction to the inversion procedure. An interesting result
of this analysis is that uncertainties in the inversion outcomes are of the same order of
magnitude as the uncertainties in the model input parameters.
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Abstract

Using a previously developed inversion platform for functional cerebral medical imaging

with ensemble Kalman filters, this work analyzes the sensitivity of the results with

respect to different parameters entering the physical model and inversion procedure,

such as the inlet flow rate from the heart, the choice of the boundary conditions, and

the nonsymmetry in the network terminations. It also proposes an alternative low

complexity construction for the covariance matrix of the hemodynamic parameters of a

network of arteries including the circle of Willis. The platform takes as input patient-

specific blood flow rates extracted from magnetic resonance angiography and magnetic

resonance imaging (dicom files) and is applied to several available patients data. The

paper presents full analysis of the results for one of these patients, including a sensitivity

study with respect to the proximal and distal boundary conditions. The results notably

show that the uncertainties on the inlet flow rate led to uncertainties of the same order

of magnitude in the estimated parameters (blood pressure and elastic parameters) and

that three-lumped parameters boundary conditions are necessary for a correct retrieval

of the target signals.

Keywords: covariance matrix, ensemble Kalman filter, parameter estimation,

reduced order compartment blood model, uncertainty quantification, sensitivity

analysis.

4.1 Introduction

Cardiovascular diseases are obviously major health concerns nowadays as according to

the World Health Organization, they are the leading cause of death globally [279].

Among these diseases, intracranial aneurysms, which usually take place in the circle of

Willis (coW) [61], require special attention. Indeed, according to the Brain Aneurysm

Foundation, the cerebral aneurysm is known as silent killer because in the most of the

cases, it is completely asymptomatic and is discovered by chance frequently in people
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undergoing brain imaging, such as magnetic resonance angiography and magnetic

resonance imaging (MRA & MRI), and for other reasons, such as evaluation of

headaches, after head trauma, or in work-up of other neurological symptoms [280].

Often in these situations, the aneurysm itself is an incidental finding, unrelated to the

symptoms that prompted the imaging, but a ruptured aneurysm can cause

life-threatening blood loss, which leads to death. That is why over the last few

decades, to better understand and identify the mechanisms linked to aneurysm

formation and rupture, many researchers, across a series of studies, made every effort

to establish the key factors that contribute to the development and the rupture of

cerebral aneurysms [6, 7, 8, 11, 281, 282, 283]. Some addressed the substantial

challenges facing them regarding hemodynamics and the blood flow mechanism in the

coW [284, 285, 286, 287]. Their main objective was to understand the factors

increasing the risk of stroke and the blood flow distribution in the brain. Others have

demonstrated the importance of fluid-structure interaction in patient-specific analysis

of cerebral aneurysms [288, 289, 290, 291] and also the considerable influence of

patient-specific anatomy of cerebral arterial network on blood flow patterns in local

cerebral aneurysms [284, 292, 293, 294, 295, 296, 297, 298].

In previous studies [299, 300, 301, 302, 303, 304, 305, 306, 307, 308, 309], still

others have developed an algorithm based on a data assimilation technique to estimate

hemodynamic parameters such as elastic properties of arteries, arterial compliance,

and boundary condition parameters (Windkessel boundary parameters and reflection

coefficients).

In our recent publications [12, 153], the usefulness of this kind of algorithm in

estimating the hemodynamic parameters (e.g., the wall thickness and the Young

modulus), which are difficult to identify noninvasively, was demonstrated. And to

examine the robustness of the approach, several sensitivity analyses have been carried

out. More precisely, the behavior of the algorithm has been analyzed for

• different initial guesses for the parameters,
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• different levels of observations uncertainty,

• the effect of bias in known parameter values and the type of observations,

• the effect of the ensemble size qens on the estimated parameters,

• the location of observations and the number of observations nobs.

This work considers other sources of uncertainties and studies their impacts on the

inversion outcomes. More precisely, it will address

• the uncertainties on the inlet flow rate time series from MRA & MRI, which has

been considered as deterministic in our previous works;

• the uncertainties related to the choice of the boundary conditions at the

terminations;

• the uncertainties related to the symmetry assumption previously used between

the left and right network terminations.

Another proposal in this paper is a deterministic construction for backward

uncertainty propagation not using an ensemble approach and an alternative

estimation of the covariance matrix of the estimated parameters after inversion. This

construction can be used even without an ensemble formulation and with

deterministic gradient-based minimization algorithms.

The general minimization framework in which the fluid-structure coupling is cast is

recalled in Section 4.2. The cardiovascular network model, which is made of 0D

lumped compartments, is presented together with the associated minimization

problem in Section 4.3. Section 4.4 presents the set up, which will be used to illustrate

the different results. This is from one of the patient-specific data provided by

Montpellier University Hospital, Gui de Chauliac. Section 4.5 gathers the results of

various sensitivity analyses. The inversion procedure is based on the ensemble Kalman

filter (EnKF) algorithm described in Lal et al. [153]. These ensemble algorithms give
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an estimation of the covariance matrix covx of the optimization parameters. This is

compared to an alternative derivation of the covariance matrix in Section 4.6.

Section 4.7 discusses some limitations of the paper in the light of the model

assumptions.

4.2 General settings

This section presents materials for this work. It follows in broad outline the description

made in Mohammadi [310].

This study focuses on a class of minimization problems written as follows: where x,

yobs, and z are independent variables. Only the state variable, y, depends on the cost

function, J . The optimization parameter x belongs to Oad the optimization admissible

domain [311]. The physical meaning of all the variables will be given in Section 4.3.2.

This is a very general context, and it is important to address the effects of the

variability in z and yobs on the solution of the minimization problem. To analyze these,

different approaches will be adopted: an ensemble approach (i.e., EnKF here) for the

effect of the variability in yobs and a separated treatment through a consideration of

adequate ensemble of ensembles for the effect of the variability in z.

To be more precise, attention is paid on functional J of the form

J(y(x, z),yobs) = ‖y(x, z)− yobs‖∗, (4.1)

where the state y(x, z) is solution of a state equation F (y(x, z)) = 0, yobs comes

from a direct observation (measurements) of the system, and ‖.‖∗ is a suitable norm.

These will be specified in Section 4.3.2. The variable yobs is assumed uncertain and

independent, and its components are given by their probability density functions here

assumed Gaussian N (µi, σ2
i ), i = 1, ..., nobs with means µi and variances σ2

i .
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4.3 Modeling and problem specification

4.3.1 Physical model

Many sophisticated and complex physical models representing the human cardiovascular

system exist in the literature [284, 312, 313, 314, 315], the simplest of these being the 0D

model (also called compartement model or lumped parameter model). It is the physical

model adopted for this work. In this model, built using an electrical analogy [121,

305, 315, 316], the arterial network is divided into different compartments, each with

a resistor (resistance R of blood due to blood viscosity and the vessel diameter), an

inductor (blood inertia L), and a capacitor (compliance C of the artery corresponding

to the quality of the latter to accumulate and release blood due to elastic deformations)

as shown in Figure 4.1.

R L

C

qin

Pin Pout

qout

Figure 4.1: A single compartment circuit illustration.

The governing system of equations relating the variables R,L, and C for this model

results from the Kirchhoff current and voltage laws (corresponding to the momentum

and mass conservation principles here) applied to a single compartment assumed being

filled with an incompressible Newtonian fluid. They take the form [121, 315, 316]

dPout
dt

= qin − qout
C

dqin
dt

= Pin − Pout −Rqin
L

,

(4.2)

where for each artery, Pin, Pout, qin, and qout are inlet blood pressure, outlet blood

pressure, inlet flow rate, and outlet flow rate, respectively. For arteries with a radius

r < 0.2 cm, the inertial effect is ignored [317], and in this case, the flow rate is given

by qin = (Pin − Pout)/R.
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To calculate the parameters R,L, and C of each compartment, the following

equations [305] are used : Hagen-Poiseuille equation for resistance, R = 8µl/πr4,

L = ρl/πr2, and C = 3πr3l/2Eh, where r, l, µ, ρ, h, and E are the radius of the artery,

the length of the arterial segment, the blood viscosity, the blood density, the arterial

wall thickness, and the Young modulus, respectively.

Each arterial segment of the full network including the coW is represented by a

reduced-order 0D model containing the three elements R,L, and C (see Figures 4.3C,D,

where each of the arterial segments is modelled with a single compartment). In this

way, the full network is represented by a distributed lumped parameter model in which

multiple lumped compartments are interconnected.

At the bifurcations, the enforcement of the mass conservation principle and of the

continuity equation for pressure permits to prescribe the boundary conditions. In order

to include the effect of the downstream vasculature, the blood flow model is coupled

to the three-element Windkessel model (WK3-lumped parameter model) [286, 318] at

the outlet of each terminal compartment. In the WK3 model, the equation relating the

instantaneous blood pressure and the flow rate reads as follows:

dp(t)
dt

+ p

RDC
= RP

dq(t)
dt

+ qRT
RDC

, (4.3)

where p, q, C, RP , and RD are the instantaneous pressure at the inlet of the WK3

model, the instantaneous flow rate, the compliance, the proximal resistance, and the

distal resistance of the vascular beds, respectively. RT = RP + RD expresses the total

peripheral resistance. The sensitivity of the present approach with respect to the choice

of the boundary conditions will be discussed in Section 4.5.3.

It is not easy to solve the first order differential equations 4.2 and 4.3 in view of the

stiffness of the system. That is why the Fortran version of an implicit numerical

integration solver DVODE [319, 320], available on

http://www.radford.edu/˜thompson/vodef90web/, is used to solve the

system.

http://www.radford.edu/~thompson/vodef90web/
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4.3.2 Problem Specification

With the physical model above adopted, the general optimization problem presented

in Section 4.2 can be more specified. The optimization parameter x of size n are

the hemodynamic parameters for each segment plus the number of parameters in the

termination boundary conditions. The vector z of size m contains the parameters used

to describe the flow rate from the heart. Thus, m corresponds either to the number

of points in a discrete representation or to the number of parameters for a reduced-

order representation of the signal as shown in Section 4.5.2. The variable yobs (called

observations) is flow rate time series from MRA & MRI acquisitions at given arteries

as described in Section 4.4. With time-series observations yobs(t), different functional

J can be considered. Following Lal and al. [12, 153], this work aims at minimizing a

time-dependent functional based on instantaneous incoming information:

J(t,y(x, z, t),yobs(t)) = ‖y(x, z, t)− yobs(t)‖∗ = 1
2‖y(x, z,t)− yobs(t)‖2.

4.4 Patient-specific clinical data

This section presents patient-specific clinical data used in the remainder of the paper.

These data have been provided by the Department of Neuroradiology of the Centre

Hospitalier Régional Universitaire de Montpellier (CHRU), Montpellier, France, and

have been extensively described in Lal et al. [12] together with their acquisition

procedures.

As a reminder, before and after image acquisition, arterial systolic brachial

pressure (SBP) and diastolic brachial pressure (DBP) at rest were measured using a

brachial automatic sphygmomanometer (Maglife, Schiller Medical). The pressure

values measured were (115 and 72 mmHg) in the left brachial artery and (125 and

72 mmHg ) in the right one. The ascending aorta and the internal carotid arteries

(right and left ICAs) have been considered for the analysis of blood flow rates.

Figure 4.2 shows two pairs of the magnitude and phase contrast images acquired —
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one for the ascending aorta (Figure 4.2B) and the other one for ICAs ( Figure 4.2C)

— and their corresponding blood flow rates (Figure 4.2A,C ). These flow rates have

been obtained from the GyroTools software, called GTFlow

(https://www.gyrotools.com/gt/index.php/products/gtflow).

Figure 4.3 shows the typical 3D model (and morphology) of coW (see Figure 4.3A,B)

determined through segmentation of a 3D time of flight magnetic resonance angiography

(3D-TOF-MRA) of the patient’s coW.

Using these different images, a complex arterial network of 33 arteries (Figure 4.3D)

consisting of the aorta, vertebral, carotid, and brachial arteries together with an integral

coW adapted from Alastruey et al. [284] has been modelled, and as shown in Table 4.1,

some geometric measurements such as lengths and radii of coW’s blood vessel have

been obtained. More precisely, in the cerebral regions with best/high image quality,

lengths and radii of cerebral arteries have been manually extracted from MRA using

RadiANT DICOM Viewer software (http://www.radiantviewer.com/), while

in the regions with poor image quality, they were obtained from average data reported

in the literature. Also, other geometries, such as the carotid vascular tree one, could

not be obtained because their acquisition requires the injection of contrast material

called gadolinium, which is impossible to perform on healthy volunteers. To fill this

kind of geometries and all the missing geometry of the full network, data reported in

the literature were also necessary.

The inverse hemodynamic problem aims at identifying unknown parameters (the

arterial stiffness and the WK3 model boundary parameters) for the network as shown

in Figure 4.3D and as described in Lal et al. [12, 153]. In the parameter estimation

problem, both available patient-specific flow rate waveforms for the right internal carotid

(R-ICA; #21 in Table 4.1) and the left internal carotid (L-ICA; #23 in Table 4.1) were

used as observations during EnKF assimilation steps. Blood rheological parameters

µ and ρ were set at 0.004 Pa s and 1050 kg m−3 and at the inlet (ascending aorta,

compartment #1 in Figure 4.3D), specific values of flow rates, qin, measured by PC-

(https://www.gyrotools.com/gt/index.php/products/gtflow)
(http://www.radiantviewer.com/)
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Table 4.1: Geometric parameters corresponding to arterial segments (and
compartments) in Figure 4.3 measured from magnetic resonance imaging. The missing
geometry (marked with an asterisk) of larger arteries is taken up from the average data
in the literature [284, 286]. R indicates right and L, left.

Id Name l, cm r, cm Id Name l, cm r, cm

1 Ascending aorta (AA) 4.00∗ 1.200∗ 18 L. post. comm. artery (L.PCoA) 1.20 0.075
2 Brachiocephalic (BraCe) 3.40∗ 0.620∗ 19 R. post. cerebral artery P2 (R.PCA, P2) 8.50 0.100
3 Aortic arch I (Aa I) 2.00∗ 1.120∗ 20 R. post. comm. artery (R.PCoA) 1.20 0.075
4 R. subclavian (R.Sub) 3.40∗ 0.423∗ 21 R. internal carotid I (R-ICA) 17.7∗ 0.200
5 R. common carotid (R.CC) 17.7∗ 0.250∗ 22 R. external carotid (R.ECA) 17.7∗ 0.150∗

6 L. common carotid (L.CC) 20.8∗ 0.250∗ 23 L. internal carotid I (L-ICA) 17.7∗ 0.200
7 Aortic arch II (Aa II) 3.90∗ 1.070∗ 24 L. external carotid (L.ECA) 17.7∗ 0.150∗

8 L. subclavian (L.Sub) 3.40∗ 0.423∗ 25 R. internal carotid II (R.ICA) 0.50 0.200
9 Thoracic aorta (ThorA) 15.6∗ 0.999∗ 26 L. internal carotid II (L.ICA) 0.50 0.200
10 R. brachial (R.BRA) 42.2∗ 0.403∗ 27 L. middle cerebral artery (L.MCA) 11.9 0.143
11 R. vertebral (R.VA) 14.8∗ 0.136∗ 28 L. anterior cerebral artery A1 (L.ACA, A1) 1.20 0.117
12 L. vertebral (L.VA) 14.8∗ 0.136∗ 29 R.middle cerebral artery (R.MCA) 11.9 0.143
13 L. brachial (L.BRA) 42.2∗ 0.403∗ 30 R. anterior cerebral artery A1 (R.ACA, A1) 1.20 0.117
14 Basilar (BAS) 2.70 0.150 31 R. anterior cerebral artery A2 (R.ACA, A2) 10.3 0.120
15 R. post. cerebral artery P1 (R.PCA, P1) 0.56 0.110 32 Anterior comm. artery (ACoA) 0.30 0.074
16 L. post. cerebral artery P1 (L.PCA, P1) 0.56 0.110 33 L. anterior cerebral artery A2 (L.ACA, A2) 10.3 0.120
17 L. post. cerebral artery P2 (L.PCA, P2) 8.50 0.100

MRI (see Figure 4.2A,B) were imposed.

The results shown in the next section were obtained under the following assumptions

on the unknown model parameters:

• The parameters R,L,C, and the WK3 boundary condition parameters are

assumed to well reproduce the patient-specific description of the 0D blood flow

model expressed by Equation 4.2.

• Eh, the product of Young modulus and thickness of arteries, is the unknown

quantity to recover by data assimilation, and it is assumed to be given by this

empirical formula [321]:

Eh = r(k1 e
k2r + k3), (4.4)

where the radius (r) is measured from MRA. An estimation of the product Eh

is found by looking for an estimation of the unknown constants ki with their

initial guesses as k1 = 2.0 × 107 g cm−1s−2, k2 = −22.0 cm−1 and k3 = 8.0 × 105

g cm−1s−2.
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• For each left and right pair of terminal compartments, the same WK3 parameters

are assumed by symmetry. For instance, the terminal compartments #22 and #24

are assigned with the same WK3 boundary conditions. The parameters RPi , RDi

and Ci where i = 9, 10, 19, 22, 29, 31 denotes the compartment numbers are also

considered as unknown model parameters. Thus, 21 parameters consisting of six

proximal resistances, six distal resistances, six compliances, and three constants

defining the product Eh are estimated. The initial estimates for the proximal

resistances and the compliances were taken from the data published by Alastruey

et al. [284], and the initial guesses for the distal resistances RD are chosen such

that the ratio RP /RT = 0.2, i.e., RD = 4RP [137].

4.5 Patient-specific results

This section presents typical convergence of the inversion algorithm and sensitivity

analysis for the inverse problem with respect to several modelling issues and parameters

of the direct model. Before presenting these results, it seems appropriate to clarify first

the meaning of convergence in the remaining of this paper. More precisely, it is said that

there is convergence if, on the basis of a visual inspection, the estimated parameters

have only very minor variations from systole to diastole on the one hand, and on the

other, from one cardiac cycle to the next. Quantitative parameters for convergence

could be introduced, but it would weigh down the procedure.

4.5.1 Convergence

Figure 4.4 shows the target and model signals in time. One observes that there is a

good agreement between the target and predicted flow rate waveforms after 10 cycles

(about 8.35 s).

Figures 4.5 and 4.6 show the evolutions of the first two moments of the 21

estimated optimization parameters x. One sees very different convergence patterns.

Some variables do not fully converge even though the observations are well recovered.
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m
L
/s

m
L
/s

m
L
/s

Figure 4.2: PC-MRI of the patient-specific ascending aorta and internal carotid arteries
(right and left) showing the blood flow through one of the selected slices. In the center,
on the left are the magnitude images and on the right are the phase contrast images B,
and C, with Venc setting of 200 and 80 cm s−1 for the ascending aorta and the internal
carotid arteries, respectively. The instantaneous blood flow rate values, q(t) are acquired
at each time frame and are plotted against time for one cardiac cycle as shown on the
top for AA A, and at the bottom for ICAs D. In panel A, the signals obtained from
three different segmentations performed by the same “operator” are reported to give a
feeling of the uncertainty on the inlet flow rate.
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Figure 4.3: A TOF MRI scan A, and the corresponding segmented 3D model of the coW
B, for the considered patient-specific case. The network [284] of a 1D blood flow model
of the upper body arteries and of the coW C, and its equivalent compartment model D.
The lines size indicates relative size of the arteries. The numbers on segmented model
refer to the Ids of the arterial segments in Table 4.1. Arrows indicate the direction
of flow. Flow rates are assigned the compartment numbers corresponding to those in
Table 4.1. At the inlet (ascending aorta, compartment #1), specific values of flow rates,
qin, are imposed.
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This suggests that those variables have small effects on the solution. The final

estimates of the 21 parameters with their associated uncertainties are tabulated in

Table 4.2. As the most important information is the elastic characteristics of the

vessels, figure 4.7 shows the evolutions of three of the estimated Young moduli during

the EnKF iterations. As the Young moduli are obtained through a same expression,

they bare similar convergence patterns. The most important thing here to note is that

all the Young moduli for the 33 arteries tend to realistic values with respect to the

literature (i.e., between 0.1 and 1.2 MPa) [86, 284, 322].

Figure 4.4: Comparison of the model simulated blood flow rate waveform in R-ICA
(on the left) and L-ICA (on the right) to the target signals.

To illustrate this, a compared overview of some of estimated parameters with those

reported in previous studies [137, 284, 286, 322, 323, 324] was carried out, and the model-

simulated flow rates through all the termination models and carotid arteries were also

examined. The results of the comparison of the parameters are shown in Figure 4.8 and

the model-simulated flow one in Figures 4.4 and 4.9. These latter are also compared

with blood flow rates values reported in Alastruey et al. [284] and Reymond et al. [286]

and with clinically measured blood flow rates using MRI in Table 4.3. One notices that

almost all estimated parameters were found to be in the same order of magnitude than

those reported in other studies [137, 284, 286, 322, 323, 324]. Furthermore, one observes
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Figure 4.5: Histories of the mean and standard deviation of the nine first estimated
parameters during EnKF iterations.

good overall agreement in flow waveforms but considerable differences in flow amplitude

at all arterial terminations. All mean, systolic, and diastolic flow rates reported in

Alastruey et al. [284] and Reymond et al. [286] are much higher than model outputs

except those of MCA. This is to a large extent due to the difference of patients and

models considered in investigated cases and especially to flow rate difference from the

beginning in the ascending aorta (420, -33, and 96 mL s−1 for systolic, diastolic, and

mean flow rate, respectively, in Reymond et al. [286] versus 302, 0, and 62.4 mL s−1

for systolic, diastolic, and mean flow rate, respectively, in the model). This prevents

from properly comparing the different flow divisions of the model with those reported

in Alastruey et al. [284] and Reymond et al. [286].

Despite these substantial differences, note that the model provided flow rate

predictions that faithfully reproduced wave characteristics in the ICAs. This is
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Figure 4.6: Histories of the mean and standard deviation of the 12 last estimated
parameters during EnKF iterations.
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Table 4.2: Estimated parameters with the associated errors for the patient-specific. The
values of constants k1, k2, and k3 are in ×107 g cm−1s−2, cm−1, and ×105 g cm−1s−2

respectively. The proximal (RP ) and distal (RD) resistances are in ×109 Pa s m−3 and
the compliance (C) are in ×10−10 m3 Pa−1.

Parameter Initial guess EnKF estimate ± error
k1 2.00 3.49 ± 0.19
k2 -22.0 -5.00 ± 0.26
k3 8.5 4.39 ± 0.24
RP 9 0.02 0.028 ± 0.001
RP 10 0.13 0.25 ± 0.017
RP 19 4.8 1.88 ± 0.15
RP 22 1.67 1.33 ± 0.12
RP 29 2.61 1.54 ± 0.11
RP 31 3.70 6.39 ± 0.43
RD9 0.08 0.30 ± 0.0005
RD10 0.52 1.03 ± 0.007
RD19 19.32 4.19 ± 0.034
RD22 6.68 12.88 ± 0.174
RD29 10.44 1.79 ± 0.018
RD31 14.80 9.69 ± 0.068
C9 38.78 47.12 ± 2.62
C10 2.58 1.82 ± 0.17
C19 0.62 0.63 ± 0.043
C22 1.27 4.02 ± 0.49
C29 1.16 0.17 ± 0.023
C31 0.82 2.00 ± 0.15

Figure 4.7: Mean and standard deviation of estimated Young moduli for three of the 33
segments of the network. The evolution is over 8.35 s corresponding to about 10 cardiac
cycles.
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illustrated in Figure 4.4, which shows the comparison between the target (clinically

measured blood flow rates in the ICAs using MRI) and blood flow model simulations

(predictions) based on the estimated parameters. From the results, the comparison

between the assimilated 0D model and in vivo data (MRI) is fair. All mean, systolic,

and diastolic flow rates measurements using MRI and model outputs in ICAs differ by

less than 5%, and thus, one can conclude, in the absence of other clinically measured

flow rates, that the 0D model considered here may very well predict blood flow rate in

the entire arterial tree.

Figure 4.8: Comparison of estimated compliances and total peripheral resistances at the
arterial terminations with reports in the literature. The estimated parameters using the
assimilated compartment model (represented by empty squares) are in the same order
of magnitude than those existing in the literature.
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Figure 4.9: Mean and standard deviation of estimated blood flow rate at the arterial
terminations.
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4.5.2 Sensitivity analysis with respect to the inlet flow rate qin(t)

One important source of uncertainty in the inversion is due to the variability in the

segmentation procedure by the “operator” in charge from PC-MRI data to define the

variable called z in the minimization problem (5.3).

Let us consider qin(t) the patient-specific blood flow rate time series through one of

the selected slices in the ascending aorta as shown in Figure 4.2A for one cardiac cycle.

As presented in this figure, qin(t) is defined in a deterministic way. One however observes

that different segmentations, even by a same “operator”, lead to different flow rates time

series. To analyze the sensitivity of the inversion with respect to this uncertainty, it is

convenient to represent qin(t) using a reduced-order model. For that purpose, the model

proposed in Alastruey et al. [284] involving two parameters which will be considered as

stochastic here (see Figure 4.10) will be adapted as follows:

qin(t) =


α sin(πt/τ) if t < τ,

ε otherwise,
(4.5)

where α (mL s−1) = N (µα, σ2
α), τ (s)= N (µτ , σ2

τ ), and ε (mL s−1) = N (µε, σ2
ε) are

the components of z in (5.3). µα, µτ , and µε are patient-specific. They are chosen

solving a least square problem to fit the inflow rate shown in figure 4.2. This leads to

the following values: µα = 302 mL s−1, σα = 15 mL s−1, µτ = 0.35 s, στ = 0.0175 s,

µε = 21.65 mL s−1, and σε = 1.0825 mL s−1. The standard deviations that are of the

order of 5 % of mean values model the uncertainty that an “operator” will introduce

through the manual acquisition/segmentation steps from dicom format files.

To analyze the sensitivity of the inversion with respect to the uncertainty on qin(t),

30 inversions for Gaussian sampling in α, τ , and ε have been performed. An ensemble

of size 30 has been used for all inversions. This ensemble size choice is based on a

synthetic case study results that have shown that an ensemble of size 30 seemed to be

good enough to estimate 21 model parameters for the prediction of cerebral arterial

pressure with an error of less than 10 % [12]. To generate the 30 ensemble members,

one proceeds as follows: from initial estimate of n unknown parameters (mean xl and
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Figure 4.10: Uncertain inflow rate qin and the low complexity model. The latter will
be used for uncertainty propagation in inversion.

variance Pl for l = 1, . . . , n), we randomly initialize an ensemble of parameters, xi,

for i = 1 . . . , qens where xi = (x1, x2, . . . , xn) and xl ∼ N (xl, Pl) for l = 1, . . . , n. For

more details, the reader is referred to Lal et al. [12]. It is interesting to illustrate the

convergence not for the optimization variables x but for the Young moduli, which are

obtained from following expression (4.4): E = r(k1 e
k2r +k3)/h where k1, k2, and k3 are

the three first components of x.

Once all the inversions are completed, one can proceed with some statistics.

Figure 4.11 shows the estimated mean value and standard deviation for the Young

modulus of each segment. One sees that the “operator” uncertainty can have up to 5%

impact on the elastic parameter estimation. This is therefore of the order of the

patient-specific uncertainty in z = (α, τ, ε) in equation 4.5 and obtained assimilating

uncertain patient data by the low complexity qin model. This means that the

procedure seems to work linearly in connection with the errors propagation. This is

not an aberration as a result; on the contrary, this is satisfactory in that it reveals

that the procedure does not seem to reduce nor to amplify the errors. However, qin

needs to receive very accurate treatment if one would like to have an uncertainty

below say 5% on the outcomes, which is may be difficult to achieve given the nature of
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the problem and also the way data are acquired.

Figure 4.12 presents the estimated mean and standard deviation for the right

brachial pressure. It is quite reassuring to notice that despite the “operator”

uncertainty, the predicted brachial pressure remains coherent with the auscultatory

measure of the patient using a sphygmomanometer (i.e., between 72 and 125 mmHg)

taken after the acquisition. This gives some indication for the level of uncertainty one

can tolerate because of manual acquisition steps.

Figure 4.11: Mean and standard deviation of different segments Young moduli showing
the impact of the uncertainty on the inlet flow rate qin(t) on the inversion.

4.5.3 Sensitivity analysis with respect to the boundary conditions

Another important source of uncertainty in the inversion is related to the choice of the

boundary conditions at the outlet of each of the terminal compartments. As described

in Section 4.3.1, the blood flow model uses a three-element Windkessel condition, which

couples the instantaneous blood flow rate and pressure through equation 4.3. It would

be interesting to see how the use of a simpler boundary condition will affect the inversion.

More precisely, WK1 boundary conditions where the blood flow rates at terminations
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Figure 4.12: Right brachial pressure mean and standard deviation for two cardiac cycles
showing the impact of the uncertainty on qin(t) on the inversion. The clinically measured
SBP and DBP are 125 and 72, respectively.

are related to the instantaneous pressure through a simple algebraic relation involving

the proximal and distal resistances are considered:

p = qRT = q(RP +RD), (4.6)

Hence, a WK1 condition is a WK3 one with zero compliance. One advantage of WK1

is a reduction of the number of optimization variables from 21 to nine: the six total

resistances RTi with i = 9, 10, 19, 22, 29, 31 and the three constants k1, k2, and k3

necessary for the definition of Eh. However, the same ensemble size of 30 is used for

both inversions.

Figures 4.13, 4.14, and 4.15 show the impact on the inversion of a change of the

boundary conditions from WK3 to WK1. This analysis shows that the WK1 conditions

are clearly insufficient to describe the underlying physics of the problem. Indeed, despite

the inversion’s success in recovering the target flow rate at R-ICA and L-ICA segments,

the brachial pressures are miscalculated. One also sees that the convergence of the
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EnKF algorithm is not fully achieved. Actually, some parameters do not converge at

all and this despite the ensemble size advantages in the WK1 inversion. Yet, to be

adopted, the prescribed boundary conditions must allow at the same time to provide

good convergence for the estimated parameters, to well reproduce both available patient-

specific flow rate waveforms for the right internal carotid and the left internal carotid and

to well predict brachial blood pressure. If one of these expected results is not achieved

by the chosen boundary conditions, this choice cannot be relevant. As a conclusion,

only WK3 conditions will be considered for the next sensitivity analysis regarding the

interrogations of the assumed symmetry in the terminations boundary conditions.

Figure 4.13: Flow rate waveform using WK1 and WK3 and comparison with the target
flow rate in R-ICA and L-ICA.

As presented in Section 4.4, the same WK3 boundary conditions have been applied

at the left and right pairs of the terminal compartments. To analyze the sensitivity of

the inversion with respect to this assumption, one proceeds with several nonsymmetric

scenarios. Unfortunately, to the knowledge of the authors, no indication on how the

nonsymmetry takes place can be found in the literature. In other words, it is unclear if,

for instance, the termination resistances or compliance are higher or lower on the left

with respect to the right-hand side. Actually, it seems that the nonsymmetry is patient-

dependent. The analysis will be carried out in three steps: nonsymmetric resistances
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Figure 4.14: Comparison between R. and L. brachial pressures with WK1 and WK3.
The clinically measured SBP and DBP in the right and the left brachial arteries are
125 and 72, and 115 and 72, respectively.

with symmetric compliances, nonsymmetric compliances with symmetric resistances,

and nonsymmetric resistances and compliances.

Let us start analyzing the effect of nonsymmetry in the resistances on the inversion

keeping the compliances symmetric. The nonsymmetry has been introduced considering

RleftD = aRR
right
D and RleftP = aRR

right
P where aR is a constant. Several inversions have

been made for the values of aR = 0.5, 0.75, 1 (symmetric WK3), 1.25 and 1.5, meaning

that for each value chosen for aR, the parameter identification procedure has been

applied using the EnkF algorithm, which leads to the full set of physiological parameters.

These values of aR have been a priori chosen, and different sampling can be considered

without difficulty. This is an illustration of how the inversion procedure can be used to

analyze a possible hypothesis made by practitioners on the possibility of nonsymmetric

behavior in terminations. Also, the sampling is made in order for the resistance to have

admissible physiological values around the reference value “1” corresponding to the

symmetric WK3 boundary conditions case. Rleft,rightD and Rleft,rightP replace RD and



92 CHAPTER 4. BACKWARD SENSITIVITY ANALYSIS

Figure 4.15: Convergence of estimated parameters during EnKF using WK1 and WK3.
The shaded areas represent the standard deviation around the ensemble mean values
(dashed and solid lines).

RP in expression (4.3) in corresponding left and right terminations. Figures 4.16, 4.17,

and 4.18 show the impact of this nonsymmetry on the inversion. One notices that a loss

of symmetry on the resistances does not impact the flow rate. However, it plays a big

role in pressure estimation as the mean brachial pressures and the SBP-DBP differences

(DeltaP) increase with the level of resistances on the left terminations.

Now, let us see the impact of a nonsymmetry on the compliances for symmetric

resistances. The nonsymmetry is again introduced through a multiplication by a

constant aC on the left compliances, C left = aCC
right. Again, several inversions have

been performed for the values of aC = 0.5, 0.75, 1 (symmetric WK3), 1.25 and 1.5.

C left,right replace C in expression (4.3) in corresponding left and right terminations.

Figures 4.19, 4.20, and 4.21 show the impact of this nonsymmetry on the inversion. It
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Figure 4.16: Flow rate waveform using WK3 with the same compliances and different
resistances for left and right pairs of terminal compartments and comparison with the
target flow rate in ICAs.

Figure 4.17: Comparison between R. and L. brachial pressures estimated using WK3
with the same compliances and different resistances for left and right pairs of ICAs’
terminal compartments. The clinically measured SBP and DBP in the right and the
left brachial artery are 125 and 72, and 115 and 72, respectively.
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Figure 4.18: Rate of variation of different pressure information with respect to aR.
The different pressure information increase with the level of resistances.

appears that, unlike with the nonsymmetry in the resistances, a loss of symmetry on

the compliances has much less impact on the inversions.

As a conclusion, nonsymmetry in the resistances seems to play a much bigger role.

Figure 4.19: Comparison of the model simulated blood flow rate waveform using WK3
with the same resistances and different compliances for left and right pairs of ICAs’
terminal compartments.

Finally, both the resistances and compliances are considered as nonsymmetric.

Figures 4.22, 4.23, and 4.24 show the impact of this loss of symmetry. One sees that
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Figure 4.20: Comparison between R. and L. brachial pressures estimated using WK3
with the same resistances and different compliances for left and right pairs of ICAs’
terminal compartments. The clinically measured SBP and DBP in the right and the
left brachial artery are 125 and 72, and 115 and 72, respectively.

Figure 4.21: Rate of variation of different pressure information with respect to aC .
Despite the systolic and diastolic pressures vary, their difference DeltaP is nearly
invariant with respect to this nonsymmetry.
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the target signals are well recovered by all the inversions. It is therefore unclear if

nonsymmetry should be introduced during the inversion if the only available

information is the flow rate. Considering the brachial pressures, still the improvement

is not spectacular compared to the symmetric configuration as many combinations

produce acceptable brachial pressure levels. A symmetric set up appears to be suitable

for this patient. This is shown in Figure 4.24 indicating the acceptable nonsymmetry

combinations for (aR, aC), i.e., the combinations for which similar results than the

symmetric WK3 conditions are obtained. The same trends were observed for the other

patients considered in this study. In short, if one wants the inversion to identify

possible nonsymmetry, one would need more discriminating data.

Figure 4.22: Comparison of the model simulated blood flow rate waveform after
inversion with different combinations of aC and aR.

4.6 Alternative backward uncertainty quantification

4.6.1 Linear theory for an alternative covariance matrix construction

EnKF is an elegant way for backward uncertainty propagation as one has access to

the covariance matrix (covx) of the optimization variables during the inversion from

ensemble information. Indeed, at each iteration k of the EnKF algorithm, covxk
can

be defined with a similar expression to those used for calculating the error covariance
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Figure 4.23: Comparison between R. and L. brachial pressures after inversion with
different combinations of aC and aR.

matrices necessary to the Kalman gain matrix computation:

covxk
= 1
qens − 1

qens∑
i=1

[
xfi
k − xf

k

] [
xfi
k − xf

k

]>
,

where qens is the size of the ensemble, the superscripts f and fi stand for forecast and

the ith forecast member of an ensemble of size qens, xfi
k is the forecast ensemble of

parameters for i = 1, . . . , qens, and xf
k is the mean of the forecast ensemble of parameters

(xf
k = 1

qens

∑qens
i=1 xfi

k ).

This section presents an alternative low-complexity construction of the covariance

matrix [325] of the parameters (covx) not necessitating ensemble information. It is

based on the assumption of a local linear relationship (δy = J δx) between the

hemodynamic parameter variations δx = x− x and the state variations δy = y− y

with respect to the mean values x and y. One interest of this construction is that it

can also be used with deterministic minimization algorithms suitable for large

dimensional problems where ensemble methods might fail.

Let us establish the expression for the covariance matrix covx of the parameters

x knowing the covariance matrix covy of the model solution. These are supposed

independent which means that covy is diagonal.
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Figure 4.24: Impact of the nonsymmetry on compliances and resistances on the right
(R) and left (L) brachial pressures. Diastolic (left column) and Systolic (middle
column) pressures (DBP and SBP) are sensitive to nonsymmetry in both resistance and
compliance while DeltaP, the difference between the two (right column) only sees
the nonsymmetry in the resistance. The delimited region by the two contours indicates
where the nonsymmetric combination produces similar results than the symmetric WK3
conditions.
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The covariance matrix of y is given by

covy = IE
[
(y− y)(y− y)>

]
= IE

[
J (x− x) (x− x)> J >

]
= J IE

[
(x− x)(x− x)>

]
J >

= J covx J >,

and therefore,

covx = J −1 covy J −>,

where J −> = (J >)−1 and J = ∇xy. As x and y do not have the same size, J is a

rectangular matrix. A least square formulation is introduced to give a sense to J −1

through its normal form, minimizing

1
2 < J covx J >,J covx J > > − < covy,J covx J > > .

First order optimality condition with respect to covx gives

J >J covx J >J − J > covy J = 0,

which implies

covx = (J >J )−1 J > covy J (J >J )−1,

and finally leads to

covx = J −1 covy J −> =
(
J > covy

−1 J
)−1

. (4.7)

To get covx knowing covy, it is therefore sufficient to evaluate the Jacobian J . This

can be done using a finite difference approximation.

When the inversion is successful, the model states y and the observations yobs are

close. Assuming that covyobs ∼ covy, this construction from covy can be extended to

covyobs .

4.6.2 Application to the patient-specific data

This section applies the backward uncertainty quantification construction presented in

Section 4.6.1 to the patient-specific data and compares the outcome with the ensemble

analysis through EnKF results.



100 CHAPTER 4. BACKWARD SENSITIVITY ANALYSIS

Figure 4.25 shows a comparative overview of the square root of covx diagonal

elements calculated using EnKF (blue points) and the low cost linear theory (red

points). These values represent standard deviation associated with the estimated

parameters. The linear theory seems to provide lower bounds for the backward

uncertainty on the inversion. This comparison shows that the linear hypothesis

permits to a posteriori obtain the uncertainty on the inversion solution with an error

of less than 15%, and this especially without requiring any extra information when

used together with a gradient based minimization algorithm.

Figure 4.25: Comparison of the square root of covx diagonal elements coming from
EnKF solution (blue points) to the square root of covx diagonal elements calculated
with the low complexity deterministic evaluation based on the linear theory given in
equation 4.7 (red points).

4.7 Limitations

It is worth bearing in mind the limitations of the present study, both intentional and

unintentional. One of the limitations could be the use of 0D models. Indeed, as pointed

out by Shi et al. [91] and Kokalari et al. [92], the 0D models consider as uniform the

distribution of fundamental variables (pressure, volume, and flow rate) at any instant

in time. Thereby, they do not account for the spatial variation of these parameters [92].

They are therefore only appropriate for the study of global distribution of the pressure,
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flow rate, and blood volume in systemic arterial network and for specific physiological

conditions. Phenomena, such as wave transmission, wave travel, and wave reflections,

cannot be or are not studied [326]. It is worth noting that several studies have pointed

out the shortcomings of the lumped models and have proposed more complex and

sophisticated models to better capture the characteristics of blood flow [91, 316, 327,

328, 329]. However, this is not central to our discussion and is beyond the scope of

this paper. What is shown here and is regularly employed in the literature concerning

arterial hemodynamics is that this simple model permits to give reasonable results.

Moreover, the region studied being compact, (the size of the cerebral network [of order

10 cm] is small compared with typical pressure wavelength [of order a few meters]),

assuming that all the quantities are homogeneous over each segment (viz, making the

0D assumption at the scale of each element), is acceptable. Of course, it would not be

acceptable if this study was dealing with the arterial network of the whole body.

Another limitation could be the choice of the formula relating Young modulus,

thickness, and radius for the cerebral arteries in Equation 4.4. This work assumes the

same phenomenological relation for both large and cerebral arteries. The other factor

might be the failure to account for the variation of arteries radii along arterial axes

and the adaptation of missing data, such as the geometrical parameters of the arteries,

from the literature. Future work should include sensitivity analysis of the optimization

parameters outcomes with respect to this simplification. For instance, one way to

quantify how this simplification would affect the results of optimization parameters is

to perform several inversions, with the present tool, using perturbed geometries and

see the impact of this perturbation on the outcomes. This is a step to be taken in the

future to improve the robustness of the approach.

As possible improvements, one could also mention the marked changes in simulated

brachial pressure wave resulting from assigning different resistances for left and right

pairs of terminal cerebral compartments. From the physiological point of view, this

might not be correct as some studies support that arterial blood pressure wave is
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mainly determined by the systemic vessels rather than the cerebral vessels. In other

words, changing cerebral vascular resistances should not induce such large changes in

systemic arterial pressure wave. To demonstrate the relevance of this issue, new tests

of nonsymmetry in resistances with aR = 1.5 only have been performed. The results

are summarized in Figure 4.26. They show that changing the resistances of only one

termination in cerebral or brachial arteries has no effect on brachial pressure.

However, they reveal that changing resistances at only thoracic aorta termination has

the same impact (or even more) on brachial pressure as the nonsymmetry in

resistances at all the arterial terminations except thoracic aorta case above presented.

Furthermore, one notices that changing resistances at all terminations induces more

important changes in brachial pressure. Thus, the apparent effects of resistances at

arterial terminations on the brachial pressure might result from the fact that the lower

part of systemic circulation, which is of major importance in determining arterial

blood pressure wave is only represented here by distal boundary conditions.

Also, concerning the sensitivity to change in the outlet boundary condition, one

would expect the mean values to be achievable through WK1 (but not necessarily the

pulse pressure). Indeed, as pointed out by Vignon and Taylor [330], a resistance

boundary condition damps the flow waveform and increases the pulse pressure but

does not change the mean values.

At last, it is necessary to highlight the lack of clinically measured flow rates in

arteries other than ICAs and ascending aorta. This prevents the proper validation of

the predicted flow divisions among major tissues. More clinical data are required.

4.8 Conclusion

The robustness of a functional cerebral imaging platform has been analyzed for patient-

specific situations. In particular, detailed results for one patient have been reported

to illustrate the kind of information and sensitivity analyses which can be produced in

addition to the classical inversion results. The aim is to be able to quantify the impact
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Figure 4.26: Importance of systemic arteries with respect to cerebral arteries in
determining R. and L. brachial pressures estimated using WK3 with nonsymmetry in
resistances with aR = 1.5 only. Changing resistances at only thoracic aorta termination
(dashed green) has the same impact on brachial pressure as the nonsymmetry in
resistances at all the arterial terminations except thoracic aorta case (dashed black).
Changing resistances at all terminations (thin blue) induces more important changes
in brachial pressure. The clinically measured SBP and DBP in the right and the left
brachial artery are 125 and 72, and 115 and 72, respectively.

of the uncertainty of different parameters usually considered as deterministic on the

hemodynamic parameters obtained after inversion.

An important source of uncertainty being the flow rate from the heart is that the

sensitivity of the inversion with respect of the inlet flow has been analyzed. The

conclusion drawn from this analysis has been that the predicted pressure and the

elastic parameter estimation are of the same order of magnitude than the assumed

uncertainty on the inlet flow rate. This provides additional guidance to practitioners

as it gives some indication for the level of uncertainty one can tolerate because of

manual acquisition steps. The sensitivity of the inversion with respect to the choice of

the boundary conditions in the direct model has been analyzed. The WK3 boundary

conditions appear necessary for a correct retrieval of the target signals. Then the

impact of nonsymmetry in the terminations resistances and compliances has been

analyzed. The former effects appear prominent. However, one notices that available
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observations are not enough discriminating and, therefore, do not make it obvious for

possible nonsymmetry to be identified through the inversion procedure.

Finally, an ensemble approach might be unsuccessful if the size of the inversion

problem is large. To address this issue, one might use deterministic gradient-based

inversion algorithms together with an adjoint formulation for the gradient evaluation.

But these algorithms do not propagate backward the uncertainty on the observations.

To address this issue, a low-complexity backward uncertainty quantification

construction has been introduced. It uses a local linear relationship between the blood

flow rate and the hemodynamic parameters. The construction has been favorably

compared to the ensemble outcome, which is interesting as this is a generic

construction and can be used with any deterministic inversion algorithm.
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Chapter key points:

• Estimated blood pressure and elastic parameters are of the same

order of magnitude than the assumed uncertainty on the inlet

flow rate.

• The Windkessel WK3 boundary conditions appear necessary

for a correct retrieval of the target signals.

• Available observations are not enough discriminating to the

extent that a possible nonsymmetry in the boundary condition

parameters can be identified through the inversion procedure.

• A low-complexity backward uncertainty quantification

construction is introduced and favorably compared with

the ensemble outcomes.
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This chapter has been submitted for publication as:

Rapadamnaba R., Ribatet M., Mohammadi B. “Global sensitivity analysis
for assessing the parameters importance and setting a stopping criterion
in a biomedical inverse problem” in International Journal for Numerical
Methods in Biomedical Engineering, 2020 .

The numbering of sections, figures and tables in the original manuscript have been altered
for this chapter, to be consistent with the thesis chapter numbering. The references have
been incorporated into the global references at the end of the thesis.

Part of this chapter has been presented in the previous chapter as follows:

• Section 5.2 presents a summary of Sections 4.2 and 4.3 of chapter 4,

• Figures of Section 5.3 are taken from Section 4.5.1 of chapter 4.

The rest of the sections of this chapter presents new materials focusing on several
sensitivity analyses of the EnKF-based inversion procedure. The aim of this chapter is to
rank blood flow model parameters previously estimated using the inversion procedure by
order of importance and show how to set a stopping criterion for the EnKF algorithm used
in the inversion. A linear model is assumed in order to easily perform sensitivity analysis
using the Sobol’ indices technique. An interesting a posteriori consequence of this analysis
is that this simplified model permits to understand that most of proximal resistances are
relevant parameters for blood flow rates estimation in internal carotid arteries.
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Abstract

This paper shows how to obtain in addition to the standard deviations available after

an ensemble Kalman filter based inversion procedure, an apportioning of the total

uncertainty in the outputs of a patient-specific blood flow model into small portions of

uncertainty due to the model input parameters. Some indicators often used for

analyzing the behavior of numerical parameters, such as the variability of parameters

over time, the standard deviations, the coefficients of variation, and the Sobol’ first

order and total indices are discussed. These allow the identification of the importance

rank of the different input parameters both for an analytical model and for the

patient-specific blood flow model, as well as the influence of the interactions between

these parameters on the output variance of both models. The results obtained using

the patient-specific blood flow model show that knowing the importance rank of the

model input parameters is useful for setting a suitable stopping criterion for the

algorithm used in the inversion procedure in order to avoid unnecessary over-solving,

mainly in clinical situations where faster diagnosis is always requested. Indeed, the

work permits to reduce typically by a factor of six the time to solution and most

importantly with very limited extra calculation using already available information.

Keywords: sensitivity analysis, Sobol’ sensitivity indices, uncertainty

quantification, hemodynamic inverse problems, parameter estimation, convergence

stopping criterion.

5.1 Introduction

Models have always been invaluable tools used to explain a phenomenon or a system,

to study the effects of their different components, to communicate knowledge, and to

make decision or predictions about the future behavior of a real-world

phenomenon [331]. In short, models describe our beliefs about how the world

functions. Of all models, mathematical models, which translate those beliefs into
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mathematical language — namely the description of a system by a set of variables and

a set of equations establishing relationships between the variables — are of great

importance in the research world. Indeed, mathematical modeling, or in the words of

Neumaier, “the art of translating problems from an application area into tractable

mathematical formulations whose theoretical and numerical analysis provides insight,

answers, and guidance useful for the originating application” [332], is inseparable from

most of scientific research disciplines to some extent. In fact, most often providing a

simplified version of something that is real, mathematical models are indispensable in

many fields of application [332, 333]. For instance, in the field of applied mathematics,

applied physics, and in many other fields, mathematical modeling is the starting point

for analyzing a system to be understood, controlled or optimized. This allows

researchers to build descriptive models of the system as a hypothesis of how the

system could work, or try to estimate how an unexpected event could affect the

system, and even try out different control approaches of the system using numerical

simulations.

Unfortunately, a mathematical model can have or includes significant spurious

artifacts, such as random events, measurement errors, more-or-less uncertain

parameters, missing information, unrealistic nonlinearities, and also conceptual

uncertainty, i.e., poor knowledge or partial, erroneous understanding of the driving

forces and mechanisms in the model, or uncertainty in the model structures,

assumptions and specifications [162, 333, 334, 335]. Moreover, it can particularly be

highly complex, and as a result, the relationships between its inputs and its outputs

may be poorly understood. In this context, as pointed out by Saltelli, issues such as

relevance and transparency become critical [166]. Consequently, good modeling

practice requires that the modeler provides an evaluation of the confidence in the

model [333]. This requires, on the one hand, uncertainty analysis in the model results,

and on the other, an evaluation of the part of output uncertainty due to each model

input or subgroup of the model inputs.
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This work only focuses on the latter issue, which is the prerogative of sensitivity

analysis (SA). After quantifying uncertainties in a 0D arterial blood flow model of

patient-specific upper body region including the circle of Willis in order to test its

robustness and its relevance with respect to some choices and assumptions made in

the model in previous works [12, 153, 277], this paper answers the question, which

input variables or which input combinations are causing the largest effect on the model

output? In other words, this work aims at addressing the following issues [336]: which

input parameters cause the largest variation in the output? Is there any input parameter

whose variability has a negligible effect on the output? Are there interactions that

amplify or dampen the variability induced by individual parameters? Specifically and

in the words of Saltelli, this study shows how the uncertainty in the model output

can be apportioned to different sources of uncertainty in the model inputs [166]. This

type of approach, also known as importance measures or sensitivity indices, is known

to be a variance-based method, which provides a factor-based decomposition of the

output variance and implicitly assumes that this moment is sufficient to describe the

output variability [166]. Therefore, the main objective of our approach is to identify

and rank in order of importance the important factors in the blood flow model in order

to establish a stopping criterion for the ensemble Kalman filter (EnKF) based inversion

algorithm used in previous works [12, 277]. To be more precise, this work employs

some indicators commonly used for inspecting the behavior of numerical parameters,

such as the variability of parameters over time, the standard deviations, the coefficients

of variation, and the Sobol’ first order and total indices to analyze the link between

the convergence of the 0D arterial blood flow model parameters estimated in previous

works [12, 277] using an iterative inversion procedure and the importance of these

parameters through SA with the following steps:

• Proceed with the inversion until the model with identified parameters fit the target

observations,

• Identify the variables in the model which do not fully converge although target
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observations have been fitted in order to rank them by order of importance using

alternative sensitivity evaluations,

• Find a stopping criterion for the inversion in order to perform faster diagnosis in

clinical cases.

The importance and usefulness of SA is no longer debatable. It is widely

recognized that the knowledge of sensitive input parameters can be beneficial for a

range of purposes [334], such as better understanding of the relationships between

input and output variables in a model, testing the robustness of a model results,

development of robust and better model by reducing errors and uncertainties in the

model, or by simplifying the model [335, 337, 338, 339]. Many publications on the

subject, in particular the works of Saltelli et al. and references

therein [160, 166, 340, 341, 342], explain and illustrate these objectives.

The layout of the paper is as follows. The biomedical problem addressed and the

blood flow model considered in this study are reported in Section 5.2. Section 5.3

presents in detail the motivations of the study while Section 5.4 provides some basic

sensitivity evaluations based on the blood flow model results. Section 5.5 introduces

the state of the art of sensitivity analysis with particular emphasis on the Sobol’ indices

for independent input variables, as well as on their estimation method. Section 5.6

presents two applications illustrating the usefulness and importance of the sensitivity

indices, first in an analytical model and then in a patient-specific blood flow model,

while Section 5.7 is intended to provide concluding remarks.

5.2 Materials and problem definition

5.2.1 Arterial network structure and model equations

Figure 5.1 shows the 0D arterial model (Figure 5.1B) used in this study together with

its equivalent 1D model (Figure 5.1A) adapted from Alastruey [284]. It represents the

arteries of a patient-specific upper body, including those of the circle of Willis (coW).



5.2. MATERIALS AND PROBLEM DEFINITION 113

Each segment in this arterial network structure and in the 0D models in general is

analogous to an electrical circuit [121, 305, 315, 316], and is therefore represented as

shown in Figure 5.2. For further details, the reader is referred to previous studies [12,

277, 278].

Thus, applying the Kirchhoff’s current and voltage laws to a single arterial segment

assumed being filled with an incompressible Newtonian fluid, the following system of

coupled ordinary differential equations for blood pressure and blood flow rates is

obtained [121, 315, 316] :

dPout
dt

= qin − qout
C

(Pressure equation)

dqin
dt

= Pin − Pout −Rqin
L

(Flow equation),
(5.1)

where for each arterial segment, Pin, Pout, qin, qout, R, L, and C are inlet blood pressure,

outlet blood pressure, inlet flow rate, outlet flow rate, the viscous flow resistance, blood

inertia, and the artery compliance, respectively. For arteries with a radius r < 0.2

cm, the inertial effect is ignored [317], and in this case, the flow equation is given by

qin = (Pin − Pout)/R.

The electrical parameters (R, L, and C) of each arterial segment are related to the

geometrical and physical parameters (r, h, l, and E) as follows [305] :

R = 8µl
πr4 (Hagen-Poiseuille equation), L = ρl

πr2 , and C = 3πr3l

2Eh ,

where r, h, l, µ, ρ, and E are the radius of the artery, the arterial wall thickness, the

length of the arterial segment, the blood viscosity, the blood density, and the Young

modulus, respectively.

At the bifurcations and at the junctions of the arterial trees shown in Figure 5.1,

the enforcement of the mass and momentum conservation laws makes it possible to

prescribe for diverging and merging flows the conditions at the nodes, namely that the

blood pressure remains continuous and the blood flow rates must be conserved. For

further details, the reader is referred to [126, 322, 343].
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In order to take into account the effect of the downstream vasculature, the three-

element Windkessel model (WK3-lumped parameter model) [286, 318] is applied at

the outlet of each terminal arterial segment. As a reminder, the governing ordinary

differential equation relating the instantaneous blood pressure and the blood flow rate

for the WK3 model is given as

dp(t)
dt

+ p

RDC
= RP

dq(t)
dt

+ qRT
RDC

, (5.2)

where p, q, RP , RD, and C, are the instantaneous pressure at the inlet of the WK3

model, the instantaneous flow rate, the proximal resistance, the distal resistance, and

the compliance of the vascular bed, respectively.

To solve the arterial network equations (the system of first-order ordinary differential

equations consisting of Equations (5.1) and (5.2), the Fortran version of an implicit

numerical integration solver DVODE [319, 320], available on http://www.radford.

edu/˜thompson/vodef90web/, is used.

5.2.2 Problem definition

Given the physical model described above, this study focuses on the following

optimization problem:

min
x∈Oad

J
(
t,y(x, z, t),yobs(t)

)
, (5.3)

y(t) and yobs(t) ∈ IR2, z ∈ IR3, x ∈ Oad ⊂ IR21,

where x, yobs(t), and z are independent variables and the time-dependent cost function

J , of the form:

J
(
t,y(x, z, t),yobs(t)

)
= 1

2‖y(x, z,t)− yobs(t)‖2.

Only the state variable, y(t), solution of a state equation F (y(x, z, t)) = 0 and the time

variable, t, are related to the cost function, J . The optimization parameter x, consisting

of 21 components, which will be specified later in Section 5.6.2.1, belongs to Oad, the

optimization admissible domain [311], and represents the hemodynamic parameters for

http://www.radford.edu/~thompson/vodef90web/
http://www.radford.edu/~thompson/vodef90web/
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Figure 5.1: The network [284] of a 1D blood flow model of the upper body arteries and
of the coW (A), and its equivalent compartment model (B). The lines size and the arrows
indicate the relative size of the arteries and the direction of flow, respectively. The eleven
red circles in each Figure represent Windkessel WK3 model boundary conditions.

Figure 5.2: A single compartment circuit illustration.
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each segment associated with the WK3 model parameters in Figure 5.1. The variable

z contains the 3 parameters used in Rapadamnaba et al. [277] to model the inlet flow

rate signal, qin, in Figure 5.1. The observations variable, yobs(t), represents patient-

specific blood flow rates time series obtained from magnetic resonance angiography

and magnetic resonance imaging (MRA & MRI) acquisitions at right and left internal

carotid arteries (R-ICA & L-ICA) as described in previous studies [12, 277]. The state

variable, y(t), is the estimation of the observation data, yobs(t), using the blood flow

model presented above. The goal of this minimization problem is to find the set of

optimization parameters, x, which minimizes the error (the Euclidean distance) between

the estimate of the observed data, y(t), and the observations themselves, yobs(t). This

was the mission of the EnKF-based parameter estimation algorithm used in previous

works [12, 153, 277].

5.3 Motivation of the study : typical convergence using

the EnKF-based parameter estimation algorithm

The inversion procedure based on the EnKF algorithm used and described in previous

works [12, 153, 277] is an elegant way for parameter estimation. In these studies [12,

153, 277], the inversion procedure was coupled either to a 1D arterial network or to

a 0D compartment arterial network with the aim of solving the optimization problem

recalled above in (5.3). This made it possible, for example, to estimate hemodynamic

parameters, which are difficult to identify noninvasively. Thus, in Lal et al. [12, 153],

the Young modulus of blood vessels and 21 blood flow model parameters, including

the terminal boundary parameters of the arterial network shown in Figure 5.1 were

estimated as the solution of an inverse problem, on the one hand, and, on the other

hand, blood pressure in cerebral arteries was estimated after inversion. Figure 5.3A,B

shows typical evolutions over time of target (observed blood flow rates in R-ICA &

L-ICA, yobs(t)) and model (estimated blood flow rates in R-ICA & L-ICA) signals, and

Figure 5.3C,D,E,F, typical evolutions of the first two moments for some Young moduli
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(Figure 5.3C) and for some WK3 model parameters (Figure 5.3D,E,F), both obtained

in previous works [12, 277] using the EnKF-based parameter estimation algorithm.

One observes that although some variables do not fully converge (for example,

RD22 and C22 in Figures 5.3E and 5.3F, respectively), from 8.35 s (i.e., after 10 cardiac

cycles), there is a very good agreement between the target and predicted flow rate

waveforms meaning that the observations are well recovered (Figure 5.3A,B). It is also

noted that iterating more with the inversion algorithm does not modify the recovery of

the signals (Figure 5.4C,D), so we would like to stop the inversion procedure earlier to

avoid unnecessary calculations. These two findings raise the following interesting

issues, which are worth exploring, examining, more closely:

• How to explain the fact that the target signals (observations) are retrieved whereas

some estimated parameters have not fully converged?

• Given also that iterating more does not change the signal overlap, when can the

inversion procedure be stopped to avoid unnecessary calculations?

One possible response (hypothesis) to the first issue raised above – to be considered as

an ‘ansatz’– would be that the parameters not having fully converged, have

little or no effect on the cost function, J , (i.e., the error between the

estimated and observed blood flow rates), and therefore little or no effect

in estimating the observed blood flow rate. The first way to test this hypothesis

is to resort to the variability of estimated parameters over time and also to some basic

statistical indicators of dispersion often used in the analysis of a numerical variable,

namely standard deviations, coefficients of variation or relative standard deviations, in

the hope of getting some clues about the influence of the estimated parameters on the

estimate of the observed blood flow rate. The results obtained using these indicators

could then be useful in addressing the second issue raised above.
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(A) (B)

(C) (D)

(E) (F)

Figure 5.3: Typical convergence of some parameters previously estimated in [277] using
the ensemble Kalman filter (EnKF) based algorithm. A,B: Comparison of the model
simulated blood flow rate waveform in R-ICA (A) and L-ICA (B) to the target signals.
C: Mean and standard deviation of estimated Young moduli for three of the 33 segments
of the arterial networks in Figure 5.1. The evolution is over 8.35 s corresponding to
about 10 cardiac cycles. D,E,F : Histories of the first two moments of some estimated
parameters (Windkessel WK3 model parameters in Figure 5.1) during the EnKF-based
algorithm iterations.
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(C) (D)

(A) (B)

Figure 5.4: Comparison of the model simulated blood flow rate waveform in the left
and right internal carotid arteries (L & R ICAs) to the target signals. A,B: comparison
of the model simulated blood flow rate waveform in R-ICA (A) and L-ICA (B) to the
target signals for the first 12 seconds (approximately 15 cardiac cycles). This is a simple
duplication of Figure 5.3A,B and corresponds here to the result of zooming in on the
first 12 seconds of C and D. C,D: Comparison of the model simulated blood flow rate
waveform in R-ICA (C) and L-ICA (D) to the target signals for the first 25 seconds
(approximately 30 cardiac cycles) showing that once the simulated blood flow signal is
superimposed on the target one, it does no longer change even with further iterations.
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5.4 Hypothesis testing with basic statistical tools

5.4.1 Hypothesis testing using the variability of the optimization

parameters during the inversion

To test the hypothesis formulated above, one way is to take a closer look at the

convergence of the different estimated parameters by analyzing and comparing the

variability of these parameters between two successive EnKF-based algorithm

iterations during the inversion procedure. For each parameter i estimated, this

variability at a given EnKF-based algorithm iteration k (let us call it V i
k ), is defined as

the absolute value of the ratio of the difference between the two values of the ith

estimated parameter at the two successive EnKF-based algorithm iterations, k and

k + 1, to the difference between the values of the ith parameter estimated at the first

two EnKF-based algorithm iterations. This means that at each iteration k of the

EnKF-based algorithm, V i
k is obtained as follows:

V i
k =

∣∣∣∣xik+1 − xik
xi2 − xi1

∣∣∣∣, i = 1, · · · , 21,

where i , xik and xik+1 are the estimated parameter number, the ith estimated

parameter at the iterations k and k + 1, respectively. Therefore, xi1 and xi2 denote the

values of the ith estimated parameter at the first two EnKF-based algorithm

iterations. This notion of variability is very useful since it provides a much more

accurate answer as to whether or not the estimated parameters converge. Indeed, the

more unstable the variability of a given estimated parameter is during all the

EnKF-based algorithm iterations, (or in other words, the greater the variability of a

given estimated parameter varies during the whole inversion procedure), the more the

concerned parameter could not fully converge. This means that parameters with very

high variability during all the EnKF-based algorithm iterations are those that have

not fully converged.

Figure 5.5 shows the variability over time of the 21 parameters estimated in previous

works [12, 277]. It can be observed that among the 9 estimated parameters whose the
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evolution during the inversion procedure is shown in Figure 5.3D,E,F, only RD22 and C22

relatively show unstable variabilities during all the EnKF-based algorithm iterations.

Hence, RD22 and C22 are parameters that did not fully converge. This is consistent with

the statement made above in Section 5.3 about the non-full convergence of these two

parameters but does not say anything about the influence or not of these parameters

on the blood flow model output. Thus, the variability simply provides an answer to the

question of whether or not the estimated parameters converged, but does not in any

way allow us properly to confirm or disprove the initial hypothesis.

5.4.2 Hypothesis testing using standard deviations

Another way to closely evaluate the original hypothesis formulated above could be the

use of the well-known basic statistical tools for analyzing a model parameter, starting

with the standard deviation (SD). Indeed SD, most commonly represented in

Mathematics by the lower case Greek letter σ, provides an indication of how far the

estimated parameters vary or “deviate” from the estimated mean values. In general,

SD tells the researcher how spread out the model outputs are. Are they concentrated

around the mean, or scattered far and wide? Basically, a small SD means that the

values in a statistical data set are close to the mean of the data set, on average, and a

large SD means that the values in the data set are farther away from the mean, on

average. Taking this information into account, it is tempting to say that the estimated

parameters with small SDs are the most sensitive, the most influential, the most

important and deserve to be addressed with great care. This means, for example, just

looking at the SDs of the estimated parameters shown in Figure 5.3D,E,F, that the

parameter RD22 is important, sensitive. This is inconsistent with the starting

hypothesis since the parameter RD22 , considered important here by virtue of its small

SD, has not fully converged and therefore, according to the hypothesis, should be

considered as a parameter of little importance. However, there is no reason to be

disappointed since in statistical studies where the parameters to be analyzed have very



122 CHAPTER 5. SENSITIVITY ANALYSIS FOR PARAMETERS RANKING

Figure 5.5: Variability of the 21 previously estimated blood flow model parameters [277]
during the EnKF-based algorithm iterations. The maximum number of iterations is
referred as itermax. Parameters with too much variability along all the EnKF-based
algorithm iterations did not fully converge.
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disparate, non-homogeneous scales of values as is the case here (the ratio between

extreme values of estimated parameters is about 1020), SD alone is most often not a

relevant indicator of the dispersion of values around the mean. SD is therefore not

discriminating enough and no clear conclusion based on it can be drawn about the

base-case. In general, the coefficient of variation, which provides a general index,

independent of the units of measurement employed, is the reference statistical tool to

better deal with these cases.

5.4.3 Hypothesis testing using the coefficient of variation

As discussed above, a comparison of the estimated parameters importance on the basis

of SDs is only relevant when comparing statistical series or observed distributions

without extreme values and with means of the same order of magnitude. When the

means have different orders of magnitude as is the case of estimated parameters here,

it is better to consider the coefficient of variation (CV) rather than the simple SD.

Indeed, unlike the value of SD, the actual value of the CV is independent of the unit

in which the measurement was performed, so it is a dimensionless number. Let Cv be

the mathematical expression of the CV. Then Cv, often expressed as a percentage, is

defined as the ratio of the SD, σ, to the mean, µ. Its absolute value is referred to as

relative standard deviation (RSD) [344]. This means that

Cv = σ

µ
and RSD = |Cv|.

As a standardized relative measure of the dispersion of statistical data around the

mean, CV is useful since it shows the extent of variability with respect to the mean of a

statistical population and is very easy to interpret. Indeed, higher the CV (respectively

the RSD), further the values are from the mean and lower the CV (respectively the

RSD), closer the values are from the mean. Again, the natural tendency would be to

say that the lower the RSD of a given estimated parameter, the more influential that

parameter is, important for estimating blood flow rate, and therefore, according to the

initial hypothesis, has fully converged. And conversely, the higher the RSD of a given
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estimated parameter is, the more non-influential that parameter is, unimportant for the

estimation of blood flow, and could not accordingly fully converge.

Figures 5.6 and 5.7 show the time evolution of the RSD for the 21 parameters

previously estimated in [277] and the mean values of the RSD for each of them,

respectively. On closer examination, it can be observed that there is no obvious link

between the RSDs and the non-full convergence of some of the estimated parameters.

Indeed, the RSDs can explain some of the behavior (convergence) for estimated

parameters but some variables still need more investigation. For instance, C22 and

most of RDs (except RD22) meet the criterion intuited above for the interpretation of

the RSDs for the estimated parameters, but in contrast C10, C19, C29, and RD22 do

not meet this criterion. The RSD for RD22 is low while RD22 has not fully reached a

converged status as shown by its evolution and its high variability over time in

Figures 5.3E and 5.5, respectively. In contrast, the RSD for C19 is high while C19 has

fully converged as shown by its evolutions and its low variability over time over in

Figures 5.3F and 5.5, respectively. This indicates that the RSDs are also not enough

discriminating to properly confirm or disprove the initial hypothesis. However, one

advantage in the use of RSDs is that they do not require any extra calculations. This

is important since we would like to find a stopping criterion only using available

information. In the next Section, a much more sophisticated statistical tool for

sensitivity analysis (SA), namely the Sobol’ indices, will be used to quantify the

influence of the estimated parameters on the observed blood flow rate estimate. But

before that, we would like to recall the state of the art in SA.

5.5 The state of the art in sensitivity analysis

The state of the art in SA has advanced significantly in the last decades. Indeed,

with the development, construction or use of mathematical models in the scientific

research, SA has become a valuable tool in the research world because it addresses

several issues, including issues of fidelity and reliability of the model studied with respect
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Figure 5.6: Time evolution of the relative standard deviations (RSDs) for the 21
parameters previously estimated in [277] using the EnKF-based parameter estimation
algorithm.

to the modelled phenomenon, questions of influence or not of the input variables to the

variability of the model output and also issues of interaction or not between input

variables or groups of input variables. In fact, when we talk about SA, two important

concepts emerge: sensitivity and contribution. Sensitivity, e.g. ∂Y
∂Xi

(where Y represents

a model output and Xi, the ith component of the model input variables, X), gives an idea

of how the output can respond to potential variations in input parameters. Contribution

is the product of sensitivity and importance, e.g. ∂Y
∂Xi
× σ(Xi). It is therefore used to

determine the weight of an input variable (or group of input variables) on the output

uncertainty.
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Figure 5.7: Average over all the EnKF-based algorithm iterations of the relative
standard deviations (RSDs) for the 21 parameters previously estimated in [277] using
the inversion procedure.

5.5.1 General settings

In general, the starting point of SA is a mathematical model that, to a set of random

input variables X, maps, via a function f , a random output/response variable Y:

f : IRd −→ IR

X 7−→ Y = f(X),

where f can be a very complex function (system of partial differential equations, system

of ordinary differential equations, · · · ), and is in practice evaluated using a numerical

solver, more or less expensive in computing time. The set of input variables X =

(X1, · · · ,Xd) represents all the entities considered as random in the model.

SA studies how uncertainties in the input variables of a model (numerical or

otherwise) cause uncertainties in the output variable [160, 166]. In other words, SA

investigates how the variation in the output of a model can be attributed to variations

of its input variables [336]. The reader is referred to Saltelli for more details [160, 175].
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In general, SA is applied for multiple purposes, including method or code of

calculation validation, research and development efforts orientation, justification in

terms of dimensioning safety or system modification, and also as pointed out by

Pianosi and many others, support model calibration, verification and simplification,

support the prioritization of efforts for uncertainty reduction, or help with

model-based decision-making [336, 345, 346, 347]. Such purposes are generally

implemented as four main objectives of SA [160, 348]:

• the Factors Fixing (FF) setting or screening, which answers the question what

input model variables have negligible effects on the model output so that the

model should be rewritten without them [345]? This means that FF aims at

identifying unessential model input variables, i.e., the ones, if any, which do not

give any contribution to the model output uncertainty and therefore can be fixed

to any value within their feasible range without a significant implication on the

model output uncertainty [336, 349]. For this reason, FF is in practice used as a

tool to reduce the number of uncertain input variables by fixing unessential factors.

It is also used as a preliminary step before the calibration of model inputs using

some available information (real output observations, constraints, etc.) [348];

• the Factors Prioritization (FP) setting or ranking aims at identifying the most

important model input variables, (i.e., the ones that, if fixed, would lead to the

greatest reduction in the uncertainty of the output) and at ranking them according

to their relative contribution to the model output uncertainty [350, 351, 352]. In

other words, FP answers the question in what order of importance do the model

input variables influence the model outputs?

• The Variance Cutting (VC) setting is used to reduce the output variance from its

initial value to a lower prescribed threshold value. VC aims at obtaining specific

sensitivities for the different input factors and is, for example, applied in reliability

and risk assessment studies [342, 348];
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• the Factors Mapping (FM) aims at identifying the model input variables that

produce critical model output values. In other words, FM aims at determining

the important inputs in a specific domain of the output values, for instance which

combination of factors produces output values above or below a pre-established

threshold [348, 353, 354].

In general, these SA objectives and methods in turn can be gathered into two main

categories [348]:

• The first one is Local Sensitivity Analysis (LSA) where the variability of the

model output is explored around some specific input factor (the mean of a

random variable, for instance) [355, 356, 357]. In other words, the LSA methods

quantitatively evaluate the impact of a small variation around a given value of

the inputs. This deterministic approach is therefore interested in calculating or

estimating some kind of derivative or partial derivatives (gradient) of the model

at a specific point of the input variable space [348, 355, 358, 359].

• The second one is Global Sensitivity Analysis (GSA), which unlike LSA rather

attempts to explore the entire space of the input factors. This means that the

GSA methods are interested in the variability of the model output in the entirety

of domain of possible input parameter variations [341, 358, 360]. Therefore, GSA

is useful for FP and FF. Indeed GSA provides indices that quantify the relative

contribution to output uncertainty from each input variable. A sensitivity index

of zero means that the associated input is non-influential (which is useful for FF)

while the higher the index the more influential the input variable (FP). The Sobol’

indices that will be used in this work belong to this category.

5.5.2 The Sobol’ sensitivity indices

The literature on sensitivity measures is abundant [166, 175, 179, 358, 361, 362, 363,

364, 365]. According to Sudret, among this vast literature on sensitivity measures,



5.5. THE STATE OF THE ART IN SENSITIVITY ANALYSIS 129

the Sobol’ sensitivity indices have received much attention since they provide accurate

information for most models [359]. Indeed, first introduced by Sobol in 1990 [178] and

based on his earlier work on the Fourier Haar series [366], the indices were developed

for the purpose of estimating not only the functional structure of the model output Y

but also the sensitivity of Y with respect to any model input variable or any subgroup

of model input variables. In this Section, we will closely follow the excellent papers on

SA by Sobol [179] and by Archer, Saltelli and Sobol [361] in order to recall the essential

features of the Sobol’ sensitivity indices method.

5.5.2.1 Expansion into summands of increasing dimensions

(ANOVA-representation)

Let I the unit interval [0, 1], Id = {X : 0 ≤ Xi ≤ 1, i = 1, · · · , d} the d-dimensional

unit hypercube, and i1, · · · , is where 1 ≤ i1 < · · · < is ≤ d and s = 1, · · · , d, a group

of indices. Given a mathematical model described by a square-integrable function f

defined in Id as follows:

f : Id −→ IRp

X 7−→ Y = f(X) = f(X1, · · · ,Xd).

According to Sobol, the function f can be uniquely expanded in a series of summands

of increasing dimensions:

f(X) = f0 +
d∑
s=1

d∑
i1<···<is

fi1···is(Xi1 , · · · ,Xis), (5.4)

provided that f0 is constant and the integrals of the summands fi1···is over any of

their own variables are zero, i.e.,

∫
I
fi1···is(Xi1 , · · · ,Xis) dXik = 0, 1 ≤ k ≤ s. (5.5)
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Formula (5.4) is also known as the ANOVA (term coming from ANalysis Of VAriances)

decomposition of f(X) and can also be written as

f(X) = f0 +
d∑
i=1

fi(Xi) +
∑

1≤i<j≤d
fij(Xi,Xj) + · · ·+ f12···d (X1, · · · ,Xd). (5.6)

It follows from the expressions (5.4) and (5.5) these important properties of the ANOVA

decomposition:

• Formula (5.4) contains exactly 1 +
d∑
j=1

(
d

j

)
= 2d summands.

•

f0 =
∫

Id
f(X) dX. (5.7)

• All the summands on the right-hand side of (5.4) are orthogonal meaning that

for any two different summands fi1···is and fj1···jl and for any group of indices

{i1 · · · is} 6= {j1 · · · jl}

∫
Id
fi1···is(Xi1 , · · · ,Xis)fj1···js(Xj1 , · · · ,Xjl) dX = 0. (5.8)

• Any summand fi1···is(Xi1 , · · · ,Xis) can be expressed as a multi-dimensional

integral of f(X):

• f0 =
∫

Id
f(X) dX = E(Y)

• fi(Xi) =
∫

I
· · ·
∫

I
f(X)

∏
k 6=i

dXk − f0 = E(Y|Xi)− f0 = E(Y|Xi)− E(Y)

• fij(Xi,Xj) =
∫

I
· · ·
∫

I
f(X)

∏
k 6=i,j

dXk − f0 − fi(Xi)− fj(Xj)

= E(Y|Xi,Xj)− E(Y|Xi)− E(Y|Xj) + f0

= E(Y|Xi,Xj)− E(Y|Xi)− E(Y|Xj) + E(Y)

•
...

and so on for the higher dimension summands.
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5.5.2.2 Functional decomposition of variance and Sobol’ indices estimation

Squaring the expansion (5.4) and integrating over Id and using the orthogonality

property (Eq. (5.8)), the total variance D of f(X) can be obtained. Indeed, we get

∫
Id
f2(X) dX = f2

0 +
d∑
s=1

d∑
i1<···<is

∫
Id
f2
i1···is(Xi1 , · · · ,Xis) dXi1 · · · dXis . (5.9)

This means that∫
Id
f2(X) dX− f2

0 =
d∑
s=1

d∑
i1<···<is

∫
Id
f2
i1···is(Xi1 , · · · ,Xis) dXi1 · · · dXis .

Using Eq (5.7), this implies that

∫
Id
f2(X) dX−

(∫
Id
f(X) dX

)2
=

d∑
s=1

d∑
i1<···<is

∫
Id
f2
i1···is(Xi1 , · · · ,Xis) dXi1 · · · dXis

i.e.,

D =
d∑
s=1

d∑
i1<···<is

∫
Id
f2
i1···is(Xi1 , · · · ,Xis) dXi1 · · · dXis

=
d∑
s=1

d∑
i1<···<is

Di1···is ,

where Di1···is are the variances of fi1···is . The fraction of the total variance of f(X)

which is due to any individual summand in Eq (5.4), referred as Si1···is is called global

sensitivity indices and is given by the following relation:

Si1···is = Di1···is
D

.

It follows that all the global sensitivity indices are nonnegative and their sum over all

possible combinations of indices is

d∑
s=1

d∑
i1<···<is

Si1···is =

d∑
s=1

d∑
i1<···<is

Di1···is

D
= 1.

The Sobol’ indices Si1···is thus calculated, are easy to interpret. As they are all

nonnegative and their sum over all possible combinations of indices is 1, the larger the
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index (close to 1), the more important the corresponding variable will be. Moreover,

as the Sobol’ indices measure the amount of the total variance D coming from the

uncertainties in a set of input variables, the first order indices, Si, quantify the

influence of each variable taken separately and higher order indices account for the

interactive contributions to the total variance D. For example, S1 is the main effect of

the variable X1. It expresses the sensitivity of the output Y with respect to the input

variable X1, i.e., the part of the variance of Y due to X1. S13 is the interaction effect

of variables X1 and X3. It denotes the sensitivity of the variance of Y with respect to

the interaction of the variables X1 and X3, i.e., that part of the output variation due

to variables X1, X3 which cannot be explained by the sum of the effect of the two

variables alone. S123 expresses the sensitivity of the variance of Y with respect to the

variables X1, X2, and X3 which is not taken into account in the effect of the variables

alone and the interactions two by two. And so on until the last term S12···d, the index

of order d, which is that fraction of the output variance which cannot be explained by

summing terms of lower order. The number of sensitivity indices thus constructed,

from first order to order d, is 2d − 1. Therefore, when the number of input variables d

becomes too large, the number of sensitivity indices becomes exceedingly large so that

estimating and interpreting all these indices quickly becomes impossible. It is for these

reasons that the practitioner does not usually estimate indices of order higher than

two. However, a possible alternative for situations where the input parameters are too

large was introduced by Homma and Saltelli [358] with the total sensitivity indices.

5.5.2.3 The total sensitivity indices

Also called “total indices” or “total effects”, these indices express the total sensitivity

of the variance of Y with respect to any given input variable, i.e. the sensitivity with

respect to this variable in all its forms (sensitivity with respect to the variable alone

and sensitivity with respect to the interactions of this variable with other variables).
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The total sensitivity index, STi , with respect to the variable Xi is therefore defined as

the sum of all sensitivity indices in regard to the variable Xi and can be written as

follows [367]:

STi = Si +
∑
i<j

Sij +
∑

j 6=i,k 6=i,j<k
Sijk + · · · =

∑
l∈@i

Sl

where @i represents all the subsets of {1, · · · , d} including i. For instance, for a model

with three input variables, the total sensitivity index with respect to the variable X1 is

ST1 = S1 + S12 + S13 + S123.

However, it is worth noting that when the assumption of independence of model

input factors is not satisfied (e.g., in input-dependent models), first-order indices no

longer necessarily express sensitivity with respect to single input variables if the latter

are correlated with other input variables. In this case, if these input variables can be

partitioned into clusters of dependent variables (variables in a same cluster are

dependent but variables in two different clusters are independent), an approach similar

to that used to compute the classical Sobol’ sensitivity indices can be adopted by

considering multidimensional sensitivity indices. These express the sensitivity of the

output variance with respect to one cluster of model input factors. For more details,

the reader is referred to Jacques et al. [368].

5.5.2.4 Numerical estimation of the Sobol’ sensitivity indices

For numerical computation of Sobol’ sensitivity indices, several techniques and

algorithms have been developed and can be found in the literature. For instance, the

reader is referred to Sobol [178, 179] and Saltelli [369] where Monte Carlo sampling

based methods are proposed either for first order and interaction indices

computation [179] or for first order and total indices computation [369]. Given the

cost of such methods in terms of number of model calls (the complexity of computing

is O(N−1/2) where N represents the sample size) [367], many extensions of these

methods and other alternative methods for reducing the complexity of indices
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computation have been proposed by several

researchers [176, 359, 370, 371, 372, 373, 374, 375, 376, 377, 378, 379, 380, 381]. These

proposed extensions include pseudo-probabilistic simulation methods such as Latin

Hypercube Sampling (LHS), Fourier Amplitude Sensitivity Test (FAST) based

methods, Local polynomial and polynomial chaos expansions based methods,

Quasi-Monte Carlo (QMC) based methods, etc., and their variants. The details of

these different methods are beyond the scope of this paper. Indeed, in the present

work, the package sensitivity of R environment available on the CRAN website1 [382]

will be used to compute the Sobol’ sensitivity indices. The objective will be to

estimate both first order and total indices in order to be able to take into account the

interactions of each parameter with all the others. Thus, the function

sobolmartinez of the package sensitivity, which implements the Monte Carlo

estimation of the Sobol’ indices for both first-order and total indices, will be used.

5.6 Application to an analytical model and a

patient-specific blood flow model

The effectiveness of the Sobol’ indices is tested using two distinct models. The objective

is to put into practice the Sobol’ indices theory described above by identifying on two

concrete examples, the most influential model input parameters. Before the performance

of the Sobol’ indices is tested on a patient-specific clinical data, a test case using an

analytical model is carried out. This case is presented in order to show the capability

of the Sobol’ indices on simple cases.

5.6.1 Illustration on an analytical function

The efficiency of the Sobol’ indices is investigated using an analytical function. Let us

consider a mathematical model described by a square-integrable function f defined as

follows:
1https://cran.r-project.org/web/packages/sensitivity/sensitivity.pdf

https://cran.r-project.org/web/packages/sensitivity/sensitivity.pdf
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f : [−1
2 ,

1
2 ]3 −→ IR

X 7−→ Y = f(X) = f(X1,X2,X3) = 5X2
1 + 2X2 + X1X3,

where Xi, i = 1, 2, 3 are independent variables and Xi ∼ U [−1
2 ,

1
2 ] for i = 1, 2, 3,

meaning that the probability density functions (PDFs) of its input parameters are

assumed as follows:

pi(Xi) =


1 if − 1

2 ≤ Xi ≤ 1
2

for i = 1, 2, 3

0 if Xi < −1
2 or if Xi >

1
2

Following the Sobol decomposition theory presented in Section 5.5.2.1 (the reader can

easily verify that this function f meets the assumptions set out by Sobol), f can be

expanded in a series of 8 summands as below:

f(X) = f0 + f1(X1) + f2(X2) + f3(X3) + f12 (X1,X2) + f13 (X1,X3) + f23 (X2,X3)

+ f123 (X1,X2,X3),

where any summand is computed as follows:

• f0 = E(Y) =
∫ 1

2

− 1
2

∫ 1
2

− 1
2

∫ 1
2

− 1
2

f(X) dX

=
∫ 1

2

− 1
2

∫ 1
2

− 1
2

∫ 1
2

− 1
2

(
5X2

1 + 2X2 + X1X3
)

dX1 dX2 dX3 = 5
12,

• f1(X1) = E(Y|X1)− f0 =
∫ 1

2

− 1
2

∫ 1
2

− 1
2

f(X) dX2 dX3 − f0

=
∫ 1

2

− 1
2

∫ 1
2

− 1
2

(
5X2

1+2X2+X1X3
)

dX2 dX3−f0 = 5X2
1−

5
12,

• f2(X2) = E(Y|X2)− f0 =
∫ 1

2

− 1
2

∫ 1
2

− 1
2

f(X) dX1 dX3 − f0

=
∫ 1

2

− 1
2

∫ 1
2

− 1
2

(
5X2

1 + 2X2 + X1X3
)

dX1 dX3 − f0 = 2X2,

• f3(X3) = E(Y|X3)− f0 =
∫ 1

2

− 1
2

∫ 1
2

− 1
2

f(X) dX1 dX2 − f0

=
∫ 1

2

− 1
2

∫ 1
2

− 1
2

(
5X2

1 + 2X2 + X1X3
)

dX1 dX2 − f0 = 0,
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• f12(X1,X2) =
∫ 1

2

− 1
2

f(X) dX3 − f0 − f1(X1)− f2(X2)

= E(Y|X1,X2)− f0 − f1(X1)− f2(X2)

= 5X2
1 + 2X2 − 5

12 −
(
5X2

1 − 5
12
)
− 2X2 = 0,

• f13(X1,X3) =
∫ 1

2

− 1
2

f(X) dX2 − f0 − f1(X1)− f3(X3)

= E(Y|X1,X3)− f0 − f1(X1)− f3(X3)

= 5X2
1 + X1X3 − 5

12 −
(
5X2

1 − 5
12
)
− 0 = X1X3,

• f23(X2,X3) =
∫ 1

2

− 1
2

f(X) dX1 − f0 − f2(X2)− f3(X3)

= E(Y|X2,X3)− f0 − f2(X2)− f3(X3)

= 2X2 + 5
12 −

5
12 − 2X2 − 0 = 0,

• f123(X1,X2,X3) = f(X)− f0 − f1(X1)− f2(X2)− f3(X3)− f12(X1,X2)

−f13(X1,X3)− f23(X2,X3)

= 5X2
1 + 2X2 + X1X3 − 5

12 −
(
5X2

1 − 5
12
)
− 2X2 −X1X3 = 0.

Consequently, the total variance D of f(X) and the partial variances D1, D2, D3, D12,

D13, D23, and D123 of f1(X1), f2(X2), f3(X3), f12(X1,X2), f13(X1,X3), f23(X2,X3),

and f123(X1,X2,X3), respectively, are analytically computed as:

• D =
∫ 1

2

− 1
2

∫ 1
2

− 1
2

∫ 1
2

− 1
2

f2(X) dX− f2
0

=
∫ 1

2

− 1
2

∫ 1
2

− 1
2

∫ 1
2

− 1
2

(
5X2

1 + 2X2 + X1X3
)2 dX1 dX2 dX3 − f2

0

= 47
72 −

(
5
12

)2
= 23

48 ,

• D1 =
∫ 1

2

− 1
2

f2
1 (X1) dX1

=
∫ 1

2

− 1
2

(
5X2

1 −
5
12

)2
dX1 = 5

36,

• D2 =
∫ 1

2

− 1
2

f2
2 (X2) dX2

=
∫ 1

2

− 1
2

(2X2)2 dX2 = 1
3,

• D3 = D12 = D23 = D123 = 0,
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• D13 =
∫ 1

2

− 1
2

∫ 1
2

− 1
2

f2
13(X1,X3) dX1 dX3

=
∫ 1

2

− 1
2

∫ 1
2

− 1
2

(X1X3)2 dX1 dX3 = 1
144.

This implies the analytically calculated Sobol’ sensitivity indices which are listed

below in Table 5.1. These indices are compared with the ones computed using the

function sobolmartinez from the package sensitivity of the R environment using

the following arguments: the analytical function, f , and two 1,000-random samples

generated following a uniform distribution on
[
− 1

2 ,
1
2
]
. The results, illustrated in

Figure 5.8, show a very good agreement between the numerical method and the

analytical one. This is both interesting and encouraging, especially when SA is

performed on a model with large input parameters where the analytical determination

of the Sobol’ indices becomes almost impossible.

Table 5.1: The Sobol’ indices analytically computed for the analytical example.

Variables Main effects Total effects Interaction effects
X1 0.2898 0.3043 –
X2 0.6956 0.6956 –
X3 0 0.0145 –
X1,X2 – 0 0
X1,X3 – – 0.0145
X2,X3 – – 0
X1,X2,X3 – – 0

Furthermore, as it is important to be able to give meaning to the Sobol’ indices

calculated, the following interpretation of the indices for the 3 parameters listed in

Table 5.1 is suggested:

• X2, with a main effect value equivalent to the total effect one (about 0.6956),

appears to be the most influential variable on the output variance, whether within

the main or total indices framework. This means, on the one hand, that nearly

69.56% of the variance of Y is explained by X2 and, on the other hand, that X2

operates alone on the variance of Y.
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Figure 5.8: Comparative overview of the main and total indices calculated in two
different ways for each of the three parameters of the analytical model. The numerically
computed indices are in good agreement with the analytically computed ones.

• The variable X1, with a main effect of about 0.2898 has a relatively important

influence alone, explaining nearly 28.98% of the variance of Y but remains much

less influential than X2.

• The variable X3 has no influence on the output variance alone, but has a relatively

small influence in interaction (with X1), with a total effect of about 0.0145.

• There is no part of output variation due to the interaction effect either between

X1 and X2 (S12 = 0), or between X2 and X3 (S23 = 0) but also between X1, X2,

and X3 (S123 = 0).

• To conclude, this implies that the variance of Y is due for 69.56% to X2, 28.98%

to X1 and 1.45% to the interaction between X1 and X3. Note also that in this
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example, the interaction between X1 and X3 is due to a non-additive relationship

between these two variables in the model expression.

This analytical example shows how the Sobol’ indices based approach can be used

to perform SA. In the next Section, this technique is applied to the inversion problem

associated with the blood flow model presented above in Section 5.2.

5.6.2 Application to a 0D blood flow model using patient-specific

data

The performance of the Sobol’ indices is now investigated on the blood flow model

described in Section 5.2 in order to give a satisfactory answer to the initial hypothesis

formulated in Section 5.3 about the non-full convergence of some estimated parameters.

But before that, let us recall the procedure for generating the patient-specific data.

5.6.2.1 Data generation

The patient-specific data used in the current study comes mainly from medical

imaging. These are essentially magnetic resonance angiography and magnetic

resonance imaging (MRA & MRI) acquisitions, and a 3D time of flight magnetic

resonance angiography (3D-TOF-MRA) images provided by the Department of

Neuroradiology at the Centre Hospitalier Régional Universitaire de Montpellier

(CHRU), Montpellier, France. Exploring these images with dedicated softwares,

hemodynamic data, namely blood flow rates in ascending aorta (AA) and in the right

and left internal carotid arteries (R-ICA and L-ICA), and morphological data

including geometric measurements of some arteries have been extracted. This also

made it possible to build a patient-specific arterial network consisting of 33 arteries

including the aorta, vertebral, carotid and brachial arteries together with the complete

circle of Willis as shown in Figure 5.1. The missing geometric measurements of other
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arteries were obtained from average data reported in the literature [284, 286]. For

more details, the reader is referred to previous works [12, 277].

The goal of this operation was to solve the minimization problem (the inverse

hemodynamic problem) described in Section 5.2.2. More precisely, this consisted in

finding the right set of model parameters that would allow to reproduce the flow rates

observed in the patient-specific’s right and left internal carotid arteries (ICAs). These

target parameters, 21 in number, consist of 18 parameters (RPi , RDi and Ci where

i = 9, 10, 19, 22, 29, 31 denotes the compartment numbers in Figure 5.1A) used to

define the eleven Windkessel WK3 model boundary conditions in Figure 5.1, and of 3

constants (k1, k2, k3) defining the product of Young modulus and thickness of arteries

by means of this empirical formula: Eh = r(k1 e
k2r + k3). For this purpose, an

EnKF-based parameter estimation algorithm was developed and used. The latter was

executed for 60 s (approximately 72 cardiac cycles) under assumptions. For more

details either about these assumptions or about the parameter estimation algorithm

and its execution, the reader is again referred to previous works [12, 277].

During the parameter estimation algorithm execution, as early presented in

Section 5.3, one noticed that from 8.35 s, there was a very good agreement between

the observed and predicted blood flow waveforms and also that iterating more with

the inversion algorithm did not modify the recovery of the observed blood flow rates

(see Figure 5.4). This means that after 8.35 s (about 10 cardiac cycles, or about 200

EnKF-based algorithm iterations), the right set of model parameters allowing to

reproduce the blood flow rates observed in the ICAs was found and therefore the

execution of the algorithm could be stopped. But, to ensure not to stop the algorithm

too early, we let it run until the end (i.e. until itermax, the maximum number of

algorithm iterations, arbitrary fixed as 1,440) and only saved the results for the last 20

iterations, namely the 21 estimated parameters with their associated uncertainties, the

errors between the simulated and observed blood flow rates in the ICAs (the cost

function, J , in Section 5.2.2), and also the variability of the simulated blood flow rates
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with respect to each estimated parameter at every iteration. These are used to make

up the patient-specific database and to build a simplified model of the patient-specific

blood flow model in order to be able to properly perform SA.

5.6.2.2 Sensitivity analysis and hypothesis testing using the Sobol’ indices

To identify both the most influential, the weakly influential, and the non-influential

input parameters in the patient-specific blood flow model in order to clearly and

definitively address the question of the reliability of the original assumption stated

above in Section 5.3, SA using the Sobol’ indices is performed on a simplified model of

the patient-specific blood flow model. For this purpose, the 21 estimated input

parameters are assumed to be independent variables and their relationship with the

cost function, J , is assumed to be governed by a simple linear model. This simplified

model is based on the saved data in the last 20 EnKF-based algorithm iterations and

is defined for each of these iterations as follows:

L : IR21 −→ IR2

X 7−→ L(X) = BX> = J = (JRICA, JLICA)>,

where X, L, and J stand for the 21 estimated parameters (also referred as x in

Section 5.2.2), the linear mapping associated to the matrix B, and the errors between

the simulated and observed blow flow rates in R-ICA and L-ICA, respectively, in each

of the last 20 EnKF-based algorithm iterations. The components of J , JRICA and

JLICA, represent the cost function obtained when using only the blood flow rate in

R-ICA as observed data and the cost function obtained when using only the blood

flow rate in L-ICA as observed data, respectively, in each of the last 20 iterations. For

each of these iterations, B is a 2-by-21 matrix obtained by assembling the local

variability values of the components of the cost function, J , with respect to each

estimated parameter. This means that for each iteration considered,

B =
(
∂JRICA
∂Xi

,
∂JLICA
∂Xi

)>
, i = 1, · · · , 21,
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where ∂JRICA
∂Xi

and ∂JLICA
∂Xi

refer to the local variability values of the cost function, JRICA,

and to the local variability values of the cost function, JLICA, respectively, with respect

to each estimated parameter.

The Sobol’ first order indices and total indices for the 21 estimated parameters in

each of the last 20 iterations are estimated using the same function from the R package

sensitivity as in the analytical example with the following arguments: the simplified

model defined above and two 10,000-random samples generated following a multivariate

normal distribution with means equal to mean values of the 21 estimated parameters

at each iteration considered and covariance matrix whose the elements consist of the

standard deviations associated to the 21 estimated parameters in each iteration.

Typical results of the first order and total indices, computed for some of the last

20 EnKF-based algorithm iterations, are shown in Figure 5.9 when using only either

JRICA or JLICA as the simplified model output. The interpretation of these results

is not entirely straightforward, obvious. It is even very delicate and should therefore

be done with care. Indeed, from one Figure to another, diverse and various patterns

are visible. However, looking very carefully and closely at these Figures, a general

trend emerges. Indeed, the blood flow model behaves as if it depends upon only a few

parameters, with the rest having comparatively little influence. More precisely, only

five of the 21 estimated parameters appear to be important. These are all proximal

resistance parameters (RP10 , RP19 , RP22 , RP29 , RP31), with RP31 in the lead. This

means that RP31 seems to be the most influential parameter, RP10 , RP19 , RP22 , and

RP29 , the slightly influential ones and all the others seem to be non-influential. This

is very surprising since it is rather the distal resistances that usually appear to be the

most important parameters in most cases. In order to review this general trend and to

provide for each estimated parameter single representative main and total indices, which

are much more easy to interpret, the average of the first order and total indices over

all the last 20 EnKF-based algorithm iterations for each of the 21 estimated parameter

has been calculated. The results are shown in Figure 5.10 when using either only
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JLICA (Figure 5.10A) or only JRICA (Figure 5.10B) as the simplified model output.

The results from these Figures are perfectly consistent with the general trend identified

above and therefore confirm it. Indeed, from the main and total mean indices reported

in Figure 5.10, five indices measuring the importance of the five proximal resistances

cited above as influential parameters stand out from all the others with the same order

of importance. Comparing these results with those illustrated in Figures 5.3 and 5.5,

it can be seen that the parameters found not to be fully converged in these Figures

have been identified here as non-influential parameters. Furthermore, it is also noted

that all the parameters identified here as influential had fully converged, as shown in

Figures 5.3 and 5.5. This is consistent with the hypothesis formulated from the outset

and therefore, confirms and validates it at the same time.

However, it is still legitimate to ask the question of the reliability, the relevance or

the credibility of these results. To ensure that these results about the importance of

estimated parameters make sense, the factors fixing setting and the factors

prioritization setting are performed. In concrete terms, the EnKF-based parameter

estimation algorithm is executed using the following two scenarii with regard to the

set of model input parameters:

• Scenario A: The algorithm is executed with a set of input parameters created

by keeping unchanged the default initialization values of the five important

parameters detected above, and fixing during all the EnKF-based algorithm

iterations all other parameters to their nominal values taken in previous

works [277].

• Scenario B: The algorithm is now executed using a set of input parameters

created by fixing during all the EnKF-based algorithm iterations the five

important factors detected above to their nominal values (estimated values)

taken in previous works [277] and keeping unchanged the default initialization

values of all other parameters.
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At the end, for each of both scenarii considered, the normalized cost function over time,

Jnorm, which is obtained by dividing the cost function at each iteration, referred to

as J by iter., by the cost function at the first iteration, referred to as J of 1st iter., is

compared to the reference normalized cost function i.e., that previously obtained using

the set of the default input parameters [277]. The results of this comparison are shown in

Figure 5.11. One can notice that there is virtually no significant change on the reference

normalized cost function Jnorm in scenario A. However, a reduction of the model output

uncertainty can be observed in scenario B. Indeed, the values of the normalized cost

function over time in scenario A and the reference ones are almost identical while those

obtained in scenario B are relatively lower than the reference ones. This corroborates,

on the one hand, the fact that the input parameters fixed in scenario A are really

unessential in the blood flow rates estimation in the patient-specific ICAs, and at the

same time, on the other hand, the fact that only the input parameters fixed in scenario

B are important for the blood flow rates estimation in the patient-specific ICAs. This

means that for the purpose of the blood flow rate estimation in this patient-specific

ICAs, the blood flow model can be reduced to the five input parameters detected as

influential instead of the twenty-one currently used while still performing well.

5.6.2.3 Choice of a stopping criterion in the inversion procedure

With the dust settled over the parameter importance issue, the essential question

remains as to how a stopping criterion in the EnKF-based parameter estimation

algorithm can be fixed in order to prevent from unnecessary over-solving. Many

possibilities can be considered. However, in view of the whole approach followed so

far, it seems judicious to propose for the blood flow model examined here, a stopping

criterion based only on the variability of the most important parameters. Thus, the

following stopping criterion is proposed: the EnKF-based algorithm execution is

automatically interrupted as soon as the variabilities of the 5 important parameters at

a given iteration k, V i
k , i = 5, · · · , 9 in Figure 5.5, reach the threshold value of 10−4.
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The choice of this threshold value is based on the currently available values of the

variabilities of the estimated parameters after 8.35 s (about 200 EnKF-based algorithm

iterations). This typically leads to a stopping time t = 10 s, reducing by a factor of six

the time to solution. The main advantage of establishing this stopping criterion is that

it can be used to achieve faster diagnosis in clinical situations.

5.7 Concluding remarks

The usefulness of global sensitivity analysis in the identification and prioritization of

the parameters importance in a patient-specific cardiovascular model has been

demonstrated. The approach, based on a 0D blood flow model of the upper body

arteries and of the circle of Willis, complements our previous works on uncertainty

quantification and propagation and on backward sensitivity analysis. It has been

shown how statistical indicators such as the variability of the model parameters over

time, their standard deviations, their coefficients of variation and the Sobol ’indices

can be used to both identify the model input parameters, responsible or not for the

variability on the model output variance, and to establish a stopping criterion in the

parameter estimation algorithm. The input parameters importance ranking based on

the sensitivity measures demonstrated that the most influential factors involve most of

the proximal resistances, largely responsible for the uncertainty in predicting the

patient-specific blood flow rates in the left and right internal carotid arteries.

Overall, the global sensitivity analysis proved to be a powerful tool for explaining

and quantifying uncertainties as well as providing insight into devising useful ways

for reducing uncertainties in the blood flow rate estimation performance. Thus this

study made it possible, in addition to the inversion results, to give an indication of the

importance of each optimization parameter and also find when it is safe to stop the

inversion procedure giving increasing confidence level on the outcome of the inversion,

and this even in situations where some variables might have not fully converged to

steady values during the inversion.
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Figure 5.9: First order and total indices for the 21 estimated parameters at some of the
last 20 EnKF-based algorithm iterations saved and using either only the cost function,
JLICA (left), or only the cost function, JRICA (right), as the simplified model output.
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(A) (B)

Figure 5.10: Average over the last 20 EnKF-based algorithm iterations of the first order
and total indices for the 21 estimated parameters using at each iteration either only the
cost function, JLICA (A), or only the cost function, JRICA (B), as the simplified model
output.

(A)

(B)

Figure 5.11: Comparison between the normalized cost function, Jnorm, obtained in [277]
(referred to as Previous work) with those obtained in both scenarii considered: (A) for
scenario A and (B) for scenario B. The solid line shows the normalized cost function
value over time (i.e., the cost function, J , over all the ensemble Kalman filter (EnKF)
based algorithm iterations divided by the cost function, J , at the first EnKF-based
algorithm iteration).
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Chapter key points:

• The most influential parameters in the inversion outcomes

involve most of the proximal resistances.

• Most of the proximal resistances are responsible for the

uncertainty in the patient-specific blood flow rates estimates

in the internal carotid arteries.

• A stopping criterion based on the convergence of the most

influential parameters of the model is proposed for the EnKF

algorithm used in the inversion procedure.
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la pression dans les artères cérébrales” at 9ème Biennale Française des
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Abstract

This paper uses machine learning to enrich magnetic resonance angiography and

magnetic resonance imaging acquisitions. A convolutional neural network is built and

trained over a synthetic database linking geometrical parameters and mechanical

characteristics of the arteries to blood flow rates and pressures in an arterial network.

Once properly trained, the resulting neural network can be used in order to predict

blood pressure in cerebral arteries noninvasively in nearly real-time. One challenge

here is that not all input variables present in the synthetic database are known from

patient-specific medical data. To overcome this challenge, a learning technique, which

we refer to as implicit manifold learning, is employed: in this view, the input and

output data of the neural network are selected based on their availability from medical

measurements rather than being defined from the mechanical description of the

arterial system. The results show the potential of the method and that machine

learning is an alternative to costly ensemble based inversion involving sophisticated

fluid structure models.

Keywords: machine learning, transfer learning, convolutional neural network,

hemodynamic problems, noninvasive pressure estimation.

6.1 Introduction

At the junction of optimization, statistics and computer science, machine learning

(ML) has gained tremendous interest throughout all scientific disciplines. One can say

without exaggeration that it is a revolution in the way solutions of scientific problems

are considered. This revolution is very noticeable in biomedical applications with the

works of Rahul, Liang et al., Adam et al., Pozin et al., Koeppl et al., Koprowski et al.,

Cang et al., Luo et al., Cilla et al. [182, 383, 384, 385, 386, 387, 388, 389, 390], and

also more recently, with the works of Goceri, Zhang et al., Chen et al., and Nguyen
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and Wei [391, 392, 393, 394, 395], to name just a few. According to several

researchers, ML will undoubtedly continue to significantly revolutionize biomedical

research and global health care in the future [182, 183, 184]. Indeed, fuelled by

increasingly powerful computers and available storage capacities, ML methods are able

to deal with large, complex and heterogeneous data typically found in biomedical

applications [182, 183, 184, 394, 396, 397]. Thus, ML can contribute to identify and

engineer features from the data, perform more robust predictions and therefore lead to

more accurate diagnostic algorithms and individualize patient

treatments [184, 398, 399, 400, 401, 402].

ML-based strategies most often rely on models applied to a carefully constructed

dataset so that the training and test data are drawn from the same feature space and

the same marginal probability distribution [243]. As pointed out by Ruder [189], these

models sorely lacks the ability to generalize to conditions that are different from those

encountered during learning and for which the models might be unable to make reliable

predictions. This is the case, for instance, when a model learns from simulations and

is being applied to deal with actual data. As data from the real world is messy and

may contain several new scenarii, many of which were not present during the learning

step, the model tuned from numerical data suffers from a significant loss in performance

or even breaks down completely when used in practice [189]. In the field of ML, the

ability of a model to transfer knowledge to new conditions is generally known as transfer

learning (TL) and this is one of the key features used in this paper.

Many examples exist in the ML literature where TL has been applied successfuly:

text categorization, text and Web-document classification [403, 404, 405, 406], learning

in real-time strategy game [242], text mining [405, 407], natural language

processing [408], WiFi-based Indoor Localization [409], reinforcement

learning [410, 411, 412, 413, 414], to cite a few. In this paper, we apply TL, in

particular learning from simulations, to the prediction of blood pressure in a

cardiovascular system.
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Learning from simulations is one particular application of TL commonly used in

ML when one needs to deal with data, which is either rare, incomplete, expensive or

simply dangerous to obtain [189]. In all these situations, analytic models or numerical

simulations can fill the gap. In previous works, the use of an algorithm based on

ensemble Kalman filter (EnKF) technique coupled to a 0D compartement network has

allowed to noninvasively estimate patient-specific blood pressure in cerebral arteries [12,

277]. However, this procedure, which requires inverse problem solving, is too long,

expensive and difficult to integrate in a medical acquisition device. The present work

aims at remedying that with focus on the following three key messages:

• Use supervised ML together with a Convolutional Neural Network (CNN) — a

type of ML algorithms used with great success in miscellaneous image

recognition applications and prediction tasks, such as handwriting recognition

and face detection [246, 261, 264, 415] — as an alternative to the ensemble based

inversion procedure by EnKF used in our previous works for cerebral blood

pressure estimation. In particular, on the basis of magnetic resonance

angiography and magnetic resonance imaging (MRA & MRI) acquisitions

provided by physicians and using a learning database generated with the same

numerical procedure as that used in the inversion procedure, the aim is to

recover the EnKF outcomes previously achieved by Lal et al. [12] through the

solution of an inverse problem. This allows to augment/enrich already available

information in MRA & MRI images.

• Use “implicit learning on a manifold” to deal with situations where part of the

information in the input variables are missing while observations are available

on some output variables. This is why the term “implicit” is introduced. The

term “manifold” is used to reflect the fact that among all the variables contained

in the database, only a subset of them will be used for the learning. This is

like working on a vector subspace and consists of reorganizing the database into

structured variables in order to take into account unavailable patient-specific data.
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Therefore, “implicit learning on a manifold” should not be seen as a particular

Artificial Intelligence (AI) algorithm. In fact, it should be regarded as just a multi-

output convolutional neural network. Thus, any multi-output regression method

(e.g. linear models, multi-output random forests or other forms of neural nets with

autoencoding) could have been used instead of this multi-output convolutional

neural network implementation.

• Apply the outcome of the learning from simulations to patient-specific data and

we use the term “transfer” in that sense. The network and its coefficients obtained

during the learning from simulations are kept unchanged when applied on patient-

specific data.

The remainder of the paper is organized as follows. First, an overview of the

methodology followed in this work is provided in Section 6.2. Section 6.3 details the

procedure for building the synthetic database. Section 6.4 presents the state of the art

in ML and discusses some mathematical aspects of the CNN approach used in this

study. Section 6.5 illustrates the effectiveness of the method by considering a very

simple problem while Section 6.6 shows its application for the estimation of blood

pressure in cerebral arteries. Finally, Section 6.7 discusses some of the limitations of

the present study and Section 6.8 provides concluding remarks.

6.2 Preliminaries

6.2.1 General methodology

Figure 6.1 presents the general flowchart for this work with the following main steps:

1. Hemodynamic and morphological data extraction: first, from magnetic

resonance angiography and magnetic resonance imaging acquisitions and

segmentation of a 3D time of flight magnetic resonance angiography

(3D-TOF-MRA) — dicom files provided by the Department of Neuroradiology
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of the Centre Hospitalier Régional Universitaire de Montpellier (CHRU),

Montpellier, France, — blood flow rates in ascending aorta (AA), right and left

internal carotid arteries (R-ICA and L-ICA) have been extracted using the

GTFlow sofware1 together with the morphological data relevant to geometric

measurements and the morphology of some arteries through the use of the

RadiANT DICOM Viewer software2.

2. Patient-specific arterial network construction: on the basis of these images,

a patient-specific arterial network of 33 arteries as shown in Figure 6.2 consisting

of the aorta, vertebral, carotid and brachial arteries together with the complete

circle of Willis has been then constructed. For more details, the reader is referred

to previous works [12, 277].

3. Machine learning

a) Database generation: the next step has consisted in generating synthetic

data by performing a series of forward simulations of the blood flow model

(M) described in detail below in Section 6.2.2. The outcome of these

simulations relates the model input parameters (namely, the blood flow

rates in AA, the geometrical (radius r, thickness h, and length l) and

mechanical characteristics (Young moduli) of the 33 arteries as well as the

Windkessel three-element parameters) to the model output parameters

(namely, the blood flow and pressure in the 33 arteries.)

b) The use of CNN as ML algorithm: subsequently, a multi-output CNN-

based approach was introduced in order to learn on structured variables from

the database, the relationship between CNN input and output parameters,

and then, apply the acquired knowledge to patient-specific data for blood

pressure estimation.

1Available on https://www.gyrotools.com/gt/index.php/products/gtflow.
2See http://www.radiantviewer.com/.

https://www.gyrotools.com/gt/index.php/products/gtflow
http://www.radiantviewer.com/
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4. Validation: Finally, to test the accuracy of the method, pressure estimated using

CNN was compared with that previously predicted in Lal et al. [12] by solving an

inverse problem using EnKF.

Compared with the method used in previous works [12, 277], the novelty in the general

framework proposed here is the use of ML method instead of EnKF-based parameter

estimation algorithm.

6.2.2 The blood flow model

Mathematical modeling is a powerful tool for a better understanding of the

cardiovascular system in an inexpensive and noninvasive way. There are several

cardiovascular models (0D, 1D, 3D) available in the literature, each coming with its

advantages and drawbacks. In this work, we adopted a 0D formulation, also known as

lumped-parameter model, due to its simplicity and effectiveness in describing first

order features of the human cardiovascular system.

In general, the mathematical formulation of the lumped-parameter models is

derived by decomposing the cardiovascular system into single arterial segments or

compartments, each segment being represented with a single electrical circuit,

consisting of resistance R, inductance L, and compliance C, as shown in Figure 6.3. In

this way, the full arterial network is built by connecting single electrical compartments

together.

Figure 6.3: A single compartment circuit illustration.

Applying the laws of conservation of mass and momentum to a single compartment

filled with an incompressible Newtonian fluid, the following linear first order ordinary

differential equations can be obtained:
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Figure 6.1: The general framework of the proposed methodology. The numbers on the
left side refer to the four steps of the general methodology described above.
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Figure 6.2: The 0D arterial network model [12] of the patient-specific upper body
arteries and the circle of Willis. The arterial segments in red and the red circles
represent the four arteries of interest examined in the rest of paper and the WK3
model, respectively.
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CṖout = qin − qout

Lq̇in = Pin − Pout −Rqin,
(6.1)

where (Pin, qin) and (Pout, qout) refer to the pressure and flow rate at the inlet and

outlet of the vascular segment, respectively. For arteries with a radius r < 0.2 cm,

the inertial effect is ignored [317] and the flow rate is given by qin = (Pin − Pout)/R.

Let r, h, l, µ, ρ, and E be the radius, the wall thickness, the length, the blood viscosity,

the blood density and the Young modulus of the arterial segment, respectively. The

three parameters R,L,C are obtained from physical principles (momentum and mass

conservation) applied to the arterial sector and read [86]:

• the viscous flow resistance, R, is derived from the Poiseuille’s equation, which

describes the relation between pressure drop, ∆P , and the steady blood flow, q,

through a uniform and rigid blood vessel: R = 8µl/πr4;

• the inductance of the vessel, L, which represents the acceleration and deceleration

of the inertial blood at each heart beat, is equal to L = ρl/πr2;

• the vessel compliance, C, which represents the ability of a vessel wall to expand

and contract with changes in pressure, is equal to C = 3πr3l/2Eh.

In order to close the arterial network and accommodate the cumulative effects of

vessels beyond the terminal segments, the three-element Windkessel model

(WK3-lumped parameter model) [286, 318] is prescribed at the outlet of each terminal

segment. As a reminder, the equation relating the instantaneous blood pressure and

the flow rate reads as follows:

ṗ(t) + p

RDC
= RP q̇(t) + qRT

RDC
, (6.2)

where p, q, C, RP , and RD refer to the instantaneous pressure at the inlet of the WK3

model, the instantaneous flow rate, the compliance, the proximal resistance, and the

distal resistance of the vascular beds, respectively, and RT refers to the total peripheral
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resistance meaning that RT = RP +RD. For simplicity, the blood flow model — let us

refer it to as (M) — can be formally expressed as follows :

(M) :


Ẏ (t) = FX(Y (t))

Y (0) = Y0,

(6.3)

where Y (t) = (P (t), q(t))>, Y0 is the initial condition, X represents the geometrical

parameters of the problem (i.e r, h, l), the inlet flow rate from AA, the Young moduli,

the Windkessel WK3 boundary conditions [12] at the same time, and FX is a linear

or nonlinear function defined by the blood flow model describing the relation between

Y (t) and its time derivatives Ẏ (t). Here and for the rest of the paper, the notation

‘function with suscript X’, for examle FX , means that the function F depends on the

parameter X. This is a generic formalism for any 0D arterial network and therefore

includes the 0D formulation of the cardiovascular network investigated in the current

study (Figure 6.2). This network is taken from Lal et al. [12] because both studies focus

on the same patient.

6.3 In silico database generation

In this section, we describe the procedure for generating synthetic data. This data

consists of geometrical parameters (the radius, r, the wall thickness, h, and the length,

l), physical parameters (the Young moduli, E), blood flow rates, q, blood pressures, P

for the 33 elements of the arterial model (Figure 6.2) on top of the eleven WK3 models

used as boundary conditions (the proximal resistances, RP , the distal resistances, RD,

and the compliances, C).

For a forward simulation using the blood flow model (M) presented in Section 6.2.2,

this data is interrelated in the sense that the variables r, h, l, E, RP , RD, C of the

network associated with the variable qin, the inlet flow rate (the blood flow rate in

AA), represent the input parameters of the model, which we refer to as model input

parameters, and the variables q and P , the output parameters, which we refer to as
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model output parameters. As a reminder, the Young moduli E are given by Eh =

r(k1 e
k2r + k3) [321] where k1, k2, k3 are model constants and the inlet flow rate qin is

defined using two components α and τ as follows [12, 277]:

qin(t) =


α sin(πt/τ) if t < τ,

0 otherwise
(6.4)

where α= 302 ml/s and τ = 0.3 s are nominal values taken from Lal et al. [12]. These will

be randomly perturbated below following a Gaussian distribution with means equal to

these nominal values and standard deviations σ, which will be specified later, to produce

samples of qin. For more details, the reader is referred to Lal et al. [12].

To generate the database, blood rheological parameters were fixed as: the blood

density ρ = 1050 kg·m−3 and the blood viscosity µ = 0.004 Pa·s, and the same WK3

boundary conditions for left and right pairs of terminal compartments were assumed.

This means that the terminal compartments such as the segment connecting P27 and

P25 and the one linking P29 and P14 in Figure 6.2, for instance, are assigned with

the same WK3 boundary conditions. A series of forward simulations of the blood

flow model (M) is then performed using a series of perturbed model input parameters

(q̃in, r̃, h̃, l̃, Ẽ, R̃P , R̃D, C̃). The series of outcomes obtained from these simulations

(P = P̃1, · · · , P̃33, q = q̃1, · · · , q̃33) associated with the series of perturbed model input

parameters constitutes the database. This is illustrated on Figure 6.4. Note that, while

not expressly stated, all the parameters in the database representing blood flow rates

and pressures are time-dependent. It is also worth noting that the parameters in the

database can be subdivided into two categories: the class of known parameters (easy to

measure) and the class of unknown parameters (difficult to measure). Table 6.1 provides

a general overview of these different parameters listed by category.

To obtain the series of perturbed model input parameters for each forward simulation

of the blood flow model (M), we randomly perturbate each model input parameter

following a Gaussian distribution with a mean equals to the nominal value of each

input parameter taken from Lal et al. [12], and a standard deviation σ of 5% of this
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nominal value. The standard deviation σ of 5% of each nominal value is chosen in order

to obtain perturbated model input parameters tending to realistic values encountered

in the literature. E being given by the relation Eh = r(k1 e
k2r + k3), Ẽ is obtained

by perturbating the parameters appearing in the relation giving E meaning that Ẽh̃ =

r̃(k̃1 e
k̃2r̃ + k̃3), where each of the 3 constants k̃1, k̃2, and k̃3 is also obtained from a

Gaussian distribution with a mean equals to the nominal value of each constant k1, k2,

and k3 taken from Lal et al. [12] and a standard deviation of 5% of this nominal value.

Model (M)

A series of model output parameters :

qin, r, h, l, E, RP, RD, C

Model input parameters

qin, r, h, l, E, RP, RD, C

perturbations

Figure 6.4: Illustration of the database generation procedure. In the case studied here,
the parameters in red are considered as known parameters (easy-to-measure parameters)
while the remainder is considered to be unknown.

Table 6.1: The two categories of parameters in the database: the known parameters
(easy-to-measure parameters) and the unknown parameters (not-easy-to-measure
parameters).

Known parameters Unknown parameters

blood flow rates in AA, q̃in = q̃1 geometrical parameters of the 33 arteries, r̃1, · · · , r̃33, h̃1, · · · , h̃33, l̃1, · · · , l̃33

blood flow rates in R-ICA, q̃21 Young moduli of the 33 arteries, Ẽ1, · · · , Ẽ33

blood flow rates in L-ICA, q̃23 blood pressures in the 33 arteries, P̃1, · · · , P̃33

— blood flow rates in 30 arteries, q̃2, · · · , q̃20, q̃22, q̃24, · · · , q̃33
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6.4 The state of the art in machine learning

A tremendous number of ML algorithms have been developed, which all share the

same goal: to provide sufficient flexibility to minimize training error but, at the same

time, allow generalization to new data sets, all in a computationally efficient way

[182]. Among these algorithms, the most commonly used ones are Linear Regression,

Logistic Regression, Linear Discriminant Analysis, Decision Tree, Support Vector

Machine (SVM), Naive Bayes, k-Nearest Neighbors (kNN), Learning Vector

Quantization (LVQ), K-Means, Bagging, Random Forest, Dimensionality Reduction

Algorithms, Convolutional Neural Networks (CNN), Gradient Boosting algorithms

and AdaBoost [187, 416, 417, 418]. These algorithms tasks mainly include regression,

classification, predictive modeling, clustering, association or survival analysis, link

mining, and dimensionality reduction [187, 190, 419]. The details of these different

algorithms are beyond the scope of this paper. However, CNN is discussed below

because of its ability to manage complicated relationships between input and output

data that are not easily captured by manual measurement [183], its relevance to

biomedical research, its frequent use within the literature [184] and its use within the

current work.

6.4.1 The implicit CNN : notation and database destination

The first step in our approach is to receive from a user raw data made of a set of

scenarii linking input and output variables (let us refer to them as input data and output

data, respectively). In the sequel, as we are interested in biomedical applications, the

considered database will consist of a set of N scenarii linking n input real variables (these

are typically blood flow rates values at temporal discretization points) to m output

real variables (these also typically correspond to blood pressure values at temporal

discretization points): {X ∈ IRn −→ Y ∈ IRm} where X = (X1, ..., Xn) and Y =

(Y1, ..., Ym). Hence, the required data is as follows:

X1 = (X1
1 , ..., X

1
n) −→ Y 1 = (Y 1

1 , ..., Y
1
m),
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XN = (XN
1 , ..., X

N
n ) −→ Y N = (Y N

1 , ..., Y N
m ).

In the applications we are interested in, data is often rare, expensive to obtain or

confidential. The aim, therefore, is not to handle very large amount of data, but rather

see the potential of learning of CNNs based on small amount of data in opposition to big

data situations. The destination of the data is rather classical. The database is splitted

in three subsets to be used to train, validate and a posteriori test the network. In this

splitting, the major part of data is used for learning. A second subset is used to make

sure to avoid over-fitting during learning (this is called validation). The third subset is

for a posteriori test of the quality of the network. This kind of splitting is very classical

in statistical data treatment and widely described in dedicated manuscripts [420].

6.4.2 The implicit CNN algorithm construction

Classical CNN algorithms are usually built to mimic and replicate the investigated

physical model process. This means that in the classical CNN, the input and output

data of the neural network are exactly the same as those used in the physical model

considered. This is illustrated in Figure 6.5 in the case examined here, where the

input data and the output data of the network are directly derived from the series of

perturbated model input parameters and from the series of model output parameters,

respectively. Note that except the blood flow rates q̃in and (q̃21, q̃23) in the input data

and the output data, respectively, the other parameters constituting the input/output

data in the classical CNN are unknown (not easy to measure). This prevents us from

performing the a posteriori test of the quality of the network, hence the idea of changing

the structure of the classical CNN algorithm so that all the known parameters in the

database can be gathered as consisting of the network input data.

The CNN algorithm proposed here, which we refer to as implicit CNN, is not usual.

One of its particularities is that its input data is neither usual nor classical. Indeed,

in contrast to the classical approach, the input and output data of the network in the
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implicit CNN algorithm does not mimic those from the physical model. They are rather

reorganized in structured variables. The example shown in Figure 6.6 demonstrates such

organizational change in the implicit CNN : the input data consists of one subset of the

series of perturbated model input parameters, q̃in, and one subset of the series of model

output parameters (blood flow rates q̃1, · · · , q̃33), and the output data consists of the

remaining part of the series of model output parameters (blood pressure P̃1, · · · , P̃33).

However, in practice, we are interested in predicting the blood pressure in a specific

artery and not in all at once. Thus, instead of using all available information as shown

in Figure 6.6, a simpler construction where the input and output data of the implicit

CNN will consist of q̃in and the series of blood flow rates in the artery of interest

on the one hand, and on the other hand, the series of blood pressure in the same

artery (see Figures 6.10 – 6.13 below) takes over from it. This unusual construction is

motivated by the available parameters from the patient’s MRA & MRI images. Indeed,

only the parameters available (known parameters) within the patient-specific data (see

Table 6.1), namely the parameters extracted from MRA & MRI images and not requiring

the resolution of an inverse problem — the blood flow rates in AA, R-ICA and L-ICA,

q̃in, q̃21, and q̃23 (see Figure 6.2), respectively are used as input data of the network.

The idea behind this construction is to obtain a network capable of linking only the

easy-to-measure parameters (known parameters in model input parameters) from the

patient’s MRA & MRI images to the model output parameters. This implies that the

information in the unknown parameters from model input parameters which are not used

for building the network is implicitly contained in the model output parameters used for

the network construction and can therefore be indirectly recovered. This means that

exploiting only known parameters from model input parameters as input data of the

network allows to access to hidden information in the unknown parameters not used. In

addition to allowing the a posteriori test of the quality of the network, this construction

avoids the problem of unknown parameter estimation through inverse problem solving

before performing the convolutional neural network construction.
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Another particularity of our implicit CNN concerns the definition of the network.

In the classical CNN techniques, the number of layers and the number of hidden

variables in each layer must be a priori defined by the user before the parameters of

the network are found through error backpropagation. This is known to require lots of

know-how by the user. We avoid this a priori definition introducing an incremental

procedure for the definition of the network structure. We proceed in a systematic way

combining an incremental construction of the network with the use of the information

available through activation functions. This means that different network depths are

tested with increasing number of layers. For each of these networks, a maximum

number of variables per layer is prescribed. In our case, we consider a maximum

allowance of 200 hidden variables for all layers. Eventually, after this optimization

procedure, only the variables which are found to sufficiently contribute to the network

outcome are retained. These correspond to those with the activation function beyond

a given user-defined threshold. The network we retain is the one with the best fitting

capability over the learning database while avoiding overfitting. This optimization of

the network structure is interesting for both the optimization and inference steps. For

the former, once a given variable is found not being of sufficient importance, it is

removed from the optimization set. This means that search activities along this

variable are abandoned hence reducing the size of the optimization space. For the

latter, a lighter network will obviously permit more effective inference steps in term of

computational effort. Figure 6.7 illustrates this procedure for the simple example

given in Section 6.5. It shows the evolution of the mean average error over the test

database for increasing network depth and the evolution of the cumulative number of

the variables of the network. The network, which shows the best compromise between

accuracy and complexity is found to be of depth 20: adding extra layers and variables

do not significantly improve the quality of the results. The results presented below in

Figure 6.9 corresponds to the outcome of this network. Note also that in our implicit

CNN, 1D convolution operations with Gaussian kernels are used in convolution layers
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as we handle time series. The supports of the convolutions are also automatically

identified in the same way as the optimal number of layers of the network.

A series of model output parameters :
Layers

Classical CNN

Figure 6.5: The classical CNN construction. The network input data consists of a series
of model input parameters perturbated q̃in, r̃, h̃, l̃, Ẽ, R̃P , R̃D, C̃, and the network output
data is composed of the corresponding series of model output parameters (q̃1, · · · , q̃33
and P̃1, · · · , P̃33 in Figure 6.2). The known parameters are in red and the unknown ones
are in black.

6.5 Illustration on a simple example: CNN and solution

of a forward problem

Let us illustrate the proposed approach on the solution of an ordinary linear differential

equation: 

ṗ(t) = fX(t),

q̇(t) = gX(t),

p(0) = p0,

q(0) = q0,

(6.5)
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-qin
Layers

Implicit CNN

Figure 6.6: The implicit CNN construction. The network input data consists of
a series of structured variables: the series of known parameters from the series of
model input parameters perturbated, namely the perturbated inlet flow rate, q̃in,
and the corresponding series of blood flow rates from the series of model output
parameters (q̃1, · · · , q̃33 in Figure 6.2), and the network output data is composed of
the corresponding series of blood pressure from the series of model output parameters
(P̃1, · · · , P̃33 in Figure 6.2). The known parameters are in red and the unknown ones
are in black.

(A) (B)

Figure 6.7: Incremental implicit network construction for the simple example given in
Section 6.5. A: Mean average errors versus number of layers and B: total number of
network cumulative variables versus number of layers.
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with X = (X1, X2), fX(t) = X1 cos(X1t + X2), gX(t) = −X1 sin(X1t + X2), p0 =

sin(X2), and q0 = cos(X2).

Setting Y = (p, q)>, HX(t) = (fX(t), gX(t))>, Y (0) = (p(0), q(0))> and

Y0 = (p0, q0)>, this ordinary linear differential equation can be restated as:
Ẏ (t) = HX(t),

Y (0) = Y0.

(6.6)

The solution Y∗ of the latter differential equation is trivial and we have

Y∗(t) = (p∗(t), q∗(t))> = (sin(X1t + X2), cos(X1t + X2))>. In order to apply

CNN-based technique to this simple problem, a database containing samples of

X ∈ IRn and Y ∈ IRm, is digitally generated.

For the classical CNN, we have n = 2, the size of input data X. Moreover, the

solution Y∗ is represented by Y (output data), a vector of size m = 86 corresponding

to the number of points in a discrete representation of the solution Y∗ (43 for each of

the two components of Y ). In this test case, the database contains N = 200 samples

of Y obtained for 200 values of X. In the applications we are interested in, N = 200

different scenarii is already quite large as data is often not that easy to obtain. This

choice of 200 samples is not coerced. This is arbitrary and we could, of course, have

chosen any other reasonable number of samples.

For the implicit CNN, data is reconstructed as follows: the input data X ′ is built

from a subset of X and a subset of Y . For instance, one can consider X ′ = (X1, q).

The output data Y ′ is made of the remaining part of Y , p. Thus, the size of input data

is now n = 44 (1 for X1 and 43 for q), and that of output data is m = 43. Note that

X2 belongs neither to the input nor the output but its effect on the output is present,

although not explicitly written.

The results obtained using the classical CNN and the implicit CNN for this simple

problem are illustrated in Figures 6.8 and 6.9, respectively. In these Figures, the upper

parts (Figures 6.8A and 6.9A) show the networks determined to properly represent the

actual “physical” system described in Eq. 6.6 : a network consisting of 30 locally fully
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connected layers with up to 155 hidden variables for the classical CNN, and a network of

20 locally fully connected layers with up to 84 hidden variables for the implicit one. By

locally fully connected we mean that the variables of two successive layers are connected.

In the remaining part of these Figures (Figures 6.8B, C and 6.9B), the desired solution

is referred to as Target, the prediction of the desired solution referred to as CNN, and

data used for learning referred to as Learning data. Comparing the Target and CNN

data, the results are very good with a relative error of less than 3 % and mean absolute

errors (MAE) of 0.05 and of 0.024 for the classical and implicit CNN, respectively. Note

that the implicit CNN is able to recover the partial output p without using the explicit

knowledge of the X2 input. This is a big advantage compared to the classical CNN

formulation, especially in any case where X2 is difficult to measure.

6.6 Application of the implicit CNN to 0D blood flow

model

6.6.1 A test case with synthetic data

We are interested in the blood flow model (M) presented in Section 6.2.2 and we

would like to build a database allowing to estimate the blood pressure in some arteries

of interest. In practice, for the hemodynamic applications we are interested in, some

parameters are measurable and others not. In the case investigated here, blood flow rates

in AA, R-ICA and L-ICA (qin, q21 and q23, respectively), and systolic and diastolic blood

pressure in left and right brachial arteries (SBP and DBP in L.BRA and R.BRA, the

maximum and the minimum value of P10 and P13), were measured. This information led

to choose both ICAs and both brachial arteries as the arteries of interest. To estimate the

blood pressure in these four arteries of interest, we first generate the database following

the procedure described in Section 6.3. From this database, four different CNNs, one

for each artery of interest and each based on N = 100 samples, were built following

the implicit CNN structure for a single artery of interest described in Section 6.4.2.
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(A)

(B)

(C)

Figure 6.8: Learning the solution of an ordinary differential equation using a database
of 200 available solutions with the classical CNN. A: the network determined for this
problem consists of 28 locally fully connected hidden layers with up to 155 hidden
variables, and B,C: the results of the target solution prediction using the classical CNN.
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(B)

(A)

Figure 6.9: Learning the solution of an ordinary differential equation using a database
of 200 available solutions with the implicit CNN. A: the network determined for this
problem consists of 18 locally fully connected hidden layers with up to 84 hidden
variables and B: the results of the target solution prediction using the implicit CNN.
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To build each CNN, a relationship is created between the input data of size 34 (2 for

the two components α̃ and τ̃ of blood flow rates in AA, q̃in, and 32 for the number

of points in a discrete representation of the blood flow rates in the artery of interest)

and the corresponding output data of size 32 representing the number of points in a

discrete representation of blood pressure in the artery of interest. To be more precise,

Figures 6.10,6.11,6.12, and 6.13, referred to as CNN R-ICA, CNN L-ICA, CNN R.BRA,

and CNN L.BRA, respectively, show the implicit CNN structure for each of the four

arteries of interest ( Figures 6.10 and 6.11 for ICAs, and Figures 6.12 and 6.13 for

brachial arteries). Thus, for each artery of interest, the input data size is n = 34, the

output data size is m = 32, and the number of samples is N = 100.

-qin
22 Layers

CNN R-ICA
1D convolution operations 

between 2 successive layers 

Gaussian convolution kernel 

up to 64  hidden variables

Figure 6.10: The implicit CNN for R-ICA. The network input data consists of a series
of perturbated inlet flow rates parameters q̃in and of the corresponding series of blood
flow rates in R-ICA (q̃21 in Figure 6.2) and the network output data is composed of the
corresponding series of blood pressure in R-ICA (P̃21 in Figure 6.2).

-qin
22 Layers

CNN L-ICA
1D convolution operations 

between 2 successive layers 

Gaussian convolution kernel 

up to 64  hidden variables

Figure 6.11: The implicit CNN for L-ICA. The network input data consists of a series
of perturbated inlet flow rates parameters q̃in and of the corresponding series of blood
flow rates in L-ICA (q̃23 in Figure 6.2) and the network output data is composed of the
corresponding series of blood pressure in L-ICA (P̃23 in Figure 6.2).
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-qin
21 Layers

CNN R.BRA
1D convolution operations 

between 2 successive layers 

Gaussian convolution kernel 

up to 64  hidden variables

Figure 6.12: The implicit CNN for R.BRA. The network input data consists of a series
of perturbated inlet flow rates parameters q̃in and of the corresponding series of blood
flow rates in R.BRA (q̃10 in Figure 6.2) and the network output data is composed of
the corresponding series of blood pressure in R.BRA (P̃10 in Figure 6.2).

-qin
21 Layers

CNN L.BRA
1D convolution operations 

between 2 successive layers 

Gaussian convolution kernel 

up to 64  hidden variables

Figure 6.13: The implicit CNN for L.BRA. The network input data consists of a series
of perturbated inlet flow rates parameters q̃in and of the corresponding series of blood
flow rates in L.BRA (q̃13 in Figure 6.2) and the network output data is composed of the
corresponding series of blood pressure in L.BRA (P̃13 in Figure 6.2).

Each of the four implicit CNNs built as in Figures 6.10-6.13 is trained using 99

samples whose the output data is referred to as Learning data in Figure 6.14. The last

sample whose the output data is referred to as Target (the desired outcome) is used as

testing sample. The results obtained are shown in Figure 6.14 which illustrates the

networks used for R-ICA (Figure 6.14A) and for the left brachial artery (Figure 6.14B).

Prediction of the desired blood pressure is referred to as CNN (Figure 6.14C, E for

ICAs, and Figure 6.14D, F for brachial arteries). It is worth pointing out that for the

two networks illustrated here, about twenty locally fully connected layers with up to 64

hidden variables have been effective in providing good results, and that using CNN with

the same number of layers and hidden variables, similar results were observed for L-

ICA (Figure 6.14E) and R.BRA (Figure 6.14F). From Figure 6.14, the predicted blood

pressure recovers quite well the target blood pressure. Indeed, in all cases, the relative
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error between CNN prediction and the target values is less than 4%. Moreover, for the

ICAs, the relative error for systolic and diastolic blood pressure is less than 1%. As for

the brachial arteries, they have a relative error of less than 2% as well for systolic blood

pressure as diastolic one.

To assess the relevance of these results and evaluate the skill and the performance

of the four implicit CNNs on new data, a traditional approach is to undertake k-fold

cross-validation. This approach consists first in splitting the N = 100 samples of the

database into k roughly equal-sized subsamples [421]. Then, one of the k subsamples is

retained as testing set, and the remaining subsamples are used as learning data. This

process is then repeated k times with each of the k subsample being used for learning.

Thus, all the subsamples are used for both learning and testing and each subsample

is used for testing exactly once. For the choice of k, even if the choice k=10 is very

common in the field of applied ML, and is recommend if one is struggling to choose a

value for the dataset, there is no formal rule [396, 422, 423]. However, as pointed out

by Kuhn, Gareth, and many others before them, in practice, one perfoms k-fold cross-

validation using k=5 or k=10 [396, 423, 424, 425]. In fact, Both values of k have been

shown empirically to yield test error rate estimates that suffer neither from excessively

high bias nor from very high variance [396]. Given these considerations, k-fold cross-

validation technique is performed here using k=5, 10, and 100. The case k=100, also

known as leave-one-out cross-validation (LOOCV), is also taken into account since this

case generalizes the results presented above where 99 samples make up the training

samples and only one sample is used as testing sample. Still, for each k-fold cross-

validation run, the MAE obtained are averaged to produce a single estimation, which

we refer to as the k-fold mean absolute errors (k-MAE). Table 6.2 shows typical k-MAE

values obtained for blood pressure estimation using the implicit CNN in R-ICA and

L.BRA and the corresponding relative errors with respect to the Target diastolic and

systolic blood pressures (DBP and SBP). Just for the record, these Target values (DBP

and SBP, in mmHg) were 110.67 / 161.49 for R-ICA, and 117.59 / 172.73 for L.BRA.
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The results in Table 6.2 shows that the k-MAE values decrease with the increase in the

size of the training dataset meaning that more learning data leads to fewer errors in the

prediction. This is consistent with the results in ML literature. Moreover, the relative

errors with respect to the Target values for the case k=100 (less than 2%) seems to be

comparable with the results obtained above without cross-validation using 99 samples

for learning and a single sample for testing. These results being quite encouraging, the

next step will focus on applying the implicit CNN to patient-specific data.

Table 6.2: The k-fold mean absolute errors, k-MAE for k=5, 10, 100 and the
corresponding relative errors with respect to the Target systolic and diastolic blood
pressures (SBP and DBP) values in R-ICA and L.BRA. This shows typical skill scores
of the implicit CNN for in-vitro pressure prediction in R-ICA and L.BRA.

Arteries of interest R-ICA, mmHg L.BRA, mmHg

k-
MAE

Relative errors k-
MAE

Relative errors

DBP SBP DBP SBP

k=5 7.36 6.65% 4.56% 8.58 7.3% 4.97%
k=10 5.47 4.94% 3.38% 4.81 4.09% 2.78%
k=100 2.03 1.83% 1.26% 2.17 1.84% 1.26%

6.6.2 A test case using patient-specific PC-MRA & MRI-based data

The patient-specific data used in the current study has been provided by the

Department of Neuroradiology at the Centre Hospitalier Régional Universitaire de

Montpellier (CHRU), Montpellier, France. Arterial systolic and diastolic blood

pressures at rest of a healthy volunteer were measured before and after image

acquisition using a brachial automatic sphygmomanometer (Maglife, Schiller Medical).

The systolic and diastolic values were 125 mmHg and 72 mmHg in the right brachial

artery, and 115 mmHg and 72 mmHg in the left brachial artery. 2D phase-contrast

imaging was performed on a Siemens 3T Skyra MR Scanner. The ascending aorta and

the internal carotid arteries (right and left) 2D phase-contrast images were considered

for the patient-specific blood flow rates extraction. For more details, the reader is
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(A) (B)

(E)

(C) (D)

(F)

Figure 6.14: Typical networks determined once for all for estimating blood pressure in
R-ICA (A) and in left brachial artery (B), estimated blood pressure in the four arteries
of interest (in R-ICA (C), in left brachial artery (D), in L-ICA (E), and in right brachial
artery (F)) using four different implicit CNNs (n = 34,m = 32, and N = 100). For
R-ICA and L-ICA, the network determined has 22 hidden layers with up to 64 hidden
variables, and for the brachial arteries, there are 21 hidden layers.
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referred to Lal et al. [12].

For each artery of interest, the implicit CNN built for the synthetic case

(Section 6.6.1) is reused with patient-specific data. More precisely, the implicit CNN

algorithm applies the acquired knowledge during learning in the synthetic case namely,

the relationship between input and output data in each CNN previously built in the

synthetic case (the network and its coefficients obtained during the learning from

simulations are kept unchanged) to patient-specific data. In fact, the testing samples

in the synthetic case are replaced with patient-specific data from the different arteries

of interest. Thus, each testing sample consists now of the 2 variables (α and τ)

modeling the patient-specific inlet flow rate, and the 32 points in a discrete

representation of the patient-specific blood flow rates in the artery of interest. As a

reminder, R-ICA, L-ICA, R.BRA, and L.BRA are here the arteries of interest. For

R-ICA and L-ICA, the implicit CNNs obtained in the synthetic case are applied to the

patient-specific blood flow extracted from MRA & MRI in the ICAs, which is used as

input data. The resulting output, the blood pressure estimated via CNN in the ICAs

is then compared to the desired outcome, the blood pressure previously estimated by

Lal et al. [12] in the same arteries but through the solution of an inverse problem

using EnKF.

In the same way, for R.BRA and L.BRA, the implicit CNNs built in the synthetic

case are applied to patient-specific blood flow but this time not to those extracted from

MRA & MRI (measurements not available in these arteries) but to those previously

predicted in the brachial arteries by Lal et al. [12] with the blood flow model (M) using

EnKF. Again, in this case, the resulting outcome, the blood pressure predicted in the

brachial arteries using CNN, is compared to that previoulsy predicted by Lal et al. [12]

in the same arteries through the solution of an inverse problem using EnKF. Comparison

with the brachial pressure measurements is also performed to test the accuracy of the

method used.

Figure 6.15 shows a comparative overview between typical results of blood pressure
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predicted via CNN (referred to as CNN) and typical results of blood pressure previously

predicted via EnKF (referred to as EnKF). It is observed that secondary peaks in the

blood pressure waveforms are well reproduced with CNN. The same trend was observed

for L-ICA and R.BRA. In all cases, for the ICAs, the CNN simulated waveforms have

a relative error of less than 3% in the diastolic and systolic blood pressure. Tables 6.3

and 6.4 summarize the cardiac cycle systolic and diastolic blood pressure estimated

using CNN and that simulated using EnKF, in the four arteries of interest (Table 6.3,

for the ICAs and Table 6.4, for the brachial arteries). From these Tables, all systolic

and diastolic blood pressure predicted using EnKF and CNN results differ by less than

7%. In addition, in order to give an idea of the prediction error made by CNN with

respect to available blood pressure measurements, the predicted systolic and diastolic

pressure values in the brachial arteries are compared with patient-specific blood pressure

measurements. As reported in Table 6.4, the relative error obtained using CNN is less

than 3% for diastolic pressure and in the two brachial arteries, less than 6% for systolic

pressure in R.BRA but up to 16 % for systolic pressure in L.BRA. One explanation

for this larger error is that the input/output testing sample for this case is already

from previous numerical results — the results perfomed by Lal et al. [12] — and not

from patient-specific data extracted from MRA & MRI. Moreover, note that there is a

significant difference between the systolic blood pressure value previously predicted by

Lal et al. [12] using EnKF in L.BRA (129.32 mmHg) — what needs to be predicted here

— and the systolic pressure measurement value (115 mmHg). Apart from this extreme

case, the agreement between the predicted and measured pressure values is rather good.

This shows that CNN can effectively be a good alternative to the previous method

proposed by Lal et al. [12] for blood pressure estimation through the solution of an

inverse problem using EnKF. This is interesting in terms of cost and computation time.

Indeed, learning takes place in 2 minutes on a 3GHz CPU and a single inference in 0.05

second. The learning time includes the identification of the suitable network structure.

This inference time should be compared to the 7 hours needed by the ensemble based
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inversion using EnKF. In other words, if the unit time is the computation time for

pressure estimation by CNN, EnKF requires 240,000 times more computation time. A

reason for this extra cost in EnkF is that the EnKF-based technique needs to retrieve

first the mechanical properties of arteries before providing the arterial pressures while

machine learning does not need any identification of the mechanical properties of the

arteries in order to retrieve the arterial pressures.

Table 6.3: Validation: comparison of the cardiac cycle systolic blood pressure (SBP)
and diastolic blood pressure (DBP) estimated using CNN with the model simulated
values using EnKF in the ICAs. The percentage difference between the results obtained
using CNN and those based on EnKF is stated in bold in parenthesis.

ICA Systolic blood pressure (SBP), mmHg Diastolic blood pressure (DBP), mmHg

CNN EnKF CNN EnKF

Right 114.80
(±0.00)
(0.46%)

114.28 69.23
(±0.04)
(2.32%)

67.656

Left 114.54
(±0.00)
(0.46%)

114.02 69.30
(±0.04)
(2.49%)

67.617

Table 6.4: Validation: comparison of the cardiac cycle systolic blood pressure (SBP) and
diastolic blood pressure (DBP) estimated using CNN with the model simulated values
using EnKF in the brachial arteries. The predicted pressure values using CNN are also
compared to patient-specific brachial pressure measurements. The percentage difference
between the results obtained by CNN and those based on EnKF, and the percentage
difference between the results obtained by CNN and the blood pressure measurements
are stated in bold in parenthesis.

BRA Systolic blood pressure (SBP), mmHg Diastolic blood pressure (DBP), mmHg

CNN measurement EnKF CNN measurement EnKF

Right 131.92
(±0.59)
(3.55%)

125
(5.53%)

127.4 73.54
(±0.18)
(6.57%)

72
(2.14%)

69

Left 133.71
(±0.60)
(3.39%)

115
(16.27%)

129.32 73.21
(±0.17)
(6.63%)

72
(1.68%)

68.66
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.
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Figure 6.15: Prediction of the solution of a cardiovascular problem (patient-specific
blood pressure) in R-ICA (A) and in L.BRA (B) using the network built during training
in the synthetic case, in Section 6.6.1. The 99 available simulated solutions (blood
pressure) are referred to as Learning data, the predicted pressure as CNN, and the
pressure previously estimated using EnKF [12], as EnKF.

6.7 Discussion and limitations

The objective of the present investigation is to use machine learning in order to

propose an alternative to an ensemble based inversion procedure (EnKF) for cerebral

blood pressure estimation. The presented implicit manifold learning technique is

found to be much faster than EnKF yet providing very similar results in terms of

blood pressure signals. The in vitro/in vivo results show good agreement between the

target blood pressures and the outcome of the machine learning procedure. In

particular, the previously predicted SBP and DBP in the four arteries of interest using

EnKF are well recovered with machine learning procedure.

One of the limitations could be the use of a simple cardiovascular model comprising

of 0D components and the modeling of inflow qin using Equation 6.4. Indeed, several

studies have pointed out the shortcomings of lumped models and of the use of this

approximation of inflow and have proposed more complex/accurate models to better

capture the characteristics of blood flow. So we are aware that more sophisticated

physical models can be considered. However, to be able to make a fair comparison, we

seek a supervised learning approach encapsulating the same physics as the one used in
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our previous studies [12, 277] with the objective to get the cerebral blood pressure in

nearly real time. Again, this is why the same cardiovascular model and the arterial

network have been considered as with the EnKF procedure. Of course this procedure

should receive more testing in a clinical environment.

One particularity of this work is that unlike most learning techniques, the implicit

learning proposed here is operational with small data. This should be seen as a

constraint and not something we fully control. Data might come from other teams and

we do not always have control of it. Moreover, the only thing we can be sure of,

regardless of the AI algorithm one uses, is that the quality of a database decreases

with its size because it simply becomes more difficult to guarantee the quality of the

data when the size of the sample is becoming large. Data quality issue can also be

related to possible inconsistency between scenarios (e.g. low and high fidelity

prediction of a same situation). This is a classical problem with supervised learning.

Therefore, we think that working with small database is desirable when this is

possible. Furthermore, being able to produce meaningful results with small database

will permit to operate in cases where the learning is carried out not with synthetic

data but with real experiments data, which is obviously more difficult to multiply.

Another particularity of this work is that, in order to make learning and inference

more efficient, learning has been performed on a manifold, using only a subset of the

parameters in the database. One natural question is then how this kind of restriction

can affect the results. To address this question, ablation analysis is performed in the

real data case. An ablation study refers to removing some feature of a model in order

to see how that affects the outcomes. As a reminder, the implicit CNN relates only the

inflow qin and blood flow rate in any artery of interest to blood pressure in the same

artery. But, the available information from MRA & MRI images are inflow qin and blood

flow rates in R-ICA & L-ICA. So, when the implicit CNN is performed for predicting

blood pressure in R-ICA, the blood flow rate in L-ICA is systematically ablated and

vice-versa. Now all flow rates information available from MRA & MRI images (namely,
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inflow qin and blood flow rates in R-ICA & L-ICA) and blood flow rates previously

estimated by Lal et al. [12] in R.BRA and L.BRA associated with inflow qin are used as

CNN input data, respectively. This permits to see how the networks output is affected

by the addition of this extra information. The results presented in Figure 6.16 show

that the construction is quite robust with respect to such ablation.

.

(B)(A)

Figure 6.16: Ablation analysis for the patient-specific case: CNN1 and CNN2 results
are practically the same. CNN1 represents the predicted blood pressure using parts of
the input features (inflow qin and blood flow rate in a particular artery of interest, in
R-ICA (A) and in L.BRA (B) here). This corresponds exactly to what is referred to
CNN in Figure 6.15. CNN2 is the predicted blood pressure using together inflow qin
and blood flow rates in R-ICA & L-ICA as input data (A) or using at the same time
inflow qin and blood flow rates previously estimated by Lal et al. [12] in R.BRA and
L.BRA as input data (B).

6.8 Concluding remarks

The main challenge in this paper has been to use machine learning for blood pressure

prediction in cerebral arteries. We aim our proposal to be faster and more practical than

when the pressure is recovered through the solution of an inverse problem using ensemble

methods such as EnKF, yet as accurate. Hence, machine learning has been applied to

the solution of cardiovascular problems together with a transfer learning strategy using

in-silico databases. Indeed, as patient data is rare, a mathematical model has been used

to simulate the relationship between blood flow rates and blood pressure in an human

arterial network. The machine learning tool has been applied to patient-specific blood
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pressure estimation to provide a direct link in any couple of arterial blood flow rates

and pressure in the upper body region. The proposed method demonstrated compelling

results on synthetic and patient-specific data. The results suggest that the proposed

ML strategy is well-suited for the considered cardiovascular problem providing real-

time estimation of the pressure in patient-specific arteries, which is missing in standard

MRA & MRI acquisition. In comparison with the EnKF-based pressure estimator, the

suggested ML-based estimator provides a substantial gain as regards calculation time.

In that sense, we can consider inference by this machine learning approach to provide

pressure distribution in real time augmenting the MRA-MRI information on the fly.
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Chapter key points:

• ML used together with a CNN is an efficient alternative

to the inversion procedure for patient-specific blood pressure

estimation in cerebral arteries in nearly real-time.

• The ML technique proposed here, referred to as implicit CNN,

allows to deal with situations where part of the information in

the input variables are missing while observations are available

on some output variables.

• The methodology used provides practical insights for efficiently

and automatically finding the number of variables and layers of

NNs.

• In comparison with the inversion procedure based estimator,

the suggested ML-based estimator provides a substantial gain

as regards calculation time.





Conclusion

189





C
h

a
p

t
e

r

7
Main results, discussions and

perspectives

Chapter contents

7.1 Global conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

7.2 Limitations and discussions . . . . . . . . . . . . . . . . . . . . . . . . . 195

7.2.1 Use of a 0D model . . . . . . . . . . . . . . . . . . . . . . . . . . 195

7.2.2 Blood pressure in the global sensitivity analysis . . . . . . . . . . 196

7.3 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

7.3.1 Proper setting of model parameters . . . . . . . . . . . . . . . . 197

7.3.2 Multiscale modeling . . . . . . . . . . . . . . . . . . . . . . . . . 198

7.3.3 Integration of other circulations and other body systems . . . . . 199

7.3.4 Need for extensive tests with the ML-based pressure estimator . 199

7.3.5 Other future directions . . . . . . . . . . . . . . . . . . . . . . . . 200

In this last chapter, the main findings and conclusions drawn from this

thesis are recalled. Then, the physical modeling choices and their

consequences are discussed. Finally, possible directions for future research

are proposed.

191



192 CHAPTER 7. MAIN RESULTS, DISCUSSIONS AND PERSPECTIVES

7.1 Global conclusion

This thesis was an opportunity, on the one hand, to evaluate the robustness and accuracy

of the EnKF-based inversion procedure previously implemented by Lal et al. [12] for

patient-specific blood pressure estimation in cerebral arteries and, on the other hand, to

propose an alternative methodology capable of providing as accurate and faster patient-

specific blood pressure estimation in cerebral arteries as in the inversion procedure.

The investigation of the inversion procedure accuracy and robustness through

uncertainty and sensitivity analyses included first the effect of using non-deterministic

inlet flow rates, the impact of a change in boundary conditions from Windkessel WK3

model to WK1 model, and the effect of the assumed symmetry in the terminations

boundary conditions on the blood flow model results (estimated blood flow rates and

pressures).

The blood flow model outcomes related to sensitivity analysis with respect to the

inlet flow rate did not show any reduction or amplification of the assumed uncertainty

introduced in the inlet flow rate. On the contrary, the predicted blood pressure and

elastic parameter were found to be of the same order of magnitude as the assumed

uncertainty on the inlet flow. This meant that the inversion procedure seemed to work

linearly with respect to the uncertainty propagation and therefore, gave some indication

for the level of uncertainty one could tolerate because of manual acquisition steps.

As for the impact of a change in the boundary conditions from WK3 to WK1 on

the inversion procedure, the blood flow model outcomes were found to be sensitive to

such a shift. Indeed, this analysis showed that the WK1 boundary conditions were

clearly insufficient to describe the underlying physics of the model. Indeed, despite the

inversion’s success in recovering the target flow rate at R-ICA and L-ICA segments

with WK1 boundary conditions, the convergence of the EnKF algorithm was not fully

achieved and physiological blood pressure values could not be obtained (brachial

pressure values were miscalculated). Therefore, WK3 boundary conditions appeared

necessary for a correct retrieval of the target signals and for good physiological results.



7.1. GLOBAL CONCLUSION 193

Regarding sensitivity of the procedure with respect to the assumed symmetry in

the terminations boundary conditions, the results revealed that available observations

were not enough discriminating so that it was not obvious for the patient-specific case

studied here to identify possible nonsymmetry through the inversion procedure.

To conclude this first sensitivity investigation, a low-complexity backward

uncertainty quantification construction using a local linear relationship between the

blood flow rate and the hemodynamic parameters was introduced to provide an

alternative technique to EnKF approach for estimation of covariance matrix of the

arterial network hemodynamic parameters. This construction, which can be used with

any deterministic inversion algorithm and which is specifically useful when ensemble

approach could be unsuccessful, was favourably compared to the EnKF outcomes.

The other investigation of the inversion procedure accuracy and robustness through

uncertainty and sensitivity analysis was oriented more towards the identification of the

patient-specific model input parameters exerting the most influence on the model results

and the incorporation of stopping criterion in the inversion algorithm by means of the

Sobol’ sensitivity indices. It was found through this analysis that most of proximal

resistances were the most important parameters in the blood flow model. Indeed, the

estimated blood flow rates in the internal carotid arteries appeared most sensitive with

respect to five of six proximal resistances used in the blood model. This led to set

a stopping criterion, based on the convergence of these five key parameters identified,

for the EnKF-based algorithm used in the inversion procedure, avoiding unnecessary

oversolving and providing faster results from the inversion procedure.

Another dimension of this work was the alternative approach, based on implicit

CNNs, for estimating blood pressure more quickly but also accurately in the same

patient and with the same clinical data as in the inversion procedure. This alternative

technique was investigated through successful applications in several idealised cases

(analytical functions and synthetic data), and in the case of the same patient-specific

as in the inversion procedure (real clinical data from a healthy volunteer). Solutions of



194 CHAPTER 7. MAIN RESULTS, DISCUSSIONS AND PERSPECTIVES

simple ordinary differential equations were very well estimated and time series

synthetic and patient-specific blood pressures in internal carotid and brachial arteries

were predicted using only time series synthetic and patient-specific blood flow rate

values as input parameters of the CNNs. The predicted blood pressure using the

implicit CNNs was then compared with the predicted blood pressure obtained using

the inversion procedure. This comparison demonstrated that the CNN-based approach

was able to provide results consistent with the inversion procedure in terms of brachial

and internal carotid arteries pressure estimation for the same patient-specific data.

Indeed, in all cases most of blood pressure waveform features were well recovered: the

secondary peaks (dicrotic notch) were well recovered by the CNN-based technique and

the systolic and diastolic blood pressure are well predicted with relative errors less

than 6%. Overall, there was a good agreement between the CNN-based results which

could be obtained in real-time, and the inversion-based quantities for all cases.

This confirms that the proposed method is really a good alternative to the

inversion procedure, in particular in clinical applications where measurements are

usually available at only a few locations and where faster diagnosis is always

requested. In this sense, this approach paves the way for complete patient-specific

vascular modeling, in which available uncertain clinical measurements (such as time

series blood flow rates in the arteries) could be used to estimate (or tune) various

uncertain parameters needed for the patient-specific simulations. The methodology

has potential clinical applications such as providing reliable predictions of blood

pressure in any artery of interest or in patient-specific treatment planning.

Finally, this thesis demonstrates, on the one hand, how computer simulations can

provide an opportunity to obtain data currently unobtainable by other modalities and

with essentially no risk for patients, and on the other hand, how the potential of ML,

currently under-exploited could revolutionize biomedical research in the future.
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7.2 Limitations and discussions

Several conclusions and limitations of this work have already been drawn and clarified

in the course of this manuscript. It seems important to mention and discuss here two

of them which are mainly of a modeling, methodological, and clinical aspect. Other

limitations will be discussed along with the perspectives.

7.2.1 Use of a 0D model

As discussed in chapter 4, section 4.7, the model used in this work, namely the 0D

model considers as uniform the distribution of fundamental variables (pressure,

volume, and flow rate) at any instant in time and therefore, it does not account for the

spatial variation of these variables and is only suitable for examination of global

distributions of pressure, flow rate, and blood volume in the arterial network and for

specific physiological conditions [91, 92]. Phenomena, such as wave transmission, wave

travel, and wave reflections, cannot be or are not studied [326]. Moreover, as exposed

in chapter 4, section 4.7 and chapter 6, section 6.7, several studies have pointed out

the drawbacks of the lumped models and have proposed more complex and

sophisticated models to better capture the characteristics of blood

flow [91, 316, 327, 328, 329]. So we are aware that more sophisticated physical models

can be considered. However, as the inversion procedure under consideration here

employs a 0D model, to be able to properly examine the robustness and accuracy of

the procedure and to make a fair comparison with ML-based technique results, it was

necessary that uncertainty and sensitivity analysis as well as ML approach encapsulate

the same physics as the one used in the inversion procedure. This is why the same

cardiovascular model and arterial network as in the inversion procedure were

considered in this work. Consequently, the use of a 0D model here should not be

viewed as a deliberate choice but a constraint. Moreover, and this is the most

important point, as already outlined in chapter 4, section 4.7, the region studied being

compact, (the size of the cerebral network [of order 10 cm] is small compared with
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typical pressure wavelength [of order a few meters]), assuming that all the quantities

are homogeneous over each segment (viz, making the 0D assumption at the scale of

each element), is acceptable. Of course, it would not be acceptable if this study was

dealing with the arterial network of the whole body.

Furthermore, discussions on the choice of the appropriate model for any

cardiovascular study are endless since as outlined by Shi et al. [91], each model is

developed to achieve specific research purposes in each individual study. There is no

universally optimal model that suits every application. Therefore, researchers must

decide what level of model sophistication is most suitable in their specific studies and

ensure that the complexity of their models fits the purposes of the studies. In the

same vein, Kokalari et al. [92] claimed that a model cannot be named “bad” or

“good”, but its quality should be evaluated depending on the concrete purpose of its

use. An over-simplified model, for example, will produce inadequate accuracy in the

study. However, this does not mean that more complex model will always produce

more accurate results [91]. In any case, as this work has attempted to accomplish

more or less successfully, the development of a trustful CVS model should include the

abstraction of the real system, experimental simulations, the comparison of the

simulation results with the real system and the reduction of the eventual

inconsistencies [92].

7.2.2 Blood pressure in the global sensitivity analysis

In the global sensitivity analysis approach performed in chapter 5 to identify the most

important parameters in the inversion procedure, only blood flow rate was used as the

patient-specific model output. Blood pressure was not considered at all. However, as

outlined in chapter 4, section 4.5.3, about the blood flow model output with respect to

a change in boundary conditions, simulated blood flow signals can match target

signals while blood pressure is miscalculated. Therefore, sensitivity analysis carried

out in chapter 5 using only blood flow as model output provides only the parameters
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exerting large effect on the blood flow and not necessarily the most important

parameters for blood pressure variations. However, it is worth pointing out that global

sensitivity analysis conducted in chapter 5 was motivated by the availability of the

patient-specific data. Indeed, only measured blood flow rates in the patient-specific

internal carotid arteries were obtained from medical images. No time series pressure

measurement was available. This lack of measured pressure data prevents from

performing sensitivity analysis including the model pressure results since it was

impossible to compare during the inversion procedure the estimated time series blood

pressure to an non-existent patient-specific time series pressure. Unfortunately, this

could not be avoided as measuring the pressure in these arteries was impossible.

However, we have some confidence on the results because the flow rate and pressure

are physically linked through the model. Consequently, in the absence of these

pressure measurements and by virtue of the intrinsic link between blood flow and

pressure, the global sensitivity analysis only based on the time series blood flow rates

makes full sense. However, several improvements could be made in order to make the

models and approaches adopted in this work more accurate.

7.3 Perspectives

Following this work, many possibilities for further research directions and future work

can emerge. These mainly include modeling issues and clinical purposes, which could

be addressed in the future.

7.3.1 Proper setting of model parameters

Since each lumped-parameter model of the CVS is generally a high level abstraction

of the circulatory system and one model component often represents several complex

anatomical structures, proper setting of model parameters is a key issue to be carefully

addressed in the future [91]. For example, as highlighted in Section 4.4 of chapter 4,

some model parameters used in this work were adopted from literature. This could lead
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to inconsistent model parameters and call into question the consistency and reliability

of the model. Further effort to properly set the model parameters would be therefore

necessary in the future before the model used here can be considered as fully validated.

7.3.2 Multiscale modeling

As discussed above in chapter 2, Section 2.1 and in Section 7.2.1 of the current chapter,

each of physical models of the CVS existing in the literature has its own scope [426,

427, 428]. The lumped-parameter model used in this work has its advantages, such as

low computational cost and suitability to represent the global properties of the arterial

network, but also some limitations, including poor accuracy, incapability to study the

wave transmission phenomena, the effect of local vessel changes and the changes in

the blood flow distributions. High-dimensional models, which are commonly used to

describe in detail the local properties of the arterial network have also their strengths

and weaknesses: they can provide high-precision simulation but with greater complexity.

Therefore, to fully exploit the potential, the advantages of different dimensional models

as in several previous works [305, 327, 328, 329, 330, 429, 430, 431], further effort is

necessary in the future either to replace the simple 0D model used here with a more

complex model (high-dimensional model) as in [108, 109, 432] or to couple models of

various different scales of desired vascular structures [138, 433, 434, 435, 436, 437, 438]

with the lumped parameter model used in this thesis. For instance, a collaboration

with Dr. Emmanuelle LE BARS (CHRU Gui de Chauliac, Montpellier, France) could

be envisaged in the near future to couple the model available at CHRU Gui de Chauliac

including microcirculation with the model used in this work in order to validate first

estimated cerebral blood pressure. Such multiscale models could clearly be powerful

tools for providing potential applications in clinical practice.



7.3. PERSPECTIVES 199

7.3.3 Integration of other circulations and other body systems

The cerebral circulation mainly investigated in this thesis does not work in isolation.

Other circulations, such as the systemic circulation or coronary circulation could be

incorporated into the model used in this work in order to have a model of global CVS

and to contribute to the apprehension of some pathologies, like myocardial infarction or

stroke. Such a formulation of the closed loop cardiovascular model with the inclusion

of a heart and venous system, will probably reduce the uncertainty coming from the

in-output boundary conditions.

However, even if we manage to have a model of global CVS, there will still be a

long way to go since the CVS does not work in isolation either. Indeed, there is a

close interaction between the CVS with other systems such as the nervous system,

the respiratory system, and the digestive system whose the effects are usually ignored

in physical modeling of the CVS. However, these systems significantly influence the

CVS [439, 440]. Study of their coupled reactions as in [441, 442, 443, 444, 445, 446],

will bring the 0D cardiovascular model used in this work to a higher level of accuracy and

will enormously improve the understanding of the patient-specific complex physiological

and pathological mechanisms as in [447, 448]. Further effort should be continued in this

direction in the future and this is a field with very promising prospects.

7.3.4 Need for extensive tests with the ML-based pressure estimator

Regarding the real-time blood pressure estimation in cerebral arteries using ML, the

implicit CNN was tested successfully but only with one patient-specific clinical data

(the same healthy subject as in the inversion procedure for the purpose of comparing

the predicted blood pressure values in both cases). It is clear that this approach can

play an increasingly key role in the development of medical devices but further tests

could be carried out on a larger panel of subjects in order to confirm first the results

presented in this thesis and before undertaking any actual clinical use. It could also

be interesting to test the ML-based blood pressure estimator with data collected from
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patients with vascular pathologies in order to verify whether the blood flow and blood

pressure relationships established in each artery of interest in the healthy subject in this

work are also observed in these patients. In addition, these patients may have other

relationships between blood pressure and blood flow than those observed in the healthy

subject. In any case, more extensive patient-specific tests and validation are necessary

for the perspective of clinical applications before definite and final conclusions can be

drawn with respect to the ML-based blood pressure estimator.

7.3.5 Other future directions

Other challenging problems to be solved in the future are listed as follows:

• As reported in Section 7.2.2, the lack of patient-specific time series blood pressure

led us to use only time series blood flow as the model output for the global

sensitivity analysis in chapter 5. However, the patient-specific measured SBP-

DBP values being available, sensitivity analysis could be carried out using both

these pressures information and the time series blood flow rates as the model

output in the future.

• Future work will also involve investigation on modeling assumption used for the

global sensitivity analysis in chapter 5. As a matter of fact, the linear relation

assumed between the 21 estimated model parameters and the discrepancy

between the simulated and the measured flow rate does not reflect the actual

function of the hemodynamics in the blood flow model. Such a assumption could

therefore be aberrant since hemodynamics is far from linear. However, this kind

of assumptions is commonly used to approximate various highly complex

phenomena not sufficiently known in order to get some insight into how the

investigated phenomena actually work. Sensibility analysis including a realistic

relationship between the estimated parameters and the difference between

simulated and measured time series blood flow rate could be considered in the

future.
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• The blood flow model accuracy for patient-specific simulations is dependent on

the quality of input data from imaging techniques. To fully exploit the potential of

the ML-based blood pressure estimator, an improvement in patient-specific data

acquisition procedures would be necessary in the future.

• As stated by Shi et al. [91], previous studies have suggested a number of

cardiovascular effects that need to be specially addressed in the 0D

cardiovascular modeling, including ventricular interaction, effect of pericardial,

atrial-ventricular interaction, auto-regulation in some local circulation loops,

auxiliary pumping action to blood flow caused by peripheral muscle contraction,

venous valve in some vessels such as in the lower extremity etc. Although

intuitively correct, these effects have received very limited validations to date,

due to the major challenge in isolating each of these effects from the overall

cardiovascular response (which is often a coupled interaction among the different

organs) and also to the restrictions in in vivo measurements [91]. Therefore,

further effort should be made in the future to quantify the relative importance of

each of these effects in the response of the blood flow model used in this work.

It is thus clear that several improvements could be brought to make the model used

and the approach proposed in this work more accurate. Nevertheless, this work

already provides relevant results and useful information for noninvasively and quickly

estimating patient-specific blood pressure in cerebral arteries, which could be valuable

in the diagnosis and treatment to tackle cerebral aneurysms.
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