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Chapter 1

Introduction

Embedded systems are increasingly used and their application range swiftly grows. Many objects become
equipped with computation and communication abilities, thus widening further the family of embedded
devices. Cloth tags, crop plant sensors, wearables, medical implants and sensors for hard-to-reach areas
are examples of such items. More generally, this thesis focuses on constrained devices. The greatest
constraints are form factor, i.e., the volume occupied by the object itself, and physical access to the
device once deployed. Within the scope of the present thesis, the considered objects are small and
subject to limited maintenance. Indeed, an individual would not want a massive medical implant, for the
benefits brought by the implant might be diminished by the discomfort it would generate. In addition,
when deploying sensors in closed environments or hostile to the human body, such as inside walls or
in radiation-covered areas, physical access to the devices is problematic and thus, must be avoided.
Embedding batteries is limited to some extent, for batteries take space and require the intervention of
a human operator from time to time, thus reducing the autonomy of the object itself. That statement
also stands for rechargeable batteries. One gets the insight that alternative power supplies must be
investigated to supplant the usage of batteries.

Full autonomy is achieved when the device is capable of harvesting energy from its environment.
There are many sources of energy, and as many kinds of energy harvesters: light, electromagnetic waves,
temperature, mechanic movement, motion of the living, air flow, etc. Harvesters yield a variable power,
depending on the nature of the phenomenon to harvest, on environmental conditions and on the harvester
itself. A small solar panel typically delivers less power than a wider one, however some applications might
need a small form factor and hence have to cope with small harvesters.

Apart from solar energy, that usually provides long time windows of stable power, other sources do
not allow that comfort. Eventually, power fails and the platform shuts down until the environmental
conditions are favorable again. With weak energy sources, such as harvesting radio waves from a distant
low-power device, the off-times may last hours or even days. When the energy availability of a platform is
constrained to that extent, it becomes crucial to stop fighting against power outages but, on the contrary,
to compose with them and to integrate off-times as inherent parts of the life of the platform, for power
outages are unavoidable at that point.

Widespread state-of-the-art approaches use Wireless Power Transfer, that consists in purposing an
external device to beam energy into the platform, as seen for credit cards where the card reader beams
energy to whatever card reaches inside its range. Wireless Power Transfer, however, creates an unnatural
environment, for the energy source is made on purpose for that deed, while that energy field would not
be observed in nature otherwise.

This thesis hence sides with alternative solutions, that actually harvest energy from a natural envi-
ronment. Unlike Wireless Power Transfer, a natural environment probably cannot deliver as much energy
and thus, on-times are expected to run shorter and to be less stable as the power demands of the platform
evolve alongside application progress. Hence, applications designed for natural energy harvesting can no
longer afford to restart from the very beginning every time the platform reboots. As a result, considering
the energy constraints that complement the size and access constraints, compliant platforms can only em-
bed low-power components. Computation capabilities cannot exceed that of low-power micro-controllers
and accelerators, hence limiting possible applications to sensor-related and monitoring features, alongside
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basic processing.

Forward progress grows into a key concept of platforms that harvest energy from a natural environ-
ment, whereas it is always discarded within the credit card model. There needs to be a way of storing and
loading forward progress so that the application can go on after every power outage. This is correlated to
the concept of checkpointing. It creates a need for embedding non-volatile memories, that are memories
which do not lose their contents whilst not powered. Non-volatile memories are usually purposed to
store the application instructions and the initial values of data sections, often in read-only memories.
On the other hand, the last decades witnessed the emergence of non-volatile Random Access Memories,
that are designed to be used as regular, volatile Random Access Memories. These non-volatile memories
are byte-addressable and, more importantly, have similar read and write access times than their volatile
counterparts. Although they are still behind volatile Random Access Memories in terms of performance
and do not yet have an infinite endurance, they are the most promising hope that energy-harvesting
devices have to establish a persistent data storage.

Considering power outages is not straightforward in common programming languages. It raises a core
question: how to handle every outcome induced by power outages into a programming paradigm? That
question could be addressed in sundry ways, notably language-wise. This thesis proposes to sand off
the sharp edge by providing a lightweight operating system support for traditional embedded software
programming under intermittent power conditions. Hence, the resulting programming paradigm feels
really close to what was done in battery-equipped embedded systems, without the discomfort of manually
managing power outage constraints and without throwing away decades of programming experience.

Providing operating system support to spread application execution across power outages comes
along with its share of challenges and trade-offs. Indeed, operating systems provide useful services for
applications, but the price of that model in comparison to ad-hoc bare-metal baselines is an overhead
due to function calls and to the genericity of the proposed services. It is legitimate to wonder whether
such overheads are acceptable given the energy scarcity. This works shows that a lightweight operating
system layer is actually worth using, for a rigorous automated resource and power outage management
is beneficial in terms of development effort, run-time execution and confidence in application robustness.

Confidence in the behavior of such applications is a major concern when it comes to transiently-
powered systems. Beyond testing systems against a finite benchmark suite, it seems important to take
a step back and retrospectively analyze the concepts developed by such operating systems. The world
of transiently-powered systems clearly lacks proof material to underpin the assumptions that those per-
sistence mechanisms work and maintain an overall consistency to spread an application across power
outages.

The present thesis identifies problematics related to intermittent power and proposes mechanisms for
operating systems to solve those issues. An implementation of the investigated mechanisms within a
lightweight operating system is Sytare. This work further investigates optimizations of such systems,
brings a proof of correctness under intermittent power and builds an accurate energy consumption esti-
mation tool.

Chapter [2] states the general problem and explores related works. Chapter [3] extensively studies exist-
ing operating systems for transiently-powered systems and positions them with respect to the problems
depicted in Chapter [2} Chapter |4] describes in detail Sytare, an operating system for transiently-powered
systems developed and improved during the course of the present thesis. Chapter [5| exposes a novel
peripheral-aware energy model for embedded systems that encompasses changes in platform power state,
a simple power measurement platform to populate the model and an accurate simulator for such plat-
forms. The simulator both reproduces the behavior of the platform in software and hardware and yields
time- and energy-related metrics using the model. Chapter [f] proposes an incremental checkpointing
scheme using a common micro-controller peripheral as an optimization of former checkpointing schemes.
Chapter [7] lays the groundwork for the first formal proof of correctness of checkpointing schemes for
intermittent systems. Finally, Chapter || concludes this work and discloses some of its perspectives.
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Chapter 2

Problem Statement and Related
Works

Systems supplied with intermittent power must face new challenges with respect to continuously-supplied
systems. Power outages are a kind of failure that makes almost every part of the platform fail, but not
necessarily at the same time. They add complexity to run-time conditions and thus, the correct execution
of long-running applications is not trivial to establish. The present thesis addresses the global problematic
of being able to execute long-running applications despite power outages.

This chapter first discusses energy harvesting, energy sources, power managers and the outcomes
of solely using harvested energy without an additional energy provider. Then, usual platforms that run
under intermittent power are presented. A brief introduction to embedded programming and to embedded
operating systems follows. Non-volatile memories are described after. This chapter then exposes recurrent
problems that arise with intermittent power, either from intermittent properties themselves, or from
application specifications. Those problems lay a baseline in the domain of transiently-powered systems
and are referred to throughout this thesis. Finally, a categorization of existing hardware architectures
equipped with non-volatile RAM is given.

2.1 Energy Harvesting

Harvesting energy consists in transforming an ambient physical phenomenon into energy intended to
be used by some device. The conversion from the physical phenomenon into an electric pulse is the
role of the transducer. Transducers are devices that transform one kind of energy into another. An
interesting property of transducers is that they often work conversely with almost no modification. For
instance, a speaker can be used as a microphone, a Light-Emitting Diode (LED) as a light sensor or
harvester, etc. In general, apart from large solar panels, the raw output of the transducer cannot directly
supply a device. Rectifier circuits are often required. Indeed, depending on the phenomenon and on the
transducer, the raw output voltage may be high but cannot stand a current load, or both voltage and
currents are low. The usage of a rectifier enables to convert the raw output voltage of the transducer
into another voltage, more stable and suited to the device. The nature of the harvested energy, the
performance of the transducer and the efficiency of the rectifier are parameters to study when designing
a platform supplied by energy harvesting. Hence, figures exposed hereafter are for indicative use only,
enabling to reason about orders of magnitude. In addition, many experiments have been conducted, at
different time periods, using different technologies and devices, under different experimental conditions.
Some works report the power density surface-wise, others volume-wise and the last simply report power.
It is nonetheless not necessary to get an exact value as the orders of magnitude speak for themselves.

2.1.1 Energy Sources

There are many natural sources of energy and as many types of transducers to produce electric energy
out of them.
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Light Light is certainly the most popular natural source of energy. It may be harvested using photodi-
odes or photovoltaic cells and generate electrical power between 15 mW.cm ™2 and 100 mW.cm ™2 [1} 2, [3].
The light source may be natural as sunlight, or synthetic as indoor light or LEDs from another device.
Visible Light Communication systems [4] could benefit from light harvesting using the same device for
communicating and harvesting, i.e., an LED. It was further shown that a red LED could deliver 133 pW
under outdoor sunlight [5], however ambient light reduces light communication efficiency.

Radio and electromagnetic waves An important energy source is radio and other, non-visible elec-
tromagnetic waves. Energy is harvested using inductors and antennas. GSM can provide 0.1 mW.cm 2
of electrical power, Wi-Fi delivers between 10 nW.cm™2 and 10 pW.cm™? [I, 2] and a vibrating magnet
40 pW.cm™2 [6]. The sensitivity of the harvester, that is the minimal radio power required for the har-
vester to operate, is the most critical and the most constraining property. A plethora of works proposes
different designs for radio energy harvesting. Most of them can deliver 1 V DC output when the incoming
radio power is at least -22 dBm (6 ptW) to -14 dBm (40 uW) [7]. As of light, it would be interesting to
build platforms that use the same antenna for both energy harvesting and communication [§].

Temperature Spatial and temporal variations of temperature may also be used to generate energy. A
5 K difference in temperature generates up to 60 pW.cm=2 [9, [I]. The applications are numerous and
notably wearables can take advantage of temperature gradients of the living.

Mechanic movement While some mechanical energy can be managed using magnetic waves, such as
a vibrating magnet or coil, another technology may be used to convert mechanical energy into electrical
energy. Piezoelectric properties achieve such a deed and may provide power, when struck or twisted, in
the order of magnitude of 200 ptW.cm~2 to 500 pW.cm~2 [9]. People move and body movement can thus
provide energy. For instance, a heel strike, a finger motion and even blood pressure.

Air flow The flow of gas, like any fluid, can generate energy using, for instance, an anemometer or a
turbine. Wind turbines may produce 28.5 mW.cm~2 [I]. Human breath can generate up to 0.4 W [3]
with a face mask as energy harvester.

2.1.2 Power Outages

Some energy sources are quite stable, for instance, when using large solar panels. This thesis addresses
small objects with, among others, form factor constraints and thus, cannot embed large energy harvesters.
As a consequence, regardless of the harvested energy source, the harvested power is expected to be low.
More importantly, the harvested power is expected to be lower than the power consumption of the supplied
platform in active mode. Active mode depicts an operating mode of the platform when it performs some
operation, e.g., the micro-controller is computing or a piece of data is being sent over radio. Sleeping
modes may consume less instantaneous power than harvested, but performing any useful operation would
result in energy depletion as energy is consumed faster than harvested. Inevitably, that situation incurs
power outages. Given that there is no degree of freedom regarding form factor, considering medical
implants for example, the platform must then face and cope with power outages as an inherent part of its
life. Furthermore, battery-less platforms are designed to overcome the limitations of replacing batteries
over time, hence they are destined to be deployed once and never, or seldom, physically accessed again.
Battery-less platforms are de facto on their own regarding energy supply and must thus accept power
outages.

2.1.3 Power Managers

Aside from the transducer itself, an energy harvester embeds some circuitry, including voltage rectifiers
and power managers. The harvested energy may be used as is or be aggregated into a small storage such
as a small-sized capacitor. A power manager may take responsibility for handling the energy storage: it
dictates when to supply or not the platform. It also provides a befitted power supply to the platform.
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2.1. ENERGY HARVESTING 19

Energy Management Policy

There are two major policies of powering the platform: harvest-use and harvest-store-use [10, [B [IT], 12}
13| 14]. Under the harvest-use policy, the platform is directly wired onto the harvester. It is simple
and may lead to the smallest form factor designs. However, the harvester must provide a high voltage,
i.e., voltage above the operating threshold of the platform plus the voltage drop due to the current
consumption of the platform. When the output of the harvester drops below that threshold, the platform
is abruptly turned off. The other policy, harvest-store-use, introduces an energy storage, such as small
capacitors or super-capacitors. The energy storage acts like a low-pass filter, it enables the platform to
be powered more steadily than under the harvest-use policy. Using a harvest-store-use approach allows
the usage of smaller harvesters and of lower harvested power levels. The downside of harvest-store-use is
that the energy storage must charge up to a certain energy level to power the platform and, depending on
the capacity of the energy storage, the charging phase may take time. The storage element is important
for, in practice, it is not ideal and presents current leakage. Its capacity must be carefully chosen for the
rate at which it charges and discharges is directly incurred to capacity. A trade-off between reactivity
and the ability of being powered on during long times must be established [I5]. UFoP [16] derives
this methodology and proposes to decouple capacitance by using several smaller capacitors: one for the
micro-controller and one for every single peripheral.

A hybrid between harvest-use and harvest-store-use has been designed to reconcile both approaches.
Confusedly named either harvest-use(store) [I7], [I8], harvest-store(use) [19] or harvest-store-use [20], it
tries to use the harvested energy in a harvest-use manner as much as possible and stores the potential
exceeding harvested energy into an energy storage. Once the harvester can no longer provide sufficient
power to the platform, the energy storage takes over so that powered periods are lengthened.

The three power management policies can be implemented in numerous ways. The bulk of existing
works candidly wire the transient power source directly onto the platform to supply, regardless of the
chosen policy [21] 22]. The platforms thus have to cope with a supply voltage that evolves over time.
Fluctuating supply voltage impacts clock frequencies and current consumption [23]. Hence, while directly
wiring a transient power source onto the platform still enables the execution of applications, there are
some pitfalls to avoid. First, all electronic components on the same platform do not necessarily have the
same voltage requirements and the scenario where the power supply is able to supply a given component
but fails to supply another may happen. For instance, low-power micro-controllers usually operate at
1.8 V or even less, whereas radio chipsets might require at least 2 V. In that case, if the voltage of the
power supply, in either of the harvest-use, harvest-store-use or harvest-use(store) modes, stays between
1.8 V and 2 V for some reason, the software application might think that the platform is working well
since the micro-controller is able to execute instructions, however any attempt to use the radio chipset
would inevitably fail. Another pitfall is that varying supply voltage complexifies the task of estimating
the energy consumption of a system, should it be software or hardware.

In order to tackle the two downsides of directly wiring the power source onto the platform to supply,
some works propose to add a voltage regulating stage between the energy storage and the platform in a
harvest-store-use scenario [24], [25] [26]. This approach is also adopted by industrials [27], even for very
constrained energy sources such as ambient radio waves. E| Using a voltage regulator adds little complexity
to the circuit, but introduces an additional component which efficiency is, in practice, not ideal. Some
energy is wasted due to the fact that voltage regulator are not ideal, yet it is viable to design harvesting
systems with a voltage regulator. A Game Boy that harvests solar energy and button press energy was
designed thus [28].

Improving Harvesting Efficiency

Regardless of the kind of energy source, power managers also work close to the transducer in order to
find an optimal configuration that would maximize the harvested energy. They often embed a Maximum
Power Point Tracking (MPPT) circuit that is designed for that purpose. Harvesters are studied against
I-V curves, i.e., the relationship between voltage and the current that can be drawn from the transducer.
These curves have peaks and MPPT circuits work towards the objective of getting closer to the peaks.
MPPT consists in dynamically adapting the impedance seen by the transducer [29, B0]. To do so,

Thttps://e-peas.com/types/energy-harvesting/rf/
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DC-DC converters can be used for their duty-cycle is controllable and directly affect the impedance.
In order to compute the optimal impedance and duty-cycle, the MPPT circuit must first locate the
instantaneous performance of the circuit on the I-V curve of the transducer. Traditional techniques
of MPPT involve periodically disconnecting the transducer to automatically measure its open-circuit
voltage. The fractional open-circuit voltage technique simply models the optimal voltage to be linear with
the open-circuit voltage. The coefficient of that linear relationship is dependent on the transducer. For
instance, a photovoltaic cell may optimally work at 75 % of its open-circuit voltage. Finally, measuring
the open-circuit voltage must not be performed very often nor for very long, since the transducer is
disconnected from the rest of the circuit and thus cannot deliver its energy to the platform or to the
energy storage, if any.

2.2 Traditional Platforms with Intermittent Power

Today’s most widespread devices that harvest energy are devices such as Radio-Frequency IDentification
(RFID) and Near-Field Communication (NFC) tags [31I]. Throughout this chapter, such tags are infor-
mally referred to as credit cards. Credit cards embed a micro-controller programmed with an application.
The application has to run to completion without power outage. Upon reboot, the application restarts
from the beginning to initiate a new transaction. In order for that model to be viable, a card reader
steadily provides a sufficient amount of energy to perform the transactions, without interruption during
the entire process. Hence, the credit card model is a two-fold approach that requires (i) the credit card
itself to communicate information and perform some operations and (ii) an external device that beams
energy onto the credit card. The presence of the external device, here the card reader, is a very strong
assumption for the credit card does not harvest energy from a natural environment, but rather from an
environment made on purpose for the credit card. This is called Wireless Power Transfer. Credit cards
may thus be energy neutral as defined in Section 2:3:2] however the card reader is not.

Harvesting radio energy often generates small power for the device may be far away form the source
or health norms would not enable higher transmission power. PoWiFi [32] observes that Wi-Fi router
have irregular traffic over time and repurposes Wi-Fi networks for power delivery. Wi-Fi routers are
modified to inject superfluous broadcast traffic, called power packets, on available and non-overlapping
Wi-Fi channels. An advantage of using Wi-Fi as the energy source is that the antenna may be used for
both communication and energy harvesting. PoWiFi requires a modification of Wi-Fi traffic and thus is
not entirely natural.

Ambient backscatter enables an efficient energy harvesting of radio power that does not require the
injection of any additional energy source [33]. It comes from the observation that radio waves, especially
television (TV) broadcast waves, are present in most locations. TV waves, in particular, have a large
coverage since TV towers are designed for that purpose. The devices may thus harvest TV energy,
without backup battery, and the communication between devices may be achieved by backscattering the
TV signal. Changing the impedance of the antenna between two impedance values defines an encoding of
zeros and ones, for a matching impedance would absorb the signal while a mismatching impedance would
reflect it, hence backscatter it. Given that TV energy is always present and not initially designed for
harvesting devices, it may be considered almost natural, albeit not being a natural phenomenon unlike
sunlight.

2.3 Embedded Programming

The software is often co-designed alongside the hardware. Programming on embedded targets differs from
programming on desktop targets. Apart from the computing capabilities being different, the experience
of developing is not the same, notably if the software is meant to be executed in a bare-metal manner,
i.e., there is no operating system to rely on.

2.3.1 Programming Basics

Throughout this work, a certain amount of programming notions are referred to, notably CPU registers,
peripheral control registers and stack; heap to a lesser extent.
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The micro-controller contains, among others, a Central Processing Unit (CPU). The CPU itself con-
tains registers which are fast memory units not mapped in memory. Most of the CPU registers are for
general purpose; e.g., arithmetical operations. A few of them are rightfully called special registers. The
program counter contains the address of the current instruction. The status register contains information
about run-time execution, such as the interrupt status (i.e., enabled or disabled) and the condition flags
used for branching. The stack pointer contains the address of the topmost part of the stack.

Stack is a portion of main memory dedicated to storing some of the local variables and information
of functions and interrupt handlers. Stack may be ascending or descending, respectively grows towards
higher or lower addresses. Orthogonally, stack may be full or empty, the stack pointer respectively points
to the actual topmost item or points to the next location after the topmost item. Any combination of
these two axes may exist and it is more a matter of implementation details, since the push and pop
instructions, that respectively put an item on top of the stack and retrieve the topmost item, manage
the stack pointer accordingly to the stack model of the CPU. At the end of the day, the only concerns
about stack management, that truly depend on the stack nature, are its initial value and specific man-
agement operations (e.g., stack lookups without popping any value). These are concerns for a bare-metal
bootloader or for an operating system, even the most basic ones, but not for the application itself, whose
stack is usually managed by a compiler.

A program binary is usually split into several sections. The .text section contains the program
instructions. Most of the time read-only, it may though be modified if the application needs that feature.
Global variables are spread onto two sections: the .bss sections for global variables which initial value is
zero and the .data section for the other global variables. Since the variables of the .data section have
a non-zero but pre-defined initial value, these variables are relocated. The relocation section contains the
initial values of all the variables from the .data section, in the same order and respecting variables sizes
and alignment. The relocation section is allocated apart from the .data section, so that the application
only works on the .data section and the relocation section is read-only. The implicit contract of run-times
is that an external entity is responsible for zeroing the .bss section and copying the relocation section
into the .data section, at run-time and before the application actually starts. This is one of the roles of
bootloaders and operating systems. The stack is also a section on its own, since it must be reserved for
stack purposes. As mentioned, the initial value of the stack pointer must be set before the application
starts.

In bare-metal programming as well as in operating system programming, section locations and sizes
must be carefully studied. Relying on the compiler, section mapping is usually achieved by handcrafted
linker scripts that contain memory placement indications for the linker stage of the binary production.
Specifically, the linker script must at least place the bootloader code at the address corresponding to the
reset value of the program counter, defined by the micro-controller manufacturer.

Heap is a portion of memory dedicated to dynamically-allocated memory, whereas .bss and .data
sections are statically-allocated, i.e., allocated by the compiler. Heap comes with a heap manager, that
proposes a certain amount of services. Amongst the most essential services are the memory allocation
request, e.g., malloc, and the memory liberation request, e.g., free. The main concerns with heap is
that heap memory becomes segmented over time. Memory segmentation may prevent the system from
providing a memory block of the requested size at some point, resulting in a failure. It also makes
the memory allocation and liberation slower. Hence, heap memory is often frowned upon by embedded
developers albeit highly used in non-embedded programming. Static allocation is more predictable and
faster, thus admittedly a good choice for embedded systems.

2.3.2 Intermittent Programming Paradigms

Due to the scarce nature of the harvested energy, using low-power hardware is not sufficient in essence
and the software must be energy-efficient by managing the different power-consuming components in a
clever way.

Energy neutral systems only use the energy harvested from the environment and do not use any other
energy source. Energy neutrality is a property that can be achieved in sundry ways. It depicts a large
spectrum including tiny harvest-use systems on one hand, and larger systems equipped with batteries and
larger harvesters on the other hand [34] [35]. Only smaller platforms are studied in this thesis, for they
have to cope with harsher run-time conditions. The harvest-store-use and harvest-use(store) policies are
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closer to the battery-powered systems, however the energy storage can be as small as a simple capacitor of
a few dozens microfarads, which is orders of magnitude smaller than complex batteries of several ampere-
hours. Existing battery-less systems usually bet on power outage scarcity, due to an efficient energy
management and an energy harvesting source capable of delivering enough power to allow an almost
infinite execution of the application. A cell-phone [36], eye-tracking goggles [37] and a video streamer [38]
are examples of such battery-less systems. In order to reduce energy, these solutions directly wire the
raw output of the sensor to a backscatter emitter. Encoding is simple and filtering is performed by the
reader platform, which itself is not energy-constrained. Hence, these applications remain rather simple.
Power outages occasionally occur, however these applications allow to be restarted from the beginning
every time, as long as the power outages are not too frequent regarding the application performance
expectations. More complex applications cannot be satisfied by these power-related conditions for they
would require some mechanisms to spread across power outages.

Normally-off computing is a paradigm designed to power off components as soon as they are no longer
needed [39]. Any component is concerned, should it be the micro-controller or any peripheral. Special
attention must be drawn to the power-on times of each component though, for some hardware concerns
such as clock stabilization may require dozens or hundreds milliseconds. Ultimately, the whole system can
be turned off while waiting for an external event to occur for instance. Power outages are thus inherently
part of the design. The usage of non-volatile RAM makes normally-off systems feasible as the memory now
needs to be powered on only when reading or writing to it, and keeps its data despite power outages, while
the fully volatile counterparts would need to be kept powered on even when no operation is performed on
it. Considering the unfortunately still standing performance gap between volatile and non-volatile RAMs
discussed in Section [2.5.2] normally-off systems may also embed volatile memory in addition to a volatile
micro-controller and a memory hierarchy must be defined. To that extent, normally-off systems need a
memory policy and need to guarantee consistency within heterogeneous memories.

2.4 Embedded Operating Systems

After being introduced to embedded programming in general and in a bare-metal manner, one must
consider that operating systems for embedded and constrained platforms do exist. Operating Systems
provide a set of services to the applications they host. Amongst the most basic services are peripheral
handling. The applications access the peripherals of the platform using the operating system’s services,
through a so-called Application Programming Interface (API). Operating Systems are also responsible
for the boot sequence of the hardware platform as well as the software environmen