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Titre ​: Méthodes FETI pour les problèmes acoustiques avec des matériaux poreux 
 
MOTS-CLÉS: FETI-2LM, FETI-H, fluides équivalents, méthodes itératives, FETI-2LM à deux 
niveaux, recyclage 
 
Résumé : 
Le présent travail traite de la modélisation       
numérique de traitements acoustiques à     
grande échelle en utilisant des méthodes de       
décomposition de domaine (DDM). Les     
principaux objectifs de la thèse sont triples :  

Premièrement, il est fait le choix de        
considérer une méthode de décomposition de      
domaine (DDM) appropriée pour résoudre des      
problèmes de Helmholtz homogènes et     
hétérogènes à grande échelle. Deux variantes      
différentes des méthodes FETI, à savoir      
FETI-2LM et FETI-H, sont mises en œuvre et        
comparées, afin de déterminer la plus      
appropriée.Deuxièmement, une nouvelle   
stratégie de résolution est appliquée au DDM       
choisi pour étudier de nombreux traitements      
acoustiques.Cette stratégie vise à réduire les      
coûts des calculs mis en oeuvre. 
 
  

Troisièmement, des stratégies alternatives    
sont examinées pour réduire les coûts      
associés aux calculs itératifs du DDM. Une       
nouvelle méthode FETI-2LM à deux niveaux      
est formulée pour réduire les coûts des       
évaluations successives des revêtements    
acoustiques. Une autre stratégie de recyclage      
basée sur l'utilisation des valeurs propres      
extrêmes est examinée pour la méthode      
FETI-2LM. Au final on est en mesure de        
choisir la méthode la plus appropriée.  
La modélisation numérique des traitements      

acoustiques à l'aide de méthodes efficaces      
nécessite des coûts de calcul importants dans       
la phase de conception. Ce travail fournit une        
contribution permettant de résoudre ce     
problème à l'aide de la DDM. 
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Chapter 1

Introduction

1.1 Context

The mitigation of undesirable sound for industrial and household applications is an area of active

research. There are different ways of attenuating undesirable noise. Firstly, one can reduce or modify

the noise at the source. Secondly, noise can be attenuated along the propagation path using sound

absorbing materials. Thirdly, the noise can be mitigated at the receiver end using noise canceling

devices like ear plugs, headphones, etc.

In the present work, the focus is on noise reduction along the propagation path using porous sound

absorbing materials. The design and optimization of these materials for testing purposes on practical

applications can be expensive and time consuming. Numerical simulations can be a quick and cost-

effective approach to support the early design phase of sound absorbing materials. However, one needs

to perform acoustic simulations for a large number of configurations to identify the optimal acoustic

treatment for a given design problem. This can result in long calculation times. The present work aims

to address the relevant computational issues associated with such large-scale models using Domain

Decomposition Methods (DDM).

1.2 Objectives

The overall aim of this thesis is to solve efficiently large-scale optimization problems for a range of

acoustic treatments. The specific objectives of the thesis are as follows:

1. The selection of an efficient DDM for solving large-scale acoustic problems.

2. The extension of the FETI method (a particular DDM technique) to problems combining differ-

17



CHAPTER 1. INTRODUCTION 18

ent absorbing materials modeled as equivalent fluids.

3. The reduction of the resolution cost involved when solving a series of models for a range of

acoustic treatments.

4. The reduction in the number of additional iterations while using the FETI method through the

use of recycling strategies.

Thus the present work contributes to the state-of-the-art computational methods for modeling

several acoustic treatments. It proposes an improved methodology to significantly reduce the compu-

tational effort.

1.3 Overview of the thesis

In this part, a brief outline of the methodology which aims to achieve the aforementioned objectives

is presented.

1.3.1 Modeling of porous materials

In Chapter 2, the theory for modeling acoustic treatments and details about the numerical discretiza-

tion (specifically p-FEM) are presented. A review of different optimization techniques to identify the

most suited liner configuration is also described. An axi-symmetric model of a duct with an acoustic

treatment is introduced and used as a cross-verification of a more expensive 3D model. A scan of

the design space for the acoustic treatment is performed to identify the optimal liner configuration

for the 3D model. Several issues in these computational procedures are highlighted. The forthcoming

chapters aim at addressing these issues.

1.3.2 Overview of domain decomposition methods for acoustics

Chapter 3 begins with a literature review of various domain decomposition methods applied to

Helmholtz problems. Among these, two non-overlapping methods are examined in detail to solve

large-scale Helmholtz problems. The first method is FETI-2LM which is based on using two Lagrange

multipliers to couple the partitioned subdomains. The second method is FETI-H which relies on using

only one Lagrange multiplier based on a sign convention associated with the respective subdomains.

These two methods are implemented and verified for benchmark academic problems (in 2D and 3D)

using the high-order finite element method p-FEM.
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1.3.3 FETI models with different acoustic treatments

In Chapter 4, the continuity and transmission conditions used in FETI methods are generalized to

model heterogeneous media with multiple equivalent fluids. Both aforementioned FETI-methods are

implemented and verified against known analytical solutions in 2D and 3D for heterogeneous media.

Scalability tests are reported to assess the performance and behavior of both methods for varying

problem resolution, partitions, and frequencies. It is then explained how the FETI methods can be

used efficiently when dealing with series of calculations where only a small part of the problem changes

from one calculation to another. The key idea is to reuse the factorization of the sub-domains that

remained unchanged between two calculations.

1.3.4 Two-level DDM

In Chapter 5, a two-level DDM is proposed. It consists of partitioning the domain into two nested

levels and formulates an interface problem for each of these respective levels. A two-level FETI (a

specific DDM) method is formulated and tested for 2D benchmark problems. Various ways to define

tolerance at the bottom-level are considered and assessed. Besides, three different iterative schemes

are compared for this two-level approach.

1.3.5 Recycling strategies

In addition to reducing the factorization costs, it is possible to accelerate domain decomposition

methods by reducing the number of iterations required for convergence which represents a signifi-

cant portion of the computational effort. In Chapter 6, two recycling strategies namely IKRS and

GCRO-DR (abbreviations of the recycling techniques) are considered to speed up the convergence of

the iterative schemes used to solve the interface problem. These techniques are applied to test cases

relevant to acoustic treatments and their benefits are assessed.

In Chapter 7, a summary of all key conclusions is presented with possible future work.

1.4 Key Contributions

The main contributions from the present work are as follows:

1. Generalised transmission conditions are proposed for the FETI method to model problems with

heterogeneous Helmholtz regions. In addition such regions are composed of equivalent fluids,
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meaning that their densities and sound speeds can be complex valued to account for sound

attenuation.

2. When dealing with a series of computations where only a small part of the model changes, it is

shown how the FETI method can be used to reuse the existing factorization in the subdomains

that are not modified. This significantly reduces the overall cost of scanning a design parameter

space for instance.

3. A two-level FETI model is proposed. Various strategies for setting the tolerance for the bottom-

level problem are assessed along with three different iterative solvers.

4. Two different recycling strategies are considered and assessed to improve the convergence of

FETI method.



Chapter 2

Models for acoustic problems with

porous materials

2.1 Introduction

Noise control has gained importance in the automotive and aerospace industries due to the stringent

international standards to prevent environmental health hazards [93]. To fulfill these requirements,

the design and development of noise mitigation techniques are of major importance. Porous materials

(composed of porous skeleton saturated by a fluid) are commonly used to attenuate the undesirable

sound propagation in industrial applications. The physics of conventional porous sound absorbing

materials is now mastered in most of its aspects and some of these models have become commonplace

for many industrial applications. Over the last two decades, several numerical modeling methods

have been proposed to compute the dynamic response of vibro-acoustic systems treated with porous

materials. Typically one resorts to performing a large number of calculations involving an optimization

strategy to chose the most efficient configuration. Although considered mature enough, this workflow

typically requires prohibitively large amounts of computational resources to get acceptable results. A

bibliographic review of such a workflow will be examined and relevant drawbacks will be highlighted.

The objective of this chapter is to present numerical methods for the Helmholtz problem, porous

materials modeling, acoustic liners, which are a type of acoustic treatment, and then the typical

configurations of interest. It is then composed of a bibliographic part and some classical calculation

results which allow the reader to handle the problem of interest in a better way.

In the first part, a brief review of different numerical methods for the Helmholtz equation, specifically

higher-order finite element methods are illustrated. In the second part, the state-of-the-art modeling

techniques for acoustic treatments are presented. In the third part, a simplified axi-symmetric acoustic

21
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cavity with acoustic treatment is presented with its corresponding results. Lastly, these results are

cross-verified with the 3D model for large numbers of evaluations to obtain the acoustic response of

the structure with the acoustic treatment. The relevant computational issues are highlighted and

attempts will be made to tackle them in the forthcoming chapters.

2.2 Higher order FEM for Helmholtz equation

This section presents an overview of the numerical discretization of large-scale Helmholtz problems.

The time-harmonic, linear wave propagation in a uniform, homogeneous medium within domain Ω is

governed by the Helmholtz equation:

−(∆u+ k2u) = 0 in Ω, (2.1)

where u is the acoustic pressure, ω is the angular frequency, k = ω/c is the wavenumber at frequency

ω for a medium with celerity c. The implicit, harmonic time dependence is given by exp(+iωt). A

generic Robin boundary condition is applied on the boundary ∂Ω of Ω to complete the strong form of

the problem.

∂u

∂n
+ iku = g on ∂Ω, (2.2)

where g is a known function and i2 = −1. Using the continuous Galerkin method, the weak form of

the problem can be described as follows:

∀q ∈ V,
∫

Ω
∇q∗ ·∇u − k2 q∗u dΩ−

∫
∂Ω
q∗
∂u

∂n
dS = 0, (2.3)

where q is the test function associated with the pressure field u, V is the space of test functions

and ∗ corresponds to complex conjugation. In the present work, ∗ is used to represent the complex

conjugate and T is used to denote the transpose. Any FEM-based discretization consists of splitting

the computational domain into small non-overlapping elements. On each element Ωe, the solution is

expanded on the shape functions φen, generally using polynomials as follows:

uh(x) =

Ne
dof∑

n=1

φen(x)uen = Φe(x)Tue , (2.4)

where uen is the contribution of the nth shape function to the local solution and N e
dof denotes the total

number of shape functions contributing on the element, e.

During the last few decades, significant efforts were devoted tothe choice of numerical discretization

to solve large-scale Helmholtz problems. Among these, the most common discretizations are based on

finite difference, finite element, discontinuous Galerkin, boundary element methods. Finite-difference
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numerical schemes are confined to structured meshes and require dedicated manual effort to generate

high-quality meshes for realistic 3D geometries [88]. Contrarily, boundary element methods require

only a surface mesh for complex 3D geometries but their extension to problems with inhomogeneous

media or non-uniform background flow is still an area of research [90]. Finite element and the dis-

continuous Galerkin methods have become popular schemes for solving problems arising from the

discretization of the time-harmonic wave propagation problems. The standard finite elements suffer

largely from the dispersion error leading to a so-called pollution effect. An alternative solution is to

use wave-based methods that incorporate a priori the knowledge of the local behavior of the solution

into the numerical scheme. The rationale behind these methods is to capture the dispersion properties

of the waves into the numerical approximation to address the aforementioned issue. The Ultra Weak

Variational Formulation (UWVF) [48, 18, 17], the least square method (LSM) [70], the wave-based

Discontinuous Galerkin Method (DGM) [38] belong to this family of methods. All these methods

can be formulated in the framework of the discontinuous Galerkin method where each scheme has

different flux splitting methods. A comparison of these three methods for non-uniform coefficients for

a Helmholtz problem leads to the conclusion that the LSM is less accurate as compared to UWVF and

DGM, whereas the performance of DGM and UWVF is similar [37]. However, the condition number

of these schemes is quite high compared to classical or p-FEM based methods [61].

A possible alternative to reduce the dispersion error is to increase the interpolation order of the

polynomial basis. An overview of different higher order interpolation basis functions like the Lagrange,

integrated Legendre and Bernstein polynomials applied to the Helmholtz equation are compared in

[12]. When solved with a Krylov subspace based method, the Bernstein polynomials provide the most

efficient and superior performance [76]. In a similar work, the use of Lobatto shape functions was

advocated due to their superior conditioning compared to Hermite or Bernstein shape functions [77]

[Sec 4.5]. A comparison of the wave-based DGM and the higher-order polynomial, p-FEM (Lobatto

shape functions) based interpolations has been performed and it was observed that in some cases

p-FEM exhibits superior performance for benchmark 2D problems [61]. Owing to these reasons, the

p-FEM based numerical discretization (comprising of continuous higher order approximations of the

Lobatto shape functions) is used in the present work. This method is now presented.

For a 1D element, Lobatto shape functions li are chosen for the interpolation, i.e. the φen terms

in (2.4). Typical to a FEM-based discretization, the physical element is mapped onto a reference

element with coordinate ξ, and the shape functions are defined on a 1D reference element, EL =

{ξ ∈ R;−1 < ξ < 1}. The first two functions (associated to order p = 1) corresponds to the standard



CHAPTER 2. MODELS FOR ACOUSTIC PROBLEMS WITH POROUS MATERIALS 24

linear nodal shape functions based on the Lagrange interpolation:

l0(ξ) =
1− ξ

2
, l1(ξ) =

1 + ξ

2
. (2.5)

For higher orders (p > 1), the basis is complemented by p − 1 integrated Legendre polynomials also

referred to as Lobatto shape functions:

ln(ξ) =

√
n− 1

2

∫ ξ

−1
Ln−1(ξ) dξ , (2.6)

where, Ln(ξ) is Legendre polynomial of order n. The details about these polynomials can be found in

[87] [Sec 1.2.2]. The Lobatto shape functions have optimal conditioning for the stiffness matrix due

to the following property: ∫ 1

−1
l′i−1(ξ)l′j−1(ξ) dξ = δij i, j > 2, (2.7)

Figure 2.1: Reference triangular element with v1, v2, v3 as vertices, e1, e2, e3 as the edges, ξ, η are the reference

coordinates. For more details refer to [87] sec[2.2.3].

For a reference 2D triangular element, as depicted in Figure 2.1, there are three different types

of shape functions, namely the nodal, edge and bubble shape functions. The nodal shape functions

corresponding to p = 1 are the Lagrange shape functions which have the value 1 at the node and

0 at other nodes, as seen in Figure 2.2 (top). The edge shape functions can be seen in Figure 2.2

(middle). Their value is null at the nodes. The bubble shape functions vanish on all edges and at

all nodes. These shape functions only appear in the interior of the element as seen in Figure 2.2

(bottom) and thus have no dependence on the neighboring elements. On a given reference triangular

element consisting of a fixed polynomial order p, there are three nodal shape functions, 3(p− 1) edge

functions and (p− 1)(p− 2)/2 bubble shape functions. The polynomial interpolation is referred to as
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p-FEM. Typically, only linear and quadratic meshes are used to capture the geometrical discretization

accurately. On a given reference triangular element Ωe, the discrete solution of order p is expressed

as follows:

uh(ξ, η) =
3∑
r=1

ψvr(ξ, η)uvr +

p∑
q=2

3∑
r=1

ψerq (ξ, η)uerq +

p∑
q1=2

p−1−q1∑
q2=2

ψbq1,q2(ξ, η)ubq1,q2 , (2.8)

where uvr , uerq , u
b
q1,q2 are the degrees of freedom (DOFs) associated to the nodal, edge and bubble

shape functions respectively.

Figure 2.2: Top: Nodal shape functions associated with the vertices of the reference element, Middle: Edge

shape functions for p=2, 3, 4 associated with a particular edge on the reference element, Bottom: Bubble shape

functions [87].

Another important property of the Lobatto shape functions is their hierarchic nature. The shape

functions for a particular order p are reused to construct the shape functions at the next order p+ 1

[87] [Sec 1.3.3]. This allows us to reduce the assembly time for the elementary matrices since only new

shape functions need to be evaluated. This can help reduce the computational effort for commercial

codes involving industrial applications [10].

The standard p-FEM method consists of using the same constant polynomial order, p across all the

elements. The use of the constant p order throughout the domain would be non-optimal as it might be

governed by the smallest element size which would result in large resolutions of the systems matrices

without much improvement on the accuracy. To circumvent these issues, the adaptive p-FEM was
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formulated which allows us to change the polynomial order locally in each element. This helps to

reduce the cost of these models drastically in terms of CPU time as well as memory [10].

Condensation

The bubble shape functions vanish on the element boundaries. As a result, these shape functions

have no interaction with the neighboring elements. These internal degrees of freedom can, therefore,

be eliminated at the assembly stage which helps in improving the bandwidth and the conditioning of

the global matrices. Besides, it helps to reduce the size of the global system drastically especially for

higher polynomial orders, since the bubble shape functions have a quadratic dependency (in 2D) on

the polynomial order, p.

Error estimates

For the classical hp-based finite element method (for the Helmholtz equation), the upper bounds for

the global error in the H1 semi-norm can be stated as below [49]:

E < C1

(
kh

2p

)p
+ C2k

(
kh

2p

)2p

, (2.9)

where C1, C2 are independent of the mesh, wavenumber and are weak functions of p. h corresponds

to the mesh size. The first term corresponds to the interpolation error. It has a scaling of order p

with respect to kh and can be easily controlled with a sufficiently fine resolution given by 2π/(kh).

The second term corresponds to the dispersion error and the pollution effect. The dispersion error

can be described as the difference between the theoretical and the numerical wavenumber which is

actually observed in the model. The accumulation of this error for multiple wavelengths can result in

a significant built-up of error, the so-called pollution effect [3]. Thus the dispersion error dominates

the overall error in Equation (2.9) for under or just sufficiently resolved models.

As seen in Equation (2.9), increasing the polynomial order provides an exponential convergence

rate. In contrast, an algebraic convergence for h refinement is observed. Moreover, when the problem

resolution is high (i.e. at low values of kh), the interpolation error dominates and the H1-norm error

converges asymptotically as O(kh/2p)p [6]. For the L2-norm, the actual rate of convergence for the

interpolation error increases to O(kh/2p)p+1 [6].

In general, it can be said that for high frequencies, not only the mesh resolution should be high

but also the polynomial order. This typically results in a large sparse linear system of equations that

can be challenging to solve.



CHAPTER 2. MODELS FOR ACOUSTIC PROBLEMS WITH POROUS MATERIALS 27

2.3 Solvers for the Helmholtz equation

This section focuses on solving a large sparse linear system of equations arising from the numerical

discretization of classical or higher-order finite element methods for the Helmholtz equation:

Kuh = b, (2.10)

where K is generally a large, square, sparse, complex symmetric matrix typically ranging up to millions

of degrees of freedom. b is the forcing right-hand side and uh is the unknown vector which needs to

be computed.

Until recently, the two most common ways to solve any linear system of equations were direct and iter-

ative methods. Over the years, direct methods have been preferred for their robustness, matrix-specific

factorization strategies (like Crout, Cholesky), and simplicity for solving multiple right-hand-side prob-

lems. Also, if the matrix is tightly banded, the computational effort required for factorization scales

linearly with the number of unknowns as O(b2N) (for 2D problems), where b refers to the bandwidth

and N refers to the dimension of the matrix [28]. However, even with renumbering, the factorization

results in fill-in demanding additional memory requirements.

Moreover, even with the use of multi-frontal solvers, they do not scale favorably with the matrix

dimensions [4]. The parallelization is not easy and in cases when this is done, the parallel scalability

ranges from 50-80 % [4]. Finally, doubling the frequency typically results in an increase by factor ten

on the memory requirements [36].

On the other hand, iterative solvers approach the solution in steps without having to do the

expensive factorization steps. Most of the iterative schemes are based on dealing with diagonally

dominant or positive definite matrices like Conjugate Gradient. However, these methods are not

suitable to tackle indefinite problems such as the Helmholtz equation. To circumvent these issues, the

use of Krylov subspace methods (like GMRES, ORTHODIR, GCR, etc.) are advocated [85]. These

methods consist in looking for an approximate solution xm from an affine subspace [8] x0 + Km of m

dimension by imposing Petrov-Galerkin condition as follows:

b−Kxm ⊥ Lm, (2.11)

where Lm is another subspace of dimension m, x0 is the initial guess for the solution, the Krylov

subspace Km is defined as follows:

Km(K, r0) = span {r0,Kr0,K2r0, ...Km−1r0}, (2.12)
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where r0 = b − Kx0 [84]. The choice of the constraint subspace Lm used to build the approximate

solutions plays an important role in the iterative scheme. A detailed review of the different choice Lm

is described in [84].

However, for multiple right-hand-side systems, the iterative process needs to be typically restarted

from the initial guess. This issue is tackled using block Krylov subspace methods. This topic is

discussed in detail in the later chapters of the thesis. However, even for these advanced methods,

the convergence of the iterative scheme suffers when applied to indefinite problems. A standard

iterative scheme was applied to Helmholtz and a Laplace problem for a point source [29]. It was

observed that GMRES suffers from a sluggish convergence. Similar behaviors are also observed in

advection-diffusion problems [29]. Typically these iterative methods are used with a preconditioner,

to improve the conditioning of the original system. A review of the various preconditioners applied to

the Helmholtz problem and their relevant issues are discussed are [44]. In general, iterative methods

scale better as it typically requires limited resources however, they lack the necessary robustness of

direct solvers.

2.4 Porous sound absorbing materials

Porous sound absorbing materials play a crucial role for noise mitigation in many industrial appli-

cations. These materials are composed of channels, cracks, or cavities (generally called pores) which

allows the sound waves to enter and propagate in this internal network. This propagation is associated

with damping mechanisms: the friction between the air molecules and pore walls. This leads to the

conversion of the sound energy into heat which is later dissipated. Moreover, the acoustic waves that

penetrate inside the porous result in periodic compression and release of air. This results in energy

consumption [15].

2.4.1 Acoustic liners

Figure 2.3: Installation of an acoustic liner at the intake of turbofan engine [53].
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Acoustic liners are commonly used for noise mitigation of turbofan engines. Figure 2.3 shows a

typical example of an intake liner installed on the nacelle. The working principle of these liners in-

volves the dissipation of the incident acoustic energy into heat, especially at the Helmholtz resonance

frequency. These liners are applied on the internal walls on the engine, both in the intake and by-pass

ducts.

Figure 2.4: (a) A SDOF liner with a perforated face-sheet, (b) DDOF liner with a perforated or linear face and

septum [53], [72].

A liner is typically a sandwich panel made by:

1. A face-sheet: It is a perforated or a wire mesh type structure. The different types of face-sheets

can be seen in Figure 2.4. For double layer liners, different combinations of the face-sheet can

be used.

2. A honeycomb structure: This is the structure that corresponds to the core of the sound

absorbing material and it can be assimilated to a porous material. Depending on the number

of honeycomb layers the liners can be classified as Single Degree Of Freedom (SDOF) or Double

Degree Of Freedom (DDOF).

3. A back-sheet: This structure corresponds to the backing of the acoustic treatment. It is

assumed to be rigid.

For some simplified models, the acoustic response of the material is dependent only on the local

acoustic pressure and not on the structure of the acoustic field in the duct. Thus there is no sound

propagation in the direction parallel to the surface of the acoustic treatment. These are referred to

as locally reacting models [94]. Typically an impedance boundary condition is used to predict the

acoustic response of these simplified models. The behavior of acoustic liners can be approximated

using such impedance models. As an example, the non-dimensional impedance z of the SDOF liner is
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expressed as follows [71]:

z = R+ iχ = R+ i(kl − cot(kd)), (2.13)

where R is the non-dimensional facing sheet resistance, d is the depth of the honeycomb layer and l

is the mass inertance of the facing sheet. The mass inertance is dependent on the thickness, porosity

and the diameter of the holes in the facing sheet.

These simplified models are not considered in the present work. Instead, we need to have a

model for the honeycomb structure which can be assimilated to a porous material or sound absorbing

materials. Nevertheless, the theory and techniques developed for such sound absorbing materials could

also be easily applied to impedance models specifically acoustic liners.

2.4.2 Models for sound absorbing materials

There are several prediction models used to model the physics of sound absorbing materials [22], [78].

Typically, they are grouped into two main categories. The first one corresponds to models based on

the Biot theory [13] in which the wave propagates in both fluid and solid parts of the porous material.

These models describe the complete vibro-acoustics behavior in porous media. The counterpart is

that they are computationally demanding and require a set of parameters to be used in the solid and

fluid phases which are not always easy to determine. The second class of models is the equivalent

fluid models where the skeleton of the porous is assumed to be motionless. For such models, no wave

propagates in the solid phase thereby simplifying the vibro-acoustic behavior. As for the structures

of interest, the material is quite stiff, this second category will be considered in this manuscript.

The modeling of foams can be typically done with such kind of equivalent fluid models. Foams

typically exhibit low density, high surface area and are relatively easy to manufacture which makes

them a good choice for sound absorbing materials. The details and classification of different types

of foams are presented in [15]. The term equivalent fluid lies on the idea that the porous material is

modeled as a fluid with an equivalent density ρ̃eq and a complex compressibility K̃eq. Hence, the wave

number in the Helmholtz equation (2.1) is rewritten k = ω
√
ρ̃eq/K̃eq. The parameters are complex

(to take dissipation into account) and frequency dependent (to take dispersion into account). Many

different prediction models have been proposed to get an estimate of these equivalent fluid properties

[69],[50]. These models can be grouped into three different categories, namely empirical, analytical,

semi-phenomenological depending on the complexity required (see for instance Figure 2.5).
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Figure 2.5: Wave propagation in motionless skeleton porous materials [15].

Delany and Bazley devised an empirical approach to predict the specific impedance and acoustic

wavenumber. This empirical model was set up to match with experimental data [22] and was en-

hanced by Miki [69]. However, these models describe dissipation as a whole and do not rely on a

modeling of the microstructural physics, thereby limiting the prediction accuracy. To solve this issue,

phenomenological models are established, which take into account the viscous and thermal dissipation

mechanisms. The most commonly used semi-phenomenological model is the Johnson-Champoux-

Allard (JCA) model. This model is used to describe the visco-inertial and thermal dissipative effects

for sound propagation in slanted cylindrical pores or generalized nonuniform cross sections [50]. This

is the model that will be considered in this work.

The JCA model provides expressions for ρ̃eq and K̃eq which depend on 5 intrinsic parameters that

are now presented. They are:

• Porosity φ: It is the ratio of the volume of the pores to the total volume in the porous frame.

Its typical values are higher than 0.98 so that sound absorbing materials are quite light. This

is very important for applications but its exact value is not crucial as its range of variation is

small.

• Tortuosity α∞: It is used to define the complexity that exists in the flow path in the porous
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material. One way to measure tortuosity is to compare the ratio of the electric resistance of the

saturated sample with an electrically conducting fluid Rs, and that of the saturating fluid, Rf .

The tortuosity can then be expressed as:

α∞ = φ
Rs
Rf

. (2.14)

• Flow resistivity σ: The flow resistivity is determined by measuring the pressure drop ∆p induced

by a sample of porous material with a thickness of d in a steady flow of U . It is defined as:

σ =
∆p

Ud
. (2.15)

The flow resistivity is the major factor for sound absorption as its value can vary a lot (between

103 and 5× 105 Pa.s.m−2).

• Viscous characteristic length Λ: This parameter is used to quantify the importance of viscous

effects in a porous medium at high frequencies.

Λ = 2

∫
v2

inviscid dV∫
v2

s dS
. (2.16)

where, vinviscid is the velocity of the fluid inside the pores, vs is the velocity of the fluid on the

pore surface in the absence of viscosity. The integration in the numerator is performed over the

volume V of the pore and the integration in the denominator is performed over the pore surfaces

S in the elementary representative volume. It is also a good approximation of the size of the

small pores in the network.

• Thermal characteristic length Λ′: This parameter is used to describe the thermal effects in the

porous medium at high frequencies. This parameter can be determined by using the following

relation:

Λ′ = 2

∫
V dV∫
S dS

. (2.17)

The complex and frequency dependent estimates for the equivalent density and equivalent bulk

modulus are:

ρ̃eq(ω) =
α∞ρ0

φ

[
1 +

σφ

iωρ0α∞

√
1 + i

4α2
∞ηρ0ω

σ2Λ2φ2

]
,

K̃eq(ω) =
γp0/φ

γ − (γ − 1)

[
1− i

8η

Λ′2Nprρ0ω

√
1 + i

Λ
′2Nprρ0ω

16η

]−1
,

where, Npr is the Prandtl number, ρ0 is the density of air, γ is the ratio of specific heats, p0 is the

atmospheric pressure and η is the dynamic viscosity of air. Future advancements of the JCA model are

the Johnson-Champoux-Allard-Lafarge and Johnson-Champoux-Allard-Pride-Lafarge model. These

models require non-acoustic parameters that are more challenging to estimate [74].
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2.5 Design of acoustic liners: an overview

In this section, a brief overview of the optimization methods for the design of acoustic liners is pre-

sented. Although the state-of-the-art models presented in this section solely focus on modeling liners

using simple impedance models, the same modeling issues persist for acoustic treatments as the ones

described in Section 2.4.2.

The objective of this part is to present the state-of-the-art optimization workflow for modeling acous-

tic treatments described in Section 2.4 and emphasize that such optimization workflows require the

resolution of a huge number of problems that generally do not differ too much. The most critical

application is the use of novel liner designs to mitigate noise propagation at the inlet of turbofan

engines. The computational cost of a single configuration is prohibitively large so that it can take

up to several days to identify an optimal liner configuration. A configuration corresponds to a given

problem (geometry of the problem, materials ...) and the optimization process generally requires, in

its calculation part, the prediction of the acoustic response of a huge number of configurations.

To model such problems, most of the time classical finite element based numerical discretization is

used and it demands fine mesh resolutions at high frequencies [81, 55]. This typically results in high

computational cost which is made affordable using high frequency approximations (HFA). The HFA

assumes that at high frequencies, especially when a large number of modes are incident at the source,

the sound field behaves like a diffused field. This allows us to perform equivalent simulations at low

frequencies, whereas the desired frequency of interest is used in the impedance model [72]. These

approximations however do not aim to tackle the number of resolutions that need to be evaluated,

which results in undesirable computational effort.

One way to reduce these costs is to use automated optimization strategies. Different optimization

strategies have been explored for liner optimization depending on the liner type, multi-modal sources,

range of frequencies, complexity of the geometry, etc. The work done by Lafronza [55] uses an opti-

mization procedure based on the design of experiments (DOE) methods to build a response surface

model (RSM). This surrogate model helps to reduce the computational effort by discarding regions of

poor liner designs.

Typically, for aerospace applications, the engine noise has to pass certain noise certifications that

require multiple objective functions. Copiello and Ferrante [20] used multi-objective optimization for

zero-splice liners in cylindrical ducts to achieve different noise certifications at the same time.

An overview and comparison of various strategies to model acoustic liners for turbofan intakes are

described in the thesis of Achunche [2][Chapter 3]. It was concluded that for practical problems that



CHAPTER 2. MODELS FOR ACOUSTIC PROBLEMS WITH POROUS MATERIALS 34

involve several modes, using an initial exploration of the design space followed by a local minimizer

seems to be a robust approach. This avoids getting trapped into a local minimum of the optimization

problem. The combination of using different strategies to speed up the calculation time is typically

referred to as hybrid optimization strategies. In the work by P. Mustafi [72], a hybrid optimization

strategy was implemented to optimize the liner resistance R and the cell depth d. It consists of com-

bining a Genetic Algorithm (GA) to explore the design space followed by a gradient based Dynamic

Hill Climbing (DHC) algorithm to identify the most ideal configuration. The results are cross verified

with a GA followed by ‘fmincon’ using the Matlab optimization toolbox [68].

As an illustration, the contour plots for the liner resistance R and cell depth d for a range of frequencies

from 0.25 to 5 kHz at approach condition can be seen in Figure 2.6. Each blue dot corresponds to one

configuration and for each one of them, the complete computational model needs to be solved making

the process computationally very expensive. It is reported that these optimization calculations per-

formed over a range of frequencies took approximately 5 days and several hundreds of evaluations. [72].

Figure 2.6: Optimization results of ∆Powerlevel (PWL40◦→90◦) integrated over a range of frequencies from 0.25

- 5 kHz at approach condition, characterized by liner resistance R and cell depth d. This figure is taken from

the work of P. Mustafi [72] [Chapter 5].

The typical workflow to obtain contour plots of Figure 2.6 is now summarised. The liner resistance

R and the cell depth d are chosen as design parameters for optimization. The cost function or the

objective function which is typically the quantity needs to be minimized. This function is evaluated

for the chosen liner configuration. In the present work, the transmission loss (TL) is used as a cost

function described by the following relation,

TL = 10 log10

Pin
Pout

dB, (2.18)

where Pin and Pout are the acoustic powers at the inlet and the outlet respectively. The computa-
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tion of the TL requires the numerical evaluation of normal pressure gradients. This leads to a slight

reduction in numerical accuracy due to the derivation of shape functions. The acoustic power at the

inlet can be computed analytically (for simplified problems) for a given frequency, mode, and intake

geometry.

Any optimization strategy can be used to get the optimal liner properties but all of them require

to compute several configurations. The method to compute a single one is now outlined as seen in

Figure 2.7 .

In the first step, an acoustic envelope surrounding the turbofan engine is generated using a given CAD

model. This envelope is meshed and discretized using finite element triangulation or any other nu-

merical discretization described in the literature. Depending on the chosen frequency and the incident

mode, the discretized system can consist of millions of degrees of freedom. The next step involves

the computation of the LU factors of the matrix of the problem. The assembly and factorization of

these large systems contribute to the majority of computational costs. The pressure field is recovered

using forward-backward substitutions. As the last step, the cost function is computed. This process

is repeated for each of the configurations (blue dot of Figure 2.6) as outlined in Figure 2.7.

This is the bottleneck in the optimization process since the number of configurations is extremely high

[81]. In conclusion, in parallel to the research works that can be done on optimization algorithms,

there is a need to find methods to solve quickly configurations especially when they do not differ too

much.

In the next section, we demonstrate some typical calculations done using the aforementioned workflow.
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Figure 2.7: A typical optimization framework for modeling acoustic treatments in the design phase for turbofan

intake which typically requires high computational resources.

2.6 Examples

The objective of this section is to present the typology of problems that are considered in this work. In

a first stage, an axi-symmetric model is presented then a 3D model is implemented and cross-verified

with the axi-symmetric case. Finally, contour plots for the design space are presented for the 3D

model.

2.6.1 Axi-symmetric model

At first, an axisymmetric model is presented. This model is based on a 2D geometry but its physics

is 3D so that it is referred to as a 2.5D model.



CHAPTER 2. MODELS FOR ACOUSTIC PROBLEMS WITH POROUS MATERIALS 37

Axis of symmetry

P
M

L

A
.

P
M

L

(0,0) z [m]

r
[m

]

L

R

Lliner

d

Cavity

Liner

0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

Figure 2.8: (a) Computational domain with an active PML at the inlet (left) and a PML at the outlet (right),

(b) Discretization of the computational domain using p-FEM with mesh refinement between the duct and liner.

The geometry of the axi-symmetric case is shown in Figure 2.8 (a), with the main dimensions as

follows:

1. Duct length, L = 1m

2. Duct radius, R = 0.25m

3. Liner length, Lliner = 0.8m

4. Liner depth, d between 5 and 10 cm and flow resistivity σ between 0.2 and 2×104 Nsm−4

The computational domain is discretized using triangular elements (generated using Gmsh). It is

shown in Figure 2.8 (b). It is composed of a cavity filled by air and a liner filled by a porous material.

The JCA model is used to represent the melamine foam, details are given in Section 2.4.2. On the

left and right-hand side of the computational domain, Perfectly Matched Layers (PML) are used to

avoid spurious reflections from the domain [11]. The left-hand side PML is also active, in the sense

that it generates a sound field entering the domain, in the form of duct modes (see for instance [36]).

A choice of using 2 layers of PML suffices to be a good compromise between the computational effort

and accuracy for the numerical model. The matrices are assembled using an in-house p-FEM code

[10].

In all the following results, the design parameters of the liner are mentioned in pairs between braces

like (d, σ). Concerning the excitation, only radial mode can be excited in this model and an excitation

mode will be referred to as its index.

The numerical results are now examined in the presence and absence of acoustic treatment for

higher order modes and also for plane waves at varying liner depths.

We firs demonstrate the influence of the acoustic treatment. The excitation corresponds to mode

(4) at 7 kHz (6.47 kHz cut on frequency). It is injected in the presence and absence of an acoustic

treatment. As seen in Figure 2.9 (b), the liner almost completely attenuates the wave propagation as
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the amplitude of the pressure waves at the outlet is almost negligible. In some of these configurations,

the liner provides an attenuation up to 34 dB.

Figure 2.9: Numerical solutions of the pressure field, mode (4) at 7 kHz, (a) Hard wall duct with the cut on

frequency of 6.47 kHz, (b) Lined duct (0.1, 2×103) providing an attenuation of ∼ 34 dB.

Figure 2.10: Numerical solutions of the pressure field of a plane wave at 5 kHz, (a) TL = 1.3 dB for the liner

configuration (0.05, 2 ×103), (b) TL = 1.5 dB for the liner configuration (0.1, 2 ×103).

We now showcase some interpretation of the acoustic response for varying liner parameters.

In general the plane wave (mode index = 0) is the most challenging to attenuate since the direction of

propagation in the duct is parallel to the surface of the liner. It is therefore interesting to examine the

attenuation of the plane wave, especially at high frequencies. A plane wave with unit pressure ampli-

tude is considered at 5 kHz and different liner configurations are used to examine their performance.

As seen in Figure 2.10 (a), a wave propagates in the bulk of the liner and is then scattered back by

the right end of the liner. As expected, the wave enters more strongly into the liner for small values

of the flow resistivity (φ = 2 × 103). In Figure 2.10, a higher transmission loss is observed for the

configuration on the right (1.5 dB) compared to the one on the left (1.3 dB). For small liner depths,

the scattered wave in the liner may reflect back into the cavity which may perhaps propagates in the

downstream direction. This explains a slightly lower transmission loss for smaller liner depths. As the

liner depth increases, the scattered wave in the liner has minimal reflected energy to propagate into

the cavity. However, increasing the flow resistivity to very high values provides a very high resistance

for the wave to enter the liner which leads to an inefficient configuration. There is therefore a balance

between increasing the liner depth and the flow resistivity. In general this behavior might change

depending on the angular frequency or the equivalent fluid model which is beyond the scope of this

discussion.
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2.6.2 Implementation of the 3D model

A full 3D model has also been implemented. It is presented in this section and cross-verified with

the axi-symmetric case. The geometry in Figure 2.8 (a) is revolved around the axis of symmetry to

form the 3D computational model. A conformal quadratic mesh is chosen so as to incorporate the

curvature of the surfaces. As seen in Figure 2.11, the discretized mesh of the cavity with and without

treatment is displayed. For this case with p = 5, one PML layer on each end of the duct is sufficient

to avoid spurious reflections back into the computational domain.
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0.2

0.2
0 10.80.6-0.2 0.40.20

-0.2

0

0.2

0.2
0

10.8-0.2 0.60.40.20

Figure 2.11: (a) The 3D model of the axi-symmetric case revolved around the axis of symmetry without acoustic

treatment, (b) 3D model of the axi-symmetric case with acoustic treatment.

The numerical results are presented for two different cases: at f = 1.5 kHz for the first radial mode

in Figure 2.12 (a), and f = 2.2 kHz for the second radial mode and first azimuthal mode in Figure 2.12

(b). The complete 3D model involves approximately 80k degrees of freedom, wherein the matrices are

assembled using p-FEM outlined in Section 2.2. A direct solver is used to compute the pressure field,

followed by the calculation of the transmission loss (TL).

Figure 2.12: (a) f = 1.5 kHz for mode (1), (b) f = 2.2 kHz for mode (2).

The results of the transmission loss for different frequencies and duct modes are presented in

Table 2.1 for the axi-symmetric and the 3D case. For increasing frequencies and duct modes, the

absolute error also increases but not beyond 0.3 dB. It can thus be said that the cross-verification of
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the 3D model demonstrates good accuracy compared to the axi-symmetric case.

Table 2.1: Transmission loss for d = 0.05 m and σ = 1.57× 104 for varying frequencies and duct modes.

f in Hz 300 500 1500 2000 1000 1300 1500

(m,n) (0,0) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1)

TL (in dB): 2.5D case 4.13 9.76 4.87 2.63 9.53 8.28 7.75

TL (in dB): 3D case 4.13 9.76 4.78 2.53 9.79 8.23 7.76

Since the 3D model is cross-verified, it will be considered in the next section to scan the design

space for a series of calculations.

2.6.3 Scan of the design space

In this subsection, the results for contour plots of the transmission loss calculated with the 3D model

are presented for varying thickness and flow resistivity which are the design parameters of the present

problem. The liner depth d is varied from 0.03 m to 0.08 m. The flow resistivity σ is varied from

2× 103 to 2× 104 N s m−4.

For each incident duct mode, the design variables d and φ are discretized using 25 and 5 equidistant

points, respectively. Thus a scan of the design space involve 125 different liner configurations.

The results for varying mode orders at f = 2 kHz are presented in Figure 2.13. It can be seen that

the attenuation of the plane wave is relatively small compared to the higher-order modes. In addition,

increasing the liner depth for a plane wave reduces the transmission loss whereas the opposite effect

is observed for higher-order modes. In general the choice of a small flow resistivity and liner depth

appears to be a reasonable option for the attenuation of the plane wave. However for higher order

modes, a large liner depth with relatively low flow resistivity seems to provide a maximum attenuation.

Overall, the choice of a high flow resistivity does not seem to be a reasonable option for all types of

modes.
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Figure 2.13: Contour plots for the transmission loss (in dB) plotted for varying liner depths and flow resistivity

at 2 kHz. (a): Mode (0,0), (b): Mode (0,2), (c): Mode (1,2).

The results at f = 2.5 kHz for the same mode orders are presented in 2.14. An important remark

is that as the frequency increases the TL reduces for the same mode orders. The conclusions drawn

for the plane wave and higher order modes at 2 kHz remain the same for 2.5 kHz.
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Figure 2.14: Contour plots for the transmission loss (in dB) plotted for varying liner depths and flow resistivity

at 2.5 kHz. (a): Mode (0,0), (b): Mode (0,2), (c): Mode (1,2).

The critical issue of these models is the high computational cost of running a large number of

evaluations. For each of the 125 calculations, the complete FE model needs to be resolved. This is not

feasible in the early design phase for high resolution models. In the forthcoming Chapters, domain

decomposition methods will be used to tackle these short-comings.

2.7 Conclusions

This chapter presented the models and methods that will be used in the remainder of the thesis.

It also presents some first numerical results as illustration. As a conclusion, modeling of large-scale

optimization problems requires multiple runs of the computational model for configurations which are

quite similar. The critical issue is that the full FE models needs to be resolved for all the calculations to

get optimal liner configuration. The forthcoming chapters are devoted to the presentation of original

methods to compute the results in a more efficient way.



Chapter 3

Domain decomposition methods for the

Helmholtz equation

The objective of this chapter is to present an overview of the performance of various Domain De-

composition Methods (DDM) for solving large-scale Helmholtz problems. This chapter is devoted to

acoustic models in air so that there is no porous material involved (It will be the objective of the

next chapter). The objective of DDM is to combine the advantages of direct and iterative resolution

methods. Indeed, direct solvers typically do not scale well and require the factorization of large linear

systems. On the other side, iterative solvers scale well, however the convergence of classical or Krylov

based iterative schemes is difficult (see for instance Section 2.2). Domain Decomposition methods

combine an iterative resolution of a so-called interface problem with a factorization of subdomain

problems using a direct solver. In the first part of this chapter, a detailed literature review of the

various DDM is undertaken. A performance analysis of two of these methods, namely FETI-2LM and

FETI-H, is presented to determine the most optimal for acoustical problems.

3.1 Domain decomposition methods for wave problems

Domain decomposition methods serve as an alternative to combine the robustness of direct methods

with the scalability of iterative ones. It consists of dividing the original problem into a set of smaller

subdomains. In this section, a literature review of various domain decomposition methods applied to

time-harmonic wave propagation problems is elaborated. Before getting into the literature review, the

author would like to recall the definitions of strong and weak scalability which will be used throughout

this document. An algorithm is strongly scalable when for a fixed problem size, the computational

cost scales linearly with the number of processors. As an example, one should be able to solve a

42
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problem 10 times faster using 10 processors compared to a single processor. Typically an algorithm is

said to be weakly scalable when the computational cost scales linearly with increasing problem size,

for the same number of processors.

Domain Decomposition Methods (DDM) for wave propagation problems have been studied exten-

sively during the past three decades. They can be classified into three different parts namely classical

Schwarz, optimized Schwarz and Schur methods.

3.1.1 Classical Schwarz methods

Γ12Γ21

Ω1

Ω2

∂Ω

Figure 3.1: Schwarz introduced the first domain decomposition method consisting of a complicated domain,

split into two simple ones, a disk and a rectangle.

These techniques are the oldest domain decomposition methods invented by Hermann Schwarz in

1869 to prove results obtained by Riemann based on a minimization principle [86]. There was a

renewed interest in these methods with the advent of parallel computational tools. This resulted in

subdivisions of these algorithms into two parts (at the continuous level), the alternating Schwarz [86]

and the parallel Schwarz [62, 63].

The alternating Schwarz algorithm was formed to find a rigorous proof of the Dirichlet principle

on arbitrary domains. The Dirichlet principle is the assumption that the minimizer of a certain energy

functional is the solution to the Poisson problem which can be defined as follows:

∆u = 0 in Ωi, u = g on ∂Ω, (3.1)

where Ω1, Ω2 are the disk and rectangular domains which have an overlap as seen in Figure 3.1. Their

union is the full domain Ω. Γ12 := ∂Ω∩Ω1,Γ21 := ∂Ω∩Ω2 are the physical interfaces, g can be some

arbitrary imposed boundary condition. The alternating Schwarz method is initiated by computing

the partial solutions in each domain i.e. either the disk or rectangle with an random initial starting

guess , u0
2 = 0 along Γ12. Once un2 at n = 0 is known, the problem in subdomain, Ω1 is well posed

and the solution in this domain can be computed. In the next step, the solution un+1
1 is restricted
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on the interface Γ21 which defines the boundary value problem in Ω2. The solutions are computed

sequentially until the desired accuracy is required. The algorithm can be described as follows:

∆un+1
1 = 0 in Ω1, ∆un+1

2 = 0 in Ω2,

un+1
1 = un2 on Γ12. un+1

2 = un+1
1 on Γ21.

(3.2)

However the alternating Schwarz algorithm is not suitable for parallel computing which led to the

new class of parallel Schwarz methods [62]. The idea is to solve the problem in each partial domain in

parallel and to update the solution at the end of each solve. The resulting algorithm can be described

as follows:

∆un+1
1 = 0 in Ω1, ∆un+1

2 = 0 in Ω2,

un+1
1 = un2 in Γ12. un+1

2 = un1 in Γ21.
(3.3)

The only difference in the algorithm arises in the fact that all the updated solutions on the interfaces

are obtained from the previous iterate n and not n + 1. However the extension of this algorithm to

multiple subdomains is not straightforward especially when more than 3 subdomains have a common

overlapping region. This requires sequential definition of the interfaces in order to avoid overlapping

interfaces [45].

These methods were described at the discrete level in latter years. However they are not necessarily

equivalent. The multiplicative Schwarz at the discrete level [45] is equivalent to the alternating Schwarz

method. However the additive Schwarz at the discrete level [92] is not equivalent to the parallel

Schwarz method. However the restrictive additive Schwarz [14] is equivalent to the parallel Schwarz

method. The convergence of the Schwarz algorithm for elliptic problems was proved in the case of

overlapping subdomains [7]. In fact the convergence rate is a function of overlap, i.e. the bigger the

overlap the faster the convergence [26][Sec 1.5]. In addition, these algorithms lead to reduced memory

requirements. Over time, it became crucial to extend these methods to non-overlapping subdomains.

The motivation was to tackle multi-physics problems where an interface exists naturally based on the

governing physics in each subdomain. However the extension of these methods to non-overlapping

subdomains specifically to time-harmonic wave propagation problems lead to several issues.

Firstly, the convergence was not guaranteed as the transmission conditions only enforce the continuity

of the solution and their fluxes across the interface.

Secondly, the classical overlapping Schwarz method do not converge for the Helmholtz equation as
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seen below:

−k2un+1
1 −∆un+1

1 = 0 in Ω1, − k2un+1
1 −∆un+1

2 = 0 in Ω2,

un+1
2 = un2 on Γ12, un+1

2 = un+1
1 on Γ21,

u1 = 0 on ∂Ω, u2 = 0 on ∂Ω.

(3.4)

For the two subdomain problems, if k2 is an eigenvalue of the Laplace problem in subdomain i = 1, 2,

its associated eigen-function v satisfies:
−∆v = k2v in Ωi,

v = 0 on ∂Ωi.

(3.5)

The subdomain problems defined in Equation (3.4) are then not necessarily well-posed as any function

of the type uei+βv, where β is a constant, could be a possible solution [26][Sec 2.2.1]. Thus, it is possible

that the local subdomains could have multiple solutions which could possibly result in convergence

issues. However the global problem has a unique solution and thus the use of solely Dirichlet and

Neumann type continuity conditions is not suitable for these type of problems. In addition, the

extension of the alternating Schwarz method as a solver and later as a preconditioner for GMRES did

not converge for an indefinite Helmholtz equation [29]. A detailed analysis was performed to see how

each Fourier mode converges and it was observed that for the classical alternating Schwarz case only

the high-frequency components of the error corresponding to evanescent modes converge, whereas the

low-frequency components of the error corresponding to the propagative modes do not converge [40].

Thirdly, the convergence speed of the classical Schwarz method is not suitable for practical problems

involving large numbers of subdomains [45]. These algorithms do not scale with increasing subdomains.

In order to circumvent these issues, a new class of Schwarz methods with more general transmission

conditions was required. This led to the foundation of the optimized Schwarz methods.

3.1.2 Optimized Schwarz methods

The optimized Schwarz methods (OSM) consists of formulating generalized and optimal transmission

conditions [40, 39, 65]. In order to circumvent the issues associated with the classical Schwarz methods,

the motivation for this work lies in the following points:

1. Prove convergence for non-overlapping subdomains

2. Improve the convergence rate

3. Extend these methods to different applications and not just Laplace problems
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The focus of these methods relies on using mixed or Robin boundary conditions. Lions [63] focused

on using these type of boundary conditions in the alternating Schwarz algorithm in the following way:


∆un+1

1 = f in Ω1,

(∂n1 + α1)un+1
1 = (∂n1 + α1)un2 on Γ12,


∆un+1

2 = f in Ω2,

(∂n2 + α2)un+1
2 = (∂n2 + α2)un+1

1 on Γ21,

(3.6)

where α1, α2 are constant parameters. The convergence for arbitrary non-overlapping subdomains

was proved by Lions using energy estimates [64]. Després was the first to use these mixed types of

boundary conditions for Helmholtz equation and prove the convergence [23, 7]. This algorithm for

arbitrary subdomains can be written as follows:
−(∆ui + k2ui) = 0 in Ωi,

∇ui · ni + ikui = ∇uj · ni + ikuj on Γij ,∀j ∈ Ni,
(3.7)

where Ni is vector of indices that share a boundary with Ωi (such that ∂Ωj ∩ ∂Ωi 6= ∅). In the case

when k2 is an eigenvalue of the Laplace operator with a Dirichlet boundary condition in a particular

subdomain i, the solution is still unique and the problem is well posed. The introduction of these

conditions was a key development for all different types of coupling conditions for acoustical problems.

It is possible to use better transmission conditions as indicated by Lions [64] and Hagström [47]. This

led to the design of optimized Schwarz methods [66, 67, 19]. The idea it to replace the Robin type

boundary condition with more general boundary conditions as follows:

µi∇∇∇un+1
i · ni + Bij(un+1

i ) = µi∇∇∇unj · ni + Bij(unj ) on Γij , ∀j ∈ Ni, (3.8)

where µi is a real-valued constant and Bij act as absorbing operators on the interface Γij . The choice

of these parameters can in general describe all types of Schwarz algorithms in the literature. For

example, choosing µi = 0 and Bij = 1 is the classical alternating Schwarz algorithm (without overlap).

The case when µi = 1 and Bij = ik describes the Després algorithm. The optimized Schwarz methods

are based on finding the optimal choice of these parameters for a range of frequencies based on the

Fourier transform [39, 25]. An alternative approach is to find the optimal DtN (Dirichlet to Neumann)

map for the operator Bij ,(µi =1). However the optimal DtN maps typically result in non-local trans-

mission conditions which renders the method costly and hard to implement in existing frameworks.

Moreover, in a generic problem, the transmission conditions may involve variable and discontinuous

physical coefficients across the interface for which the exact DtN map is challenging to determine.

A possible alternative is to compute local transmission conditions based on Taylor expansions or
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Padé approximations. The use of second-order local transmission conditions requires the computation

of the Laplace–Beltrami operator on the physical interfaces. This improves the effectiveness of the

transmission conditions without affecting the sparsity pattern generated by the underlying numerical

discretization [29].

Apart from improving the transmission conditions, the other issues associated with any non-overlapping

sub-structuring strategy are due to cross-points. They typically arise when more than two subdomains

intersect at a particular point in 2D domain. These cross-points are a numerical artifact that affects

the conditioning and consequently the performance of the method. These issues can be avoided com-

pletely if a cell-centered finite-volume method or discontinuous Galerkin method is used. Since the

basis is discontinuous each cross-point is an independent degree of freedom and only a weak coupling

exists between these cross-points.

Different techniques are proposed to address the issue related to cross-points for a continuous FEM-

based approach. In [43] two different approaches are proposed on methods to discretize the Neumann

conditions at cross points, namely an auxiliary variable method and a complete communication. which

improves the convergence (for arbitrary partitioning) for 2D problems. In [42], best Robin parameters

are chosen to accelerate the convergence using GMRES algorithm.

Another aspect is the scalability of the method for increasing frequencies and subdomains. Typi-

cally DDM without overlap are not scalable with increasing frequency and subdomains. The use of

coarse space is advocated to achieve strongly-scalable algorithm. In theory, the coarse-space correc-

tions comes with additional computations and parallel overhead and thus a perfect strongly-scalable

algorithm is very challenging to achieve. It typically consists in using a coarse grid correction at each

iteration to damp the slowly varying components of the error [41, 42, 27].

3.1.3 Schur-based methods

This class of domain decomposition methods originated to model large-scale elliptic problems at the

algebraic level. The idea is to introduce an additional set of variables on the interface.

∆u1 = 0 in Ω1,

u1 = g on ∂Ω1 ∩ ∂Ω,

u1 = u2 = λp on Γ12,

∇u1 · n1 = ∇u2 · n2 on Γ12,



∆u2 = 0 in Ω2,

u2 = g on ∂Ω2 ∩ ∂Ω,

∇u2 · n2 = ∇u1 · n1 = λd on Γ21,

u2 = u1 on Γ21,

(3.9)

where λp, λd are the additional sets of new variables. These methods are referred to as Schur methods

because they require the computation of the Schur complement of the subdomain matrices. The Schur
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methods are split into two main types: the primal and the dual Schur methods. The primal Schur

methods are based on using Lagrange multipliers for the primal variables. The Balanced Domain

Decomposition (BDD) belong to these class of Schur methods as seen in Equation (3.9) on the left.

This results in the formulation of a condensed interface problem, Fpλp = d, using the continuity of

normal fluxes across the interfaces. On the other hand, the dual Schur methods, like Finite Element

Tearing and Interconnect (FETI), consist in formulating a condensed interface problem for the dual

variables, Fdλd = d assuming the continuity of the pressure field across the interface. This can be

seen in the algorithm described in Equation (3.9) on the right.

The resulting interface matrices are solved using a Krylov subspace-based iterative scheme to

recover the solution in the complete computational domain. The additional advantage of formulating

this interface problem is that it improves the conditioning of the interface matrix compared to the

original problem. These methods combine both the robustness of the direct solvers and the scalability

of the iterative schemes. However as explained in the previous section, if these methods are used to

solve the Helmholtz problem, the associated local problems may be ill-posed.

The FETI-2LM method was the first attempt among this class of methods to be applied to solve

the indefinite Helmholtz problem [54, 21]. It consists in introducing two separate sets of Lagrange

multipliers on the interface to couple the subdomains to form a so-called ‘second-level problem’.

There are two main components of the residual error present during the iterative process: (a) the high

frequency phenomena on the interface corresponding to the evanescent waves in the subdomains, due

to their local support these errors are typically dealt with using a local preconditioner. (b) The low

frequency phenomena corresponding to the propagative modes over all subdomains. These residual

errors have a global support and are usually dealt with using a coarse grid which impacts the parallel

performance. Both these issues are addressed to propose a scalable and robust FETI-2LM algorithm

[21]. An improved variant of this algorithm namely FETI-H consists in introducing only 1 Lagrange

multiplier on each side of the partitioned interface [33]. This method was compared with the former

variant for 2D scattering problems and it was found that the FETI-H method outperformed FETI-

2LM especially when a coarse space was used [33]. This will be studied in detail in the latter part

of this chapter. A further improvement of the FETI-H variant namely the FETI-DPH consists in

keeping these cross points as primal variables and imposing additional constraints on these points

[30]. Another way to avoid the issues with the cross-points is to introduce a discontinuous plane-wave

basis for the interpolation [35]. The primal Schur-methods like the BDDC-H [57] have been applied to

the Helmholtz problem and compared with FETI-DPH. It was found that both methods have similar

convergence rates [57].
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Figure 3.2: The sub-structuring for Schur type of methods, (a) Balanced domain decomposition with constraints

for Helhmoltz(BDDC-H), (b) Finite element tearing and interconnect(FETI-2LM/FETI-H), (c) Combination

of primal and dual type of sub-structuring FETI-DPH.

The sub-structuring strategy for primal and dual Schur based methods is illustrated in Figure 3.2.

The computational domain is split into 4 non-overlapping subdomains. There is a cross-point shared

by all four subdomains. In Figure 3.2 (a), it can be seen that the skeleton of the primal variables is used

to form the interface problem. There are referred to as primal methods namely BDDC-H. However

for the dual sub-structuring algorithms in Figure 3.2 (b), the original skeleton remains undisturbed

and an additional set of variables are defined. The FETI methods like FETI-2LM and FETI-H are

based on dual sub-structuring strategy. In order to deal with potential cross-points, a dual-primal sub-

structuring is adopted as seen in Figure 3.2 (c). The cross-points are preserved to be primal unknowns

which helps to improve the conditioning and convergence of the condensed interface problem composed

of dual variables.

The dual sub-structuring strategy based on the FETI methods has many advantages. As seen in

Figure 3.2 (b), dual variables are introduced which do not affect the original subdomains. As a result,

this becomes easier to implement in an existing framework. In addition, the computation of normal

pressure gradients on the partitioned interfaces can be avoided. Owing to these reasons, the dual

substructuring algorithms are chosen in the present work.

For the dual sub-structuring Schur-based algorithms there are two variants of the FETI based

method namely FETI-2LM and FETI-H. The next section describes the theory, formulation of both

these FETI variants on a simple 2 subdomain case.

3.2 Presentation of FETI methods

This section describes in detail the FETI-2LM and FETI-H algorithm for solving Helmholtz problems.

The same problem as described in Section 2.2 is considered. The initial domain is split into several
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smaller non-overlapping domains Ωi with i = 1,....,Ns where Ns is the number of subdomains. For

brevity, the formulation is presented for two subdomains 1 and 2, see for instance Figure 3.3. The

process can be easily extended to arbitrary numbers of partitions.

Ω1 ∂ΩΩ2

Γ

n1

n2

Figure 3.3: Example of a domain split into two non-overlapping subdomains.

The boundary value problem in each subdomain is recalled with a Robin type boundary condition

applied on ∂Ω:

∆ui + k2ui = 0 in Ωi,

∂ui
∂ni

+ ikui = gi on ∂Ωi\Γ i = 1, 2,
(3.10)

where ni is the unit outward normal on ∂Ωi. gi is the external source which is defined and known.

In order to couple the subdomains, continuity of the pressure field and the normal pressure gradient

is imposed on Γ:

u1 = u2,
∂u1

∂n1
= −∂u2

∂n2
, on Γ. (3.11)

The problem described in Equation (3.10) along with the continuity constraints in Equation (3.11)

is solved using FETI-2LM and its improved variant FETI-H. The theory and the formulation are now

presented.

3.2.1 FETI-2LM

3.2.1.1 Introduction

The FETI-2LM method consists in using 2 Lagrange multipliers to couple the partitioned domains.

This coupling is done by using the concept of characteristics method which consists in splitting the

waves at the partitioned interface Γ, into incoming and outgoing parts. The method was introduced

by Thompson [89] for solving time-domain wave propagation problems. It can be understood on a

simple 1D example.

The acoustic wave is written as the sum of incoming and outgoing waves:

u(n) = Ae−ik+n + Be−ik−n,

du

dn
= −Aik+e−ik+n − Bik−e−ik−n,

(3.12)
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whereA and B are the wave amplitudes corresponding to the outgoing and incoming waves respectively,

and k± = ω/ ± c0. Without loss of generality, it can be assumed that the interface is at n = 0. The

normal derivatives on the interface are equal in magnitude on either side of the interface. The incoming

wave is isolated by writing:
du

dn
+ ik+u = Bi(k− + k+)e−ik−n. (3.13)

This is equivalent to a generic Robin-type boundary condition which can be expressed as follows:

∇u · n + ik+u = g, (3.14)

where g is the source term. If the solution uex, outside the domain is known, the external source can

be expressed as below:

g = ∇uex · n + ik+uex. (3.15)

This technique of using the Robin type boundary conditions is exact only when the incident wave is

normal to the partitioned interface. However, in the case when there is an oblique incidence better

approximations of the DtN map can be used [39, 25]. This typically consists in replacing the ik+

parameter with more generic absorbing operators.

A generic way to introduce the coupling conditions on the interface can be mathematically de-

scribed as follows:
∂u1

∂n1
+D1u1 = L2→1u2,

∂u2

∂n2
+D2u2 = L1→2u1,

L2→1u2 = −∂u2

∂n2
+D2u2,

L1→2u1 = −∂u1

∂n1
+D1u1,

(3.16)

where D1 and D2 are the absorbing operator, and L2→1 and L1→2 are the transmission operators. The

choice of the operators D1, D2 will be discussed later. The summation of Equation (3.16) ensuring

the continuity of the normal pressure gradients results in the following:

D1u1 +D2u2 = L2→1u1 + L1→2u2. (3.17)

The transmission operator involve the computation of the normal pressure gradients on the parti-

tioned interfaces. The numerical evaluation of these gradients typically results in the loss of accuracy

due to the derivation of the shape functions. This can be avoided by replacing the transmission

operators by dual variables, i.e. the Lagrange multipliers as follows:

λ2→1 = L2→1u2,

λ1→2 = L1→2u1,
(3.18)
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where, λ2→1 and λ1→2 are termed as dual variables. The variables corresponding to the unknowns of

the original problem i.e. the acoustic pressure variables are referred to as the primal variables.

As Lagrange multipliers are added to the unknowns of the problem, one needs to define an addi-

tional set of equations to complete the coupling of the subdomains. Imposing the continuity of the

pressure field results in:

L2→1u1 + L1→2u2 = (D1 +D2)u2,

L2→1u1 + L1→2u2 = (D1 +D2)u1.
(3.19)

The Equation (3.19) along with Equation (3.10) defines the strong form of the FETI-2LM problem.

The absorbing operators D1, D2 are yet to defined.

One way to chose these operators is to ensure that the partitioned interface acts as a non-reflecting

boundary condition. The optimal non-reflecting operator is the DtN map associated to the Helmholtz

equation for the complement of the subdomains Ω\Ω1 and Ω\Ω2. Various strategies have been dis-

cussed in the literature to model these non-local operators [5]. For simplicity, the absorbing operator

corresponding to the zeroth-order Taylor approximation of the DtN map is chosen as follows:

D1 = D2 = ik. (3.20)

3.2.1.2 Variational form

The variational formulation of FETI-2LM algorithm is now presented. Equations (3.16), (3.18) and

(3.20) are introduced in the weak form (2.3), which results in two weak forms, one for each subdomain:

∀q1 ∈ V1,

∫
Ω1

∇q∗1 ·∇u1 − k2q∗1u1 dΩ + ik

∫
Γ
q∗1u1dS−

∫
∂Ω1\Γ

q∗1
∂u1

∂n1
dS =

∫
Γ
q∗1λ2→1dS,

∀q2 ∈ V2,

∫
Ω2

∇q∗2 ·∇u2 − k2q∗2u2 dΩ + ik

∫
Γ
q∗2u2dS−

∫
∂Ω2\Γ

q∗2
∂u2

∂n2
dS =

∫
Γ
q∗2λ1→2dS,

(3.21)

where q1, q2 are the test functions associated with the pressure field u1, u2 respectively and V1, V2

are the spaces of test functions. In order to compute the dual variables described Equation (3.21),

additional sets of equations are required. These sets of equations are obtained by integrating Equa-

tion (3.19) which are defined on the interface as follows:

∀ψ2→1

∫
Γ
ψ∗2→1(λ2→1 + λ1→2 − 2iku2) dS = 0 on Γ,

∀ψ2→1

∫
Γ
ψ∗1→2(λ2→1 + λ1→2 − 2iku1) dS = 0 on Γ,

(3.22)

where ψ2→1 and ψ1→2 are the test functions associated with the partitioned interfaces. This interface

problem is composed of only primal and dual variables without any gradient terms.
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3.2.1.3 Numerical discretization

The numerical discretization consists of higher-order finite element method, p-FEM. In each element

the approximation of the solution u is constructed as a linear combination of high-order shape func-

tions, described in Section 2.2. The discretization of the variational form described in Equation (3.21)

results in the following algebraic system of equations.

K1u1 = f1 + BT
2,1 M1,2 λ2→1,

K2u2 = f2 + BT
1,2 M2,1 λ1→2,

(3.23)

where K1, K2 are the regularized subdomain matrices obtained from the discretization of the first

two terms in Equation (3.21). f1, f2 are given forcing terms which can represent the volumic source

contributions or duct mode excitations using the charateristic method on the physical boundary de-

scribed in Section 3.2.1.1. B1,2, B2,1 are Boolean operators (consisting of 1 or 0) to condense the

contributions of the terms on the partitioned interface. M1,2, M2,1 are mass matrices defined only on

the interfaces.

In the present case, compatible meshes and interpolations are considered. This implies that the

discretised matrix M1,2 associated to interface Γ is the same as M2,1. One key characteristic of all

the discretised equations is that Lagrange multipliers are multiplied by M1,2. It is then judicious to

consider the following substitution:

λ̃2→1 = M1,2λ2→1,

λ̃1→2 = M1,2λ1→2.
(3.24)

For all the future derivations, the introduction of these Lagrange multipliers is scaled by the M1,2 ma-

trix unless otherwise stated. The discretization of the interface problem described in Equation (3.22)

results in the following set of equations:

λ̃2→1 + λ̃1→2 = 2ikM1,2u2,

λ̃2→1 + λ̃1→2 = 2ikM1,2u1.
(3.25)

Introducing Equation (3.23) in the Equation (3.25) results in the following algebraic system of equa-

tions explicitly in terms of the dual variables: I I− 2ik M1,2B2,1K
−1
2 BT

2,1

I− 2ik M1,2B1,2K
−1
1 BT

1,2 I


︸ ︷︷ ︸

FI

λ̃2→1

λ̃1→2


︸ ︷︷ ︸

λ̃

= 2ik

M1,2B2,1K
−1
2 f2

M1,2B1,2K
−1
1 f1


︸ ︷︷ ︸

d

.
(3.26)

The resulting matrix, FI is complex, square, non-Hermitian and non-symmetric. The size of the

interface problem is 2NI × 2NI, where NI is the number of degrees of freedom on the partitioned
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interface. This matrix is solved iteratively. It is important to mention that Krylov methods only

requires to compute the matrix-vector products. This implies that FI should not be assembled. For a

generic vector x̃ = [x2→1; x1→2]T , this matrix vector is:

FI

x2→1

x1→2

 =

x2→1 + x1→2 − 2ik M1,2B2,1K
−1
2 BT

2,1x1→2

x1→2 + x2→1 − 2ik M1,2B1,2K
−1
1 BT

1,2x2→1

 . (3.27)

It follows from this expression that this requires only the resolution of the respective subdomain

problems, represented here formally by the inverse of the matrices Ki. In practice these subdomain

matrices are not inverted but decomposed into their LU factors. Intuitively, the right-hand side of the

interface problem d is computed explicitly since it does not change in the iterative process. The LU

factors of the matrices, Ki are reused to reduce these computations to forward-backward substitutions

which need to be done once for each new iteration.

This algorithm is referred to as the unpreconditioned version of the FETI-2LM algorithm. The

choice of the iterative scheme will be discussed later.

3.2.2 FETI-H

3.2.2.1 Introduction

The FETI-H algorithm is a modified version of FETI-2LM method. It consists in using only one La-

grange multiplier to couple the partitioned subdomains. This implies that only one coupling condition

is used, contrary to the two coupling conditions described in FETI-2LM method. IT can be written

as:
∂u1

∂n1
+D1u1 = L2→1u1,

where, L2→1u1 = −∂u2

∂n2
+D2u2,

(3.28)

where, D1, D2 are the absorbing operators and L2→1 is the transmission operator respectively. Sub-

tracting Equation (3.28)(a) from Equation (3.28)(b) and imposing the normal pressure gradient con-

tinuity results in the following expression:

∂u1

∂n1
+
∂u2

∂n2
= L2→1u1 − L2→1u1 +D1u1 −D1u2 = 0 on Γ. (3.29)

The same operator D1 = D2 has to be chosen in order to ensure the continuity of the pressure field.

u1 − u2 = 0 on Γ. (3.30)

It is interesting to note that in Equation (3.28), the normal pressure gradients have opposite signs.

This means that each domain should be allocated a sign. In this simple case with two subdomains,
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the attribution of a sign to each subdomain is straightforward. For the simple chequerboard pattern

of partitioning, the allocation of signs to the partitions has no ambiguity. However extending this sign

convention to an arbitrary type of partitioning is more involved. The work done by Farhat et al [33]

to randomly allocate signs to different subdomains and partitioned interfaces is followed. The sign

conventions can be summarized by introducing the following notations. Let εi be the sign associated

with subdomain i and εj be the sign associated with all the neighbours of subdomain i, ∀j ∈ Ni, where

Ni is the set of indices j, such that Ωj and Ωi are neighbours. The first step is to randomly allocate

signs to all domains by ensuring that if a particular domain has a positive sign then at least one of its

neighbours has an opposite sign [33]. In the next step the signs of the subdomains are allocated to the

interface. Let εi,j be the sign operator associated with the interfaces of the partitioned subdomains.

In the case when the product εiεj is positive then no sign is introduced on the interface. This means

that no regularization is done on either side of the interface. However, if the product of εi εj is negative

then the interfaces are signed following the sign of the respective subdomains.

Figure 3.4: Sign conventions introduced in FETI-H [33] for arbitrary partitionings.

3.2.2.2 Variational form

The definitions of the transmission operator in Equation (3.18), absorbing operator in Equation (3.20)

are used in the coupling relation inEquation (3.28). The coupling relation is introduced in the varia-

tional form in Equation (2.3). This results in the following:

∀q1 ∈ V1,

∫
Ω1

∇q∗1 ·∇u1 − k2q∗1u1 dΩ + ε1,2ik

∫
Γ
q∗1u1dS−

∫
∂Ω1\Γ

q∗1
∂u1

∂n1
dS = ε1,2

∫
Γ
q∗1λ2→1dS,

∀q2 ∈ V2,

∫
Ω2

∇q∗2 ·∇u2 − k2q∗2u2 dΩ + ε2,1ik

∫
Γ
q∗2u2dS−

∫
∂Ω2\Γ

q∗2
∂u2

∂n2
dS = ε2,1

∫
Γ
q∗2λ2→1dS.

(3.31)
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In order to compute the additional set of dual variables, the interface problem needs to be formulated

by integrating Equation (3.30) with a test function, ψ2→1 which results in the following:

∀ψ2→1

∫
Γ
ψ∗2→1(u1 − u2)dΓ = 0 on Γ. (3.32)

3.2.2.3 Numerical discretization

The FETI-H formulation is also discretized using the high-order finite-element method p-FEM. On

each element the approximation of the solution u is constructed as a linear combination of high-order

shape functions as described in Section 2.2. The discretization results in the following set of algebraic

equations:

K1u1 = f1 + ε1,2B
T
2,1 M1,2 λ2→1,

K2u2 = f2 + ε2,1B
T
1,2 M1,2 λ2→1,

(3.33)

where, the definitions of the operators are exactly the same as described for the FETI-2LM algorithm.

In addition, the same arguments hold for the M1,2 matrices on the partitioned interface and also for

the scaling introduced for the Lagrange multiplier as seen in Equation (3.24). The discretization of

the interface problem described in Equation (3.32) results in the discretized continuity of the pressure

on the interface, since the mass matrices can be factorized. Using the relations in Equation (3.33) the

interface problem can be expressed as follows:

B1,2K
−1
1 (f1 + ε1,2B

T
2,1 M1,2 λ2→1)−B2,1K

−1
2 (f2 + ε2,1B

T
1,2 M1,2 λ2→1) = 0. (3.34)

The resulting set of equations can be expressed in a concatenated way as follows:ε1,2B2,1K
−1
1 BT

2,1−

ε2,1B1,2K
−1
2 BT

1,2


︸ ︷︷ ︸

FI

[
λ̃2→1

]
︸ ︷︷ ︸

λ̃

=

−B1,2K
−1
1 f1+

B2,1K
−1
2 f2


︸ ︷︷ ︸

d

.
(3.35)

The resulting interface problem is sparse, complex symmetric but not Hermitian and contains roughly

half the number of degrees of freedom compared to its FETI-2LM variant, i.e. NI × NI. The matrix-

vector products required in the iterative process are obtained as follows: For a generic vector x̃ =

[x2→1; x1→2]T , this matrix vector is:

FI

[
x2→1

]
=
[
ε1,2B1,2K

−1
1 BT

1,2x2→1 − ε2,1B2,1K
−1
2 BT

2,1x2→1

]
. (3.36)

It follows from this expression that this requires only the resolution of the local problem on each

sub-domain, represented here formally by the inverse of the matrices Ki. The sign conventions are

introduced once and do not change and thus the rest of the solution procedure is similar to the

FETI-2LM algorithm. This algorithm is referred to as the unpreconditioned version of the FETI-H

algorithm. The choice of the iterative scheme will be discussed in the next subsection.
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3.2.2.4 Iterative solvers for the interface problem

This subsection focuses on solving the interface problem in Equation (3.35), Equation (3.26) using an

iterative solver. The choice of the iterative scheme plays an important role to limit the cost of the

calculation. It is typically recommended to use Krylov subspace methods based on full reorthogonal-

ization for matrix problems arising from a FETI method. Iterative schemes like GMRES, ORTHODIR,

ORTHOMIN, GCR [84][Sec 6.5, 6.9] are commonly used.

In GMRES, the descent direction vectors u are orthonomalized whereas in ORTHODIR the vec-

tors arising from the projection of the interface matrix on the descent directions are orthonormalized.

ORTHODIR requires the storage of not just the descent direction vectors but also these projected

vectors, however it provides the approximate solution at each step (without requiring additional com-

putations) which is crucial to examine the performance of the method. Mathematically, both GMRES

and ORTHODIR are equivalent and provide the same approximate solution at each iteration.

In this chapter, ORTHODIR is used to solve both the FETI variants so as to compare these methods

in terms of their performance. A deeper analysis of the differences between these algorithms will

be presented in chapter 4. There is a slight variance in the cost and memory requirements of these

methods, details of which can be found in literature [84] [Sec 6.9]. The details of the ORTHODIR

iterative scheme is outlined in Section A.1. The interface matrix in FETI-H is complex symmetric,

which is not fully exploited using ORTHODIR. Nevertheless, ORTHODIR is a good choice to compare

the performance of both methods in the absence of any preconditioner.

The implementation of FETI-2LM on benchmark test cases has been verified [58][Chapter 4]. The

novelty in this work is the implementation and verification of FETI-H algorithm on a high-order FEM

based discretization and comparison of both these FETI variants for the same benchmark problems.

3.3 Results

In this section, numerical results of FETI-2LM and FETI-H implementation are presented and com-

pared for varying h, p, wavenumbers and number of subdomains.

3.3.1 Scalability analysis

The results for the FETI-2LM algorithm have been presented [58][Chapter 4]. In this work, the

same results are recomputed and presented (in the same implementation framework) to provide a

comparison of both FETI-variants on the same problem. These results are added to provide a fair

comparison between the two methods and thus not commented in greater depth. However, the results
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presented for the FETI-H algorithm are completely novel and to the best of authors knowledge have

not been presented before on a p-FEM based discretization for the Helmholtz equation.

3.3.1.1 Test case description
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Figure 3.5: (a) Computational domain consisting of homogeneous medium split into two partitions, (b) Domain

consisting of homogeneous medium with different boundary conditions.

A 2D guided wave problem is considered which has been used to analyze the performance of FETI

methods in previous studies. In this work, Robin boundary condition is used to inject an incoming wave

from the left boundary of the domain in Figure 3.5 (b). In addition, absorbing boundary conditions

are used for truncation and avoiding spurious reflections back into the domain. The top and the

bottom ends are hard walls. The computational domain is of unit dimensions with a single plane wave

of the form:

uex = e−ikx, (3.37)

where x represents the propagation direction. The geometry is discretized into finite element triangu-

lations using an open source meshing tool, Gmsh [46]. After the discretization, the geometry is split

into multiple subdomains using a free graph partitioning tool, METIS [52]. METIS is a multi-level

graph partitioning software package used for partitioning large meshes, and computing fill-reducing

orderings of sparse matrices. METIS can be used from within Gmsh or externally as a standalone

API. In this work, METIS is used as an standalone API as it provides additional functionalities for

unequal load balancing. METIS ensures two important distinctions for partitioning.

1. It ensures that all the partitions have more or less equal load sharing in terms of the partitions.

This would help to improve the parallel efficiency and scalability of the method.
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2. The next objective is to minimize the communication between the partitions. This would reduce

the exchange time between the subdomains and also help improve the parallel efficiency.

After the partitioning, the subdomain matrices are assembled using p-FEM with a constant polynomial

order p throughout the whole domain. The numerical models are solved iteratively using ORTHODIR.

The iterative scheme is initiated with a zero solution, where a tolerance ε = 10−8 is set for the

normalized residual error of the interface problem. The normalized residual error, r̃ is computed as

follows:

r̃ =
‖d− FIλ̃‖
‖d‖

. (3.38)

The iterative scheme is allowed to run up to a maximum of 1000 iterations. As the analytical solution

is known, the EL2 , EH1 errors in % can be computed after the global solution is recovered from the

subdomains. The accuracy of the numerical solution is evaluated by calculating the relative EL2 error

as follows:

EL2(Ω) =
||uh − uex||L2(Ω)

||uex||L2(Ω)
× 100, with || · ||L2(Ω) =

(∫
Ω
| · |2dΩ

)1/2

. (3.39)

Let Ns be the number of partitions, NDOF be the total number of DOFs, Dλ be the number of

DOFs per wavelength, nc be the number of iterations required for convergence to the set tolerance.

The number of degrees of freedom per wavelength, Dλ are computed in the following way:

Dλ =
2π

kL

(√
NDOF − 1

)
. (3.40)

In the next part, the influence of various parameters is analyzed on the performance of both FETI

methods. The strong scalability behavior is evaluated using the varying subdomain case for a fixed

problem size. The weak scalability performance is analyzed by varying the problem parameters like

the mesh and p order. In addition, the influence of increasing wavenumbers for the same resolution is

also examined.

3.3.1.2 Influence of the number of subdomains

In this part, the behavior of the FETI-H method is examined for varying partitions for a fixed problem

size. This corresponds to the strong scalability of a DDM. For a given relatively high Helmholtz

number kL, and fixed polynomial order and mesh resolution, the number of partitions are varied from

Ns = 2, 4, 8, 16, 32 using the METIS API as seen in Figure 3.6.
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Figure 3.6: Different non-overlapping subdomains Ns = 4, 8, 16, 32 generated using METIS.

The results for varying partitions are presented in Table 3.1 and Figure 3.7.

Table 3.1: Effect of the number of subdomains Ns, fixed: h/L = 1/60, kL = 100, p = 6, ε = 10−8 for the

FETI-H algorithm, the results marked in ? correspond to the FETI-2LM algorithm.

Ns NI NDOF Dλ nc n?c EL2 in % EH1 in %

2 433 172,118 26 223 132 5.9×10−5 4×10−4

4 892 172,576 26 348 188 5.9×10−5 4×10−4

8 1669 173,348 26 596 288 5.9×10−5 4×10−4

16 2564 174,232 26 982 365 1.5×10−4 4×10−4

32 4093 175,736 26 1000 532 87.36 87.47

(5.9×10−5∗) (4×10−4∗)

Influence of varying subdomains

0 200 400 600 800 1000

10
-8

10
-6

10
-4

10
-2

10
0

100 200 300 400 500
10

-8

10
-6

10
-4

10
-2

10
0

Figure 3.7: (a) FETI-H, (b) FETI-2LM algorithm, effect of the number of subdomains Ns for p = 6, kL = 100,

h/L = 1/60, ε = 10−8.

The convergence of the normalized residual can be seen in Figure 3.7. There are two distinct
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regimes which can be seen where the convergence rate is complete different namely, the pre-convergence

regime and the convergence regime.

• Pre-convergence regime: This regime is characterized by slow or almost flat convergence. Dur-

ing this regime, the subdomains exchange information and the information propagation to the

neighbours begins. As the number of subdomains increase, the iterations required to exchange

this information also increases drastically. It can be seen that usually more than 70 percent of

the iterations are consumed to exchange this information for the FETI-H algorithm. For the case

with 32 partitions, all the 1000 iterations are consumed in this regime, which is a considerable

computational effort. However, this behavior is expected for FETI-H since no additional coarse

space correction has been devised to tackle this. However the design of these coarse space is

extremely challenging, especially for p-FEM.

• Convergence regime: In this regime, the convergence of the normalized residual is much faster.

The convergence rate in this regime only slightly depends on the number of partitions, Ns.

It can be seen that the L2 and H1 errors remain constant for the first 4 examples for varying

partitions, except for the slight variance of the L2 error for the case of 16 partitions. This could be

attributed to the fact that a very high number of iterations are required for convergence to the set

tolerance. Moreover, the last example of 32 partitions, did not converge to the set tolerance even after

1000 iterations which explains the high L2 and H1 errors. There is a four-fold increase in the number of

iterations for an eight-fold increase in the number of partitions, which showcases the poor scalability of

the unpreconditioned FETI-H algorithm. It can be seen that the FETI-2LM algorithm scales better in

terms of the number of iterations required for convergence for the same accuracy compared to FETI-H.

The total number of DOFs only vary slightly owing to the duplication introduced during partitioning.

3.3.1.3 Effect of mesh refinement

In this part, the mesh size is varied for a fixed polynomial order, partitioning and frequency. The

normalized residual is plotted for varying iterations as seen in Figure 3.8 and Table 3.2. For the first

two mesh resolutions, the complete span of the interface problem is required for the convergence to

set tolerance. Since Dλ, is quite low for the coarsest mesh, the relative errors are high which decrease

consistently as the mesh is refined. The number of iterations increase the mesh refinement upto a

certain point i.e. till h/L = 1/60, followed by a decrease in the number of iterations on further

refinement upto h/L = 1/100. In addition, the slope in the convergence regime seems to decrease
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slightly with increase in mesh refinement. In general, it can thus be said the FETI-H algorithm is

scalable with respect to the mesh size.

Table 3.2: Effect of mesh refinement for Ns = 5, p = 6, kL= 100, ε = 10−8 for the FETI-H algorithm.

h/L NI NDOF Dλ nc EL2 in % EH1 in %

1/10 192 4667 4.3 190 33.8 34.5

1/15 283 11009 6.6 280 0.9 1.4

1/30 577 43163 13.1 383 0.006 0.025

1/60 1105 172,787 26.1 439 6.3×10−5 4×10−3

1/80 1519 304,373 34.6 428 7×10−6 7.5×10−5

1/100 1831 480,533 43.5 409 1.9×10−6 1.8×10−5
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Figure 3.8: (a) FETI-H, (b) FETI-2LM algorithm, effect of mesh refinement for Ns = 5, p = 6, kL = 100, ε =

10−8.

The FETI-2LM algorithm seems to scale better with mesh refinement for the same set of examples

presented for the FETI-H algorithm.

3.3.1.4 Effect of the interpolation order

In this part, the polynomial order, p is varied for a fixed mesh resolution, partitioning and wavenumber

as seen in Table 3.3 and Figure 3.9 on the left. The first observation is that there is very small depen-

dency of the polynomial order on the convergence regime even for high orders. Another observation

is that for increase in the polynomial order from 1 to 6, there is 7 order drop in the error. The errors

stagnate after this point due to the discretization error introduced in the system. The number of

iterations increase only slightly compared to increase in the global size of the problem. It can thus be
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said that the FETI-H algorithm scales with p-refinement. However, the FETI-2LM algorithm scales

better than FETI-H for increasing polynomial orders as seen in Figure 3.9 on the right.

Table 3.3: Effect of polynomial order for Ns = 5, h/L = 1/60, kL = 100, ε = 10−8 for the FETI-H algorithm.

p NI NDOF Dλ nc EL2 in % EH1 in %

1 194 5060 4.5 147 129.9 130.1

2 373 19607 8.8 224 14.7 15.5

3 556 43655 13.1 277 0.27 0.7

4 739 77201 17.4 329 0.01 0.065

5 922 120,245 21.8 387 7.4×10−4 5.5×10−3

6 1124 172,805 26.1 505 6.2×10−5 4×10−4

7 1288 234,827 30.4 496 5.4×10−5 5.4×10−5
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Figure 3.9: (a) FETI-H, (b) FETI-2LM algorithm, effect of polynomial order for kL = 100, h/L = 1/60, ε =

10−8 for Ns = 5.

3.3.1.5 Effect of the wavenumber

In this part, the mesh resolution, polynomial order and the number of partitions are kept constant for

varying wavenumbers as seen in Figure 3.10 and Table 3.4. It can be seen that number of iterations

increases drastically for high wavenumbers. For a 8 fold increase in the wavenumber, the number of

iterations, nc increases by a factor more than 4, thus the algorithm is not scalable with increasing

wavenumbers. This is in agreement with the literature [54] and contrary to the work done on FETI-

2LM for the same benchmark problem [59]. As seen in Table 3.4, the iterations for FETI-2LM only

increase slightly for increasing wavenumbers for the same accuracy and number of partitions. As the

wavenumber increases, the error also increases since the problem resolution is the same for all the
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calculations.

Table 3.4: Effect of varying wavenumbers, fixed h/L = 1/30, p= 6, ε = 10−8 for arbitrary partitioning Ns = 5,

the results marked in ? correspond to the FETI-2LM algorithm.

kL NI NDOF Dλ nc n?c EL2 in % EH1 in %

25 577 43163 52.2 121 179 5.2×10−6 8.6×10−6

50 577 43163 26.1 234 185 5×10−5 4.2×10−4

100 577 43163 13.1 383 193 6×10−3 0.025

200 577 43163 6.5 580 209 1.65 2.0
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Figure 3.10: (a) FETI-H, (b) FETI-2LM algorithm, effect of varying wavenumbers, fixed h/L = 1/30, p = 6, ε

= 10−8 for Ns = 5.

Contrarily, the FETI-2LM algorithm scales quite well for varying wavenumbers as seen in Fig-

ure 3.10.

To conclude, it can be said that the FETI-H algorithm scales with p and h refinement, however

the scalability in terms of increasing partitions, Ns and wavenumber, k is quite poor. In the next

section, the FETI-2LM and FETI-H methods are compared in terms of their performance.

3.3.2 Comparison

This subsection focuses on comparing both the FETI variants for increasing partitions and wavenum-

bers. The scalability results for FETI-2LM have been discussed and presented in literature [59]. It

has been observed that both FETI-2LM and FETI-H exhibit scalability with increasing polynomial

order and mesh refinement. As a result, both methods are only compared for Ns, k -scalability.
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3.3.2.1 Increasing subdomains

In this analysis, the number of subdomains are varied for a fixed polynomial order, mesh size, wavenum-

ber, interface tolerance. The same iterative scheme ORTHODIR for the same set tolerance is used to

compare both the FETI - variants, details are described in Section 3.3.1.2. The results for varying

iteration number with increasing partitions is plotted in Figure 3.11 (a). The first remark is that both

methods have the exact same accuracy for exactly the same problem parameters. It can be easily seen

that FETI-2LM outperforms FETI-H even for small number of partitions. Moreover, the scalability

is quite poor for FETI-H compared to FETI-2LM. In general, the number of iterations required for

convergence is directly related to the computational cost, so it becomes fair to say that FETI-2LM

outperforms FETI-H for increasing partitions in the absence of any additional preconditioner.
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Figure 3.11: For the same resolution and accuracy, (a) comparison of FETI-H with FETI-2LM for varying

subdomains, (b) comparison of FETI-H with FETI-2LM for varying wavenumbers.

3.3.2.2 Increasing wavenumber

As seen Figure 3.11 (b), both FETI variants are plotted for varying wavenumbers and fixed polynomial

order, resolution and partitions. The details of this test are described in wavenumber scalability test

described before in Section 3.3.1.5. Both the methods have the exact same accuracy with all other

problem parameters kept the same. It can be seen that, FETI-2LM scales quite well for increasing

wavenumbers. Contrarily, the scalability of FETI-H is quite poor. In general, FETI-2LM quite easily

outperforms FETI-H for increasing wavenumbers. In order to improve the scalability of both FETI

variants, a second level auxiliary problem is constructed by projecting the interface problem onto a

suitable coarse space. At each iteration, the interface residual is made orthogonal to the chosen coarse

subspace. It has been remarked that the use of this coarse subspace type of preconditioner is more
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efficient on FETI-H compared to FETI-2LM.

However the design of these coarse subspaces for a numerical discretization arising from discretization

of p-FEM is quite challenging. Infact, the design of optimal coarse space for indefinite wave propaga-

tion problems is still an active area of research.

3.4 Conclusions

This chapter presented an overview of the DDM applied for time harmonic wave-propagation problems.

In the first part, a detailed literature review of the three different class of DDM namely the classical

Schwarz, optimized Schwarz and the Schur-based for time-harmonic wave propagation problems is

done. Out of these DDM, two Schur-based dual sub-structuring methods namely, FETI-2LM and

FETI-H are formulated, implemented and verified.

The scalability tests have been performed to access the performance for modeling the Helmholtz

equation using both the FETI variants for varying problem parameters, number of partitions and

frequencies. As discussed in the previous work [58] [Chapter 4], the FETI-2LM algorithm demonstrates

excellent scalability for varying wavenumbers, h, p refinement however as expected scales poorly for

varying subdomains.

The comparison of both these algorithms for varying partitions and wavenumbers led to the conclusion

that FETI-2LM scales quite well compared to FETI-H. However for low wavenumbers (kL < 50),

FETI-H seems to perform slightly better. Since the objective of using DDM is to solve large-scale

problems at high frequencies, this benefit is alleviated for FETI-H. In general, it can be said that

FETI-2LM clearly outperforms FETI-H in the absence of a global preconditioner.

The next chapter focuses on extending these methods to domains comprising of several media.



Chapter 4

Domain decomposition methods for

several fluids

4.1 Introduction

Domain decomposition methods have been examined extensively for homogeneous media arising from

the discretization of Helmholtz equation [29]. The popular FETI methods like FETI-2LM, FETI-H

and FETI-DPH have been studied for exterior homogeneous Helmholtz problem [34], [30] as outlined in

Chapter 3. Nevertheless, problems associated to coupling of several fluids, such as the ones presented

in chapter Chapter 2, are not treated in the literature. One can nevertheless cite that the optimized

Schwarz type DDM methods have been used to model the Helmholtz problems with discontinuous

coefficients, however only theoretical estimates for convergence have been determined [24].

In many practical applications there is a need to model problems consisting of different media. A

classical example is the modeling of the Kundt’s tube which can involve several materials. Moreover

many industrial applications require the modeling of acoustic treatments for noise mitigation like duct

silencers, mufflers, which are practical applications of models with several fluids. Chapter 2 highlighted

the computational issues in the optimization methods for acoustic treatments, specifically for liners.

There is a need to develop original techniques that can improve the resolution process. This chapter

focuses on Domain Decomposition Methods (DDM) for time-harmonic problems with several fluids.

The key objective is to extend the FETI methods to problems with several fluids by introducing

continuity and transmission conditions. An additional contribution is to generalise the formulation of

FETI methods to equivalent fluids.

A part of this chapter is submitted as an article in the Journal of Sound and Vibration.

In the first part, the FETI methods are extended to problems with several fluids. In the second

67
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part, the implementation is verified for known analytical solutions on 2D benchmark problems. In

the latter part, scalability tests are performed in 2D to analyze the performance of this method. The

performance and accuracy of the method are verified for 3D models. In the last part, an improved

factorization strategy using the chosen DDM is formulated to reduce the costs for several evaluations.

This strategy is applied to the same models as presented in Chapter 2. Finally, the computational

savings using the proposed DDM are discussed.

4.2 FETI methods for several fluids

This section presents the problem description of a domain composed of several fluids. Generalized

coupling and continuity conditions are presented to couple several fluids using FETI-based methods.

Without loss of generality and for the sake of simplicity, only the case of two different fluids is presented.

The extension to an arbitrary number of fluids is straightforward.

A two-dimensional domain composed of two fluids (denoted by the indices 1 and 2 respectively)

corresponding to subdomains, Ω1 and Ω2 is presented in Figure 4.1. ni denotes the unit outward normal

on the boundary ∂Ωi of Ωi. The two subdomains are separated by an interface, Γ = ∂Ω1 ∩ ∂Ω2.

k1, ρ1, c1

Ω1 ∂Ω
k2, ρ2, c2

Ω2

Γ

n1

n2

Figure 4.1: Domain with two fluids, each fluid has different physical properties. They are separated by the

interface Γ.

In each subdomain, the pressure field u is governed by the Helmholtz equation:

1

ρi
∆u+

ω2

ρic2
i

u = 0 in Ωi, i = 1, 2, (4.1)

where ci and ρi respectively denote the speed of sound and the density of the fluid in sub-domain Ωi.

These coefficients can be of complex valued and frequency dependent to take dissipative effects into

account. A remark is that Equation (4.1) is scaled by a factor of 1/ρ as compared to the classical

form of Helmholtz equation. The reason for this is found in the continuity relations at the interface Γ

for fluids with different densities as seen in Equation (4.2):

u1 = u2 ,
1

ρ1

∂u1

∂n1
= − 1

ρ2

∂u2

∂n2
on Γ. (4.2)
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The first relation corresponds to the continuity of pressure and the second one states the continuity of

normal velocity. The densities may differ and therefore this relation does not imply the continuity of

the normal gradient of pressure. For boundaries of the subdomains other than the common interface

Γ, external forcing terms are classically introduced through Robin-type boundary conditions:

1

ρi

∂ui
∂ni

+ i
ω

Zi
ui = gi on ∂Ωi\Γ i = 1, 2, (4.3)

where gi represents a generic external source. Zi is the characteristic impedance of a fluid with density

ρi and speed of sound ci defined as follows:

Zi = ρici ∀ i = 1, 2. (4.4)

The variational formulations associated with Equation (4.1) for the two subdomains can be expressed

as follows:

∀qi ∈ Vi,
1

ρi

∫
Ωi

∇q∗i ·∇ui − k2
i q
∗
i ui dΩ− 1

ρi

∫
∂Ωi

q∗i
∂ui
∂ni

dS = 0, i = 1, 2, (4.5)

where qi is the test function associated with the field ui, Vi is the space of test functions and ki = ω/ci.

Each of the two subdomains can be self-partitioned, nevertheless for the sake of simplicity, no parti-

tioning is introduced in each subdomains.

The next subsections describe the theory, formulation of FETI-2LM and FETI-H.

4.2.1 FETI-2LM

The generalized Robin type boundary conditions are introduced similar to the formulation for homo-

geneous fluid as follows:
∂u1

∂n1
+D1u1 = ρ1L2→1u1,

L2→1 = − 1

ρ2

∂u2

∂n2
+D2u2,

∂u2

∂n2
+D2u2 = ρ2L1→2u2,

L1→2 = − 1

ρ1

∂u1

∂n1
+D1u1,

(4.6)

where D1, D2 are absorbing operators, and L1→2,L2→1 are the transmission operators. The scaling

by a factor ρ is introduced in Equation (4.6) in order to simplify the continuity relations at the interface.

We recall the Lagrange multipliers that are introduced to avoid the explicit computation of the

normal pressure gradients.This improves the overall performance of the FETI-2LM method [87]. They
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are expressed as follows:

λ2→1 = L2→1u2,

λ1→2 = L1→2u1.
(4.7)

Adding Equation (4.6) and imposing the continuity constraints results in the following expression for

the interface problem:

λ2→1 + λ1→2 =

(
D1

ρ1
+
D2

ρ2

)
u1 on Γ,

λ1→2 + λ2→1 =

(
D1

ρ1
+
D2

ρ2

)
u2 on Γ.

(4.8)

In the present work, the zeroth order transmission conditions are used as described in Equation (4.9).

D1 = ik1, D2 = ik2. (4.9)

Introducing the definitions of Equation (4.9) in Equation (4.8) results in the following additional

system of equations for the interface problem.

λ2→1 + λ1→2 = u1Y1,2,

λ2→1 + λ1→2 = u2Y1,2,

with, Y1,2 = iω
(
Z−1

1 + Z−1
2

)
,

(4.10)

where Z1, Z2 are the characteristic impedances in the respective medium.

The variational formulation is now presented.

4.2.1.1 Variational form

Equation (4.6) with the definitions from Equation (4.7), Equation (4.9) is introduced in the weak form

of the subdomain problem.

∀q1 ∈ V1,
1

ρ1

∫
Ω1

∇q∗1 ·∇u1 − k2
1q
∗
1u1 dΩ +

iω

Z1

∫
Γ
q∗1p1dS− 1

ρ1

∫
∂Ω1\Γ

q∗1
∂u1

∂n1
dS =

∫
Γ
q∗1λ2→1dS,

(4.11a)

∀q2 ∈ V2,
1

ρ2

∫
Ω2

∇q∗2 ·∇u2 − k2
2q
∗
2u2 dΩ +

iω

Z2

∫
Γ
q∗2p2dS− 1

ρ2

∫
∂Ω2\Γ

q∗2
∂u2

∂n2
dS =

∫
Γ
q∗2λ1→2dS.

(4.11b)

The additional set of equations on the interface are integrated using the test functions ψ2→1 and

ψ1→2, associated to dual variables:∫
Γ
ψ∗2→1

[
λ1→2 + λ2→1 − Y1,2u1

]
dS = 0, (4.12a)∫

Γ
ψ∗1→2

[
λ1→2 + λ2→1 − Y1,2u2

]
dS = 0. (4.12b)
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An interesting remark is that the variational form presented in Equation (4.11a), Equation (4.11b),

Equation (4.12a), Equation (4.12b) are exactly equivalent to the original FETI-2LM formulation for a

homogeneous fluid. It can thus be said that the current formulation is a generalization of the original

Helmholtz problem applied to several fluids.

4.2.1.2 Numerical discretization

This section presents the numerical discretization of the variational form. The subdomain matrices are

built using higher-order finite elements, abbreviated as p-FEM. The discretization of Equation (4.11)

leads to a system of the form:

K1u1 = f1 + BT
2,1 M1,2 λ2→1,

K2u2 = f2 + BT
1,2 M1,2 λ1→2,

(4.13)

where the definitions of the operators are the same as described in Chapter 3. The mass matrix on the

interface remains the same owing to compatible meshes and interpolation. The Lagrange multipliers

are scaled with the mass matrices described in detail in Chapter 3.

λ̃2→1 = M1,2λ2→1, λ̃1→2 = M1,2λ1→2. (4.14)

The additional system of equations to compute the dual variables can be formulated as below:

λ̃2→1 + λ̃1→2 = Y1,2M1,2B2,1u2,

λ̃2→1 + λ̃1→2 = Y1,2M1,2B1,2u1.
(4.15)

Using Equation (4.13) it is possible to eliminate the pressure variables u1 and u2 to derive a so-called

interface problem for the modified Lagrange multipliers: I I− Y1,2 M1,2B2,1K
−1
2 BT

2,1

I− Y1,2 M1,2B1,2K
−1
1 BT

1,2 I


︸ ︷︷ ︸

FI

λ̃2→1

λ̃1→2


︸ ︷︷ ︸

λ̃

= Y1,2

M1,2B2,1K
−1
2 f2

M1,2B1,2K
−1
1 f1


︸ ︷︷ ︸

d

.
(4.16)

Each media can be partitioned into multiple non-overlapping subdomains and the extension to multiple

subdomains is straightforward. The resulting matrix FI is square, complex composed of full blocks.

It is of size 2NI × 2NI, where NI is the number of degrees of freedom on the interface. The resulting

interface matrix is solved using ORTHODIR. Details of the algorithm and matrix-vector products are

described in detail in Section 3.2.1.3. This completes the generalized FETI-2LM formulation to model

several fluids.
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4.2.2 FETI-H

In this subsection, the extension of FETI-H to problems with several equivalent fluids are presented.

The coupling conditions used can be expressed as follows:

∂u1

∂n1
+D1u1 = ρ1L2→1u1,

where, L2→1u1 = −ρ1

ρ2

∂u2

∂n2
+D1u2,

(4.17)

where D1, L2→1 are the absorbing and transmission operators respectively. The choice of using the

same absorbing operator on either side of the interface comes as a constraint seen in Chapter 3.

Rearranging terms and imposing the continuity constraints, the interface problem reduces to the

following:

u1 − u2 = 0 on Γ. (4.18)

For the extension to multiple subdomains, sign conventions are introduced as described in Section 3.2.2.

4.2.2.1 Variational form

The variational form corresponding to FETI-H algorithm with sign conventions can be described as

follows:

∀q1 ∈ V1,
1

ρ1

∫
Ω1

∇q∗1 ·∇u1 − k2
1q
∗
1u1 dΩ +

iωε1,2
Z1

∫
Γ
q∗1u1dS− ε1,2

∫
Γ
q∗1λ2→1dS =

1

ρ1

∫
∂Ω1\Γ

q∗1
∂u1

∂n1
dS,

∀q2 ∈ V2,
1

ρ2

∫
Ω2

∇q∗2 ·∇u2 − k2
2q
∗
2u2 dΩ +

iωε2,1
Z2

∫
Γ
q∗2u2dS− ε2,1

∫
Γ
q∗2λ1→2dS =

1

ρ2

∫
∂Ω2\Γ

q∗2
∂u2

∂n2
dS.

(4.19)

The additional equation for the interface problem can be obtained by integrating Equation (4.18):

∀ψ2→1

∫
Γ
ψ∗2→1(u1 − u2)dΓ = 0 on Γ. (4.20)

It can be observed that this relation is the same as the FETI-H formulation for the homogeneous

fluid. This is because the terms corresponding to the absorbing operator do not appear in the interface

problem. In addition, the choice of the absorbing operator only influences the subdomain integrals

without affecting the integral terms on the interface.
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4.2.2.2 Numerical discretization

This section presents the numerical discretization of the variational form. The subdomain matrices are

built using higher-order finite element, abbreviated as p-FEM. The discretization of Equation (4.19)

results in the following set of equations:

K̃1u1 = f1 + ε1,2B
T
2,1 M1,2 λ2→1,

K̃2u2 = f2 + ε2,1B
T
1,2 M1,2 λ2→1,

(4.21)

where the definitions of the matrices and vectors are the same as described in the FETI-2LM algorithm.

The remaining details about the methodology remain the same as described in Section 3.2.2.

The interface problem for the two subdomain case expressed in terms of the dual variables is as

follows: ε1,2B2,1K
−1
1 BT

2,1−

ε2,1B1,2K
−1
2 BT

1,2


︸ ︷︷ ︸

FI

[
λ̃2→1

]
︸ ︷︷ ︸

λ̃

=

−B2,1K
−1
1 f1+

B1,2K
−1
2 f2


︸ ︷︷ ︸

d

.
(4.22)

The resulting interface matrix FI is square, complex-symmetric, non-Hermitian, sparse and of size

NI × NI. It is important to note that the interface matrix is independent of the effective admittance

and also of the mass matrix computed on the interface. Another crucial feature of this FETI-H

algorithm is that the interface problem is exactly the same as in the homogeneous case without any

alterations.

4.3 Results in 2D

In this section, the results for the verification and performance of the FETI variants namely, FETI-

2LM and FETI-H applied to problems with several different fluids are presented. In the first part, the

numerical verification of the h-p convergence for a domain composed of two fluids on a benchmark 2D

problem are presented. The second test case focuses on the comparison of the aforementioned FETI

methods with scalability tests. In the last part, the implementation of one of these FETI-variants is

verified for several fluids.

4.3.1 Test case description

A 2D guided wave problem with a 1D analytical solution is considered. The computational domain

is a square cavity with unit dimensions, as illustrated in Figure 4.2. This physical domain consists

of two fluids with a physical interface Γ located at x = 0.5 m. The part on the left of Γ is composed

of air and the right part is a porous material. The porous material is modeled as an equivalent fluid
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using the JCA model. The details of this model are detailed in Section 2.4.2. The parameters of the

porous materials are presented in Table 4.1. Two different porous materials with varying properties

are considered.

The computational domain is discretized with triangular finite elements using Gmsh [46]. An

example is given in the left part of Figure 4.2. An essential requirement of the FETI method is that

the generated meshes should be conformal on the physical interface Γ, which allows implementing the

coupling conditions between the two physical domains.

A plane wave propagating in the positive x direction is injected from the left boundary.

∂u1

∂n1
+ ik1u1 = g , for x = 0 ,

in which g is a forcing term. An absorbing boundary condition is imposed on the right boundary in

the porous medium using the following Robin condition:

∂u2

∂n2
+ ik2u2 = 0 , for x = 1 .

The upper and lower boundaries are hard walls (∂u/∂n = 0). Since the objective of this test case is

to verify the interface transmission conditions, each domain is composed of a single partition. The

subdomain matrices are generated using higher-order p-FEM basis as described in Section 2.2. The

interface problem defined in Equation (4.16) is solved using ORTHODIR for a set tolerance ε = 10−8.

The primal solution is recovered using the local subdomain operators. The Figure 4.2 on the right

illustrates the numerical solution for the pressure field for ω = 6.91 ×104 rad/s. It can be seen that

the porous material damps the incoming pressure waves. The continuity of the primal variables on

the physical interface are also verified.
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Figure 4.2: (a) One partition for each medium with a conformal interface mesh (Γ at x = 0.5 m), (b) Real part

of the pressure in Pa plotted for a plane wave at ω = 6.91 ×104 rad/s.
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The performance of the method is examined by computing the relative L2 norm of the error. The

number of degrees of freedom per wavelength is computed taking into account the largest wavenumber

from both fluids [61].

Dλ =
2π

kL

(√
NDOF − 1

)
, k = max(|k1|, |k2|), (4.23)

where L =
√

area(Ω) is a typical length scale of the computational domain and k1 and k2 are the

wavenumbers in the air and the porous material respectively. In order to ensure that the two waves

are well resolved, we consider the maximum wavenumber in this definition.

In Figure 4.3, the relative error is plotted as a function of Dλ for varying p orders, considering the

two porous materials defined in Table 4.1. For each material, two cases are considered, the duct is

composed of two parts (air and porous material), or the duct is completely filled with porous material.

Each graph shows the convergence plots for a homogeneous and a heterogeneous medium, and for

different polynomial orders. In each situation, an asymptotic convergence rate of D
−(p+1)
λ for the

relative L2 norm of the error is retrieved, which is in agreement with the theoretical [6] and numerical

[9] results. It can thus be said that the convergence rate in the asymptotic regime remains equivalent

for a domain composed of a single or two different fluids, which verifies the proposed implementation.

Table 4.1: Physical properties for air medium, frequency dependent properties for (a) porous material 1, (b)

porous material 2 used to estimate the equivalent density and equivalent speed of sound for ω = 1000 rad/s.

Properties Air Porous material 1 Porous material 2

Porosity φ (-) - 1 0.8

Flow resistivity σ (Nsm−4) - 1.06 ×104 5 ×104

Tortuosity α∞ (-) - 1.2 1.1

Thermal characteristic length Λ
′

(m) - 240×10−6 240×10−6

Viscous characteristic length Λ (m) - 490 ×10−6 490×10−6

Speed of sound c (m/s) 341.97 76.15 +74.34i 37.12 + 40.56i

Density ρ (kg/m3) 1.21 1.56 -10.57i 1.70 - 50i
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Figure 4.3: Convergence of the L2 norm of the error for varying Dλ for porous material 1 (a) and 2 (b)

respectively. represents the test case with air and porous material, represents the homogeneous case

with only the porous material, represents the slopes of order −(p+ 1).

4.3.2 Scalability results in 2D

In this section, the performance and behavior of the FETI methods are presented. The analysis is

performed for a domain comprising of two fluids, one of them is the air and the other is a porous

material modeled as an equivalent fluid. The method to analyze the scalibility is the same as the one

presented in Section 3.3.1.

The notation of this section are based on the ones of the Chapter 3 with an index a or p to refer to

the domain (air or porous) to which they correspond. Let Na, Np be the number of subdomains, ka,

kp be the wavenumber, Da, Dp be the degrees of freedom per wavelength, Ea, Ep be the relative L2

norm of the error (in %) in the air and the porous media respectively computed for known analytical

solutions.

4.3.2.1 Influence of the number of subdomains

In this part, the behavior of both FETI variants is examined for different numbers of partitions in

both air and porous medium for a fixed mesh size, polynomial order and frequency. Each medium is

partitioned using the graph partitioning tool, METIS, (see Figure 4.4 and Figure 4.5). In Figure 4.4,

the partitions in the air medium, Na are varied from 2 to 8 for a fixed number of partitions in the

porous medium, Np=2. In Figure 4.5, the partitions in the porous medium, Np are varied from 2 to 8

for a fixed number of partitions in the air medium, Na=2. A remark is that the number of partitions

in a particular medium can be varied without affecting the discretization or partitioning of the other

media.
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Figure 4.4: Varying partitions in the air medium while keeping the same number of partitions in the porous

medium.
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Figure 4.5: Varying partitions in the porous medium while keeping the same number of partitions in the air

medium.

For the above described partitions, the results for the FETI-H algorithm are presented in Table 4.2.

All examples have the same accuracy, Ea = 5.1×10−5 %, Ep = 1.57 ×10−4 % and same wavelength

resolution, Da=23, Dp=19. The first observation is that the number of iterations increases drastically

(319 to 839) when the number of partitions in the air medium grows. However, the increase in the

number of iterations is slightly less for varying partitions in the porous medium (319 to 578), compared

to the air medium. In general, for increasing partitions in either medium at the same accuracy, the

FETI-H algorithm is not scalable. There is a slight variance in the total number of DOFs due to

the increasing number of partitions. The convergence of the normalized residual can be seen in

Figure 4.6. The convergence plots has 2 different convergence regimes similar to the regimes reported

for the homogeneous case results for FETI-H, described in Section 3.3.1.2. For varying partitions in

the air medium, the pre-convergence regime dominates the computational effort as large numbers of

iterations are consumed in this region. However, for varying partitions in the porous medium, the

pre-convergence regime is quite small (compared to varying partitions in the air medium) and thus
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the computational effort is slightly reduced.

Table 4.2: Results for FETI-H: (a) Varying number of partitions in air medium for Np = 2, (b) Varying number

of partitions in porous medium for Na = 2. All cases have a fixed accuracy Ea = 5.1×10−5 %, Ep = 1.57 ×10−4

%, p = 6, h/L =1/30, and kaL = 100.

Na NI NDOF nc

2 814 171,274 319

4 1299 171,756 637

8 1717 172,168 839

Np NI NDOF nc

2 814 171274 319

4 1269 171726 496

8 1670 172120 578
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Figure 4.6: Effect of varying subdomains for FETI-H (a) Na varying from 2 to 8, for Np = 2, (b) Np varying

from 2 to 8, for Na = 2. Other parameters h/L = 1/60, p = 6, kaL = 100, ε = 10−8 are fixed.

In this part, the results for the FETI-2LM algorithm are presented for varying partitions, see

Figure 4.4 and Figure 4.5. All the examples have the same accuracy and wavelength resolution

as mentioned for the FETI-H case. The preliminary observation is that the number of iterations

increases (147 to 251) with varying partitions in the air medium. Contrarily, for varying partitions

in the porous medium, the FETI-2LM algorithm shows close to perfect strong scalability, i.e. the

number of iterations remains almost constant for increasing partitions. It should be noted that this

strong scalability is observed in the absence of any coarse-space preconditioner.
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Table 4.3: Results for FETI-2LM: (a) Varying number of partitions in air medium for Np = 2, (b) Varying

number of partitions in the porous medium for Na = 2. All cases have a fixed accuracy Ea = 5.1×10−5 %, Ep

= 1.57 ×10−4 %, p = 6, h/L = 1/30, and kaL = 100.

Na NI NDOF nc

2 1628 171,274 147

4 2598 171,756 208

8 3434 172,168 251

Np NI NDOF nc

2 1628 171,274 147

4 2538 171,726 149

8 3340 172,120 150

The convergence of the normalized residual can be seen in Figure 4.7. In FETI-2LM, there is

no clear distinction between the pre-convergence and the convergence regime as observed in FETI-H

algorithms. For varying partitions in the air medium, the convergence rate varies only slightly in

the pre-convergence regime. However, in the convergence regime, the convergence rate drops with

increasing partitions. In contrast, for varying partitions in the porous medium, the convergence rate

remains the same in both regimes. The perfect scalability for varying partitions in the porous medium

is a behavior peculiar to equivalent fluids and in general, might not be observed for fluids with non-

dissipative properties.
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Figure 4.7: Effect of varying subdomains for FETI-2LM algorithm (a) partitions in air medium Na are varying,

for fixed number of partitions Np = 2, (b) partitions in porous medium Np are varying, for fixed number of

partitions Na = 2. Other parameters h/L = 60, p = 6, kaL = 100, ε = 10−8 are fixed.

4.3.2.2 Effect of the mesh refinement

In this part, the mesh size is varied for a fixed polynomial order, partitioning and frequency. The

normalized residual is plotted for varying iterations for FETI-2LM and FETI-H algorithms as seen in

Figure 4.8, Table 4.4, and Table 4.5.
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In Table 4.4, the problem is under-resolved for the first example and thus a high relative error is

observed. This error drops asymptotically when the mesh is refined. It is interesting to observe that

for the first two examples the numbers of iterations are very similar to the problem size. This is due

to the fact that FETI-H consumes a large number of iterations in the pre-convergence regime. As

the mesh is further refined, the number of iterations required for convergence also increases, however

without requiring to solve the full size of the interface problem. For the latter two examples, the slope

in the convergence regime decreases when increasing the mesh refinement.

Table 4.4: Effect of mesh refinement for FETI-H, for Na = 3, Np = 2, p = 6, ε = 10−8, kaL = 100.

h/L NI NDOF Da Dp nc Ea in % Ep in %

10 163 5033 4 3 160 26.41 43.31

15 271 11543 6 5 268 1.07 2.15

30 517 43967 11 10 446 5.2 ×10−3 1.7 ×10−2

60 1045 171,503 23 19 552 5.09×10−5 1.57×10−4
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Figure 4.8: Effect of mesh refinement, left: FETI-H, right: FETI-2LM for Na = 3, Np = 2, kaL = 100, p = 6,

ε = 10−8.

In Table 4.5, the problem is under-resolved in both media for the first example which results in

high relative error. However, in general the number of iterations increase moderately (87 to 169)

as compared to FETI-H with the same mesh refinement. A general remark is that roughly twice or

more iterations are required for FETI-H compared to FETI-2LM to achieve the same accuracy, for

increasing mesh refinement.

The pre-convergence regime is quite similar whereas the slope in the convergence regime reduces
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when increasing the mesh refinement for all examples. In general, it can be said that the FETI-2LM

algorithm scales much better than FETI-H.

Table 4.5: Effect of mesh refinement for FETI-2LM, for Na = 3, Np = 2, p = 6, ε = 10−8, kaL = 100.

h/L NI NDOF Da Dp nc Ea in % Ep in %

10 326 5033 4 3 87 26.41 43.31

15 542 11543 6 5 110 1.07 2.15

30 1034 43967 11 10 136 5.2 ×10−3 1.7 ×10−2

60 2090 171,503 23 19 169 5.09×10−5 1.57×10−4

4.3.2.3 Effect of the interpolation order

In this part, the polynomial order p is varied for a fixed mesh resolution, partitioning and frequency

for both FETI-2LM and FETI-H algorithms as seen in Figure 4.9, Table 4.6 and Table 4.7.

For the FETI-H algorithm, the first observation is that the error roughly drops by 7 orders of magnitude

from p=2 to p=7, which is consistent with the theoretical convergence rate for classical p-FEM.

The total number of DOFs increases drastically (from p=1 to p=7), whereas the size of the interface

problem grows only slightly. The number of iterations increases considerably (147 to 614) compared

to the increase in the size of the interface problem, however it was observed that for the same accuracy

the number of iterations for convergence do not change drastically. Thus, it is judicious to say that

the FETI-H algorithm scales with p-refinement. The slope in the convergence regime seems to have

a slight dependency on the polynomial order, as the order p increases, the slope in the convergence

regimes reduces.

Table 4.6: Effect of p-refinement for FETI-H, for Na = 3, Np = 2, ε = 10−8, h/L = 1/60, kaL = 100.

p NI NDOF Da Dp nc Ea in % Ep in %

1 180 5013 4 3 147 147.12 183.29

2 353 19451 8 6 269 9.89 17.56

3 526 43319 11 10 342 0.21 0.4

4 699 76617 15 13 414 0.01 0.03

5 872 119,345 19 16 487 7.93×10−4 2.11×10−3

6 1045 171,503 23 19 552 5.09×10−5 1.57×10−4

7 1218 233,091 26 23 614 3.98×10−6 1.08 ×10−5
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Figure 4.9: Effect of p-refinement, (a) FETI-H, (b) FETI-2LM for Na = 3, Np = 2, kaL = 100, ε = 10−8,

h/L = 1/60.

Table 4.7: Effect of p-refinement for FETI-2LM, for Na = 3, Np = 2, ε = 10−8, h/L = 1/60, kaL = 100.

p NI NDOF Da Dp nc Ea in % Ep in %

1 360 5013 4 3 76 147.12 183.29

2 706 19451 8 6 113 9.89 17.56

3 1052 43319 11 10 130 0.21 0.4

4 1398 76617 15 13 145 0.01 0.03

5 1744 119,345 19 16 157 7.93×10−4 2.11×10−3

6 2090 171,503 23 19 169 5.10×10−5 1.57×10−4

7 2436 233,091 26 23 177 6.14×10−6 1.11 ×10−5

The FETI-2LM algorithm scales much better compared to FETI-H in terms of number of iterations

(76 to 177) as seen in Table 4.7. In the pre-convergence regime, all the curves fall into one with the same

convergence rate. However, the slope in the convergence regime seems to have a slight dependency

on the polynomial order, as the p-order increases, the slope in the convergence regimes reduces. In

general, FETI-H requires roughly twice or more iterations for convergence as compared to FETI-2LM,

for the same accuracy of the primal solution.

4.3.2.4 Influence of the frequency

In this part, the angular frequency is varied for a fixed mesh resolution, polynomial order and number

of partitions. The properties in the porous medium are frequency dependent modeled using the

JCA model. Since the frequency remains the same in both media, it suffices to use this parameter to
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examine the results presented in Figure 4.10 and Table 4.8, Table 4.9 for both FETI-2LM and FETI-H

algorithms.

As seen in Table 4.8, the number of iterations required for convergence increases with the angular

frequency. This is expected of the FETI-H algorithm and observed in the results of the homogeneous

case as well. As the angular frequency increases, the accuracy of the algorithm reduces since the

problem resolution decreases. For very high angular frequencies, almost the complete subspace of the

interface problem needs to be computed, which is computationally expensive. The convergence plots

of the residual error highlight the high computational effort spend in the pre-convergence regime with

increasing angular frequencies.

As seen in Table 4.9, the number of iterations required for convergence for the same sized interface

problem reduces with increasing angular frequency. This phenomenon is specific to the case of equiv-

alent fluids, since for a homogeneous fluid, the iteration count increases with increasing frequency.

This is in agreement with similar work using OSM [24], where the convergence rate was found to im-

prove for heterogeneous media. It can be observed from Figure 4.10 that the slope in the convergence

regime improves with increasing angular frequency, contrary to the homogeneous fluid case. This is a

remarkable result since it justifies modeling large wavenumbers in the air medium without an increase

in the computational cost.
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Figure 4.10: Effect of wavenumbers on the iteration count for (a) FETI-H, (b) FETI-2LM, Na = 3, Np = 2,

h/L = 1/30, p = 6, kaL = 100, ε = 10−8.
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Table 4.8: Effect of varying wavenumbers for FETI-H, Na = 3, Np = 2, h/L = 1/30, p = 6, ε = 10−8.

ω NI NDOF Da Dp nc Ea in % Ep in%

8549 517 43967 45 34 212 1.14×10−6 2.82×10−6

17099 517 43967 23 19 321 4.31×10−5 1.8×10−4

34197 517 43967 11 10 446 5.2310−3 0.02

68395 517 43967 6 5 514 1.13 2.28

Table 4.9: Effect of varying wavenumbers for FETI-2LM, Na = 3, Np = 2, h/L = 1/30, p = 6, ε = 10−8.

ω NI NDOF Da Dp nc Ea in % Ep in%

8549 1034 43967 45 34 158 4.35×10−6 9.36×10−6

17099 1034 43967 23 19 147 4.32×10−5 1.8×10−4

34197 1034 43967 11 10 136 5.29×10−3 0.02

68395 1034 43967 6 5 125 1.13 2.28

A systematic analysis of FETI-2LM and FETI-H methods has been presented for varying problem

parameters like the number of partitions, mesh, polynomial order and angular frequencies. For varying

subdomains in the air or the porous medium, FETI-H does not scale with the iteration count, however

the scalability is improved for varying partitions in the porous medium. Contrarily, FETI-2LM shows

almost perfect scalability with varying number of partitions in the porous medium.

For h and p refinement, both FETI-2LM and FETI-H show scalability for the iterations count, however

FETI-H requires roughly twice more iterations than FETI-2LM for the same accuracy of the primal

solution. For increasing frequencies, FETI-H does not scale for the iteration count, however FETI-

2LM scales remarkably well. For increasing angular frequencies, the number of iterations required for

convergence decreases, contrary to results observed for the homogeneous fluid case.

It is thus judicious to choose the FETI-2LM method over FETI-H for modeling equivalent fluids. The

forthcoming results are presented using only the FETI-2LM method.

4.3.3 FETI-2LM applied for problems with more than two fluids

Only problems with two fluids were presented up to now. In this section, the FETI-2LM algorithm

is applied to problems with more than two fluids consisting of multi-layered porous materials. The

objectives of this test case are twofold: (a) verify the implementation and accuracy of the primal

solution for multiple fluids with frequency dependent properties; (b) verify the implementation for

arbitrary numbers of partitions introduced in each fluid.
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An air cavity with a multi-layered porous material is considered, see Figure 4.11. Both porous

materials are modeled using the JCA model with the properties of each of the layers described in

Table 4.10. Two physical interfaces are present, the first at x=0.5 m. between air and porous

material 1 and the second at x=0.7 m. between the two layers of porous materials. The same

boundary conditions as described in the Section 4.3.1 are introduced on the outer boundaries of the

computational domain. Each part of the computational domain corresponding to a particular fluid

is split into non-overlapping subdomains using the automatic graph partitioning tool METIS [52].

As seen in the Figure 4.11, respectively 7, 2 and 4 partitions are introduced in each of the three

computational regions.

Table 4.10: Physical properties for air medium, frequency dependent properties for the porous material 1 and

porous material 2 used to estimate the equivalent density and equivalent speed of sound for ω = 18840 rad/s .

Properties Air Porous material 1 Porous material 2

Porosity (-) - 0.5 0.8

Flow resistivity (Ns/m4) - 1.06 ×104 5 ×104

Tortuosity (-) - 1.2 1.1

Thermal characteristic length (m) - 240×10−6 240×10−6

Viscous characteristic length (m) - 490 ×10−6 490×10−6

Speed of sound (m/s) 341.97 284.38 + 33.26i 202.48+ 115.11i

Density (kg/m3) 1.21 3.27 - 0.66i 1.70 - 2.65i

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

Air

k1, c1, ρ1

Γ1

Porous 1 Porous 2

y
[m

]

x [m]
Γ2

k2, c2, ρ2 k3, c3, ρ3

(0,0)

1

1

A
b
so

rb
in

g
b

ou
n
d
ar

y
co

n
d
it

io
n

Hard wall

Figure 4.11: (a) 7,2,4 partitions of each media respectively done using METIS, (b) Domain with three fluids,

Air - Porous 1 - Porous 2, The Porous 1 and Porous 2 are modeled using the JCA model.

The interface problem is solved using ORTHODIR with a set tolerance of ε = 10−8 for three
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different types of partitioning as outlined in Table 4.11. The preliminary observation is that increasing

the number of partitions has no effect on the L2 norm of the error, in fact the relative error in % for

the latter cases is reasonably small for a tolerance of 10−8.

The second observation is that increasing the number of partitions typically results in an increase of

the iteration count. For a five-fold rise in the number of partitions (3 to 15), the number of iterations

approximately grows by a factor 4.5.

The primal solution for the pressure field is plotted in Figure 4.12. Since the first porous material

has low porosity and flow resistivity, the attenuation of the pressure wave is not significant. However,

as the porosity and flow resistivity increase, the pressure wave is almost completely absorbed in the

second porous material. Qualitatively, it can also be seen that the pressure field is continuous across

the physical interfaces between the fluids.

Table 4.11: Convergence of the iterative procedure for varying numbers of partitions in different regions for a

set interface tolerance ε = 10−8.

Ns NI NDOF nc EL2 in % Relative Error in %

1-1-1 604 30553 39 0.016 -

3-2-2 1172 30832 148 0.016 2.24×10−4

7-2-4 1858 31168 181 0.016 7.64×10−4
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Figure 4.12: (a) Convergence of the iterative procedure for varying partitions in different fluids, (b) Numerical

solution of the pressure field in Pa. for ω = 18840 rad/s.

This section presented results for FETI-2LM and FETI-H for benchmark 2D problems. The

scalability analysis for two fluids demonstrated how FETI-2LM outperforms FETI-H for different

problem parameters. Moreover, the extension to several fluids does not affect the performance of the

former FETI variant.
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4.4 Results in 3D

In this section, the FETI-2LM method is applied for 3D problems with known analytical solution.

The objective of this test case is to demonstrate the accuracy of the numerical implementation of

the FETI-2LM method for increasing partitions for a 3D case with a known analytical solution. A

cube with unit dimensions is used to model the acoustic cavity. At x=1, there is a physical interface

between the duct and the acoustic treatment. The acoustic treatment consists of a melamine foam

modeled using the JCA model. The numerical results for 1 kHz frequency are presented in Figure 4.13.

It can be observed that the relative L2 error (which is 1%) for a known analytical solution remains

the same for increasing partitions up to 32. The number of iterations for a fixed set tolerance of

ε = 10−8 increases by a modest factor of 1.6 for a 16 fold increase in the number of partitions as seen

in Figure 4.14.
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Figure 4.13: (a) Partitioning the tube cavity into 32 non-overlapping partitions using METIS, (b) Numerical

solution for a plane wave at f = 1 kHz with 1 % accuracy.
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Figure 4.14: Convergence of the ORTHODIR iterative scheme for varying partitions up to 32 for f = 1 kHz.
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4.5 FETI methods and optimization strategies
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Figure 4.15: A FETI-2LM based substructuring strategy to save factorization costs for successive evaluations

in the optimization loop.

4.5.1 Overview

In Chapter 2, the general framework of optimization methods of acoustic liners was presented. In this

section, a modified strategy is proposed to reduce the computational costs involving a large number

of configurations.

With a conventional approach, for each new liner configuration, the complete computational model

needs to be assembled and requires the calculation of the LU factors. However, the liner which

represents only a small part of the computational domain can be modeled as one subdomain. For each

subsequent evaluation, the subdomains associated with the acoustic cavity remain the same. This

significantly reduces the cost at each evaluation of a new liner since the cost of the LU factorization

in the liner subdomain is small. The major benefit is the cost savings in remeshing, assembly and

factorization of the cavity for each successive liner configuration.

The new workflow can be described in the following way:

1. The duct is discretized and partitioned into non-overlapping subdomains using METIS.

2. The subdomain matrices are assembled using a p-FEM based numerical discretization only once
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for a given frequency and a prescribed duct mode.

3. The acoustic treatment is modeled as an equivalent fluid and is discretized ensuring a conformal

surface mesh. It is then assembled using a p-FEM based numerical discretization.

4. The interface problem is solved iteratively using FETI-2LM as described in Chapter 3 and in

the latter step the pressure field is recovered using forward-backward substitutions.

5. For successive evaluations, only the steps (3) and (4) need to redone since the factorizations

associated with the subdomain matrices in the duct remain unchanged.

4.5.2 Verification of the model using FETI-2LM

In this part, FETI-2LM method is verified to produce the same results for the problem described in

Section 2.6.

The 3D computational domain is discretized using two separate meshes of tetrahedron elements

(generated using Gmsh). The first mesh is linked to the duct which is the invariant part of the domain,

whereas the second mesh is associated with the liner which changes between calculations.

When changing the liner depth or flow resistivity, a new mesh for the liner is computed, while the

mesh for the duct remains unchanged and is reused. Indeed, a conformal mesh needs to be enforced

between the duct and liner to satisfy the continuity constraints in the FETI-2LM method. However,

this requires using the same surface mesh from the duct for all liner configurations. As a result, the

liner is discretized with a predefined surface mesh obtained from the duct.

The new version of Gmsh [46] (4.4.1 or later) can generate a 3D discretization for the liner, with a

predefined input surface mesh. The implementation of this workflow is verified for flat and curved

geometries. We demonstrate this workflow on a cylindrical duct as seen in Figure 4.16.

In Figure 4.16 (a), a quadratic duct mesh is partitioned into four non-overlapping subdomains using

METIS. The liner is meshed using the aforementioned workflow in Gmsh. In Figure 4.16(b), the

surface mesh for the discretized liner is superimposed on the duct. It can be clearly seen that the

node mapping is conserved. Figure 4.16(c) displays the discretized duct and liner for a specific liner

configuration.
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Figure 4.16: (a)Partitioning of duct into 4 non-overlapping partitions using METIS, (b) the interface mesh for

the liner is superimposed on the duct to check conformity, (c) the complete mesh of the computational domain

for a specific liner configuration.

The total number of DOFs is around 90,000. The interface problem, composed of dual variables has

roughly 11,000 DOFs. It is solved using ORTHODIR for a set tolerance of 10−8. The primal solution

is recovered using forward-backward substitutions with the LU factors in each subdomain. As the

last step, the transmission loss is evaluated for each calculation using the relation. The same setup is

run for several liner configurations, and by reusing the previously computed LU factors for the duct

subdomains. The same results are reproduced for the transmission loss as presented in Section 2.6.3.

As an illustration, we showcase some specific results as described in Table 4.12.

Table 4.12: Transmission loss for d = 0.05 m and σ = 1.57× 104 for varying frequencies and duct modes.

f in Hz 1500 1500 2200

(m,n) (0,0) (0,1) (1,2)

TL (in dB) :p-FEM 4.78 7.76 17.98

TL (in dB): FETI-2LM 4.78 7.76 17.98

4.6 Computational savings

This section illustrates the savings in the computational time compared to the conventional strategies

presented in Chapter 2. The same problem described in Section 2.6.2 is modeled as described in

Section 4.5.2.

At first, the assembly and factorization costs are illustrated using the conventional approach in Chap-

ter 2. The matrices are assembled using p-FEM, which are sparse, complex symmetric [10]. The

bandwidth of sparse matrices can be improved using the sparse reverse Cuthill-McKee algorithm.

MATLAB has a built-in function abbreviated as “symrcm” which reorders the matrix entries [1] (see

pg. 1-11872) based on this algorithm. It was found that using this built-in function drastically reduces
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memory requirements. In the present work, all the matrices are reordered using this algorithm. Once

the bandwidth is optimized, a direct solver is used to compute the primal solution. It requires the

computation of the LU factors which compose of a major part of the computational cost.

Table 4.13: Direct solver cost for an 80k DOF problem.

Assembly Factorization Memory (in Gb)

For 1 calculation 1min 10 s. ∼ 39 mins. 10.24 Gb

For 125 calculations 2hrs 25mins. 3 days 10 hrs. 10.24 Gb

The results are computed in MATLAB on a single core. The system has an i7-processor @3.10

GHz, 32 Gb RAM with cache memory of 9 Mb. Results presented in Table 4.13 are computed on

problem with 80,000 DOFs. It can be seen that the factorization costs are considerably high for each

calculation. Merely, the projected factorization time for 125 calculations requires more than 3 days.

Moreover, the algorithm demands more than 10 Gb memory to store the LU factors.

We now present the savings in computational time and memory using the factorization strategy for

FETI-2LM method. The duct is partitioned into 4 non-overlapping subdomains, each part comprising

of roughly 18,000 DOFS. The other details of the problem are the same as described in Section 4.5.2.

The sequential times of the computations done on one core are reported in Table 4.14. As the matrices

have smaller dimensions, the factorization costs are drastically reduced from 39 to 6 mins. Moreover,

the memory footprint for all subdomains is reduced to 4.7 Gb.

Since the duct subdomains remain invariant for all calculations, these calculations are reported only

once. The computational time for all liner configurations is reported in Table 4.14 and the total time

is computed. It can be easily seen that the computational costs specifically linked to factorization

are drastically reduced (from over 3 days to 3 hrs ) which makes these models affordable in the early

design phase.

Since the duct subdomains remain invariant for all calculations, the assembly and factorization time

are minimal.

Table 4.14: Cost savings using a factorization strategy for the FETI-2LM solver.

125 calculations Assembly Factorization Memory (in Gb)

Duct subdomains -4 56 s. 6 mins. 3.76

Liner subdomain- 1 ∼ 29 mins. 3hrs 7mins. 0.95

Total time 30 mins. 3 hrs 13mins. 4.71

The presented results have no direct co-relation with the total computational time for following
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reasons. Firstly, the calculations for any DDM-based solver are typically done in parallel using multiple

cores to speed up computations.

Secondly, only the factorization and assembly costs are presented in this part and the iterative costs

associated with the FETI-2LM method are not presented. This will be discussed in the forthcoming

chapters.

The reported computational times in Table 4.14 and Table 4.13 are software specific, however they

demonstrate the significant computational savings using the FETI-2LM method.

4.7 Conclusions

The modeling of several fluids that have complex and frequency dependent properties using two

different FETI variants namely FETI-2LM and FETI-H has been presented. Generalized transmission

and continuity conditions have been devised and verified to couple of several regions with different

fluids.

The first key observation was that the convergence rate for the L2 norm of the error was preserved

when compared to a p-FEM based numerical scheme without any partitions. Specifically, the different

parameters used to model the equivalent fluid do not have any impact on the performance of the FETI

algorithms in terms of accuracy.

Scalability tests have been performed to assess the performance for modeling several fluids using

the two FETI variants for varying problem parameters, partitions, and frequencies. In general, similar

trends have been observed as for the standard FETI-2LM approach for modeling classical Helmholtz

problems using p-FEM based discretization.

The performance of FETI-2LM is superior compared to FETI-H for varying problem parameters,

partitions, and frequencies. An interesting remark is that the number of iterations required for con-

vergence decrease for increasing frequencies, contrary to the homogeneous problem. Also, FETI-2LM

algorithm requires the same number of iterations for convergence for increasing partitions in the equiv-

alent fluid medium. However, it does not scale with increasing partitions in the air medium which was

also observed in the homogeneous problem. For increasing problem resolutions using h or p refinement

only slightly increases the iteration count resulting in much improved accuracy for the dual as well as

the primal solutions. Typically, for a fixed accuracy, varying the problem resolution parameters, p or

h, results in the same number of iterations for convergence.

The p and h refinements for fixed accuracy typically also result in the same number of iterations

as for the FETI-2LM. However, the iterations count for all examples is always found to be higher for
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FETI-H. Contrary to FETI-2LM, FETI-H does not scale with varying partitions in either medium or

frequencies. In general, for all test examples comparing FETI-2LM and FETI-H for the same accuracy,

FETI-2LM always outperforms FETI-H. Thus a clear choice of using FETI-2LM for the remaining

part of this document is done.

It can thus be said that at least in the unpreconditioned version, FETI-2LM is the clear choice for

modeling several fluids governed by the Helmholtz equation. The implementation of the FETI-2LM

is verified for the case of several fluids with varying partitions in each of the fluids. The performance

and accuracy were also verified for 3D models.

A novel factorization strategy was proposed to solve problems involving several liner calculations.

This strategy demonstrates considerable cost reductions compared to classical methods described in

Chapter 2. The cost savings for small 3D models using the factorization strategy for FETI-2LM

method are presented. However, there is more potential for cost savings in the iterative process for

the FETI-based methods. The forthcoming chapters will focus on reducing the costs linked to the

iterative part of the FETI methods for a series of calculations.



Chapter 5

Two-level FETI-2LM

5.1 Introduction

The previous chapter demonstrates the computational savings for the resolution of large problems

where only a small part of the subdomain changes. Specifically, a FETI-2LM method is used to reuse

the LU factors of the invariant subdomains in the case of several calculations. However, this only

leads to modest computational gains. In fact, the FETI-2LM method involves iterative part which

comprises of significant computational costs. Typically, each iteration in a specific calculation involves

a matrix vector (MV) product, forcing a local solve of all subdomains. This involves the exchange of

dual variables between the subdomains hampering the parallel performance of these methods. The

key objective of this chapter is to investigate novel FETI-methods to reduce the computational effort

associated with the iterative costs.

In this chapter, a novel two-level FETI-2LM formulation is outlined to reduce the costs linked to

the iterative part. In order to avoid misunderstandings, it is important to clarify the terminology

“two-level FETI”, which depends on the context. The FETI method described in the original paper

by Roux [82] consists in formulating the interface problem for the dual variables and in the latter

phase introducing a coarse-grid correction at each iteration of this interface problem [31]. Also, a

multi-level FETI-DP formulation was proposed to address the issues relating to the increasing size

of the coarse grid for very large-scale discrete problems [91]. Hence in these papers, the terminology

“two-level” mainly refers to multi-grid techniques. In the method presented in this chapter the FETI

method is used to find a solution to the subdomain problem, we then have a FETI method encapsu-

lated in another one. Hence the vocable “two-level” has a different meaning. To the best of authors

knowledge, a novel FETI-methods dedicated for a series of calculations for acoustic applications has

94



CHAPTER 5. TWO-LEVEL FETI-2LM 95

not been done before.

In the first part of the chapter, the theory and the formulation of the two-level FETI-2LM method

is presented. In the second part, the implementation of the two-level FETI-2LM method is verified.

The influence of using different tolerance criteria for the iterative schemes like ORTHODIR, GMRES

and ORTHOMIN is discussed. In the last part, suitable conclusions are drawn regarding the choice

of the iterative method for the two-level FETI-2LM method.

5.2 Two-level FETI

This section proposes a two-level FETI method. The configuration of interest is the same as the one

examined in Chapter 3. This problem is first recalled, the method is then presented.

5.2.1 Formulation

Ω1

k1, c1, ρ1

Γλ
Ω2, k2, c2, ρ2

Figure 5.1: Problem of interest consisting of two domains 1 and 2.

A problem composed of two fluids (respectively denoted by 1 and 2) corresponding to subdomains,

Ω1 and Ω2 is presented in Figure 5.1. Their common boundary is denoted by Γλ. In each domain, the

pressure field u is governed by the Helmholtz equation similar to Section 4.2 in Chapter 4.

1

ρi
∆u+

k2
i

ρi
u = 0 in Ωi, i = 1, 2. (5.1)

The continuity of the pressure and normal velocity fields is applied on the interface Γλ and a generic

Robin condition is on the vertical boundaries of Ω1:

∂u1

∂n1
+ ik1u1 = g1 on ∂Ω1\Γλ,

where g1 is a known function. The remaining boundaries of Ω1 and Ω2 are modeled as hard walls.
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Ω1

k1, c1, ρ1

Γλ
Ω2, k2, c2, ρ2

n1
n2

Figure 5.2: top-level splitting of the domain with the interface Γλ.

Subdomain 1 represents the acoustic cavity and will constitute a major part of the total compu-

tational domain. Subdomain 2 corresponds to the acoustic liner which is a small part of the complete

domain. We are considering a series of configurations where the problem associated with Ω1 remains

the same while the problem in Ω2 changes.

In this chapter, we will present a two-level FETI method which consists in using twice the FETI

method:

• The two subdomains Ω1 and Ω2 will lead to a so-called top-level FETI (TL) with an interface

problem on Γλ. However, subdomain 1 can be further split into smaller subdomains. It then

requires the resolution of local problems linked to these smaller subdomains.

• To solve this local problem, a so-called bottom-level FETI (BL) problem is formulated, which

determines the pressure fields in the subdomains.

In this presentation, we will only solve the bottom-level FETI method on Ω1 as it is the subdomain

on which the direct resolution is the most computationally demanding and the one which is invariant

in an optimization problem. The resolution of the local problem on Ω2 will be done with a direct

solver but note that this does not limit the generality of the approach.

5.2.2 Top-level FETI

The top-level consists of splitting the domain into two parts Ω1 and Ω2. The same sets of equations

described in Section 4.2.1 are used to solve this top-level FETI problem. The FETI-2LM continuity

and transmission conditions are imposed on the interface Γλ. Dual variables, or Lagrange multipliers,

λ̃2→1, λ̃1→2 are defined on Γλ and the interface problem (see for instance Equation (4.16)) with the

notations from Chapter 4 is recalled: The resulting interface problem can be expressed in terms of the
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dual variables: I I− Y1,2 M1,2B2,1K
−1
2 BT

2,1

I− Y1,2 M1,2B1,2K
−1
1 BT

1,2 I


︸ ︷︷ ︸

F1,2
I

λ̃2→1

λ̃1→2


︸ ︷︷ ︸

λ̃̃λ̃λ

= Y1,2

M1,2B2,1K
−1
2 f2

M1,2B1,2K
−1
1 f1


︸ ︷︷ ︸

dλ

. (5.2)

The interface matrix F1,2
I is a complex square matrix and contains full blocks. It is of size Nλ

I , where

Nλ
I designates the number of degrees of freedom of interface Γλ. The interface problem is solved by an

iterative algorithm which only requires to be able to compute the matrix-vector product FIλ̃̃λ̃λ. Hence

this matrix it then not formed explicitly.

This interface problem then requires the factorization of matrices K1 and K2. As mentioned earlier,

we will focus on K1 whose formal inverses are presented in blue and red. They are present in both the

left and right-hand sides, see the terms in red and blue in equation Equation (5.2). The term marked

in red consist of the contribution of the sources which do not change in the iterative loop. However,

the term marked in blue involves the dual variables λ̃2→1 which evolves in the iterative process. It is

then useful to split the solution in two parts: the fixed contribution from the sources and the variable

contribution due to the dual variables:

u1 = us + uλ, (5.3)

where us denotes the fixed contribution from the source terms and uλ denotes the variable contribution

from the dual variables. Computing these two quantities requires solving linear systems defined by

K1:

K1u
s = f1,

K1u
λ = BT

1,2λ̃2→1.
(5.4)

These two problems are solved by the bottom-level FETI.

5.2.3 Bottom-level FETI

The key objective of the bottom-level FETI is to solve Equation (5.4) without having to compute

factorization of the matrix K1.

5.2.3.1 Presentation of the bottom-level problem

We will now solve the problems described in Equation (5.4) to compute the pressure fields us, uλ.

Both problems in Equation (5.4) have the same matrix K1 and only the right-hand side changes.
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A

Subdomain 1

Γµ

nB
nA

B

Figure 5.3: Partitioning of Ω1 into two parts, namely subdomains A and B.

Thus, the bottom-level problem is presented in terms of the following generic problem:

K1ug = b̂1,where, b̂1 =


f1,

BT
1,2λ̃2→1.

(5.5)

where ug represent a generic pressure field which could be either us or uλ.

Ω1 is split into a number of smaller subdomains indexed by capital letters as A,B,C.... The additional

dual variables introduced by this partitioning are denoted µ. They exist only on the interior inter-

faces within Ω1. To simplify the description of the method, Ω1 is partitioned into 2 non-overlapping

subdomains, namely A and B, as seen in the Figure 5.3. In this case, there is only one interface within

Ω1 which is denoted Γµ. It is straightforward to generalise the method to an arbitrary number of

partition in Ω1.

One can solve this generic bottom-level problem using any domain decomposition method, like Bal-

anced Domain Decomposition or Optimized Schwarz methods. However, in the present work only

FETI-based methods are discussed. Besides, from the results of Chapter 4, it was observed that

FETI-2LM outperformed FETI-H. Thus we will solve the bottom-level problem with FETI-2LM.

The transmission and continuity equations proposed in Chapter 4 are reused to couple the partitioned

subdomains A,B which results in the following equations:

∂uA
∂nA

+ ik1uA = ρ1µB→A on Γµ,

∂uB
∂nB

+ ik1uB = ρ1µA→B on Γµ,

(5.6)

where uA, uB are the unknown pressure fields. nA, nB are the unit outward normals. µA→B, µB→A

are the unknown dual variables for ΩA and ΩB, respectively.
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The resulting weak form of the problem for subdomains ΩA,ΩB can be written as follows:

∀wA ∈ VA
1

ρ1

∫
ΩA

{∇w?A ·∇uA − k2
1w

?
AuA}dΩ +

ik1

ρ1

∫
Γµ

w?AuAdS =

1

ρ1

∫
∂ΩA\Γµ

w?A
∂uA
∂nA

dS +

∫
Γµ

w?AµB→AdS,

∀wB ∈ VB
1

ρ1

∫
ΩB

{∇w?B ·∇uB − k2
1w

?
BuB}dΩ +

ik1

ρ1

∫
Γµ

w?BuBdS =

1

ρ1

∫
∂ΩB\Γµ

w?B
∂uB
∂nB

dS +

∫
Γµ

w?BµA→BdS,

(5.7)

in which wA, wB are the test functions associated with the field uA, uB and VA, VB are the functional

spaces for these test functions.

The continuity of the pressure field and the normal pressure gradient is imposed on the interface

(subdomain 1 is homogeneous). This results in an additional equations to compute the dual variables.

∀ξ?A,B ∈ VA
∫

Γµ

ξ?A,B

[
µA→B + µB→A − s̃uB

]
dS = 0,

∀ξ?B,A ∈ VB
∫

Γµ

ξ?B,A

[
µB→A + µA→B − s̃uA

]
dS = 0,

(5.8)

with s̃ = 2ik1/ρ1. This parameter s̃ depends only on the properties of the subdomain Ω1 and these

properties of Ω1 does not change for several liner calculations.

The numerical discretization results in the following systems of equations:

K̃AuA = b̂A + BT
A,B µ̃B→A,

K̃BuB = b̂B + BT
B,A µ̃A→B,

µ̃A→B = MA,B µA→B, µ̃B→A = MA,B µB→A,

(5.9)

where K̃A, K̃B are the regularized Helmholtz matrices. b̂A, b̂B are the discretized forcing terms.

uA, uB are the primal unknown degrees of freedom arising from the discretization of the pressure

field in ΩA and ΩB, respectively. µ̃B→A and µ̃A→B are the dual unknown degrees of freedom arising

from the discretization of the field of the dual variables (for details see Section 3.2.1.3). MA,B is

the mass matrix on the partitioned interface Γµ. The Boolean operators BA,B, BB,A are used to

project the subdomain information on the interface Γµ. The discretization of the interface conditions

in Equation (5.8) leads to additional sets of equations:

µ̃A→B + µ̃B→A − s̃ MA,BuB = 0,

µ̃A→B + µ̃B→A − s̃ MA,BuA = 0.
(5.10)
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Expressing Equation (5.10) only in terms of dual variables using the relation from Equation (5.9) (a),

(b) results in the following system of equations: I I− s̃ MA,BBB,AK̃−1
B BT

B,A

I− s̃ MA,BBA,BK̃−1
A BT

A,B I


︸ ︷︷ ︸

FA,BI

µ̃A→B
µ̃B→A


︸ ︷︷ ︸

µ̃

= s̃

MA,B

(
BB,AK̃−1

B b̂B
)

MA,B

(
BA,BK̃−1

A b̂A
)


︸ ︷︷ ︸
d̂µ

.

(5.11)

The interface matrix FA,B
I is a complex square matrix and contains full blocks. It is of size Nµ

I ,

where Nµ
I designates the number of unknowns on the interface Γµ. This problem can be solved using

any of the iterative schemes described before, with a set tolerance to get converged results for the dual

variables. The tolerance at the bottom-level is referred to as εB. The next steps involves recovering

the local solutions in subdomains A and B:

K̃AûA = f̂A + BT
A,B µ̃

conv
B→A,

K̃BûB = f̂B + BT
B,A µ̃

conv
A→B,

(5.12)

where µ̃convB→A, µ̃
conv
A→B are the converged dual variables linked to the generic bottom-level interface

problem. In order to recover the primal variables over Ω1, averaging at the common interfaces of

the subdomains is used. In addition, when the number of partitions increase, cross points might be

present. An averaging of the solution at these cross points is also necessary. Finally the solution in

Ω1 is recovered as follows:

û1 =


ûA ∀ x̂A ∈ ΩA\Γµ,

ûB ∀ x̂B ∈ ΩB\Γµ,

(ûA + ûB)/2 ∀ x̂A , x̂B ∈ Γµ.

(5.13)

In principle, it would be possible to continue this process of splitting a specific subdomain into a

number of smaller subdomains. For instance, one can split the subdomain A into 2 smaller subdomains

to recover the solution ûA. For brevity, we limit the number of levels in this particular case only to

the top and the bottom-levels.

5.2.3.2 Contribution from the source terms

This section deals with the computation of the pressure field us using the generic bottom-level problem,

as illustrated in Figure 5.4. This contribution due to the sources remains fixed in the top-level problem

described in Equation (5.2). Moreover, these source terms do not change while performing several

liner calculations. As a result this computation is performed only once throughout the optimization
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A

K̃AusA = bA + µ̃sB→A

B

K̃BusB = bB + µ̃sA→B

Figure 5.4: Computation of the solution us using the generic bottom-level problem.

K̃AuλA = B
T(A)
1,2 λ̃2→1+

µ̃λB→A

K̃Buλ2 = B
T(A)
1,2 λ̃2→1+

µ̃λB→A

Figure 5.5: Computation of the pressure field uλ using the bottom-level problem.

cycle.

The interface problem in Equation (5.11) is used to compute the dual variables µ̃sA→B, µ̃sB→A by using

the forcing term as follows:

b̂A = BT
A,1f̂1,

b̂B = BT
B,1f̂1,

(5.14)

where BT
B,1,B

T
A,1 are Boolean operators to project the source terms from subdomain 1 to A and B

respectively. These problems are solved using the generic bottom-level problem to get the converged

solution for the dual variables up to the tolerance εB.

Once µ̃sA→B and µ̃sB→A are computed, one can then determine us using Equation (5.12) and Equa-

tion (5.13). The right-hand side of the top-level interface problem can now be simplified as follows:

 I I− Y1,2 M1,2B2,1K̃
−1
2 BT

2,1

I− Y1,2 M1,2B1,2K̃
−1
1 BT

1,2 I

λ̃1→2

λ̃2→1

 = Y1,2

M1,2B2,1K̃
−1
2 f2

M1,2B1,2u
s

 . (5.15)

5.2.3.3 Contribution due to dual variables

The generic bottom-level problem is used to compute uλ at each top-level iteration. The resulting

dual variables generated at the bottom-level are denoted µ̃λA→B and µ̃λB→A as seen in Figure 5.5. This

process is continued until the top-level problem has converged to the desired tolerance to provide λ̃
conv
2→1
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and λ̃
conv
1→2. The pressure field in subdomain 1 is recovered by solving the generic bottom-level problem

with the new forcing term as seen in Equation (5.5). All the computation steps remain the same as

described for generic bottom-level problem. This problem can be described as below.

K1u
λ
f = BT

1,2λ̃
conv
2→1. (5.16)

Thus we presented a methodology to obtain us,uλf using the bottom-level approach. The total pressure

in subdomain 1 can be obtained as a sum of the contributions of the individual pressure fields due to

the source and dual variables λ̃
conv
2→1.

u1 = us + uλf . (5.17)

The pressure in subdomain 2 can retrieved by simply using forward-backward substitutions. Equa-

tion (5.2) :

K̃2u2 = f2 + BT
2,1 λ̃

conv
1→2 . (5.18)

The pressure field at the top-level is averaged on the interface Γλ to recover the primal solution over

the complete domain:

u =


u1 ∀ x̂1 ∈ Ω1\Γλ,

u2 ∀ x̂2 ∈ Ω2\Γλ,

(u1 + u2)/2 ∀ x̂1, x̂2 ∈ Γλ.

(5.19)

Thus the bottom-level problem provides a generic way to compute the primal solution without having

to do the expensive factorization linked to subdomain 1.

We now present a flow-chart of the two-level FETI-2LM method for a single calculation.

5.2.4 Flowchart

A flowchart of the two-level FETI-2LM comprising of top and bottom level FETI methods is presented.

kmax is the maximum number of iterations defined for the chosen iterative scheme.
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Two-level FETI

2LM method

Start with an initial guess for

λ̃0,µ0. Define the tolerance

limits εT , εB for the top

and bottom-level resp.

Solve K1u
s = f1 using the generic

bottom-level problem for a toler-

ance of 10−12, [See for instance

Section 5.2.3.2] (done only once).

Solve KAuλ = BT
A,Bλ̃k upto a set

tolerance εB using Section 5.2.3.3.

Compute the matrix vec-

tor product at the top-

level using Equation (5.15).

Update λ̃k+1 at the top-level.

If ‖d −

F1,2
I λ̃k+1‖/‖d‖ ≤

εT

Recover the pressure field u1 using

Equation (5.16),Equation (5.17)

and u2 using Equation (5.18)

followed by averaging

using Equation (5.19).

Update λ̃k, p, etc.

from any of the

iterative schemes

outlined in Chapter A.

k =0, while k ≤ kmax

no

yes
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Figure 5.6: (a) Partitioning of the duct into 5 subdomains. The liner is modeled as an independent subdomain,

(b) Example of pressure field for a plane wave at 1 kHz.

5.3 Verification on a simple case

This section describes the verification of the two-level FETI-2LM method. This verification is done

mainly to ensure implementation has been done correctly as the two level FETI is algebraically equiv-

alent to the resolution of the original FEM problem. The two-level approach for one calculation is

indeed expensive compared to the original FEM or the one-level FETI-2LM method. However, this

approach is meant to tackle a series of calculations and not specifically a particular configuration of

interest.

A two-dimensional test case is used for this task, as seen in Figure 5.6. It represents a duct of length

1 m along the x-axis with a height of 0.25 m. The duct is acoustically treated with a liner modeled

using the JCA model. The liner length is 0.8 m and its depth is 5 cm. A plane wave at 1 kHz is

injected from the left boundary using an active PML, see [10]. A standard PML is used on the right

boundary to absorb the outgoing waves. The FETI-2LM transmission conditions are applied on the

interface between the duct and the acoustic treatment. All the other boundaries are hard walls.

The computational domain is discretized using triangular elements and a conformal mesh between

the duct and the liner. The duct is partitioned into 5 subdomains using METIS. The dual variables

introduced due to this METIS partitioning constitute the bottom-level FETI-2LM problem. A fixed

tolerance of 10−6 is used for both the top- and the bottom-level FETI-2LM interface problems. The

bottom-level problem linked with the computation of sources is solved with a much finer tolerance of

10−12. This allows to capture the RHS of the top-level interface problem very accurately. Since the

calculation is done only once, it involves negligible overhead in the computational cost.

The primal solution is recovered using forward-backward substitutions as described in Section 5.2.4.

As a last step, the transmission loss (TL) is computed and compared with the same results obtained

from the (one-level) FETI-2LM formulation described in Chapter 4 for the iterative schemes, OR-

THODIR, GMRES and ORTHOMIN. For brevity, the results for only presented with the ORTHODIR

algorithm for the tolerance of 10−6. It can be clearly seen that the two-level FETI-2LM method shows

good agreement with the FETI-2LM method and correspondingly with the original FEM problem.
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Table 5.1: Comparison of the TL for the FETI-2LM and two-level FETI-2LM method for a plane wave at

different frequencies.

Frequency (in Hz) 1000 2000

TL (in dB) for One-level FETI-2LM 4.6709 1.3126

TL (in dB) for Two-level FETI-2LM 4.6715 1.3117

We can consider that the method is verified. We will now study the influence of resolution param-

eters. They are two kinds:

• The resolution algorithm itself: ORTHODIR, GMRES or ORTHOMIN

• The method to control the iterations at top and bottom-level

In the next section, we will first consider ORTHODIR as it is the first one that has been studied

and which is currently used for FETI methods.

5.4 Iterative resolution with ORTHODIR

In this section and the next ones we will use the same framework to present the results (see for example

fig. 5.7). The figures will be composed of three plots:

1. Left figure or (a): This figure will corresponds to the number of bottom-level iterations at each

top-level iteration.

2. Middle figure or (b): This figure shows the rate of convergence of top-level interface problem.

The normalized residual is plotted on a log scale as a function of the top-level iterations. In

certain cases, the tolerance at the bottom-level is adapted depending on the top-level. The

tolerance at the bottom-level is plotted as a function of the top-level iterations.

3. Right figure or (c): This figure plots the evolution of the relative L2 error on the pressure with

top-level iterations. The computation of this relative error requires a reference pressure solution.

For this test case, the reference solution uref is obtained by solving the top-level interface problem

for a very small tolerance, almost equivalent to a direct solve. At each iteration, the pressure

field is recovered and the normalized error, Ek is computed as follows:

Ek =
‖uref − uk‖
‖uref‖

, (5.20)
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Figure 5.7: Results for ORTHODIR and a fixed tolerance at top-level εT = 10−6.

where uk is the pressure field at the kth top-level iteration computed using the method described

in Section 5.2.4. The interest of this figure is to check that the problem is properly solved for

the primal solution as a reduction of the residual (as presented in the figure in the middle) is

only a necessary condition: the method can converge toward a wrong solution.

The results algorithm are presented in two parts. First, a fixed tolerance criterion is used at the

bottom-level εB for the same top-level tolerance εT . Secondly, different adaptive tolerance criteria are

used at the bottom-level for the same top-level tolerance of 10−6.

5.4.1 Results for a fixed tolerance

Table 5.2: ORTHODIR fixed tolerance studies for εT = 10−6.

εB TL Iterations BL Iterations

10−8 53 4591

10−7 53 4198

10−6 53 3741

10−5 94 5873

The fixed tolerance study consists in varying the tolerance εB at the bottom-level for a fixed tolerance

at top-level εT . The latter is set to 10−6 while the range of variation of εB goes from 10−8 to

10−5 as seen in Table 5.2. We will define 4 cases associated with different tolerances as presented in

Figure 5.7.

Figure 5.7(a) presents the evolution of the number of bottom-level iterations for each iteration at

top-level. Each one of the four curves is almost constant. It means that the number of bottom-level

iteration is the same and do not evolve with the top-level iterations. Of course, the number of bottom-

level iteration is higher for smaller εB. An intermediate conclusion is that the cost of each bottom-level

resolution is the same for each top-level iteration and is dependent of the level of the bottom-level
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tolerance.

Figure 5.7(b) presents the evolution of the residual of the top-level problem. We now observe that

during the first iterations, the four curves are superposed. As seen previously, we can deduce that it

is not necessary to choose a very small bottom-level tolerance as it does not affect the evolution of

the top-level residual and requires of course more computational resources. For case 4 (εB = 10−5),

a plateau is observed on the residual. This was expected as the tolerance chosen at the bottom-level

is not sufficient to guarantee a good prediction for the pressure that are involved in the top-level

resolutions.

The convergence of the primal variables (pressure) computed using the relation Equation (5.20) can

be seen in Figure 5.7(c). For small bottom-level tolerances (εB = 10−8 and εB = 10−7) , the two

curves overlap and the primal solution is recovered with a reasonable accuracy close to 10−5. However

for εB = 10−6, there is a small loss in accuracy since the tolerance at both levels is the same. The

most surprising result is for εB = 10−5, the error does not reach astable plateau as the solution is

completely wrong even though the top-level residual converges to the desired tolerance of 10−6. This

is attributed to the fact that in this case the tolerance at the bottom-level is higher than the tolerance

at the top-level, which results in an incorrect top-level interface problem.

The computational costs for each of the bottom-level tolerances are shown in Table 5.8. It could be

concluded that the third curve appears to be the cheapest with 3741 bottom-level iterations compared

to the other curves as seen in However, the key objective is to get the most accurate solution at the

cheapest cost. Since with the third curve there is a slight stagnation of accuracy for the primal solution,

it could be argued that it is preferable to use the second curve with a slightly higher computational

cost. From these results, a useful guideline appears to be that the bottom-level tolerance should be

chosen one order lower the tolerance at top-level.

5.4.2 Adaptive tolerance

Based on the results above, it could be interesting to explore the possibility of using a higher bottom-

level tolerance for the first top-level iterations and then refining the bottom-level tolerance in the

latter top-level iterations. At an iteration k of the top-level problem, the tolerance on the bottom-

level problem is controlled by the norm of the top-level residual ‖rk‖ multiplied by a factor 10b. In

order to bound the value of the bottom-level tolerance, a threshold τB is chosen so that the bottom-

level tolerance cannot exceed beyond this higher bound. This is useful especially in the first top-level

iterations for which the residual of the top-level algorithm is quite high. It leads to

εB = min(τB, 10b‖rk‖). (5.21)
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Figure 5.8: ORTHODIR with adaptive bottom-level tolerance for a fixed top-level tolerance of 10−6, all top-level

curves for the normalized residual fall on top of each other.

5.4.2.1 Adaptive tolerance: τB = 10−4

The first chosen threshold is τB = 10−4 which is two order of magnitude higher than the top-level

tolerance εT = 10−6. The evolution of the tolerance at the bottom-level is shown in dashed lines in

Figure 5.8(b). The influence of the threshold is noticeable during the first iterations of the method.

It can be seen that all the norm of the top-level residual are superposed (solid-blue line) which means

that its evolution is independent of b. Similarly, the convergence of the primal variable is presented

in Figure 5.8(c) and the three curves are superposed. As for fixed tolerance, a sharp rise is observed

after 60 iterations. This phenomenon will be explained in the following of the section. Note that

this instability appears despite the norm of the residual at the top-level slowly is decreasing and

fluctuates until the last iteration at which the error drops to the machine precision (due to the fact

that ORTHODIR computes all possible search directions, which is equivalent to a direct solve of the

top-level interface problem).

Even if the number of bottom-level iteration is smaller in the first steps, which is positive, it reduces the

convergence of the top-level method. By comparing Table 5.2 and Table 5.3, we see that we need 117

top-level iterations with the adaptative method while only 53 were necessary with the fixed tolerance

analysis. It would be interesting to examine if this behavior is specific to the current threshold value.

As a result, in the next part the threshold is decreased to examine the influence of the adaptive

tolerance in greater detail.

Table 5.3: ORTHODIR adaptive tolerance studies for τB = 10−4.

εB TL Iterations BL Iterations

min (τB, 10−1‖rk‖) 117 7693

min (τB, 10−2‖rk‖) 117 8690

min (τB, 10−3‖rk‖) 117 9604
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5.4.2.2 Adaptive tolerance: τB = 10−5

The threshold tolerance for the bottom-level is now set to 10−5 and the results are presented in

Figure 5.9(b). Once more the normalized residuals of the top-level method are independent from

parameter b.

Like in the previous example, the relative error for the primal variables stagnates then become unstable

after 60 iterations, as seen in Figure 5.9(c). One observation is that, at any given top-level iteration

in the computation, if the tolerance at the bottom-level is higher than the residual at the top-level,

the accuracy of the primal variables is affected. Moreover, using smaller tolerances at the bottom-

level in the latter iterations does not improve the accuracy of the final solution. The total number of

bottom-level level iteration is once more quite high compared to the fixed tolerance study as seen in

Table 5.4.
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Figure 5.9: ORTHODIR with adaptive bottom-level tolerance for a fixed top-level tolerance of 10−6, all top-level

curves for the normalized residual fall on top of each other.

Table 5.4: ORTHODIR adaptive tolerance studies for τB = 10−5.

εB TL Iterations BL Iterations

min (τB, 10−1‖rk‖) 94 6734

min (τB, 10−2‖rk‖) 94 7301

min (τB, 10−3‖rk‖) 94 7902

5.4.2.3 Adaptive tolerance: τB = 10−6

Finally, we set the threshold 10−6 and the results are presented in Figure 5.10(b). Once more, all the

curves associated to top-level convergence are superposed which means that they are independent from

b. This time no plateau or unstable region is observed for the primal variables. The main conclusion is

that when the bottom-level tolerance is at least as stringent as the top-level tolerance then the effect

of varying the bottom-level tolerance is not visible on the accuracy of the solution.
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Figure 5.10: ORTHODIR with adaptive bottom-level tolerance for a fixed top-level tolerance of 10−6, all top-

level curves for the normalized residual fall on top of each other.

The computational costs of this for both these cases are quite similar, 3783 iterations for the adaptive

tolerance case (shown with the red curve) compared to 3741 iterations for the fixed tolerance case 3.

Additionally, it can be seen from Table 5.5 b = 1 is the most efficient in terms of computational cost

since the accuracy of the primal solution is the same for all cases.

From this study, it can be said that it is not a good idea to use an adaptive tolerance for the bottom-

level problem as the required threshold is too low. This results are a bit disappointing. In order to

check this point a tolerance criteria from literature is examined for comparison.

Table 5.5: ORTHODIR adaptive tolerance studies for τB = 10−6.

εB TL Iterations BL Iterations

min (τB, 10−1‖rk‖) 53 3783

min (τB, 10−2‖rk‖) 53 3912

min (τB, 10−3‖rk‖) 53 4125

5.4.2.4 Adaptive tolerance: literature criterion

In the work by Ogino et.al. [73], a tolerance criterion is proposed for solving a two-level DDM problem.

To reduce the number of iterations, a tolerance of 10−12 is used to calculate the initial residual at the

bottom-level. For the latter iterations, an adaptive tolerance of 10−4‖rk‖ is used at the kth iteration.

The same approach is replicated with the current test case as seen in Figure 5.11(b). It is clear from

the Figure 5.11(a) and Figure 5.11(c) that this criteria is not only expensive but in addition there is a

loss of accuracy. A remark is that the results presented in the aforementioned work do not show the

influence on the accuracy of the global solution.

In general one can say that using adaptive tolerance does does not improve the accuracy of the

solution beyond the set threshold, τB. This is due to the fact that the top-level interface problem



CHAPTER 5. TWO-LEVEL FETI-2LM 111

10 20 30 40 50
0

20

40

60

80

100

Case 1 BL-4733(55)

10 20 30 40 50

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

10 20 30 40 50

10
0

M. Ogino [2018] criterion

Figure 5.11: Application of the criterion proposed in [73] with a fixed top-level tolerance of 10−6. The tolerance

at the bottom-level is varied, for the first iteration is 10−12 and for latter iterations 10−4rk.

inherits the error introduced by the bottom-level problem.

5.4.3 Conclusions for ORTHODIR

The results obtained with the ORTHODIR scheme for the two-level FETI-2LM method can be sum-

marized as follows.

1. Between the fixed tolerance and the adaptive tolerance approaches, the former one yields the

best results. The use of an adaptive tolerance at the bottom-level impacts the convergence at

the top-level. In general it proves to be inefficient compared to the use of a fixed tolerance. In

general, when the residual at the bottom-level is of higher magnitude than the tolerance at the

top-level, the error of the primal variables tend to increase. Based on the numerical experiments

reported above, the fixed tolerance at the bottom-level should be one order of magnitude smaller

than the set tolerance at the top-level: εB ∼ εT /10.

2. The accuracy of the primal variables is typically one order of magnitude less than the tolerance

set for the top-level.

3. The accuracy of the primal variables exhibits a surprising behavior with an unstable solution.

While the residual for the interface problem at the top-level decreases as expected, the error on

the primal variables increases sharply.

This raises several question that need to be investigated further regarding the choice of the iterative

scheme. Is the unstable behavior of the primal solution specific to ORTHODIR algorithm? Is it

possible to control this regime of unstable numerical error at the top-level? Can adaptive tolerances

scheme work better for GMRES or ORTHOMIN to reduce the computational cost? In order to address

these issues, a similar analysis is carried out with the GMRES algorithm in the next section.
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Figure 5.12: GMRES fixed tolerance studies for εT = 10−10.

5.5 Iterative resolution with GMRES

In this section, a similar study is done for the GMRES algorithm with either a fixed or adaptive

tolerance. We remind that the difference between GMRES and ORTHODIR lies in the choice of the

inner product chosen to orthonormalize the basis vector of the Krylov space, details are presented in

the Chapter A.

5.5.1 Results for a fixed tolerance

Figure 5.12 shows the results obtained GMRES with a fixed bottom-level tolerance varying from 10−9

to 10−6. The tolerance for the top-level is set to 10−10. The choice of using a small top-level tolerance

is made to study specifically the error at the bottom-level.

Table 5.6: GMRES fixed tolerance studies for εT = 10−10.

εB TL Iterations BL Iterations

10−9 82 7524

10−8 82 6937

10−7 82 6326

10−6 82 5641

As seen in Figure 5.12(b), the top-level convergence curves are superposed for all bottom-level

tolerance. Moreover, the top-level interface problem does not suffer from a sluggish convergence, which

is in contrast with what was observed with the ORTHODIR scheme: Contrary to the ORTHODIR

scheme, the global convergence of the primal solution is quite stable, as seen in Figure 5.12(c). The

curves flatten after the residual introduced by the bottom-level tolerance influences the accuracy of

the primal solution.

In this case, the computational cost is higher than with the ORTHODIR algorithm. This is because
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Figure 5.13: GMRES with adaptive bottom-level tolerance for a fixed top-level tolerance of 10−6, all top-level

curves for the normalized residual fall on top of each other.

the top-level tolerance was set to a much smaller value than in the previous case. However for the

same top-level tolerance, (provided the bottom-level tolerance for ORTHODIR is the same or smaller

than top-level tolerance) both iterative methods require similar computational cost.

Overall, it can be said that the GMRES algorithm is more stable and independent of the bottom-level

tolerance compared to ORTHODIR.

5.5.2 Adaptive tolerance

We now examine if using an adaptive tolerance helps to improve the accuracy or in general affects the

stability of the GMRES algorithm.

5.5.2.1 Adaptive tolerance: τB = 10−4

For the adaptive tolerance we follow the same approach as for ORTHODIR. The threshold is set to

τB = 10−4. It can be seen in Figure 5.13 (b) that the adaptive tolerance does not have any influence

on the convergence of the top-level problem. As seen in Figure 5.13 (c), the accuracy of the primal

solution is slightly more than 10−4 for all the curves. Refining the tolerance for latter iterations does

not help improve the accuracy of the solution. It can thus be said that using adaptive tolerances at

the bottom-level does not help improve the accuracy of the primal solution.

Table 5.7: GMRES adaptive tolerance studies for τB = 10−4.

τB εB TL Iterations BL Iterations

10−4 min (τB, 10−1‖rk‖) 53 3009

10−4 min (τB, 10−2‖rk‖) 53 3449

10−4 min (τB, 10−3‖rk‖) 53 3944

The study of adaptive tolerance for GMRES algorithm at both levels results to the same conclusion
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Figure 5.14: Comparison of ORTHODIR and GMRES algorithms for fixed 85 top-level iterations, the tolerance

at the bottom-level is varied. represent GMRES results, whereas denote ORTHODIR results.

as described for ORTHODIR. In general the adaptive tolerance does not seem to an efficient way to

reduce the computational cost.

With the tolerance studies done so far, it can be said that the use of GMRES leads to a stable two-

level FETI-2LM method. Moreover, it is clear that the unstable behavior observed in ORTHODIR is

specific to the iterative scheme. In the next part, we compare the iterative behavior of GMRES and

ORTHODIR for the fixed tolerance case.

5.5.3 Comparison of ORTHODIR, GMRES

The results for ORTHODIR and GMRES algorithms are now compared for the fixed tolerance crite-

rion in Figure 5.14. The computations are done for a fixed number of top-level iterations. For the

current analysis, the first 85 top-level iterations are presented. The tolerance at the bottom-level is

varied from 10−9 to 10−6 (from blue to red). The dashed lines represent ORTHODIR results whereas

the solid lines indicate GMRES results.

As seen in Figure 5.14 (a), the top-level convergence with ORTHODIR stagnates after the bottom-

level tolerance limit is reached. However for GMRES, the top-level convergence is independent of the

bottom-level tolerance. In addition, ORTHODIR solution is wrong and unstable for the cases with a

bottom-level tolerance of 10−6 and 10−7. However the GMRES solution is stable for all cases. In fact,

for all cases, GMRES exhibits higher accuracy of the primal solutions compared to ORTHODIR.

We now discuss the results in Figure 5.15 in order to gain more insight into the reasons for the

unstable behaviour of ORTHODIR, compared to GMRES.

We will study the evolution of the deviation of several quantities during the iterations at top-level. A
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Figure 5.15: (a) Evolution of the unstable behavior in ORTHODIR, (b) evolution of the stable behavior in

GMRES algorithm. The bottom-level tolerance is set to 10−3.

reference solution is computed using a very small tolerance of εB = εT = 10−16 for both the top and

bottom-levels. The relative errors for the quantities λ̃, p, η and α are calculated against the reference

values and shown in Figure 5.15. A remark is that in ORTHODIR the minimization coefficients are

scalar quantities whereas in GMRES these are vector quantities.

With ORTHODIR, the search directions and the coefficients of the minimization problem blow up with

increasing iteration count and reach an error of around 10 orders of magnitude. At each iteration, the

solution for the dual variables is updated using the product of search directions with the coefficients

of the minimization problem. Given that these two quantities diverge, the dual variables, and in turn

the primal variables, will be inaccurate. Specifically, the coefficients for orthonomalization (Step 2(g))

in ORTHODIR algorithm) blow up drastically in the latter iterations. It therefore appears that the

cause of the problem with ORTHODIR lies in the Gram-Schmidt orthogonalization process.

In contrast, with GMRES the errors in the search directions and the coefficients of the minimization

problem remain small and do not blow up. As a result the error in the computation of the dual

variables remains stable. Thus the orthogonalization process for GMRES seems be better suited for

the two-level FETI-2LM algorithm. From the above analysis, it is clear that using GMRES provides a

more stable two-level FETI-2LM algorithm. However using adaptive tolerance scheme does not reduce

the computational effort compared to a standard (one-level) FETI approach. Another iterative solver,

called ORTHOMIN, solves computes the MV product with the actual residual error at each step (see

Section A.3). This motivates to examine the influence of ORTHOMIN on the two-level FETI-2LM

algorithm.
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Figure 5.16: Fixed tolerance study for ORTHOMIN. Top-level tolerance: 10−10 for varying bottom-level toler-

ance.

5.6 Iterative resolution with ORTHOMIN

In this section, a third iterative solver, ORTHOMIN, is used at the top and bottom-levels. The

ORTHOMIN algorithm is outlined in Section A.3.

For the same test case as before, the top-level tolerance is set to 10−10 with the same four bottom-

level tolerance values used in Section 5.5.1. The results are shown in Figure 5.16. It can be observed

that the results are very similar compared to Section 5.5.1. There is a slight variance in the compu-

tational cost as seen from Table 5.8, Table 5.6 which can be neglected. For this test case, there is no

apparent difference between ORTHOMIN and GMRES. However, as explained in Section A.3, they

rely on different ways to orthogonalise their vector bases.

Table 5.8: ORTHOMIN fixed tolerance studies for εT = 10−10.

εB TL Iterations BL Iterations

10−9 82 7774

10−8 82 7262

10−7 82 6660

10−6 82 5960

To have a more precise assessment of the robustness of the orthogonalization methods, it is useful

to measure the orthogonality between the vectors of the different bases introduced in each iterative

method. For this purpose, we compute the scalar products between the very first vector in the

basis with the new vectors successively added to the basis. For ORTHODIR and ORTHOMIN, this

involves the vectors ηk, while for GMRES this involves the search directions pk. The results shown

in Figure 5.17 depict the quality of orthogonalization for different iterative schemes.

It is clear that with ORTHOMIN the orthogonality constraint is enforced in a much more accurate
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Figure 5.17: Orthogonality between the first vector and the new vector added at each iteration.

manner. In contrast, with ORTHODIR and GMRES, the orthogonality is less and less satisfied as

these iterative schemes progress, at least the way the algorithms are implemented. While this difference

between ORTHOMIN and GMRES didn’t translate into a visible difference for the test case used in

Figure 5.16, one could expect that for calculations involving many iterations the error accumulated

by GMRES may become significant which might impact the convergence of the method. Finally, note

also that there is a gap of at least of order of magnitude between GMRES and ORTHODIR, the

former being more accurate.

This assessment of the orthogonality of the vector bases used by the different iterative schemes

suggests that ORTHOMIN is the best suited when using a two-level FETI method as it is more robust

than the other two schemes.

5.7 Conclusions

A two-level FETI-2LM formulation was presented. The key idea is to split the interface problem

arising in the one-level FETI-2LM method into two parts. The first part where both the matrix

and the right-hand side of the interface problem change (top-level) and the second part where only

the right-hand side of the interface problem changes (bottom-level). The implementation of this

algorithm was verified against the one-level FETI-2LM method. The stability of the proposed method

was assessed in detail for three different iterative schemes, namely ORTHODIR, ORTHOMIN and

GMRES.

It was found that the ORTHOMIN algorithm is most suited for the two level FETI-2LM algorithm.

It provides a stable primal solution irrespective of the tolerance criteria. The performance of GMRES

is very similar to ORTHOMIN for the two-level FETI-2LM method in terms of computational cost

and accuracy. However, the orthogonality of the vectors in ORTHOMIN is more accurately enforced
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compared to GMRES.

The most efficient tolerance criterion in terms of computational cost and accuracy is to set the

tolerance at the bottom-level one order of magnitude smaller than the tolerance at the top-level. This

criterion applies equally to all three iterative schemes.

The choice of adapting the tolerance at the bottom-level based on the normalized residual at the

top-level does not bring significant improvement in computational cost.

Now that this two-level FETI approach has been presented and validated in details, we will consider

in the next chapter the use of recycling strategies.



Chapter 6

Recycling Strategies

6.1 Introduction

In the previous chapter, a two-level FETI-2LM algorithm was proposed and verified. The top and

bottom-levels are both solved using different iterative algorithms. The interface problem for the

bottom-level is therefore solved repeatedly for different right-hand sides. There is an opportunity to

accelerate the convergence of the bottom-level problem by using so-called recycling strategies which

reuse some information from the previous resolutions of the bottom-level problem. At first we will

have a closer look at these recycling strategies.

Iterative methods are based on the approximation of the solution in a subspace of relatively small

dimension. A common approach is to use the Krylov subspace, which is progressively constructed

by adding and orthogonalising a new vector at each iteration. When solving a single linear system,

the standard approach is to build this Krylov subspace starting from zero. However, when solving

a succession of linear systems, it is possible to reuse all, or part of, the Krylov subspace generated

during the resolution of the previous system. These techniques are called subspace recycling. They

lead to a reduction of the number of iterations and therefore a reduction of the cost of the solution

procedure.

Krylov subspace recycling for successive resolutions has been applied in many engineering applica-

tions like large-scale optimization problems, time-dependent dynamic problems, etc. to reduce the

computational cost [51]. These techniques can be typically split into two main categories (a) only the

right-hand side changes between successive evaluations, (b) the matrix and the right-hand side both

change (but the size of the matrix does not change).

The problem of solving the same system with multiple right-hand sides has been tackled in [32] by

reusing the information from the conjugate gradient algorithm to efficiently reuse the previously gener-

119
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ated Krylov subspaces. Several relevant work have been reported considering selective or total reuse of

the Krylov subspaces for tackling structural dynamics and non-linear elasticity problems using FETI

methods [82, 56]. However, the discrete systems for these problems are symmetric, positive-definite,

which is not the case in the present work. FETI-2LM methods have also been proposed for Maxwell

equations with multiple right-hand-side systems using an initial Krylov recycling strategy (IKRS) and

block Krylov recycling strategy (BKRS) [83]. The BKRS offers several computational advantages.

Firstly, the matrix-vector products in each iteration are replaced by matrix-matrix products which

reduces the computational overhead since more data is exchanged for a reduced number of times.

Secondly, a considerable reduction in the number of iterations is observed, see for instance Figure 6

in [83]. A detailed overview of the block Krylov methods is presented in [84][sec 6.12]. However, with

the two-level FETI-2LM method proposed in the present work, the multiple right-hand sides are not

available a priori. In this case, the Initial Krylov Recycling Strategy (IKRS) strategy can be applied,

instead of the BKRS, to the sequence of linear systems arising from the bottom-level interface problem

In order to deal with problems where both the matrix and the RHS change, several recycling approaches

are proposed [79, 80, 75, 16]. GCRO-DR (Generalized conjugate residual with inner orthgonalization

and Deflated Restart) is a Krylov subspace method where part of the Krylov subspace is retained at

the restart of the next calculation. The idea is to deflate (i.e. reduce) the size of the Krylov subspace

by focusing only on a subset of the eigenvalues of the system. However, this approach only works

when the resolution of the problem to be solved does not change between successive calculations. In

this work, a GCRO-DR method is applied to solve the interface problem arising from FETI-methods

presented in Chapter 4.

This chapter does not adapt or formulate any new recycling strategies. The FETI-methods are adapted

to be suitable for efficient recycling and applied for the two different recycling strategies. It is organized

as follows. In the first part, a specific recycling approach, the Initial Krylov recycling strategy (IKRS)

is implemented and applied to the two-level FETI-2LM method. In the second part, the GCRO-DR

recycling strategy is applied for the interface problem of the one-level FETI-2LM method.

The originality of this chapter lies in the application of the standard and matured recycling strategies

for novel FETI-methods. We judge the performance of these recycling strategies solely on the effective

reduction in the new iterations for each successive calculation.
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6.2 Full recycling

6.2.1 Description of the method

The IKRS can be used to solve a sequence of linear systems of equations where only the right-hand

side changes. The main idea is to reuse the full subspace constructed during the previous resolutions

to calculate an improved initial condition to start the next iterative resolution.

We recall the generic bottom-level interface problem which needs to be solved for each top level

iteration (see for instance Section 5.2.3).

FA,B
I µ̃ = dµ, (6.1)

where only dµ changes for all calculations. In Chapter 5, it was concluded that ORTHOMIN is a good

choice to solve the two-level FETI-2LM model, when compared to ORTHODIR and GMRES iterative

schemes. Thus, in this section, the IKRS is presented in conjunction with ORTHOMIN. However the

IKRS can also be applied with ORTHODIR or GMRES using a similar approach.

As outlined in the Section A.3, the ORTHOMIN algorithm explicitly computes the search directions

vk and the projection ηk of these search directions on the interface matrix FA,B
I . Let’s assume that we

have already solved the linear system with a given right-hand side. In the process we have performed k

iterations of ORTHOMIN and we have therefore accumulated k search directions vk and k projection

vectors ηk. For convenience, these are stored in two matrices as follows:

Vk = [v1, v2, ..., vk] , Nk = [η1, η2, ..., ηk] .

We now have to solve the linear system again, but with a different right-hand side. The initial guess

for the iterative procedure is denoted µinitial. The corresponding residual is rinitial = d − FIµinitial.

The idea of IKRS is to improve these initial values by using the vectors vk and ηk which are already

computed. This is done as follows:

µ̃initial = µinitial + Vkαk , r̃initial = rinitial + Nkαk ,

where αk = Nkrinitial.

These improved starting points are then used with the ORTHOMIN algorithm. But instead of

starting with empty sets of search directions v and projection vectors η, the algorithm starts off with

the complete sets of vectors computed for the previous linear system, i.e. with the matrices Vk and

Nk. Therefore, when an additional search direction vk+1 is created, it is orthogonalised with the k

previous vectors (which represents a slight increase in the computational cost compared to the classical
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ORTHOMIN algorithm). If n iterations are needed to achieve the prescribed tolerance for this new

right-hand side, it means that we will have accumulated k+n search directions and projection vectors.

They will then be used for the subsequent resolution of the linear system with yet another right-hand

side.

The details of the complete algorithm are given in the Section A.3. It has been implemented and

verified to solve successive bottom-level interface problems resulting from the two-level FETI-2LM

model. An important remark is that with IRKS one has to store all the search directions vk and also

the corresponding projection vectors ηk, which can be memory demanding. To mitigate this, one can

try to discard part of the subspace, with the consequence of requiring more iterations for convergence.

In the present work, the full subspace is reused and results are presented in the next part.

6.2.2 Numerical results

The IKRS algorithm is now applied to the two-level FETI-2LM model to solve the bottom-level

interface problem for a given liner configuration.

To assess the benefits of IKRS, we use the same test case as described in Section 5.3. The mesh

resolution and the number of partitions can be seen in Figure 6.1. 7 partitions are used so as to have

a large bottom-level interface problem. The overall model involves approximately 100,000 DOFs, and

the bottom-level interface problem has roughly 2200 DOFs. ORTHOMIN is used for both the top

and bottom levels. The top-level tolerance is set to 10−6 and, following the guidelines identified in the

Chapter 5, the bottom-level tolerance is set to 10−7.

0 0.2 0.4 0.6 0.8 1

0

0.1

0.2

Figure 6.1: (a) Mesh with 7 partitions in the duct for the same test case as described in Section 5.3, (b) Example

of numerical solution recovered using the two-level FETI-2LM method.

The first resolution of the bottom-level problem uses the standard ORTHOMIN algorithm since no

information about the search directions is available. This step requires 185 iterations for convergence.

The 185 search directions generated during this first resolution are reused for the second resolution to

improve the initial guess used by ORTHOMIN, as explained above. Figure 6.2 shows the convergence

of the ORTHOMIN algorithm for the second, third and fourth resolutions. Each graph plots the

normalized residual error against the number of iterations. The red curve represents the reduction in
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residual achieved by reusing the previously stored search directions to improve the initial solution of

the ORTHOMIN algorithm. It consists of only scalar products whose computational cost is relatively

small. The blue curve represents the reduction in residual during the new iterations required for the

current resolution. These iterations represent a large part of the overall computational effort since at

each new iteration, a matrix-vector product needs to be computed.
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Figure 6.2: Normalized residual at the bottom level plotted against the number of iterations. Red curves

represent the reduction in residual obtained from the previously stored search directions. Blue curves represent

the new iterations required to converge to the desired tolerance.

As seen from Figure 6.2, the use of the previously computed search directions to improve the

starting point of ORTHOMIN at each resolution does not reduce the residual by a large amount. For

instance for the second resolution, the 185 existing search directions help to reduce the residual from 1

to only 0.2. Looking at the red curves in Figure 6.2, it is apparent that the existing search directions,

taken individually, reduce the residual only by a small amount (one exception being for the third

resolution). However, we can see from the three graphs in Figure 6.2 that the number of iterations

needed for each successive resolution tend to decrease significantly.

This is confirmed over the whole resolution of the top-level problem. The top-level problem converges

in 96 iterations, so one requires to solve the bottom-level problem 96 times. Figure 6.3 shows the

number of iterations required for the successive resolution of the bottom-level problem. We can see

that the number of iterations decreases significantly. In fact, after 20 resolutions of the bottom-

level problem, the number of iterations required for convergence is very small. This rapid increase

in the convergence rate of the resolution of the bottom-level problem is thanks to the recycling of

previous search directions implemented with the IKRS. However, one should note that the cumulative

total number of bottom-level resolutions required for this calculation is roughly 1500 iterations. This

represents approximately 70% of the full size of the bottom-level interface problem. Storing all these

search directions is however costly.

A similar test was performed using ORTHODIR instead of ORTHOMIN at both levels with the
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Figure 6.3: Number of iterations for each successive resolution of the bottom-level problem.

same test case. This leads to similar results as for the ORTHOMIN algorithm, as shown in Figure 6.3.

6.2.3 Conclusions

The two-level FETI-2LM algorithm has been examined for small 2D problems using the iterative

schemes ORTHOMIN and ORTHODIR. The main observations are as follows.

Using the IKRS to accelerate the resolution of the two-level FETI model is beneficial but the cost

of solving this model remains high. The reduction in the number of iterations provided by the IKRS

is offset by the need to store a large set of search directions.

It should be noted that the dimensionality of the current test case is relatively small to provide

general conclusions. However it is fair to say that, for the method to be computationally affordable,

the number of bottom-level resolutions for all calculations should be sufficiently small compared to

size of the interface problem.

In [60] the FETI-2LM method is applied for a 3D case to model realistic turbofan intakes, where

the interface problem has a size of roughly 36,000 DOFs. In general, it can be concluded that this

two-level FETI-2LM approach for relatively small sized problems is rather inefficient. For relatively

high dimensional problems, this approach might show high potential savings. For instance, in [83] the

interface problem has roughly 5 million DOFs, and thus this strategy provides significant gains.

6.3 Selective recycling

The previous section presented a method to use recycling for the two-level FETI method. The full

subspace of the previous resolution was reused. In this section, we will only use a part of the subspace.
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The question is therefore to what extent the previous search directions could be relevant, and efficient,

for resolving the next configuration. The GCRO-DR [75] proposes a method to answer to this question.

It is described in more details to solve several interface problems as described below:

Fi
I λ̃i = di, (6.2)

where the index i refers to the configuration under consideration.

One of the ways to select a part of the subspace is based on cheap approximations of the eigenspectrum

of the relevant matrix. As an example, let’s consider the eigenspectrum of the interface matrix of the

one-level FETI-2LM method outlined in Chapter 4. As in the original paper, this method is applied

to GMRES.

A simple lined duct test case is chosen as the configuration of interest with 5 different liner configu-

rations for a liner depth d = 0.05 m with varying flow resistivity from 2000 to 4000 at 1000 Hz. The

eigenvalues for the associated interface problems are plotted in Figure 6.4 (a). It can be seen that the

spectrum of FI (of fixed size 222 DOFs) does not change completely between these 5 configurations.

In particular the smallest and largest eigenvalues only change a little. One can exploit this fact for

faster convergence of the iterative methods in successive calculations.

GMRES leads to the following relation:

V∗mrFIVmr = Hmr , (6.3)

where Vmr is the orthonormal Krylov basis generated at the previous iteration, Hmr is a matrix

composed of orthogonalization coefficients and mr is the maximum number of iterations required for

convergence of a specific calculation.

The previous relation can be interpreted as the projection of the interface matrix in the Krylov space

and as it is of reduced size and Hessenberg, it is easy to compute it eigenvalues. In order to improve

the numerical determination of its eigenvalues, the literature [75] suggests to consider the following

solve the following eigenvalue problem:

(Hmr + h2
mr+1,m(H−1

mr)
∗)z = θz. (6.4)

We now illustrate that using this combination well approximates the extreme eigenvalues of the in-

terface matrix FI. The first liner configuration corresponding to σ = 2000 is solved using FETI-2LM

method which converges in 73 GMRES iterations. In this process it computes, H73 matrix. The

eigenvalue problem described in Equation (6.4) is solved. In Figure 6.4 (b), all the θ eigenvalues

are plotted. It can be clearly seen that all extreme eigenvalues are well captured. Thus the combina-

tion of Hmr as described in Equation (6.4) gives a good approximation of the extreme eigenvalues of FI.
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Figure 6.4: (a) Spectrum of the interface matrices for 5 different liner configurations at 1000 Hz, (b) The extreme

eigenvalues are well approximated with a particular combination of the Hmr
.

6.3.1 Description of GCRO-DR method

In the GCRO-DR algorithm, the calculation associated to the first configuration is a GMRES res-

olution. Let’s say that it requires mr iterations for convergence to the desired tolerance. A small

part of this subspace k is computed based on the eigenvalues produced using Equation (6.4). These k

eigenvectors are used to reduce the residual at the restart of next calculation and we will abbreviate

the method as GCRO-DR (mr, k). The details of this algorithm are outlined in the Section B.2 (see

also the Appendix in [75]).

The first stage of the method consists in selecting the first k eigenvalues that will be preserved. Then,

Additional iterative steps are performed to increase the basis. GCRO-DR controls these additional

iterations limiting the size of the subspace mr. Thus in that step, mr − k GMRES iterations are

performed. The reduced subspace is generally not sufficient to guarantee the converge for the stored

mr iterations. If the solution has not converged, one needs to update the stored recycled subspace

based on new eigenvalues.

However, the GCRO-DR algorithm works efficiently only if the matrix does not change significantly

between calculations, which is a reasonable assumption in the current framework as seen in Fig-

ure 6.4 (a). In the GCRO-DR algorithm, there are three key aspects that need to be examined in

detail, namely: the type of vectors to be chosen, the number of these vectors to be retained and the

frequently with which the recycling subspace is deflated.

The same test case as described in Figure 6.1 is used to assess this aspect. It involves the single-

level FETI-2LM model (as described in Chapter 4) with 8 subdomains (in total) and an interface

problem of size 2600 approximately. Different configurations of the liner are considered by scanning

two parameters:

1. Flow resistivity σ is varied from 2× 103 − 5× 104 Nsm−4 using 5 equidistant points.
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2. The liner depth d is varied from 0.05− 0.1m using 5 equidistant points.

6.3.2 Selection strategy

Concerning the selection of the kept vectors, one has the options to keep the smallest, largest or a mix

of smallest and largest eigenvalues of Equation (6.4). In order to identify the most efficient choice of

eigenvectors, three options are considered:

• Case 1: 150 vectors corresponding to smallest eigenvalues are retained between two configurations

• Case 2: 150 vectors corresponding to largest eigenvalues are retained between two configurations

• Case 3 : 150 vectors corresponding to 75 smallest and 75 largest eigenvalues are retained between

two configurations

As a reference, a large span of the subspace (mr = 500) is generated but only 150 eigenvectors are

reused between two configurations. Table 6.1 (a) shows the number of iterations required by GMRES

with mr = 500 and by GCRO-DR(500,150) over all the 25 configurations. The choice of targeting the

smallest eigenvalues appears to be the most efficient option. This is in agreement with the literature

[75]. Roughly 2000 iterations are required for all configurations with option 1 compared to around

2400 iterations with option 3. Targeting the largest eigenvalues is the most inefficient option with

more than 2700 iterations required.

Table 6.1: (a)Number of new iterations for the three different ways of deflating the subspace, (b) Number of

new iterations depending on the number of eigenvectors retained between two configurations (150, 100 and 50

vectors).

Smallest Largest Average

GMRES (500) 4375 4375 4375

GCRO-DR (500,150) 2041 2742 2404

k=150 k=100 k=50

GMRES (500) 4375 4375 4375

GCRO-DR (500,k) 2041 2437 3125

6.3.3 Number of eigenvectors

The second aspect to study is the number of eigenvectors that are retained between configurations.

Three different numbers of eigenvectors are considered: 150, 100 and 50. For these three options,

Table 6.1 (b) shows the total number of iterations required to solve the 25 configurations. It is

clear that choosing a large number of eigenvectors is more efficient to reduce the overall number of

iteration. It should be noted that there is a cost, in terms of memory and computations, associated

with reusing a large number of eigenvectors. Thus there is trade-off to find between maximising the
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number of eigenvectors that are reused and minimising the amount of eigenvectors to store between

two configurations.

6.3.4 Frequency of subspace deflation

In the previous part, suitable conclusions are drawn about the eigenvectors related to the recycling

subspace k. However, one needs to refresh the recycling subspace if the stored vectors provide a poor

approximation of eigenvalues linked to the interface matrix in the current calculation. The maximum

span of the subspace mr is used to dictate the frequency of refreshing the subspace. For instance if

the current calculation requires more than mr−k iterations for convergence to the set tolerance, then

the recycling subspace is refreshed.

The refreshing of the subspace comes with additional computational costs of solving an eigenvalue

problem of size mr. If the spectrum of the interface matrix changes drastically between successive

evaluations, then the recycling subspace has to be refreshed often. In order to examine the behavior

of varying the recycling subspace, a simple study with varying size of mr is done. The following test

cases are examined:

• Case 1: 150 smallest eigenvectors with maximum span of subspace = 500 i.e. GCRO-DR

(500,150). It means that for each solve apart from the 150 stored search directions, a maxi-

mum of 350 more Arnoldi recurrences are performed in each calculation, before the recycling

subspace is refreshed.

• Case 2: 150 smallest eigenvectors with maximum span of the subspace = 200 i.e. GCRO-DR

(200,150). It means that for each solve apart from the 150 stored search directions, only 50 more

Arnoldi recurrences are performed before the recycling subspace is refreshed. Thus a maximum

of only 200 eigenvectors are stored at any given time, reducing the memory footprint of this

case.

For each case, 25 different liner calculations are evaluated as mentioned in Section 6.3.3. The GMRES

results are also presented for reference as seen in Table 6.2. It can be clearly seen that choosing a

larger value of mr seems to be more efficient. In addition, for case 2, one needs to solve the eigenvalue

problem of size mr involving additional operations. Indeed, case 2 limits the memory footprint at the

expense of additional computations.
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For the current problem, it can be said that using a large span of the recycling subspace mr is

more efficient to reduce the number of new MV products.

Table 6.2: Number of new iterations examined for two cases, mr = 500 and mr = 200, for both cases k = 150.

mr=500 mr=200

GMRES (500) 4375 4375

GCRO-DR (mr,150) 2041 3968

6.3.5 Constraint on liner partitions

In the present work, it is assumed that the liner is very small part of the computational domain,

however if certain frequencies demand high problem resolution in the liner, one would require to

partition the liner. The design space for the liner involves varying the liner depth. This could

potentially result into unequal number of interface DOFS between successive calculations. This is

not suitable for GCRO-DR algorithm as one assumes the problem size remains the same between

successive calculations. Thus no partitions can be introduced in the liner medium.

The GCRO-DR recycling approach provides a systematic way to choose a part of the subspace,

reducing the memory requirements for this approach. Moreover, significant reductions in the new

iterations required for each calculation is observed.

6.4 Conclusions

Two different approaches have been considered in this chapter to accelerate the calculation of a series of

model involving a range of liner configurations. The first approach combined the two-level FETI model

presented previously with the Initial Krylov Recycling Strategy to reduce the number of iterations at

the bottom-level. For this approach to yield practical benefits, the total number of top-level iterations

for all calculations should be considerably small compared to bottom-level resolution. A benefit of the

IKRS approach is that it provides more freedom to partition the computational domain.

The second approach is the GCRO-DR method applied to the single-level FETI model. For this

approach, it can be said that it provides a significant reduction of the number of iterations required to

achieved convergence. In addition this approach provides a systematic method to reduce the size of the

recycling subspace, hence providing the possibility to reduce the memory footprint of the calculation.

However, this approach only works when the resolution of the interface problem does not change

between successive calculations.

The final workflow for computing several liner calculations using the FETI approach can be outlined
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as follows

Liner
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Compute T.L.

Post process

Optimal

liner

d, σ
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CAD

Final design

dopt, σopt

p-FEM
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5×104 Nsm−4
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p-FEM

Duct

Duct

FETI-2LM

GCRO-DR

Solve

Figure 6.5: The proposed workflow with recycling for solving large-scale liner problems with acoustic treatments.



Chapter 7

Conclusions

This thesis focused on efficiently solving large-scale acoustic simulations in the frequency domain

involving a range of acoustic treatments modelled as equivalent fluids. The central computational ap-

proach developed in this work was the FETI method for domain decomposition. The thesis addressed

three specific areas. Firstly, the selection of an efficient FETI approach for homogeneous and hetero-

geneous Helmholtz problems, with a view to solve problems involving heterogeneous porous media.

The second aspect addressed in the thesis was the computational issues related to the modeling of a

succession of different acoustic treatments. The third aspect was to reduce the number of iterations

required in each successive calculation using recycling techniques.

7.1 Summary of the main contributions

The following are the main contributions from this thesis:

1. In the first stage, the FETI-2LM and FETI-H methods were assessed when combined with high-

order finite elements to solve homogeneous Helmholtz problems. Both methods were found to

be scalable with the mesh size h and the polynomial order p. Contrary to literature studies,

the FETI-2LM algorithm exhibited strong scalability with increasing wavenumbers but didn’t

scale when increasing the number of subdomains. On the other hand, FETI-H did not scale

with increasing wavenumbers nor the number of subdomains. Except for small wavenumbers,

the FETI-2LM method tends to outperform FETI-H. It should be noted that these observations

were made for non-preconditioned versions of these two methods.

2. In the second stage, these two variants of the FETI approach were generalized to handle multiple

equivalent fluids, each governed by the Helmholtz equation with complex sound speed and density
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to account for the losses in a porous media. A detailed scalability study was then presented

for FETI-2LM and FETI-H methods. The two methods demonstrated good scalability with

varying mesh size h and polynomial order p. In addition, the FETI-2LM method showed good

scalability with increasing wavenumbers. In fact, the number of iterations required to converge

decreases when the wavenumber increases, which is a behavior specific to lossy propagation

media. FETI-2LM also showed good scalability when increasing the number of partitions in

the porous medium. However, it does not scale with increasing partitions in the air medium.

In contrast, FETI-H does not scale well when increasing the wavenumber and the number of

partitions in both media. In general, the performance of the FETI-H deteriorates for multiple

fluids and FETI-2LM is clearly more efficient.

3. A novel factorization process was proposed to reduce the computational costs when performing a

series of simulations where only the acoustic treatment changes. The FETI approach provides a

way to reduce the factorization cost by reusing the LU factor already computed for the subdomain

that do not change between two calculations (in this case the fluid region inside the duct).

The potential computational savings in time and memory provided by this approach have been

evaluated.

4. To further improve the performance of the proposed domain decomposition approach, a two-

level FETI-2LM model was also devised. The rationale is to use a second FETI problem to

solve the factorisation of the model in the sub-domains that do not change between two cal-

culations. A detailed tolerance and stability analysis of this two-level approach was performed

for several iterative schemes like ORTHODIR, ORTHOMIN and GMRES. Based on this study,

the recommendation is to use a tolerance one order of magnitude smaller for the bottom-level

interface problem compared to the top-level. It was found that using an adaptive tolerances

for the bottom-level does not help to reduce the computational effort. While ORTHOMIN and

GMRES demonstrate a stable behavior, ORTHODIR exhibits a unstable behaviour due to the

error introduced by solving the bottom-level problem only approximately. However, the or-

thonormalization process of ORTHOMIN was found to be more robust compared to GMRES.

ORTHOMIN is therefore recommended for solving the two-level FETI model.

5. Two recycling strategies were considered to accelerate the iterative resolution of the FETI model.

The Initial Krylov Recycling Strategy (IKRS) was used to solve the two-level FETI-2LM algo-

rithm and speed up the solution of the bottom-level problem. For relatively small problems,

it requires the storage of a large number of search directions before the bottom-level problems
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becomes significantly cheaper to solve. Overall, if the total number of top-level iterations for all

calculations is negligible compared to the size of the bottom-level interface problem, then this

approach might lead to significant benefits. The second recycling strategy consisted in apply-

ing the GCRO-DR method to the single-level FETI-2LM model. Using a maximum affordable

number of eigenvectors associated with the smallest eigenvalues seems to be the most efficient

approach to reduce the number of new matrix-vector products. A significant reduction in the

number of new matrix-vector products can be achieved. For relatively small problems, this ap-

proach seems to be more efficient compared to the Initial Krylov Recycling Strategy. A final

computational procedure was outlined to solve acoustic problems involving a large number of

different liner configurations.

7.2 Perspectives

The present work contributed to accelerating numerical simulations of acoustic treatments involving

a series of configurations, a situation which is very common when using optimisation algorithm for

engineering design. Several directions of future research can be identified to continue this work:

1. When applying optimization methods to identify the optimal acoustic treatment in a given situ-

ation, the specifics of the optimization algorithm could play a role in choosing the best recycling

method. For instance, if one resorts to using a Genetic Algorithm, then the calculation points in

the design space could vary significantly from one point to the next, leading to significant changes

in the eigenvalue spectrum of the interface matrix in FETI-2LM model. In such a situation, the

GCRO-DR method is not expected to bring any significant benefits. However, for gradient

based optimization strategies, successive calculation points in the design space are expected to

be in close proximity. In that case, the GCRO-DR method should be much more efficient. On

the other hand, if one decides to optimize the treatment for multiple duct modes at the same

frequency, this involves solving a linear system of equations for different right-hand sides. The

Block Krylov Recycling Strategy (BKRS) could prove to be very efficient for solving this type

of problems for the FETI method. There is therefore a close connection between the design

problem, the optimisation algorithm and the formulation of the domain decomposition method.

Future work could explore this connection and identify the best combination of optimisation

algorithm and recycling strategy, for instance.

2. It would be useful to consider a fully parallel implementation of the FETI model combined with

a suitable recycling strategy, such as GCRO-DR. This would allow for a more precise assessment
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of the benefits in terms of computational costs, in particular in the context of optimisation

procedures exploring the design space of acoustic liners. The implementation of the GCRO-DR

algorithm is not trivial and depends on the application and problem at hand.

3. The present thesis was focused on Helmholtz problems. It will be useful to consider other sound

propagation models. For instance, in the context noise radiation from engine intakes, it would

be useful to combine the equivalent fluid model to describe the porous treatments with the

linearized potential equation to described sound propagation in a moving fluid. This would

involve formulating new interface conditions between these two propagation models.
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Appendix A

Iterative methods

Overview

This Appendix details the iterative schemes - ORTHODIR, GMRES and ORTHOMIN used extensively

throughout the thesis. Each of these methods consists of three key properties, namely the generation

of a Krylov subspace, the orthogonalization process and the minimization problem to be solved at

each iteration.

For all the iterative schemes presented, we assume to solve a linear system of equation corresponding

to the interface problem of the FETI-methods. We recall the definition of this interface problem as

follows:

FIλ̃0 = d

All the aforementioned iterative methods consist of iteratively building an orthonormal basis of the

Krylov space Kk = Span{r0, FIr0, F2
I r0, ...F

k−1
I r0} with r0 = d− FIλ̃0.

However the key differences in these methods lies in the orthogonalization process and the way the

minimization problem is solved. The Gram-Schmidt process, Householder transformations and Givens

rotations are commonly used for generating an orthonormal basis. In the present work, the modified

Gram-Schmidt process is used to avoid round-off errors to produce kth orthgonalized vector after the

kth step. Let Vk be the set of orthonormal basis generated using the MGS (Modified Gram Schmidt)

- process where each column “k” contains the orthonormal basis at the kth step.

The last part consists of solving the minimization problem to get an update on the solution at each

step. In the next part, each of these iterative schemes are examined in more detail.
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A.1 ORTHODIR

The ORTHODIR algorithm consists of building the Krylov subspace Kk using the following constraint:

(FIVk)
∗(FIVk) = Ik, (A.1)

where, Vk = [v1, v2, ..., vk], vk represents the basis vectors.

In order to impose this constraint the projection of the basis vectors on the interface problem i.e. FIVk

need to be stored in addition to the basis vectors Vk, which leads to increased memory requirements.

The least square minimization problem is solved to minimize the norm of the residual at the kth in

the computation of yk :

Jyk =


‖d− FIλ̃k‖2,

‖r0 + FIVkyk‖2.

Using the Galerkin projection to compute, yk results in the following relation:

(FIVk)
∗(r0 + FIVkyk) = 0. (A.2)

Using the orthogonality relation described in Equation (A.1), simplifies the expression for the mini-

mization problem as described below:

yk = −(FIVk)
∗r0. (A.3)

In the latter stage, the approximate solution can be formulated using the following equation:

λ̃k = λ̃0 + Vkyk. (A.4)

The scalar product between two vectors a, b is denoted as (a, b). A detailed process of the ORTHODIR

algorithm can be described as follows:

1. Initialization: Given an initial guess λ̃0, compute:

• the residual at the initial step r0 = d − FIλ̃0.

• the first basis vector v0 = r0.

• its product by FI: η0 = FIv0.

• normalise η0 with α1 = 1/
√
η0,η0 and

v0 ←− α1v0.

η0 ←− α1η0.
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2. Iterations (for k = 0,1,2,.... until convergence):

(a) Compute the k+1 solution:

λ̃k+1 = λ̃k + α2vk,

where α2 = (rk,ηk). owing to the constraint from expression Equation (A.4).

(b) Compute the corresponding residual:

rk+1 = rk − α2ηk.

(c) Check if rk+1 ≤ ε, stop ; otherwise, continue

(d) Compute matrix-vector product ηk+1 = FIηk.

(e) Initialize the summation: vk+1 = ηk.

(f) For l = 0, ...k, compute :

βk,l =
(ηk+1,ηl)

(ηl,ηl)
.

(g) Find the next basis vector:

vk+1 ←− vk+1 +

k∑
l=0

βk,lvl.

ηk+1 ←− ηk+1 +

k∑
l=0

βk,lηl.

end

(h) Normalize ηk+1 with α1 = 1/
√
ηk+1,ηk+1 and

vk+1 = α1vk+1,

ηk+1 = α1ηk+1.

(i) Update iteration number k ←− k+1.

A.2 GMRES

The GMRES method consists of building the Krylov subspace Kk and the orthonormal basis Vk.

It imposes the following constraint in the orthognalization process

(Vk)
∗(Vk) = Ik (A.5)
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This method generates a set of Arnoldi vectors using the modified Gram-Schmidt process which have

special physical interpretations. The Arnoldi iteration method helps to approximate the eigenvalues

and eigenvectors of the interface problem FI as follows: If the first basis vector is chosen as the

normalized residual, the following property holds true:

V∗kFIVk = Hk, (A.6)

where Hk is known as the upper Hessenberg matrix formed using the coefficients generated in the

MGS algorithm. The eigenvalues of the Hessenberg matrix can provide accurate approximations of

specific eigenvalues of the original matrix, which can potentially be exploited for recycling strategies.

The same minimization problem as described in Section A.1 is solved, however using a different

projection as follows:

V∗k(r0 + FIVkyk) = 0. (A.7)

Using the relation in Equation (A.6) results in the simplification of the minimization problem as

follows:

(V∗kr0 + Hkyk) = 0. (A.8)

The first basis vector is chosen as the normalized residual and the remaining vectors are orthonormal

to the space of the vectors Vk. This constraint gives the expression for the minimization problem as

follows:

yk = H−1
k ||r0||e1. (A.9)

The approximate solution can be formulated using the following equation:

λ̃k = λ̃0 + Vkyk. (A.10)

A detailed process of the GMRES algorithm used in the present work is described below:

1. Initialization: Given an initial guess λ̃0, compute:

• the residual at the initial step r0 = d − FIλ̃0,

• the first basis vector v0 = r0,

• normalise with α1 = 1/
√

v0,v0

v0 ←− α1v0,

2. Iterations (for k = 0,1,2,.... until convergence):

Check if rk+1 ≤ ε, stop ; otherwise, continue
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(a) Compute matrix-vector product w = FIvk.

(b) For l = 0, ...k, compute :

hk,l =
(w,vl)

vl,vl
.

(c) Find the next basis vector:

vk+1 = w +

k∑
l=0

hk,lvl.

(d) Normalize vk+1 with α2 = 1/
√

vk+1,vk+1 and

vk+1 ←− α2vk+1.

(e) Solve the least square problem to compute the minimizer yk+1.

i. Initiate sk+1 = 0.

ii. The residual at the first step is introduced, s1 = ||r0||.

iii. The minimizer yk+1 = H−1sk+1,

where H is the upper Hessenberg matrix comprising of scalar coefficients of hk+1,k.

(f) Compute the approximate solution :

λ̃k+1 = λ̃0 + Vkyk.

rk+1 = ||d− FIλ̃k+1||/||d||.

As seen in step (e), the problem requires the inversion of the Hessenberg matrix at each step which

can be a computationally expensive operation especially for high number of iterations. This issue is

addressed in the literature typically using the planes rotation [84][sec 6.5.3]. However the objective of

the present work is to examine the influence of the iterative schemes for the FETI-method and not to

reduce the computational effort of the GMRES method.

A.3 ORTHOMIN

ORTHOMIN computes the matrix vector products with the true residual at each iterative step. The

steps in the algorithm can be outlined as follows:

1. Initialization: Given an initial guess λ̃0, compute:

• the residual at the initial step r0 = d − FIλ̃0.

• the first basis vector v0 = r0.

• Its product by FI: η0 = FIv0.
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• normalise η0 with α1 = 1/
√
η0,η0 and

v0 ←− α1v0,

η0 ←− α1η0.

2. Iterations (for k = 0,1,2,.... until convergence):

(a) Compute the k+1 solution:

λ̃k+1 = λ̃k + α2vk,

where α2 = (rk,ηk).

(b) Compute the corresponding residual:

rk+1 = rk − α2ηk.

(c) Check if rk+1 ≤ ε, stop ; otherwise, continue

(d) Compute matrix-vector product ηk+1 = FIrk+1.

(e) Initialize the summation: vk+1 = rk+1.

(f) For l = 0, ...k, compute :

βk,l =
(w,ηl)

(ηl,ηl)
.

(g) Find the next basis vector:

vk+1 ←− vk+1 +
k∑
l=0

βk,lvl.

(h) Store the product of the basis vector by FI:

ηk+1 ←− ηk+1 +
k∑
l=0

βk,lηl.

(i) Normalize ηk+1 with α1 = 1/
√
ηk+1,ηk+1 and

vk+1 ←− α1vk+1,

ηk+1 ←− α1ηk+1.

(j) Update iteration number k ←− k+1.
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Key differences

All of these iterative methods rely on using an orthonormal basis, MGS technique for orthogonaliza-

tion and solving the minimization problem using a Galerkin projection of the Krylov subspace. In

the case of infinite precision and computational effort, each of these methods would converge to the

exact same solution in the same number of iterations for a given problem resolution. However, in

finite precision especially for set tolerance criteria, the behavior of these methods becomes strongly

dependent on the way the algorithms are implemented.

ORTHODIR and ORTHOMIN orthonormalize the η (or H1 Galerkin projection) given by the con-

straint in Equation (A.1). However the key difference lies in the MV product in step 2(d) for each

algorithm. ORTHOMIN uses the actaul residual computed in each step to update the MV product

which is the true representative of the error in the system, which is not the case in ORTHODIR. This

can be observed in the adaptive tolerance studies for ORTHODIR, where the computed residual in

the system reduces whereas the actual error blows up.

On the other hand, GMRES orthonormalizes the search directions using L2 Galerkin projections.

Moreover, all the minimization steps are computed with respect to the initial residual of system con-

trary to ORTHODIR or ORTHOMIN.

Thus one can say that the presented iterative schemes vary on two key aspects, the orthogonalization

process and solving the minimization problem, both steps are closely linked to each other.



Appendix B

Recycling algorithms

B.1 Initial Krylov Recycling Strategy (IKRS)

The ORTHOMIN algorithm outlined in Section A.3 consists of storing the search directions Vk, and

the span of the projected vectors Nk . The size of these matrices is NI × k, where k is the number of

iterations required for convergence for the present calculation. The IKRS is applied in conjunction to

ORTHOMIN in the following way.

1. Initialization: Given the same initial guess λ̃initial from the previous evaluation and the new

RHS, dnew, compute:

• the residual at the initial step rinitial = dnew − FIλ̃initial.

• Update the residual and solution from all previously stored iterations

αk = N∗k rinitial.

• the optimum starting solution:

λ̃opt = λ̃initial + Vkαk.

• the optimum residual:

ropt
k = rinitial −Nkαk.

Once the optimal residual and guess are generated from the all the stored previous basis, the

ORTHOMIN algorithm can be restarted using the residual ropt
k , λ̃opt as outlined in Section A.3.

The only difference lies in step 2 (f) where the orthogonalization has been done for all the pre-

viously stored search directions.
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2. Append all the Krylov subspaces with all the stored search directions Vk and Nk, to be used

for next solution.

B.2 Generalized conjugate residual with inner orthgonalization and

Deflated Restart - (GCRO-DR)

The GCRO-DR algorithm is presented in this part. This is taken from the Appendix in [75]. In this

section, this algorithm is explained in the context of solving the interface problem of the FETI-2LM

method. Let, εtol be the tolerance for the interface problem of the FETI-2LM algorithm. Let λ̃0 be

the initial guess. For each new calculation, the interface problem, Fi
I λ̃ = di, where i = 1, 2... needs

to be solved where both the matrix and the RHS change.

The definitions of mr and k are recalled. Let mr be the maximum size of the subspace that can be

evaluated and k be the size of the recycling subspace. The GCRO-DR algorithm involves the following

steps:

1. Compute the initial residual, r0 as follows:

r0 = d− FIλ̃0. (B.1)

2. If the calculation has been done at least once before

Update the residual and solution using the previously stored solution

(a) Compute the matrix FIYk. (Yk is defined in the latter part.)

Typically for iterative schemes like ORTHODIR, GMRES or ORTHOMIN, one requires

to compute the MV product for each new iteration with only one RHS. However, in the

present algorithm, this step requires the computation of the MV product with ‘k’ number

of RHS. This improves the parallel efficiency significantly since the data exchange between

the subdomains is done only once for k RHS. Although the computational effort for this is

considerable, the operations are done in parallel.

(b) Compute the Q-R factors of the matrix from the above step: Ck = Q, Uk = YkR
−1, where

Ck is an orthonormal basis of size (NI× k) and Uk of size (NI× k). The size of the matrix

R is (k × k).
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(c) Update the residual and the initial solution

λ̃1 = λ̃0 + UkC
∗
kr0,

r1 = r0 −CkC
∗
kr0.

(B.2)

else for the first calculation

Compute the first basis and the normalized residual error

v1 = r0/‖r0‖, c = ‖r0‖e1.

(d) Solve the GMRES algorithm (see for instance Section A.2) for a maximum of mr steps or

if the system converges beforehand for the set tolerance, εtol.

Store the matrix Hmr and the orthonormalized search directions Vmr+1.

(e) Compute the updated solution and the residual

λ̃1 = λ̃0 + Vmrymr ,

r1 = Vmr+1(c−Hmrymr),
(B.3)

where ymr corresponds to the coefficients of the minimization problem solved in the GMRES

algorithm (see for instance Equation (A.9)).

(f) Selection of the most influencing eigenvalues is done solving the following the generalized

eigenvalue problem as follows:

(Hmr + h2
mr+1,m(H−1

mr)
∗)z = θz, (B.4)

where h2
mr+1,m corresponds to (mr + 1,m) entry in the Hessenberg matrix. Compute the k

eigenvectors associated with the smallest magnitude of θ. Note that this step requires the

inversion of the conjugate of the Hessenberg matrix. The corresponding matrix consisting

of these vectors is Pk of size (mr × k).

Ultimately, one seeks to get the basis vectors in the Krylov subspace associated with the

interface matrix FI which is computed using the following relation,

Yk = VmrPk, (B.5)

where Yk is matrix of size (NI × k). However this new basis is not orthonormal.

Finally a Q-R factorization of Yk is done to get an orthonormal basis .

(g) The corresponding matrices Ck and Uk can be formed using these Q,R factors. Ck =

Vmr+1Q, Uk = YkR
−1.
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end

Set counter i =1,

3. while ‖ri/d‖ > εtol,

4. Perform mr - k GMRES iterations with the linear operator I−CkC
∗
kFI. It involves the following

steps:

• The first vector is computed with the new residual, v1 = ri/‖ri‖

• The Krylov subspace Vmr−k+1, Hessenberg matrix Hmr−k are generated preserving the

orthogonality (Vmr−k+1 ⊥ Ck) using the following relation:

(I−CkC
∗
k) FIVmr−k = Vmr−k+1Hmr−k (B.6)

This step is very similar to the step Equation (A.6) in the GMRES algorithm (for more

details see for instance [75] ).

In addition to this, one needs to ensure that the newly generated vectors are orthogonal

to the previously stored vectors. The resulting matrix is called Bk of size (NI × k), where

Bk = C∗k FI Vmr−k.

The complete Krylov subspace can be defined using the following relation:

FIṼmr = W̃mr+1 Gm, (B.7)

where Ṽmr = [Uk Ṽmr−k] , W̃mr+1 = [Ck Ṽmr−k+1], Gmr =

Ik Bk

0 Hmr−k

. Typically, the

matrix Gm is illconditioned. The conditioning can be improved by ensuring that the columns

of Uk have unit norm.

Ũk = UkDk. (B.8)

where Ṽmr = [Ũk Ṽmr−k] , W̃mr+1 = [Ck Ṽmr−k+1], Gmr =

Dk Bk

0 Hmr−k

 .

5. The minimization problem is solved to compute ymr using the following relation, ‖W∗
mr+1ri −

Gmrymr‖.

6. The solution and residual are updated to check if the desired tolerance limits are reached.

λ̃i+1 = λ̃i + Ṽmrymr ,

ri+1 = ri −Wmr+1Gmrymr .
(B.9)
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7. If the solution has not converged, one needs to update the stored recycled subspace with new

Ritz harmonic values. This is done as follows:

• Compute k eigenvectors for the eigenvalue problem, G∗mrGmrzi = θ G∗mrW
∗
mr+1Ṽmrzi.

The corresponding matrix vectors are stored in Pk. This is very similar to the steps in

Equation (B.4) Yk = ṼmrPk.

• The corresponding matrices Ck and Uk can be formed using the Q-R factorization Ck =

Ṽmr+1 Q, Uk = YkR
−1.

end

• Let Yk = Uk, λ̃0 = λ̃i. (for the next system)

Update iteration counter to i+ 1.
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