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préparée au sein du Laboratoire Institut des Sciences de la Terre
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Chargé de Recherche CNRS Université Grenoble Alpes, Co-directeur de thèse
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Abstract

Full Waveform Inversion (FWI) is an iterative data fitting procedure between the observed data and the
synthetic data. The synthetic data is calculated by solving the wave equation. FWI aims at reconstruct-
ing the detailed information of the subsurface physical properties. FWI has been rapidly developed
in the past decades, thanks to the increase of the computational capability and the development of the
acquisition technology. FWI also has been applied in a broad scales including the global, lithospheric,
crustal, and near surface scale.

In this manuscript, we investigate the inversion of a multicomponent source and receiver near-
surface field dataset using a viscoelastic full waveform inversion algorithm for a shallow seismic target.
The target is a trench line buried at approximately 1 m depth. We present the pre-processing of the
data, including a matching filter correction to compensate for different source and receiver coupling
conditions during the acquisition, as well as a dedicated multi-step workflow for the reconstruction
of both P-wave and S-wave velocities. Our implementation is based on viscoelastic modeling using
a spectral element discretization to accurately account for the wave propagation’s complexity in this
shallow region. We illustrate the inversion stability by starting from different initial models, either
based on dispersion curve analysis or homogeneous models consistent with first arrivals. We recover
similar results in both cases. We also illustrate the importance of taking into account the attenuation
by comparing elastic and viscoelastic results. The 3D results make it possible to recover and locate
precisely the trench line in terms of interpretation. They also exhibit another trench line structure, in a
direction forming an angle at 45 degrees with the direction of the targeted trench line. This new struc-
ture had been previously interpreted as an artifact in former 2D inversion results. The archaeological
interpretation of this new structure is still a matter of discussion.

We also perform three different experiments to study the effect of multicomponent data on this
FWI application. The first experiment is a sensitivity kernel analysis of several wave packets (P-wave,
S-wave, and surface wave) on a simple 3D model based on a Cartesian based direction of source and
receiver. The second experiment is 3D elastic inversion based on synthetic (using cartesian direction’s
source) and field data (using Galperin source) with various component combinations. Sixteen compo-
nent combinations are analyzed for each case. In the third experiment, we perform the acquisition’s
decimation based on the second experiment. We demonstrate a significant benefit of multicomponent
data FWI in terms of model and data misfit through those experiments. In a shallow seismic scale, the
inversions with the horizontal components give a better depth reconstruction. Based on the acquisition’s
decimation, inversion using heavily decimated 9C seismic data still produce similar results compared
to the inversion using 1C seismic of a dense acquisition.





Résumé

L’inversion de forme d’onde complète (FWI) est une procédure d’ajustement itératif des données entre
les données observées et les données synthétiques. Les données synthétiques sont calculées en résolvant
une équation d’onde. La FWI vise à reconstruire les informations détaillées des propriétés physiques du
sous-sol. La méthode FWI a été développée au cours des dernières décennies, grâce à l’augmentation
de la capacité de calcul et au développement de la technologie d’acquisition. La FWI a également été
appliquée à à des échelles variées, allant de l’échelle globale, lithosphérique, crustale, jusqu’à la proche
surface, c’est à dire quelques mètres de profondeur.

Dans ce manuscrit, nous étudions l’inversion d’un jeu de données de source et de récepteur multi-
composantes en utilisant un algorithme d’inversion de forme d’onde complète viscoélastique pour une
cible sismique peu profonde. La cible est une ligne de tranchée enterrée à environ 1 m de profondeur.
Nous présentons le pré-traitement des données, y compris une correction par déconvolution pour com-
penser les différentes conditions de couplage de la source et du récepteur pendant l’acquisition, ainsi
qu’un procédé d’inversion en plusieurs étape pour la reconstruction des vitesses des ondes P et S. Notre
mise en œuvre est basée sur une modélisation viscoélastique utilisant une discrétisation par éléments
spectraux pour rendre compte avec précision de la complexité de la propagation des ondes dans cette
région peu profonde. Nous illustrons la stabilité de l’inversion en partant de différents modèles initi-
aux, soit basés sur l’analyse des courbes de dispersion, soit des modèles homogènes cohérents avec
les premières arrivées. Nous obtenons des résultats similaires dans les deux cas. Nous illustrons
également l’importance de la prise en compte de l’atténuation en comparant les résultats élastiques
et viscoélastiques. Les résultats 3D permettent de localiser précisément la ligne de tranchée en termes
d’interprétation. Ils montrent également une autre structure de ligne de tranchée, dans une direction
formant un angle de 45 degrés avec la direction de la ligne de tranchée ciblée. Cette nouvelle struc-
ture avait été précédemment interprétée comme un artefact dans les anciens résultats d’inversion 2D.
L’interprétation archéologique de cette nouvelle structure est actuellement en discussion.

Nous réalisons également trois expériences différentes pour comprendre l’effet des données à com-
posantes multiples sur la FWI. La première expérience est une analyse de sensibilité de plusieurs pa-
quets d’ondes (onde P, onde S et onde de surface) sur un modèle 3D simple basé sur une direction
cartésienne de la source et du récepteur. La seconde expérience est une inversion élastique 3D basée
sur des données synthétiques (utilisant la source de direction cartésienne) et de champ (utilisant la
source Galperin) avec diverses combinaisons de composants. Seize combinaisons de composantes sont
analysées pour chaque cas. Dans la troisième expérience, nous effectuons la décimation de l’acquisition
sur la base de la deuxième expérience. Nous démontrons un avantage significatif des données multi-
composantes FWI grâce à ces expériences. Dans une échelle sismique peu profonde, les inversions avec
les composantes horizontales donnent une meilleure reconstruction en profondeur. En se basant sur la
décimation de l’acquisition, l’inversion utilisant des données sismiques 9C fortement décimées produit
des résultats similaires à l’inversion utilisant des données sismiques 1C sur l’acquisition complète.
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General Introduction

Seismic imaging

Geophysical imaging is a set of non-invasive techniques to investigate the subsurface properties of the
Earth. It can be carried out by detecting a measurable physical quantity from the observable location,
e.g., from the surface, airborne, or satellite. Different measured physical quantity leads to a different
geophysical method (Parasnis, 1962; Telford et al., 1990).

Several examples of popular geophysics methods are gravity, magnetic, and seismic methods. We
are not going to discuss the detail of the gravity and magnetic methods. However, measuring gravity
force at a specific area may give us the knowledge about the subsurface’s mass and density distribution
(LaFehr, 1980; Li and Oldenburg, 1998). Earth’s magnetic field measurement may help us to differen-
tiate different types of rocks based on the ability to produce an induced magnetic field from the main
Earth’s magnetic field (Reford, 1980; Nabighian et al., 2005). On the other hand, the seismic method
studies the mechanical waves’ interaction that propagates through a medium. A mechanical wave itself
is defined as the oscillation of matter that transfers energy through a medium. With a very small strain,
the medium’s oscillation behaves elastically; therefore, it does not create a permanent deformation.
Seismic method is interesting because the seismic waves is one of the ’geophysical wave’ that have the
shortest wavelength which can be detected accurately compared to the other geophysical methods (Lay
and Wallace, 1995). This fact implies the high-resolution potential of the seismic method.

The early development of the seismic method is based on interpreting the recorded waves coming
from earthquakes. At the end of 19th and the beginning of 20th century, the number of equipment
and recording technology were still limited. Nevertheless, the seismic wave analysis helped the early
geoscientist prefiguring the first global structure of the Earth (Romanowicz and Dziewonski, 2010).
The analysis they performed at that time were based on the comparison of seismic wave travel times
and the identification of particular waves. Notable discoveries encompass the discontinuity between
the Earth’s crust and the mantle by Mohorovicic discontinuity (a transition zone that is now known
as Moho) (Mohorovicic, 1909; Jarchow and Thompson, 1989), and the liquid structure of the Earth’s
outer core, detected through the absence of recorded shear waves, typical propagation’s type in a fluid
medium (Oldham, 1906). Figure 1 shows the simplified model of the Earth and its particular body
wave’s raypath.

The knowledge of the seismic wave’s type is a key to understand the seismic method. A sample of
an earthquake recording is given in Figure 2. This figure shows three seismograms on an earthquake
recording with the magnitude of 6.4 and angular distance of 88.7◦. The seismograms consist of the
ground velocities in three orthogonal directions, with the horizontal directions rotated to the longitudinal
and transverse components. The longitudinal component is the component pointing to the direction of
the earthquake, whereas the transverse component is the one that is perpendicular with the longitudinal
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Figure 1: The simplified illustration of the 3D internal structure of the Earth as a layered model (a).
The simplified 2D section structure of the Earth and the examples of the body wave’s seismic phases
(b). The names of the raypath is given by the wave type, the propagated layer, and the interaction with
the discontinuities (Stein and Wysession, 2003).

Figure 2: Example on an earthquake recorded using a multicomponent seismometer (Lee et al., 2002).
The horizontal component is rotated to the longitudinal and transverse direction with respect to the
earthquake. Red arrows indicate the first arrival of the P-wave. Blue arrows indicate the first arrival of
S-wave. Cyan blocks represent the surface waves. Green blocks represent the windows data for full
waveform inversion (FWI). Note that in FWI, all parts of the dataset are taken into account.

2
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Figure 3: Particle motion of P-wave (a), SV -wave (b), Rayleigh wave (c), and Love Wave (d). The
direction of the propagation is from the left to the right of the model. The S-wave is consist of two
different polarizations SV and SH -waves. In this illustration, only SV -wave is given. After Everett
(2013).

component. This figure shows two main body waves (P and S waves) and two surface waves (Rayleigh
and Love waves). P-waves are visible from the vertical and longitudinal components (red arrows). S-
waves are visible from the longitudinal and transverse components (blue arrows). The two different
types of the surface waves are well-separated. Due to the direction of its propagation, the Rayleigh
waves can be seen in the vertical and longitudinal components, whereas the Love wave can be seen in
the transverse component (both are shown as cyan blocks). The distinction between body and surface
waves as well as the illustration of each of the above mentioned propagation modes are given in Figure
3.

Full waveform inversion (FWI) is a seismic method that take advantage of the whole information of
the recorded data (Virieux and Operto, 2009). It is a high-resolution seismic imaging with the potential
resolution up to half of the propagated wavelength, according to the diffraction theory’s limit (Wu
and Toksöz, 1987). It was designed in the 1980s by Lailly (1983) and Tarantola (1984a). FWI may
bridge the gap between a high wavenumber Claerbout (1971)’s migration imaging principle and a low
wavenumber approach of the first arrival traveltime tomography (FATT) (Aki et al., 1974).

FWI is formulated as an iterative data fitting procedure between the observed seismograms with the
corresponding synthetics, computed by solving the wave equation. In its early development, even 2D
FWI was shown to be a computationally demanding problem, given by the available resources (Gauthier
et al., 1986; Cary and Chapman, 1988; Crase et al., 1990; Jin et al., 1991; Lambaré et al., 1992). At that
time, aside from the computational challenge, the data availability is also limited to short offset seismic
reflection surveys which were not designed for FWI purposes. These problems have made the early
FWI applications even more challenging and required more accurate initial models. In recent years,
we observe rapid methodology developments and applications of FWI, thanks to the availability of
the wide-angle and broadband frequency seismic acquisition devices, as well as the high-performance
computing (HPC) platform development.
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Figure 4: Example of 3D acoustic FWI from (Operto et al., 2015). Top figures represent the initial
VP models from the reflection tomography, bottom figures represent the final reconstructed VP models
using FWI. Left and right figures represent the horizontal sections at 150 m and 1050 m depth, respec-
tively.

FWI has pioneered its first impressing applications at the exploration scale, especially for the oil and
gas industry (Sirgue et al., 2010; Etienne et al., 2012; Prieux et al., 2013b; Vigh et al., 2014; Górszczyk
et al., 2017; He et al., 2019b; Trinh et al., 2019a). The scale of the investigation on such size is few
kilometers to tens of kilometers. One of the successful 3D FWI application examples for the exploration
scale was carried out by Operto et al. (2015). They used an acoustic approximation for marine seismic
data. The data was recorded using hydrophones, a pressure-sensitive receiver which only sensitive to
the acoustic wave (P-wave). Figure 4 shows the initial VP model (top) and the reconstructed VP model
(bottom) at two different depth slices, 150 m and 1050 m, respectively. The initial models are obtained
from the reflection tomography. In the end, they were able to obtain a much higher resolution of the
VP model, as indicated by a clearer glacial sand channel deposits at 150 m depth slice and gas cloud at
1050 m depth slice.

In other cases, the elastic approximation is required because the acoustic approximation is not ac-
curate to mimic the recorded data. The acoustic modeling is not able to simulate elastic wave features,
such as the S-wave, the converted phase between P and S waves, and the surface waves. Those type of
data are present when our recording apparatus is sensitive with the ground movement (displacement,
velocity, or acceleration). In marine environment, Ocean Bottom Cable (OBC) and Ocean Bottom
Seismometer (OBS) are used to record the elastic response of the seismic signal. The FWI itself can be
performed by taking advantage on both hydrophone and OBS (Sears et al., 2008, 2010; Prieux et al.,
2013b; Vigh et al., 2014). In land environment, the data acquisition is performed using geophones,
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Figure 5: Example of global FWI showing the vertically polarized VS perturbations in the initial mantle
model S362ANI (left) and the reconstructed model using FWI - GLAD-M15 (right) at 250 km depth.
Notable slabs and hotspots enhanced in the reconstructed model are marked. This image is taken from
Bozdağ et al. (2016).

which also record the elastic response. The application of elastic FWI in land data, especially in com-
plex topography, using synthetic data exist (Borisov et al., 2018, 2019; Trinh et al., 2018), but the
application using field data is still limited (He et al., 2019b; Borisov et al., 2019; Trinh et al., 2019a).

Several FWI applications for lithospheric and global scales have also been performed for a decade
(Tape et al., 2010; Beller et al., 2018; Fichtner et al., 2008; Bozdağ et al., 2016; Modrak and Tromp,
2016; Lu et al., 2020). In these scales, the artificial source is challenging to be feasibly deployed
because one need a very high energy source that can propagate in a long distance. Alternatively, we can
rely on the natural sources. Earthquakes and ambient noise are the two most common sources for the
FWI application at this scale (Fichtner et al., 2008; Bozdağ et al., 2016; Beller et al., 2018; Lu et al.,
2020). Using earthquakes as the sources of the FWI require an accurate definition of the source. In
practice, an accurate estimation of such source is also challenging to be performed if the earthquake is
too small or the network is not sufficiently large to cover the mechanism which limit the accesibility
of the FWI using this approach. Yet, several researches are able to produce meaningful images from
this limited information. Figure 5 shows an example of global FWI by Bozdağ et al. (2016). Through
FWI, they were able to enhance the resolution of the reference model S362ANI. Several notable slabs
and hotspots are remarked in the reconstructed model. Lu et al. (2020) carried out another application
of FWI in a lithospheric scale. They performed FWI using the observed data which were taken from
the cross-correlation technique of the ambient noise data. They called the method as the ambient noise
wave-equation tomography. Their result is a 3D shear wave velocity model (VS) of the Western Europe,
especially around the Alps. They showed that the FWI are able to refine the shear wave velocity model
which were obtained by a traditional ambient noise tomography based on surface wave dispersion curve
analysis (Lu et al., 2018).

I have shown that FWI is now a mature seismic imaging technique, especially in the exploration
scale. FWI also rapidly developed in global and lithospheric scale in the recent years. In the next
section, we focus on the development of FWI in the near surface scale, which is the main interest of
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this PhD thesis.

Near surface full waveform inversion

The near surface or shallow seismic scale spans from a few meters to several hundreds of meters. The
application of seismic imaging in this scale is well-known for geotechnical applications (Kramer, 1996;
Stokoe et al., 2000), ground characterization (Foti et al., 2003; Roberts and Asten, 2004; Chapman
et al., 2006), infrastructure planning (Stewart et al., 1997; Martı́nez and Mendoza, 2011; Pegah and
Liu, 2016), subsurface feature detection (Cardarelli et al., 2010), agriculture (Allred et al., 2008; Weil
et al., 2012), archaeological studies (Wynn, 1986; Vafidis et al., 2003; Signanini and Torrese, 2004),
and shallow-seismic hazard assessment (Göktürkler et al., 2008; Samyn et al., 2012). Despite of the
broad applications of the seismic imaging in this scale, currently FWI is not the most popular seismic
imaging method. Nevertheless, there are several FWI applications in shallow seismic scale and the
FWI starts to gain more interest in the recent years (Smithyman et al., 2009; Romdhane et al., 2011;
Bretaudeau et al., 2013a; Fathi et al., 2016; Köhn et al., 2018; Lamert and Friederich, 2019; Nguyen
and Tran, 2018; Wittkamp et al., 2018; Smith et al., 2019; Pan et al., 2019; Wang et al., 2019).

The FWI application in shallow seismic scale has its advantages and disadvantages. The advantage
is related to the frequency content of the data. In exploration scale, one of the critical difficulties is the
lack of low frequency content leading to the problem of cycle skipping and local minima. In shallow
seismic scale, the frequency content is sufficiently low compared with the scale of the target. This
fact makes it possible to avoid this problems. The disadvantages are related to the acquisition and
the propagated wave. In shallow seismic scale, the targets are often sparsely covered due to the few
number of available sources and receivers. In academic or small geotechnical surveys, the equipment
is limited due to the lack of material and financial capability compared to the oil and gas industry at
the exploration scale. In most of shallow seismic applications, cheap 2D seismic profiles are used. In
this case, 3D effects are neglected leading to an inaccurate reconstruction of the subsurface properties.
At this scale, the signal to noise ratio is often low due to the weak seismic sources (sledgehammer,
small vibroseis), the lack of repeatability of the source, and high variability of receiver-soil (source-
soil) coupling. The second difficulty is due to the high complexity of the elastic wave propagation at
the near-surface. The propagation of surface waves dominates the recorded data in amplitude by several
order of magnitudes. With the limited offset (source-receiver distance), we might not be able to separate
between the body waves and the surface waves. Aside from the elastic effects, the medium at shallow
seismic scale is also known to have a strong attenuation effect.

The strong elastic effect and attenuation in the data require proper modeling and inversion tools. A
modeling tool which is capable to perform an accurate elastic wave simulation is required. With the
strong attenuation, viscoelastic modeling is also required, especially at high frequency, where the effect
of the attenuation is more substantial. Since the elastic waves are influenced by more parameters than
the acoustic waves, more parameters are needed to be reconstructed (VP , VS , and density for the elastic
isotropic medium).

Figure 6 shows one example of a shallow seismic 2D FWI application for an archaeological target
(Köhn et al., 2018). Starting from the initial model obtained from FATT and employing the LBL
strategy (low-pass, band-pass, low-pass), they were able to reconstruct the detailed feature in the final
model (Fig. 6b) which can be physically correlated with the archaeological investigation (Fig. 6a).
LBL strategy is a strategy which is consists of two L-workflow (low-pass filtered data) inversions and
B-workflow (band-pass filtered data) inversion.
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Figure 6: 2D FWI in shallow seismic experiment (Köhn et al., 2018).

Although FWI has been successfully applied to various targets, field data, and scales, it remains an
ill-posed inverse problem. The issue regarding the partial illumination of the target and band-limited
data sometimes leads to local minima convergence. In practice, the uncertainty attached to the recon-
structed model can be significant. Besides the methodological developments that aim to mitigate the
ill-posedness of FWI (modification of misfit function or introducing the domain extension strategies),
access to more complete data that can constrain the inversion (such as multicomponent data) is also
essential.

Multicomponent seismic data

Multicomponent receiver

The seismometer has a long development history starting from a visual seismoscope to the microelec-
tromechanical systems (MEMS). The earliest known seismic instrument is the Zhang Heng seismo-
scope (Dewey and Byerly, 1969). It was built in 132 AD during the Han dynasty era. This instrument
is aimed to detect the occurrence and the direction of the earthquake. It can detect the azimuth of the
earthquake by releasing a ball from the dragons into the open mouth of the toads (Fig. 7). In Europe
and Japan, the development of earthquake detecting instruments can be traced from eighteen to early
nineteen centuries (Dewey and Byerly, 1969).

A component in the seismic recording device refers to the direction where the mechanical vibration
is recorded. A single component (1C) seismometer only records the vibration in a single direction, re-
sulting in a scalar recording. In comparison, a multicomponent seismometer refers to a multi directions
recording. In this sense, the Zhang Heng seismoscope is a multicomponent seismic detector because it
has multiple horizontal sensors, even if it lacks the vertical component and the ability to record the time
series.

In an elastic medium, the seismic wavefield, which is propagated beneath the earth, is a vectorial
field in 3D. Three orthogonal directions are sufficient to represent the 3D parrticle movement in that
vectorial field. In fluid, which behaves as an acoustic media, 1C sensors are sufficient because the
wavefield can be represented in a scalar valued pressure field. The hydrophone is an example of a
popular 1C seismic recorder which is sensitive to pressure (Fig. 8). The hydrophone is used for seismic
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Figure 7: The replica of Zhang Heng seismoscope featured in Chabot Space and Science center in
Oakland, California (Wikipedia contributors, 2020b).

Figure 8: A sample of hydrophone, a pressure sensitive seismic recorder device. It is usually used in
marine environment (Wikipedia contributors, 2020a).

applications in marine environments. In these environments, the recorders are located beneath the body
of water (e.g. sea, lake, or river). Inside the water, pressure-sensitive sensors are sufficient because the
seismic waves are propagated in the form of an acoustic wave.

The seismic vibration in the land environment is usually recorded by geophone. The geophone
is sensitive towards the motion in a specific direction(s). Since the seismic wave in the land is a 3D
vectorial field, recording using 1C geophones only extract one vectorial field projection in a specific
direction. Despite that, taking into account 1C receiver is a common practice in seismic exploration
(crustal-scale) or near-surface scale because it is cheap to build and deploy in the field. We may take an
example of VP reconstruction using the FATT method. One can use 1C vertical geophone (Fig. 9b) in
order to obtain the first arrival of P-wave. Another example is VS reconstruction using the multichannel
analysis of the surface wave (MASW) method (Park et al., 1999). 1C horizontal geophone might be
sufficient to capture the Love wave, given the source’s correct direction.

In global scale seismology, especially the study of earthquake and its mechanism, multicompo-
nent receivers are more common. One reason is that seismometers for earthquake recording purposes
are sparsely installed; therefore, having a full vectorial recording is beneficial for earthquake analysis.
Aside from the multicomponent factor, receivers used for earthquake recording have a lower eigen-
frequency than the exploration or shallow seismic scale. It makes it possible to have a more accurate
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Figure 9: Ocean bottom cable (OBC), courtesy of Magseis (Duey, 2017) (a). 1C (b), and 3C geophone
made by SENSOR Netherland (c) (GFZ, 2020).

recording at a longer periods.

At the crustal-scale, multicomponent receiver gains attraction when we are interested in VS image
reconstruction. In marine environments, multicomponent receivers exist in the form of multicompo-
nent Ocean Bottom Cable (OBC). OBC are installed at the bottom of the sea. They directly record
the vibration of the sea-bed as three geophone components. Figure 9a shows the installation of the
Magseis OBC sensor at the bottom of the sea. OBC can be combined with the hydrophone, resulting
in a 4C component seismic. In onshore seismic, where the receiver is installed at the top of the rock-
/soil, having 3C geophones are important because of the elastic wave propagation. An example of 3C
geophones is shown in Figure 9c. In the framework of FWI, multicomponent data has a potential ben-
efit as an additional information. Several applications of multicomponent FWI have been performed
(Choi et al., 2008; Sears et al., 2010; Kamath and Tsvankin, 2013; Vigh et al., 2014; Prieux et al.,
2013a,b; Górszczyk et al., 2017; Smith et al., 2019). All of them consistently suggest that FWI using
multicomponent data can improve the inversion result.

At a shallow-seismic scale, multicomponent receivers have been shown to improve the recon-
structed model. Nuber et al. (2017) proposes a way to efficiently design the acquisition through an
optimized experimental design for a 2D synthetic case. An optimized experimental design aims at
predicting the most optimum source location for the seismic acquisition. They demonstrate that mul-
ticomponent data can increase the efficiency of the acquisition with a fewer number of sources. Smith
et al. (2019) also perform both synthetic and field experiment with the underground tunnel as the target.
Their synthetic test demonstrates that using multicomponent sources and multicomponent receivers can
improve the image, especially at depth. In their field experiment, they use vertical sources while us-
ing two types of geophones. The first is vertical geophones, and the second is horizontal geophones.
The horizontal geophones were set longitudinally to the direction of the target. Thanks to the second
horizontal geophones, they were able to better reconstruct the underground tunnel.

Multicomponent source

The component of the source is defined as the direction where the source is excited. In a multicompo-
nent source application, the seismic wave, which is generated at the same location, is excited from sev-
eral different directions and recorded separately. The development of multicomponent seismic source
technologies is tightly linked with industrial demand, especially in the oil and gas exploration scale.
The multicomponent source technology became feasible in the period of 1960s to 1970s when Conoco,
an oil company, introduces its horizontal vibrator truck (Hardage et al., 2011). Figure 10 shows multi-
component vibrator trucks. The vertical vibrator truck excites the vertical source direction, whereas the
inline and crossline horizontal vibrator trucks excite horizontal directions.
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Figure 10: Example of three orthogonal vector sources which can produce 9C seismic data when
recorded using 3C receivers (Hardage et al., 2011).

At a shallow seismic scale, multicomponent sources have also been introduced. Classically, we only
use the vertical source. This type of source can be easily produced by hitting a horizontal metal plate
with the sledgehammer. The horizontal direction source is not usually performed. When it is performed,
normally, the horizontal source requires a vertical metal plate hit by a horizontal force. Performing
vertical to horizontal sources requires the metal plate’s movement from the horizontal direction to the
vertical direction and vice versa. This installation process might reduce the source’s consistency and
efficiency in terms of the source-ground coupling, location, and direction. Therefore, Schmelzbach
et al. (2016) proposes a prismatic source. A prismatic source can produce two sources’ directions in a
single installation process. The data can be rotated in the preprocessing step to produce the true vertical
and horizontal component. The prismatic source is later improved by adding the third direction. The
new type of source is called the Galperin source (Häusler et al., 2018). The Galperin source consists of
three orthogonal directions in a single source’s installation. It can increase the data consistency, as well
as the acquisition’s efficiency.

In the next section, I discuss more detail about the application of FWI for a specific shallow seismic
case that become the focus of my study in this manuscript. We take advantage of the Galperin source
and multi component receiver in order to obtain a 9C seismic data.

Problematics

This manuscript focuses on one specific 3D 9C dense dataset acquired to investigate a very shal-
low archaeological target called the Ettlingen Line. The acquisition was lead by Karlsruhe Institute
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of Technology (KIT) in collaboration with GFZ Potsdam, ETH Zurich, and Univ. Grenoble Alpes
(UGA)/SEISCOPE in terms of the equipment and work forces. Through contact with Prof. Thomas
Bohlen, Yudi Pan, and the team from KIT, I was able to participate in the field experiment directly. The
receivers were standard 3C geophones, whereas the sources are the 3C Galperin source (Häusler et al.,
2018). Two seismic acquisitions with different acquisition geometries were performed.

Based on this original and relatively dense 3D multicomponent field dataset for the imaging of the
shallow target Ettlingen line, my PhD work has been dedicated to investigate two main questions.

The first question is: can we design an efficient FWI worfklow, for the simultaneous reconstruction
of both P-wave and S-wave velocities, based on this dataset, for this shallow target? Associated with
this question, I investigate the importance of accounting for viscous attenuation effects in the first me-
ters of the subsurface where unconsolidated soil is present. I also discuss the requirement in terms of
initial model building in this specific context of near-surface imaging from seismic data. The question
behind is the ability for FWI to exploit the low-frequency information content of the data with respect
to the target, which in principle should make possible to start the inversion from very simplistic models
(1D vertically varying models). This is a very contrasted situation compared with what is usually met
at exploration scale, where (visco-)elastic FWI has been already tested for the inversion of land data.
Finally, I analyze the inverted 3D P-wave and S-wave velocities in the light of previous 2D GPR in-
vestigations and 3D MASW results to assess what such higher resolution 3D models bring in terms of
geological interpretation. In particular, my reconstructed 3D models make a second trench-like struc-
ture apparent, which forms a 45 degree angle with the targeted trench structure, which was previously
interpreted as an artifact. The geometrical coherency of this structure along the inline direction makes it
likely a true structure, whose historical/archeological interpretation is currently a matter of discussion.

The second main question I investigate in this PhD work, is the information brought by the multi-
component aspect of the field data. In particular, I investigate what can be expected, for such shallow
target, from horizontal receivers components, and more originally, from the horizontal source compo-
nents. The first main result from the study of this second question is the importance of recording and
inverting the Love waves, which has a deeper penetration depth than the Rayleigh wave, and thus make
possible to illuminate the target at greater depth. The second main result is that thanks to multicompo-
nent data, it is possible to reduce relatively drastically the number of receiver and source devices used
to perform the acquisition. Indeed, decimated multicomponent acquisition yields similar results as a
corresponding dense single component acquisition.

Outlines of the manuscript

Chapter 1 introduces the well-established theory of the elastic and visco-elastic full waveform mod-
eling and inversion. The work performed in this PhD relies on computational tools developed in the
frame of the SEM46 code. This modeling and inversion code relies on a spectral element discretization
of the visco-elastic wave equations. I recall the main principles of this method in this chapter. I also
describe the computational tools I use to perform the modeling and inversion in this manuscript.

Chapter 2 describes the Ettlingen Line as the main object of the experiment in this manuscript. It
begins with the history of the Ettlingen Line. I continue the discussion with the previous geophysical
investigations that have been done in the past. After that, I explain in detail the seismic acquisition in
this location. Then, I present the required preprocessing before the FWI application.

Chapter 3 contains the application of 3D FWI at the Ettlingen Line using 9C data. I begin with the
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strategy to perform multiparameter FWI and tackle shallow seismic data, which has a strong elastic
response, mainly in the form of the surface waves. I also analyze the result of inversions starting from
two different initial models. In addition, I assess the necessity to use viscoelastic medium compared to
the elastic medium.

In Chapter 4, I explore in detail the effect of multicomponent data on FWI. The discussion starts with
the analysis of the sensitivity kernel for each wave type and each component. I continue with the prac-
tical example of FWI using various component’s combinations. Both synthetic and field experiments
are demonstrated in this experiment. Then, I test the limit of the multicomponent data inversion by
performing acquisition decimation.

In Chapter 5, I explain other activity during my PhD studies. In particular, I discuss the theory and
implementation of the source subsampling and source encoding. Source subsampling and source en-
coding are two methods to reduce the computational time of FWI by reducing the amount of simulation
required in each iteration during the inversion.

Finally, I close the manuscript with conclusions and prospects.
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1.1 Elastodynamics equation

1.1 Elastodynamics equation

Shallow seismic data is generally dominated by strong elastic effects. This effect is manifested in the
form of the shear wave and the strong amplitude of the surface wave. At exploration scale, where the
wave phases are well-separated, a specific preprocessing and tuning needs to be applied in order to be
able to perform FWI using acoustic approximation (Barnes and Charara, 2008). One of the strategy
is by applying time window to early arrival (Gao et al., 2006, 2007; Smithyman et al., 2009). By
doing so, we neglect the presence of the elastic effect. In our experiment, the surface wave is hardly
separable with the body wave, therefore performing time window strategy only for the acoustic wave is
not suitable. In addition, we lose the VS information inside the data if we remove the elastic response.
Reconstructing VS in shallow seismic scale is often preferable because of the resolution benefit. VS has
lower velocity than VP which can be translated into a potential higher resolution of the reconstructed
model. It is due to the fact that VS wavelength is shorter than its VP counterpart at the same frequency.
Therefore, elastic wave equation is more suitable to represent the shallow seismic data than the acoustic
wave equation.

Shallow seismic data also suffers from a high anelastic attenuation due to the presence of the un-
cosolidated soil (El Yadari et al., 2008; Xia et al., 2012; Gao et al., 2020). The attenuation itself is
considered as an energy loss per cycle of the wave. Therefore a high frequency data suffers attenuation
more than low frequency data at the same propagated length due to a shorter wavelength. Consid-
ering this fact, we consider elastic and viscoelastic approach in the context of my manuscript. The
investigation of whether elastic or viscoelastic modeling is sufficient is studied later in Chapter 3.

The elastodynamic equation governs the propagation of the wave in elastic or viscoelastic medium.
The equation is valid within the range of linearity of Hooke’s law, implying non-permanent deformation
of the medium. It can be written as a set of equation:

ρ(x)∂ttui(x, t) = ∂jσij(x, t) + fi(x, t),

σij(x, t) = Mijkl(x, t) ∗t εkl(x, t) + Tij(x, t),
(1.1)

where ρ is the density, u is the displacement field, σ and ε are the second order stress and strain
tensors, f is the external force, and T is the stress failure. The effect of the attenuation is denoted by
a relaxation rate Mijkl, and symbol ∗t represents a convolution operator in time domain. We follow
Einstein convention (summation over repeated indices) for these equations.

The strain and the deformation of previous equation (Eq. 1.1) is linked through the Hooke’s Law as

εkl =
1

2
(∂kul + ∂luk) =

1

2

(
∂uk
∂xl

+
∂ul
∂xu

)
(1.2)

Due to the symmetry of the stress and strain tensors, Voigt notation can be used to reduce the
tensor’s order as

11→ 1, 22→ 2, 33→ 3,

23 or 32→ 4, 13 or 31→ 5, 12 or 21→ 6.
(1.3)
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The stress and strain tensor become

σ =

σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 ≡ (σ1, σ2, σ3, σ4, σ5, σ6)T ,

ε =

ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

 ≡ (ε1, ε2, ε3, ε4, ε5, ε6)T ,

(1.4)

where the superscript T is the transpose. Here we introduce the spatial derivative operatorD as operator
given as

D =

∂1 0 0 0 ∂3 ∂2

0 ∂2 0 ∂3 0 ∂1

0 0 ∂3 ∂2 ∂1 0

 , (1.5)

so that Equation 1.2 can be rewritten as
ε = DTu. (1.6)

1.1.1 Elastic modeling

In a purely elastic wave propagation we have Mijkl(x, t) = cijkl(x)δ(t), and equation 1.1 simplifies
into

ρ∂ttui = ∂jσij + fi,

σij = cijklεkl + Tij ,
(1.7)

where cijkl is the elastic (unrelaxed) stiffness tensor.

Using Voigt indexing and matrix notations, equation 1.7 can be rewritten as

ρ∂ttu = DCDTu + S, (1.8)

where S is the external source andC is the stiffness tensor. In subsurface medium, it is known to exhibit
anisotropic behavior due to microscopic oriented heterogeneities or macroscopic oriented structures
Babuska and Cara (1991). However, in this PhD thesis, we assume a specific form ofC which represents
an isotropic medium as

C =



λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 . (1.9)

1.1.2 Viscoelastic modeling

In viscoelastic media, the loss of amplitude in the signal is not only caused by the geometric spreading
and scattering, but also an additional anelastic attenuation. This attenuation is characterized by the
energy loss per cycle of the wave, and measured by the quality factor tensor Qijkl(x) (Carcione et al.,
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1988). In frequency domain, the inverse of this quality factor is the ratio between the imaginary and the
real part of the relaxation rate M̂ijkl(x, ω) as

Q̂−1
ijkl(x, ω) =

I[M̂ijkl(x, ω)]

R[M̂ijkl(x, ω)]
, (1.10)

where the hat symbol .̂ represents the Fourier transformed variable.

1.1.2.1 Constant Q approximation

For a simple wave modeling for seismic application, a constant Q over the considered frequency
band [ωmin, ωmax] is usually accepted. We can use the L standard-linear-solid systems (SLS), at par-
ticular reference frequencies ωΛ ∈ [ωmin, ωmax], to fit a constant Q parameter over the frequency
band. Anelastic coefficients Y ijkl

Λ may be introduced in the definition of the complex relaxation rate
M̂ijkl(x, ω) as

M̂ijkl(x, ω) = cijkl(x)
(

1−
L∑

Λ=1

Y ijkl
Λ (x)

ωΛ

ωΛ + iω

)
, (1.11)

where Λ = 1, . . . ,L (Emmerich and Korn, 1987; Blanch et al., 1995; Moczo and Kristek, 2005; van
Driel and Nissen-Meyer, 2014). Plugging the complex relaxation rate to the quality factor (Eq. 1.10)
gives

Q̂−1
ijkl(x, ω) =

∑L
Λ=1 Y

ijkl
Λ (x) ωΛω

ω2
Λ+ω2

1−
∑L

Λ=1 Y
ijkl

Λ (x) ωΛω
ω2

Λ+ω2

. (1.12)

In the assumption where Q� 1, the denominator of the Q̂−1
ijkl(x, ω) can be neglected which leads to

Q̂−1
ijkl(x, ω) ≈

L∑
Λ=1

Y ijkl
Λ (x)

ωΛω

ω2
Λ + ω2

. (1.13)

Instead of computing a set of L anelastic coefficients Y ijkl
Λ (x) for each spatial location x, Yang et al.

(2016) proposes the approximation

Y ijkl
Λ (x) ≈ yΛQ

−1
ijkl(x) (1.14)

for the entire medium. In this case, the scalars yΛ are L dimensionless anelastic coefficients. Inserting
Equation 1.14 into Equation 1.13 gives

Q̂−1
ijkl(x, ω) ≈

L∑
Λ=1

yΛQ
−1
ijkl(x)

ωΛω

ω2
Λ + ω2

. (1.15)

In their formulation, Yang et al. (2016) compute the coefficient yΛ, which minimize the distance be-
tween the frequency independent quality factor Q−1

ijkl(x) with the one which is frequency dependent
Q̂−1
ijkl(x, ω). The coefficients yΛ over the frequency band [ωmin, ωmax] are estimated using generalized

least-squares minimization problem

min
yΛ

{∫ ωmax

ωmin

[
Q−1

ref

(
yΛ

ωΛω

ω2 + ω2
Λ

)]2
}

. (1.16)

According to Trinh (2018), the value of this constant is usually chosen such that

Qref ≈
√

min
ijkl,x

Qijkl(x)× max
ijkl,x

Qijkl(x). (1.17)
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1.1.2.2 Isotropic and anisotropic viscoelastic equation using SLS approximation

By considering the scalars yΛ into Equation 1.11, we obtain

M̂ijkl(x, ω) = cijkl(x)− cijkl(x)Q−1
ijkl(x)

L∑
Λ=1

yΛ
ωΛ

ωΛ + iω
. (1.18)

The product between cijkl(x) andQ−1
ijkl(x) are a term-by-term product. In this equation, the attenuation

mechanisms is shown by the second part of the right-hand side in Equation 1.18. As mentioned pre-
viously, following the strategy of Yang et al. (2016), an explicit storing of the 21 anelastic coefficients
Y ijkl

Λ (x) (Komatitsch and Tromp, 1999) related to the Mijkl(x) at each spatial direction is avoided. In
this implementation, we only need to store L scalar yΛ for the entire medium and the heterogeneous
attenuation parameters Qijkl(x) over the medium. We also store L reference frequencies ωΛ associated
with the number of L in the SLS.

From Equation 1.18, we can separate the elastic rheology (unrelaxed stiffness coefficients cijkl(x))
with the frequency-dependent attenuation mechanism, by introducing the attenuative stiffness coeffi-
cient cRijkl(x) (Trinh, 2018). In the case of fully anisotropic attenuation, the parameters can be linked
with the cijkl(x) as

cRijkl(x) = cijkl(x)Q−1
ijkl(x). (1.19)

The relationship between stress and strain in Equation 1.1 becomes

σij(x, t) = cijkl(x)εkl(x, t)− cRijkl(x)
L∑

Λ=1

ψΛ;kl(x, t), (1.20)

where the memory variable ψΛ;kl(x, t) satisfies the first-order ordinary differential equation (ODE)

∂tψΛ;kl(x, t) + wΛψΛ;kl(x, t) = wΛyΛεkl(x, t). (1.21)

Note that we neglect the source term Tij(x, t) in the Equation 1.20. Trinh (2018) has given a detailed
mathematical demonstration which is coherent with Moczo and Kristek (2005) and Yang et al. (2016).
Following Voigt notation, the second-order visco-elastic wave equation can be written as

ρ∂ttu = DCDTu−DCR
L∑

Λ=1

ψΛ + S,

∂tψΛ + wΛψΛ = yΛwΛD
Tu, with Λ = 1, . . . ,L,

(1.22)

where ψΛ is the memory-variable vector associated with each Λ in SLS

ψΛ = (ψΛ;1, ψΛ;2, ψΛ;3, ψΛ;4, ψΛ;5, ψΛ;6)T . (1.23)

The matrix CR = (CRij )6×6 contains the attenuative stiffness coefficients with 21 independent compo-
nent for the case of fully anisotropic medium.

In practice, we use a simpler isotropic attenuation description in this PhD thesis, such that the
corresponding relaxed stiffness-tensor can be written as

CR =



λR + 2µR λR λR 0 0 0
λR λR + 2µR λR 0 0 0
λR λR λR + 2µR 0 0 0
0 0 0 µR 0 0
0 0 0 0 µR 0
0 0 0 0 0 µR

 , (1.24)

18



1.2 Discretization of the viscoelastic wave equation using Spectral Element Method

where λR and µR are the relaxed Lamé coefficients. The isotropic attenuation implies that the attenu-
ative stiffness tensor (CRij )6×6 is isotropic but not the inverse quality factor matrix (Q−1

ij )6×6 (Moczo
et al., 1997). We consider the effective mechanism with

λR + 2µR =
1

3
Q−1
P (C11 + C22 + C33)

and µR =
1

3
Q−1
S (C44 + C55 + C66),

(1.25)

where the QP and QS are the attenuation parameters associated with the compressional and shear wave
velocity (VP and VS).

The viscoelastic equation in Equation 1.22 is not self-adjoint due to the presence of memory vari-
ables. This property is related to energy dissipation. Later, we can show that the corresponding adjoint
system can be transformed into a similar structure as for the forward problem.

1.2 Discretization of the viscoelastic wave equation using Spectral Ele-
ment Method

The elastic or viscoelastic partial differential equation (PDE) given in Equation 1.7 and 1.22 need to
be solved by choosing a suitable numerical method. When acoustic approximation with a flat free sur-
face is considered, one can choose the finite difference (FD) discretization in space. In this particular
case, FD is appealing due to its numerical efficieny and relatively simple implementation. Even when
we consider the elastic wave equation, fluid-solid interaction can be easily implemented, considering a
simple bathymetry. However, tha standard FD formulation is limited to a regular grid-spacing, although
there are some applications of deformed grid FD with the trade-off of increasing complexity and com-
putational cost Moczo (1989); de la Puente et al. (2014); Petersson and Sjögreen (2015). An extra
effort also need to be considered when considering a complex topography (Robertsson, 1996; Bohlen
and Saenger, 2006; Zhang and Chen, 2006).

As an alternative, there is another numerical method based on the weak formulation of the PDE
called Finite Element (FE). The weak form on which FE is based, ensure to satisfy the free surface
condition for any topography and irregular tetrahedral meshes makes possible to take into account both
irregular topography and internal discontinuities.

For this reason, we adopt spectral element method (SEM), which is a very specific FE technique.
The main restriction of the method is the use of hexahedral meshes, which do not allow to conform to
arbitrary discontinuities. However, it is possible to use deformed elements to represent accurately an
irregular topography, and SEM benefit from other very appealing properties, such as spectral conver-
gence, which makes it a very popular method in Earth Sciences in general and geophysics in particular
(Faccioli et al., 1997; Komatitsch and Vilotte, 1998; Komatitsch and Tromp, 1999; Trinh et al., 2019b).
We detail after the specific properties of SEM.

In SEM, the seismic wavefield’s discretization is based on Lagrange interpolants on hexahedral
elements, whereas the integration over elements is based on Gauss-Lobatto-Legendre (GLL) points. As
an illustration, Figure 1.1 shows the example of discretized medium in 2D. Figure 1.1a represents the
2D physical medium in Cartesian coordinate {x; (x, y) ∈ R2}. In standard SEM, It can be discretized
using several non-overlapped deformed quadrilateral elements Ωe with Γ as the boundary. Figure 1.1b
shows the reference square in GLL-space {ξ; (ξ, η) ∈ R2}. In 3D, the medium is discretized using
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Figure 1.1: The physical model Ω in Cartesian coordinate is divided into a set of tensorial element
Ωe(e = 1, . . . , 4) (a). Example of GLL points in 2D element with interpolation order N = 4 (b).

hexahedral elements Ωe. The physical space is represented by {x; (x, y, z) ∈ R3}, and the GLL space
is represented by {ξ; (ξ, η, ζ) ∈ R3}.

1.2.1 Mapping the reference to the physical space

SEM has the flexibility to use deformed elements. In practice, this feature is beneficial for representing
a complex topography and geological features. Komatitsch and Tromp (1999) state that the shape of
each hexahedral element is defined by a set of na control points xa = x(ξa, ηa, ζa); a = 1, . . . , na
andn a set of na shape functions Na(ξ, η, ζ). The general mapping between the reference cube and the
hexahedral element can be written as

x(ξ, η, ζ) =

na∑
a=1

Na(ξ, η, ζ)xa. (1.26)

Jacobian matrix J(ξ) associated with the mapping in Equation 1.26 for each position can be defined
as

J(ξ) =

∂ξz ∂ηz ∂ζz
∂ξx ∂ηx ∂ζx
∂ξy ∂ηy ∂ζy

 . (1.27)

An element of volume dx in the physical space is related to an element of volume dξ in the reference
cube through

dzdxdy = Je(ξ)dξdηdζ, (1.28)

with Je(ξ) is the determinant of the Jacobian matrix J(ξ).

In fully deformed elements in physical space, the Jacobian matrix J(ξ) is full of non-zero terms.
On the other hand, the Jacobian matrix J(ξ) is diagonal when the element is regular (rectangular par-
allelepiped shape). By exploiting this behavior, we have better computational efficiency by combining
fully deformed elements and regular elements.
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1.2 Discretization of the viscoelastic wave equation using Spectral Element Method

1.2.2 Integration points and Gauss-Lobatto-Legendre (GLL) quadrature

SEM utilize Gauss-Lobatto-Legendre (GLL) integration points, which are defined in the reference cube.
In 1D, the (N + 1) GLL points are roots of the polynomial

(1− ξ2)LN (ξ) = 0, (1.29)

where LN is Legendre polynomial of degree N . Based on Canuto et al. (2006), Legendre polynomial
can be defined by the following recursion relation with L0(x) = 1 and L1(x) = x as

Lk+1(x) =
2k + 1

k + 1
xLk(x)− k

k + 1
Lk−1(x). (1.30)

In 2D or 3D case, the GLL points are defined based on the tensorial products of GLL points in 1D.
Figure 1.1b shows the GLL points in 2D element at interpolation order N = 4.

In 3D, the reference cube is discretized into a set of (N + 1)3 GLL points

ξk̂ = (ξk1 , ηk2 , ζk3) k̂ stands for the triple indexes {k1, k2, k3 = 0, . . . , N} (1.31)

where k1, k2, and k3 are the indexing of GLL points in z, x, and y dimensions, recpectively. These
collocation points are used to define (N1)3 basis function lk̂(ξ)

lk̂(ξ) = lk1(ξ)lk2(η)lk3(ζ), (1.32)

where each function is a product of Lagrange polynomial of degree N

lj(ξ) =
N∏

i=0;i 6=j

ξ − xii
ξj − ξi

. (1.33)

Lagrange polynomials have the property that its values at GLL nodes are equal to 0 when i 6= j and 1
when i = j.

In SEM, the spatial interpolation and numerical integration use the same collocation points. The
approximation of a vector v(ξ) = (v1(ξ), v2(ξ), v3(ξ))T over the reference cube can be written as
follows

v(ξ) ≈
N∑

h1=0

N∑
h2=0

N∑
h3=0

vĥlh1(ξ)lh2(η)lh3(ζ) =

N∑
ĥ=0

vĥlĥ(ξ), (1.34)

where vĥ = b(ξh1 , ηh2 , ζh3). Equation 1.34 shows that we can consider heterogeneous medium inside
each element at each collocation points.

The integral of any continuous function f(ξ) over the reference cobe can be approximated using
Gauss-Lobatto-Legendre quadrature as∫ ∫ ∫ 1

−1
f(ξ)dξ ≈

N∑
q̂=0

wq̂f(ξq̂), (1.35)

where wq̂ stands for the product of quadrature weights associated with the GLL integration points ξq̂.
The weight of each GLL points are defined as

wj =
2

N(N + 1)

1

[LN (ξj)]2
for ξj 6= ±1

wj =
2

N(N + 1)
for ξj = ±1.

(1.36)

The spectral convergence property of SEM are guaranteed for polynomial functions up to the degree
(2N + 1), in which the Equation 1.35 is exact.
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VISCOELASTIC WAVE SIMULATION AND FULL WAVEFORM INVERSION

1.2.3 Global system of the weak formulation

We can form a weak formulation of the viscoelastic wave equation (Eq. 1.22) in integral form by
considering the choice of Lagrange basis functions lk̂(x) as

∫
Ω
lk̂(x)ρ(x)∂ttu(x)dx =

∫
Ω
lk̂(x)DCDTu(x)dx−

∫
Ω
lk̂(x)DCa

L∑
Λ=1

ψΛ(x)dx +

∫
Ω
lk̂(x)S(x)dx,∫

Ω
lk̂(x)∂tψΛ(x)dx + ωΛ

∫
Ω
lk̂(x)ψΛ(ψ)dx = yΛωΛ

∫
Ω
lk̂(x)DTu(x)dx.

(1.37)
Through the integration by part technique, we obtain

∫
Ω
lk̂(x)ρ(x)∂ttu(x)dx =−

∫
Ω

[Dlk̂(x)]CDTu(x)dx +

∫
Ω

[Dlk̂(x)]C
a

L∑
Λ=1

ψΛ(x)dx

+

∫
ΓΩ

[IDlk̂(x)]τB(x)dsx︸ ︷︷ ︸
Boundary term B

+

∫
Ω
lk̂(x)S(x)dx,

∫
Ω
lk̂(x)∂tψΛ(x)dx + ωΛ

∫
Ω
lk̂(x)ψΛ(ψ)dx = yΛωΛ

∫
Ω
lk̂(x)DTu(x)dx.

(1.38)

The free surface and the absorbing boundary is controlled by the boundary term B. In the free
surface boundary, the traction τB is 0; therefore, the boundary term vanishes. In the absorbing boundary
condition, the traction τB is used to attenuate the outgoing wavefield. For simplicity, we temporarily
ignore the boundary term B in the next steps.

By moving the physical space x to the reference space ξ, we obtain∫
Ω
lk̂(ξ)ρ(ξ)∂ttu(ξ)Je(ξ)dξ =−

∫
Ω

3∑
j=1

∂lk̂(ξ)

∂rj
Gj(ξ)CDTu(ξ)Je(ξ)dξ

+

∫
Ω

3∑
j=1

∂lk̂(ξ)

∂rj
Gj(ξ)Ca

L∑
Λ=1

ψΛ(ξ)Je(ξ)dξ +

∫
Ω
lk̂(ξ)S(ξ)Je(ξ)dξ,∫

Ω
lk̂(ξ)∂tψΛ(ξ)Je(ξ)dξ + ωΛ

∫
Ω
lk̂(ξ)ψΛ(ξ)Je(ξ)dξ = yΛωΛ

∫
Ω
lk̂(ξ)DTu(ξ)Je(ξ)dξ,

(1.39)
where [Dlk̂(ξ)] is defined as

[Dlk̂(ξ)] =
3∑
j=1

∂lk̂(ξ)

∂rj
Gj(ξ), (1.40)

and Gj(ξ) is defined as

Gjξ =


∂rj
∂p1

0 0 0
∂rj
∂p3

∂rj
∂p2

0
∂rj
∂p2

0
∂rj
∂p3

0
∂rj
∂p1

0 0
∂rj
∂p3

∂rj
∂p2

∂rj
∂p1

0

 . (1.41)

22



1.2 Discretization of the viscoelastic wave equation using Spectral Element Method

The (p1, p2, p3) is the redefinition of (z, x, y) = x in physical space, and (r1, r2, r3) is the redefinition
of (ξ, η, ζ) = ξ.

Afterward, we may approximate the physical field, u, S, and ψΛ, by the spatial interpolation over
the basis function from Equation 1.34 and taking into account Equation 1.40, we obtain

N∑
ĥ=1

∫
Ω
lk̂(ξ)ρ(ξ)lĥ(ξ)∂ttuĥJe(ξ)dξ = −

∫
Ω

3∑
j=1

∂lk̂(ξ)

∂rj
Gj(ξ)C

N∑
ĥ=1

3∑
i=1

GTi (ξ)
∂lĥ(ξ)

∂ri
uĥJe(ξ)dξ

+

∫
Ω

3∑
j=1

∂lk̂(ξ)

∂rj
Gj(ξ)Ca

N∑
ĥ=1

lĥ(ξ)
L∑

Λ=1

ψΛ;ĥJe(ξ)dξ +
N∑
ĥ=1

∫
Ω
lk̂(ξ)lĥ(ξ)SĥJe(ξ)dξ,

N∑
ĥ=1

∫
Ω
lk̂(ξ)lĥ(ξ)∂tψΛ;ĥJe(ξ)dξ + ωΛ

N∑
ĥ=1

∫
Ω
lk̂(ξ)lĥ(ξ)ψΛ;ĥJe(ξ)dξ

= yΛωΛ

∫
ω
lk̂(ξ)

N∑
ĥ=1

3∑
î=1

GTi (ξ)
∂lĥ(ξ)

∂ri
uĥJe(ξ)dξ.

(1.42)
The next step is the application of GLL quadrature (Eq. 1.36), using the preperty of Lagrange polyno-
mial (the values at GLL nodes are equal to 0 when i 6= j and 1 when i = j), simplifying the Kronecker
delta function, and removing wk̂Je(ξk̂) from both sides of the second equation and changing the index
k̂ to q̂, we have

Mk̂k̂︷ ︸︸ ︷
wk̂ρk̂Je(ξk̂) ∂ttuk̂ =−

Dw
k̂q̂︷ ︸︸ ︷

N∑
q̂=1

wq̂Je(ξq̂)
3∑
j=1

∂lk̂(ξq̂)

∂rj
Gj(ξq̂)C

Dq̂ĥ︷ ︸︸ ︷
N∑
ĥ=1

3∑
i=1

GTi (ξq̂)
∂lĥ(ξq̂)

∂ri
uĥ

+

N∑
q̂=1

wq̂Je(ξq̂)

3∑
j=1

∂lk̂(ξhatq)

∂rj
Gj(ξq̂)C

a
N∑
q̂=1

L∑
Λ=1

ψΛ;q̂ + wk̂Je(ξk̂)Sk̂︸ ︷︷ ︸
Fk̂k̂

,

∂tψΛ;q̂ + ωΛψΛ;q̂ =yΛωΛ

N∑
ĥ=1

3∑
i=1

GTi (ξq̂)
∂lĥ(ξq̂)

∂ri
uĥ.

(1.43)

From the Equation 1.43, we can introduce the global mass matrix M which is diagonal by contruc-
tion. The diagonal term is

Mk̂k̂ = wk̂ρ(ξk̂)Je(ξk̂). (1.44)

The weighted spatial derivative matrix Dw and the spatial derivative matrix D are written as

Dw
k̂q̂

=
N∑
q̂=1

wq̂Je(ξq̂)
3∑
j=1

∂lk̂(ξq̂)

∂rj
Gj(ξq̂), (1.45)

Dq̂ĥ =
N∑
ĥ=1

3∑
i=1

GTi (ξq̂)
∂lĥ(ξq̂)

∂ri
uĥ. (1.46)
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The operator D estimates the spatial derivatives of a vector in the Cartesian space. The operator Dw

is the spatial derivatives operator, weighted by GLL weights wq̂ and the local Jacobiand determinant
Je(ξq̂). The stiffness matrix can be defined through the spatial derivative matrices as

K = DwCD. (1.47)

The source term is taken into account inside the matrix F with

Fk̂k̂ = wk̂Je(ξk̂)Sk̂. (1.48)

The boundary term B in Equation 1.38 can be discretized using the similar manner. After dis-
cretization in the reference space, an example of the boundary term for the points located at one face of
the model can be provided as

Bk̂k̂ = wk1wk2J
S
e (ξk̂)τB(ξk̂). (1.49)

Now, the weak form of the second-order viscoelastic wave in Equation 1.22 can be given as

M∂ttu = −Ku + DwCa
L∑

Λ=1

ψΛ + F + B,

∂tψΛ + wΛψΛ = ωΛyΛDu.

(1.50)

In elastic medium, the attenuation contribution DwCa
∑L

Λ=1 ψΛ vanishes, leading to

M∂ttu = −Ku + F + B, (1.51)

as described by Komatitsch and Tromp (1999). The outgoing wavefield at the model boundaries is
absorbed by the combination of sponge layers Cerjan et al. (1985) and radiative boundary condition
(Lysmer and Kuhlemeyer, 1969; Kouroussis et al., 2011). A second-order explicit viscoelastic New-
mark scheme is used for the time integration to compute the displacement field at each time step (Ko-
matitsch, 1997).

1.3 Full waveform inversion

Full waveform inversion (FWI) is a data fitting procedure between the observed seismograms with the
corresponding synthetics, computed by solving the wave equation, given by

χ(m) =
1

2
‖dcal(m)− dobs‖2 =

1

2
‖RW(m)− dobs‖2, (1.52)

where dcal is the synthetic data given model m, dobs is the observed data, R is the extraction operation
which extract the full wavefield W at receiver positions for each source. W is defined as the modi-
fied incident wavefield which take into account both displacement u and memory veriables fields ψΛ

associated with L-SLS mechanism as

W = (u1, u2, u3︸ ︷︷ ︸
u

, ψ1;1, . . . , ψ1;6︸ ︷︷ ︸
ψ1

, . . . , ψL;1, . . . , ψL;6︸ ︷︷ ︸
ψL

)T . (1.53)
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1.3 Full waveform inversion

With this definition, we can recast Equation 1.22 into a forward problem with variable W , and rewritten
as

B2(m)︷ ︸︸ ︷
ρI3 0 . . . 0
0 0 . . . 0
. . . . . . . . . . . .
0 0 . . . 0

 ∂ttW +

B1︷ ︸︸ ︷
0 0 . . . 0
0 I6 . . . 0
. . . . . . . . . . . .
0 0 . . . I6

 ∂tW

+


−DCDT DCa . . . DCa

−y1ω1D
T ω1I6 . . . 0

. . . . . . . . . . . .
−yLωLDT ω1I6 . . . ωLI6


︸ ︷︷ ︸

B0((m))

W = S.

(1.54)

We can rewrite Equation 1.54 in a more compact form by substituting the matrices with B2(m), B1,
and B0(m) as

F (m,W) = B2(m)∂ttW + B1∂tW + B0(m)W − S = 0. (1.55)

In the context of my PhD, there are only two model parameters that are taken into account (VP and VS).
In practice, the parameterization is perform on the independent components of the unrelaxed stiffness
components (Cij) as

m = (Cij;(1≤i≤j≤6)). (1.56)

It is important to be noted that in general cases, we can include other model parameter, e.g. density ρ,
Q−1
P , and Q−1

S (Trinh, 2018).

1.3.1 Solving the constrained local minimization problem

The iteration in an inversion based on the Newton method is given by

mk+1 = mk + α∆m. (1.57)

where m is the model parameters, k is the number of iteration, and α is the step length. We consider
that the ∆m is pointing towards the descent direction, and specified as

∆m = −H−1∇χk, (1.58)

where H is the Hessian of the misfit with respect to the model parameters and ∇χk is the gradient
of misfit with respect to the model parameters. The presence of inverse Hessian H−1 might mitigate
the cross-talk between parameter. However, the computation of Hessian is unfeasible, especially in 3D
case. Therefore, Hessian approximation is often used in practice for Equation 1.58.

I use the SEISCOPE optimization toolbox, an optimization kernel developed by Métivier and
Brossier (2016). This toolbox employs the Wolfe condition to determine the step length α and im-
plement various non-linear optimization methods. However, prior to calculating the model update, we
need to calculate the gradient of each parameter with respect to the misfit function.
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1.3.1.1 Gradient computation

Lagrangian definition and adjoint state formulation

The gradient computation can be performed through the adjoint state approach (Plessix, 2006;
Trinh, 2018). The Lagrangian function with the Lagrangian multiplier vector ν, subjected to the wave
equation constraint as

L(m,W , ν) =
1

2
‖RW − dobs‖2 + 〈ν, F (m,W)〉. (1.59)

The inner product 〈., .〉 is defined over the space and time domain Ω × [0 − t]. This definition of the
Lagrangian multiplier is not unique and do not represent a certain physical meaning.

Let W(m) be the solution of the forward problem 1.55 for the model parameter m. Then the
second term of the Lagrangian function is cancelled,

L(m,W(m), ν) =
1

2
‖RW(m)− dobs‖2 = χ(m), (1.60)

and giving us the misfit function χ(m). Therefore, the gradient of the misfit function can be calculated
from the derivative of the Lagrangian function with respect to model parameters m as

∂χ(m)

∂m
=
∂L(m,W(m), ν)

∂m
. (1.61)

Using the chain rule, the Equation 1.61 can be transformed into

∂χ(m)

∂m
=
〈
ν,
∂F (m,W(m))

∂m

〉
+
∂L(m,W(m), ν)

∂W(m)

∂W(m)

∂m
, (1.62)

where the adjoint fields are considered as independent with the model parameters (i.e. ∂ν/∂m = 0).

Similar to the construction of the incident wavefield W(m), we define the Lagrangian multiplier
from the adjoint displacement u and memory variable fields φΛ as

ν = (u, φ1, . . . , φL)T , (1.63)

which satisfies
∂L(m,W(m), ν)

∂W(m)
= 0. (1.64)

Then the gradient of misfit function on model parameters m in Equation 1.62 can be simplified into

∂χ(m)

∂m
=
〈
ν,
∂F (m,W(m))

∂m

〉
. (1.65)

Now, we would like to construct the adjoint systems. Prior to a detailed discussion, there are some
important properties of adjoint operators .† with respect to time and spatial derivatives that we use in
the next developments

D† = −DT , (∂t)
† = −∂t, (1.66)

where D is the first order spatial derivative operator discribed in Equation 1.5. From Equation 1.64 and
the adjoint operator’s properties in Equation 1.66, we can compute the adjoint fields ν through

0 =
∂L(m,W(m), ν)

∂W(m)
= R†(RW(m)− dobs) +

(
∂F (m,W(m))

∂W(m)

)†
ν. (1.67)
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1.3 Full waveform inversion

Considering the properties of the adjoint operator in Equation 1.66, we get

B†2(m)∂ttν −B†1∂tν + B0(m)†ν = −R†(RW(m)− dobs). (1.68)

Since no contribution of data residual is coming from the memory variables ∆dφΛ
, the overall data

residual can be simplified to

RW(m)− dobs = [∆du,∆dφ1 , . . . ,∆dφL ]T = [∆du, 0, . . . , 0]T . (1.69)

Similar to the expansion on Equation 1.54, the Equation 1.68 can be expanded as

B†
2(m)︷ ︸︸ ︷

ρI3 0 . . . 0
0 0 . . . 0
. . . . . . . . . . . .
0 0 . . . 0

 ∂tt


u

φ1

. . .

φL

−
B†

1︷ ︸︸ ︷
0 0 . . . 0
0 I6 . . . 0
. . . . . . . . . . . .
0 0 . . . I6

 ∂t


u

φ1

. . .

φL

+


−DCDT y1ω1D . . . yLωLD
−CaDT ω1I6 . . . 0
. . . . . . . . . . . .

−CaDT 0 . . . ωLI6


︸ ︷︷ ︸

B†
0


u

φ1

. . .

φL

 =


−R†∆du

0
. . .
0

 ,

(1.70)

resulting in the second order adjoint system

ρ∂ttu = DCDTu−D
L∑

Λ=1

yΛωΛφΛ −R†∆du,

∂tφΛ − ωΛφΛ = −CaDTu.

(1.71)

In this adjoint system the residual at the receiver positions behave as the source terms. We introduced
the modified adjoint memory variable ψΛ such that

yΛωΛφΛ = CaψΛ, (1.72)

which transforms the adjoint system in Equation 1.71 into

ρ∂ttu = DCDTu−DCa
L∑

Λ=1

ψΛ −R†∆du,

∂tψΛ − ωΛψΛ = −yΛωΛD
Tu.

(1.73)

If we look carefully, this adjoint system is similar to the forward problem in Equation 1.22. The differ-
ence is the negative sign in the memory variable ODE and the adjoint source. It is important to be noted
that we need to be sure that the adjoint field equation is stable in terms of the energy. The reverse sign in
this ODE means an exponential increase of the amplitude of the adjoint field. However, the adjoint field
backpropagates in time. Thus, the reversed sign in the ODE corresponds to the attenuation. The adjoint
field is also attenuated, but reversely in time; therefore, it is still a computationally stable equation.
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Gradient formulation
In my PhD work, I am only interested in reconstructing two elastic parameters, VP and VS . The

gradient of both parameters can be estimated by calculating the gradient on stiffness coefficients Cij as

∂χ(m)

∂Cij
=
〈
ν,
F (m,W(m))

∂Cij

〉
. (1.74)

The derivative of the forward problem (Eq. 1.55) on Cij coefficients is given by

∂F (m,W(m))

∂Cij
=

∂B0(m)/∂Cij︷ ︸︸ ︷
−D ∂C

∂Cij
DT D ∂Ca

∂Cij
. . . D ∂Ca

∂Cij

0 0 . . . 0
. . . . . . . . . . . .
0 0 . . . 0



u
ψ1

. . .
ψL



=


−D ∂C

∂Cij
DTu +

∑L
Λ=1D

∂Ca

∂Cij
ψΛ

0
. . .
0

 .

(1.75)

By considering the Lagrangian multiplier vector ν, the elementary Cij gradient in Equation 1.74 be-
comes

∂χ(m)

∂Cij
=

〈
u

φ1

. . .

φL

 ,

−D ∂C

∂Cij
DTu +

∑L
Λ=1D

∂Ca

∂Cij
ψΛ

0
. . .
0


〉

,

=

〈
u,−D ∂C

∂Cij
DTu

〉
+

〈
u,

L∑
Λ=1

D
∂Ca

∂Cij
ψΛ

〉
.

(1.76)

Considering the properties of the adjoint operator in Equation 1.66, we obtain

∂χ(m)

∂Cij
=

〈
DTu,

∂C

∂Cij
DTu

〉
−
〈
DTu,

L∑
Λ=1

∂Ca

∂Cij
ψΛ

〉
. (1.77)

We simplify this expression by considering the adjoint ε = DTu and forward strain ε = DTu. The
gradient on stiffness coefficient Cij becomes

∂χ(m)

∂Cij
=

〈
ε,

∂C

∂Cij
ε

〉
−
〈
ε,

L∑
Λ=1

∂Ca

∂Cij
ψΛ

〉
. (1.78)

In elastic medium, the second term on the right-hand side related to the memory variables vanishes.
The gradient of VP and VS can be computed by chain rule using

∂χ(m)

∂VP
=

6∑
i=1

6∑
j=1

∂χ

∂Cij

∂Cij
∂VP

∂χ(m)

∂VS
=

6∑
i=1

6∑
j=1

∂χ

∂Cij

∂Cij
∂VS

(1.79)

Note that the other parameter’s gradient (density ρ, Q−1
P , Q−1

S ) can also be calculated using a similar
manner (Trinh, 2018).
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1.3 Full waveform inversion

Figure 1.2: Sufficient decrease condition (a) and the curvature condition (b). Two condition for satisfy-
ing the Wolfe condition. The picture is adapted from Nocedal and Wright (2006).

1.3.1.2 Step-length estimation

The step length controls the magnitude of movement along the descent direction ∆mk at each iteration.
The step-length αk is computed using line search method following Wolfe conditions (Wolfe, 1969).
Nocedal and Wright (2006) write two criteria that need to be satisfied:

• Sufficient decrease condition: for a given size of step-length, the misfit function reduction should
be proportional to both the step length and the directional derivative

χ(mk + αk∆mk) ≤ χ(mk) + b1αk∇χTk ∆mk (1.80)

In practice, the constant b1 is chosen to be a small quantity as b1 = 10−4. This condition is
illustrated in Figure 1.2a as a linear line κ(α).

• Curvature condition: avoiding very small step length, which could slow down or prevent the
convergence.

∇χ(m + αk∆mk)
T∆mk ≥ b2∇χ(mk)

T∆mk (1.81)

The left-handside of Equation 1.81 is the derivative of ϑ(α). This curvature condition ensure that
the slope of ϑ at αk is greater than b2 times the initial slope ϑ(0). In practice, the constant b2 is
chosen to be close to 1 as b2 = 0.9. The illustration of this condition can be seen in Figure 1.2b.

The Wolfe condition ensure the convergence of the inversion with an arbitraty initial guess as long as
the misfit function is bounded and twice continuously differentiable.

1.3.1.3 Descent direction computation through Quasi-Newton l-BFGS

The idea behind the l-BFGS method is taking into account the information inside the Hessian without
paying the full price of the Hessian calculation itself. The concept can be realized by considering
several gradients from the previous iterations and using it to approximate the inverse Hessian (Byrd
et al., 1995; Métivier and Brossier, 2016). The information is included inside the descent direction as

∆mk = −Qk∇χ(mk), (1.82)
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where the Q is the approximation of the inverse Hessian H−1 at iteration k. This approach signifi-
cantly improves the convergence compared to the standard steepest descent and non-linear conjugate
gradient, even though the number of the previous gradients which are taken into account are small (5 to
20). The numerical implementation follows a two-loops recursion strategies, which avoids any explicit
estimation of the inverse Hessian.

I consider the l-BFGS as the balance between fast and stable convergence for my cases. Therefore,
all synthetic and field data applications in this manuscript use l-BFGS to compute its descent direction.

1.3.2 Preconditioning application

In our application, we employ a smoothing of the gradient and a preconditioning for the l-BFGS opti-
mization where we provide an estimation of the inverse Hessian matrix.

1.3.2.1 Bessel gradient smoothing

From a mathematical perspective, FWI is an ill-posed inverse problem with a highly non-unique solu-
tion. In practice, regularization strategies are required to reduce the size of the solution space. Trinh
et al. (2017) proposes a gradient smoothing through the Bessel filter. This smoothing strategy is an
anisotropic filter that benefits from taking into account prior information of the geological structure.
Bessel filter is applied within the spectral element meshes framework through its standard weak formu-
lation; therefore, avoiding the projection loop of SEM meshes in Gauss Lobatto Legendre points and
Cartesian coordinate or an explicit windowed convolution in SEM meshes. Variable coherent lengths
and orientation are required as the input of this Bessel filter.

1.3.2.2 Depth preconditioning

Depth preconditioning is widely used to enhance the model estimation with depth. Formally, it intro-
duces an approximation of the inverse Hessian Q as a diagonal operator with the increasing weights
over depth. The standard formulation is given as

Q ≈ P(z, x, y) = (%+ z)ϕ (1.83)

where P is the optimization preconditioning, % is a pre-defined constant related to the depth com-
pensation, and ϕ is a pre-defined constants related to mathematical power. In the 3D application, the
ϕ constant is usually chosen as 2. In marine applications, % can be set as 0 since the zero-depth is
located inside the water column. The depth preconditioning appears to be robust and efficient for a
flat-topography condition. Since my applications are small cases with flat topography, I consider this
depth preconditioning for my synthetic and field experiments.

1.4 Implementation: SEM46 code

The waveform modeling and inversion methodology that I have briefly described is implemented in the
SEM46 package (Fig 1.3). It is a 3D viscoelastic full waveform modeling and inversion software based
on a spectral element discretization of the elastodynamics equation (Trinh et al., 2019b). It is written in
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1.4 Implementation: SEM46 code

Fortran with MPI (Message Passing Interface). For the inversion part, it is coupled to the SEISCOPE
optimization toolbox (Métivier and Brossier, 2016).

SEM46 has several specificities aside from the intrinsic benefit of the spectral element method that
has been explained in Section 1.2. SEM46 has a cartesian-based mesh which is easy to implement.
SEM46 is also has an efficient and scalable parallelism over the sources and domains.

Figure 1.3: The logo of SEM46 (Brossier and Trinh, 2017).
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The Ettlingen Line and 9C seismic data
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2.1 The Ettlingen Line

2.1 The Ettlingen Line

This study’s target is a historical defensive trench line (Fig. 2.1) located at Rheinstetten, Germany.
German troops built it during the War of the Spanish Succession in 1707 (Lang et al., 1907). It spans
from the Fort of Philippsburg in the northwest to the Schwarzwald (Black Forest) in the southeast part
of Figure 2.2. Twenty years later, this defensive trench line is reactivated during the War of the Polish
Succession from 1733 to 1735. The majority of the Ettlingen Line is destroyed in May 1734, when the
French troops pushed back the German forces.

Along the original Ettlingen Line, there are three types of defensive structures. The first type is
bulky wood obstacles; the second type is a V-shaped trench combined with the sturdy wood obstacles,
and the last is a V-shaped trench with the palisades wall. The southeast part of the Ettlingen line
is dominated by the first type, whereas the northwest part of the Ettlingen Line is dominated by the
second and the third structure’s types. Figure 2.1a shows the original shape of the third type of the
Ettlingen Line’s structure. Most of the Ettlingen Line remains which are still exist nowadays have been
eroded (Fig. 2.1b), and at some locations, the Ettlingen Line has been leveled to the ground as depicted
in Figure 2.1c.

Figure 2.2 shows the comparison between the ancient map between the period of winter 1707 to the
winter 1708 and the modern era taken from Google Maps in October 2020. The historical site of the
Ettlingen Line is still preserved at some locations, indicated by the red circles on both maps. There are
several significant differences between ancient and modern maps. For example, Karlsruhe city has not
been founded in 1707; the road system and populated area are also seen to be expanded in the modern
era. Nowadays, the Ettlingen Line can only be seen in the preserved area.

My field experiment is located at the preserved area of the Ettlingen Line. It is located inside the
red circle in Figure 2.2, and later detailed as the white rectangle in the base map plot in Figure 2.3a.
Some parts of the Ettlingen Line have been leveled to the ground (dashed red line), probably due to
the glider airfield’s development. Fortunately, at the northwest and southeast of the experiment, we can
observe the existing trench line (solid red lines), albeit the vegetation covers it (Fig. 2.3b).

Based on the geological map from Hüttner et al. (1968), the trench is surrounded by Pleistocene flu-
viatile sediment deposits from the Rhine River, which can be seen at the west from the trench location.
Typically, the war trench is not a deep structure. There might not be any other significant geological
structure and formation in our experiment with only a few meters depth.

Figure 2.1: The original shape of the trench (a), the shape of the existing trench (b), and the current
shape of the buried trench (c) redrawn from Lang et al. (1907). The trench’s existing shape is smoother
due to erosion, and the wooden palisade wall also does not exist anymore. Our target is the buried
trench (c) in which I do not know any more the boundary and the geometry of the original trench.
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THE ETTLINGEN LINE AND 9C SEISMIC DATA

Figure 2.2: Photo of the information panel of the Ettlingen Line showing the old map between the
period of winter 1707 to 1708 (a). Modern map of Karlsruhe and Ettlingen taken from Google Maps in
October 2020 (b). The red circle indicates the preserved area of the trench and the approximate location
of the field experiment. At the time of the Ettlingen Line’s construction, the city of Karlsruhe has not
been founded.
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2.1 The Ettlingen Line

Figure 2.3: Basemap of the acquisition at Rheinstetten (a). Red solid line represents the existing lo-
cation of the trench, red dashed line represents the possible buried location of the trench line, and the
white rectangle represents seismic acquisition location. The existing V-shaped trench of the Ettlingen
Line at the south-east of the study area (b). Blue circle in (a) represents the approximate location of the
photo, whereas its translucent cone depicts the estimated field of view of the photo in (b).
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2.2 Previous geophysical investigations

Several experiments have been performed in this area to uncover the geometry of the buried trench.
Binnig (2015) performed 2D FWI on two seismic lines (profile 1 and 2 on Fig. 2.4). The seismic lines
were acquired across the possible location of the Ettlingen Line. Vertical direction sources excited using
sledgehammer are recorded using vertical geophones. In his experiment, he performed 2D multicom-
ponent FWI in viscoelastic medium up to 30 Hz. Figure 2.5 shows the reconstructed VS on two seismic
profiles. The Ettlingen Line is reconstructed as a low-velocity anomaly with an inverted triangle shape.

Wittkamp et al. (2018) performed 2D seismic acquisition using single-component vertical source
and 3C receiver on profile 3 (Fig. 2.4). They used vertical hammer blows on a steel plate to excite the
P-SV dataset and horizontal hammer blows in the crossline direction to excite the SH dataset. They per-
formed three different FWI experiments on viscoelastic medium up to 130 Hz. The first is an inversion
using the Love wave from the SH dataset, the second is an inversion using the Rayleigh wave from the
P-SV dataset, and the last is a joint inversion that combines both Love and Rayleigh wave. From their
study, they demonstrate that the joint FWI yields better Ettlingen Line’s reconstruction. Wegscheider
(2017) also performed GPR measurement and data processing for the Ettlingen Line field. His GPR
section shows an inverted triangle structure, which was interpreted as the Ettlingen Line. Figure 2.6
shows the final reconstructed VS model (in colour) overlaid by the previous GPR data processing by
Wegscheider (2017).

Pan et al. (2018) performed a detailed 3D MASW, producing a 3D VS cube. They worked using
the same dataset that I have used during my PhD work (Sec. 2.3). Using a multi-channel analysis of
the surface wave (MASW), they are able to reconstruct the Ettlingen Line in 3D. They used a boxcar
spatial window to localize the dispersion curve after observing that the boxcar spatial window provides
the same resolution compared to the gaussian window. They were able to delineate the 3D structure of
the Ettlingen Line (Fig. 2.7).

Throughout all these studies, the Ettlingen Line is consistently reconstructed as an inverted triangle
shape trench line with a lower velocity anomaly than the surrounding area, which may correspond to
a lower soil consolidation level of the filling material. 3D reconstruction of the Ettlingen Line pro-
vides a better spatial extension than the 2D velocity model. The width of the Ettlingen Line reaches
approximately 6 meters, while the depth is around 5 meters.

38



2.2 Previous geophysical investigations

Figure 2.4: Basemap of the acquisition at the Ettlingen Line, Rheinstetten from the previous geophys-
ical experiments. The Red dashed line represents the possible buried location of the trench line. The
white rectangle represents seismic acquisition location on Pan et al. (2018) and the study on this PhD
thesis. The blue line represents the approximate location of the seismic line in Binnig (2015). The
Green rectangle represents the approximate location of the GPR survey in Wegscheider (2017). The
purple line depicts the seismic acquisition line in Wittkamp et al. (2018).

Figure 2.5: Reconstructed VS on seismic profile 1 (a) and 2 (b) taken from Binnig (2015). The location
of each profile can be seen on Figure. 2.4. The vertical lines on each subfigure correspond to the depth
profile with the same color. The black dashed lines at the edge of the model are the perfectly matched
layer (PML).

Figure 2.6: Reconstructed VS overlaid with the GPR section on profile 3 taken from Wittkamp et al.
(2018). The GPR experiment was performed by Wegscheider (2017).
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Figure 2.7: 3D reconstructed VS from MASW data processing by Pan et al. (2018). The Ettlingen Line
is indicated by a low velocity zone.

2.3 3D 9C Seismic Acquisition

2.3.1 Motivation

Karlsruhe Institute of Technology (KIT) has performed several geophysical investigations on Ettlingen
Line field. Their previous experiments consistently confirm the shape of the Ettlingen Line. The simple
and geologically known target makes it interesting to be treated as a benchmark model to investigate
3D elastic FWI in the shallow seismic context. The first 3D model reconstruction using MASW tech-
nique has shown benefit by showing the ability to see the lateral extension of the Ettlingen Line, as
demonstrated by Pan et al. (2018).

This time, I have been able to join in the field to perform the 3D dense multicomponent seismic
acquisition. The acquisition campaign was lead by KIT, with equipment support from GFZ Potsdam,
ETH Zurich, and Univ. Grenoble Alpes (UGA) in April 2017.

2.3.2 Data acquisition

This experiment performed a 3D seismic acquisition with three-component Galperin sources and three-
component (3C) receivers, resulting in 9C seismic data.

A Galperin source is a multicomponent source which is designed for shallow seismic applications
(Häusler et al., 2018). It has three different source directions (U, V, and W), which are not aligned with
the Cartesian coordinate axis. An illustration of this particular type of source is given in Figure 3.3a.
It is built from iron and filled with wood inside. The wood inside the Galperin source helps to reduce
the reverberation during seismic acquisition. The orientation of each source direction is depicted in
Figure 3.3b. The source directions (U, V, and W) form 120◦ angles with each other, from the horizontal
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Figure 2.8: The Galperin source used in 9C seismic acquisition (a), and its schematic explaining the
three principal orthogonal direction of the source (b) (Häusler et al., 2018).

plane’s perspective. Furthermore, all source directions form an angle θ of 54.74◦ with the vertical axis
(Z). Source directions V and W form an angle φ of 30◦ with the Y axis. The theoretical force distribution
along Cartesian coordinates is given in Table 3.1, assuming a point force F on each source direction.

Table 2.1: Cartesian point source weights to represent a directional point source.

Source Direction FZFZFZ FXFXFX FYFYFY
UUU F cosθ F sinθ 0
VVV F cosθ −F sinθcosφ −F sinθsinφ
WWW F cosθ −F sinθcosφ F sinθsinφ

The 3C geophones record seismic vibrations along the vertical and the horizontal components
aligned with the Cartesian axis of Z, X, and Y (Fig. 2.9a and b). Two different types of receivers
with the same eigenfrequency of 4.5 Hz have been used. For each source location and direction, three
seismic stacks have been performed. The total recording time is T = 1 second with 4 kHz frequency
sampling. Tabel 2.2 presents the complete list of the equipment which were used during the acquisition
campaign.

We have performed two sequential seismic acquisitions: each with different receiver geometries.
Both acquisitions use 36 Galperin sources in the same positions. They are indicated by black circles
in Figure 3.4. The sources have been installed following a staggered pattern resulting in a minimum
source spacing of about 5.66 m. The first acquisition uses a coarse repartition of receivers with 2 m
inline and 4 m crossline spacing, giving 128 3C geophone positions in total (Fig. 3.4a). The second
uses a dense repartition of receivers, with 1 m inline and crossline spacing, giving 888 3C geophone
positions in total (Fig. 3.4b). Because of the limited number of available pieces of equipment (160 3C
geophones), the dense acquisition has been split into six acquisition subsets (color-coded on Fig. 3.4b)
acquired during five days in total, repeating all source locations for each subset.
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Table 2.2: List of equipment used during the acquisition.

Type Owner Item description
Source GPI KIT 3C Galperin Source
Receiver ETH Zurich 40 3C geophones, eigenfrequency of 4.5 Hz,

brand: Geo Space (Houston,TX USA),
5 geophone cables,
5 interface cables,
5 geodes (ver. 7.15),
7 batteries, and
7 connection cables.

GFZ Potsdam (GIPP) 34 3C geophones, eigenfrequency of 4.5 Hz,
brand: SENSOR (Netherlands) with 34 adapters,
10 geophone cables,
12 interface cables,
10 geodes (ver. 9.28),
10 batteries,
10 connection cables, and
2 dual interface boxes.

GPI KIT 51 3C geophoones, eigenfrequency of 4.5 Hz,
brand: Geo Space (Houston, TX USA),
5 geophone cables,
5 interface cables,
3 geodes (2 geodes with Ver. 9.30 and 1 geode with Ver. 9.04),
3 batteries, and
3 connection cables.

Univ. Grenoble Alpes 38 3C geophones, eigenfrequency of 4.5 Hz,
brand: Geo Space (Houston, TX USA)
1 interface cable,
2 geodes (Ver. 9.14 and Ver. 7.06),
2 batteries, and
2 connection cables.
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Figure 2.9: The Galperin source used in 9C seismic acquisition (a), and its schematic explaining the
three principal orthogonal direction of the source (b) (Häusler et al., 2018).

Figure 2.10: Seismic data acquisition at the Ettlingen Line field. The figure shows the Galperin source
is hit by the sledgehammer.
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Figure 2.11: Coarse grid acquisition (a) and dense grid acquisition (b). Triangles represent receiver’s
locations, whereas circles represent source’s locations. Different receiver’s color shows different ac-
quisition time; 1st day = blue, 2nd day = orange, 3rd day = green, 4th day = red, 5th day = purple and
brown.

2.4 Pre-processing and data correction

2.4.1 Data evaluation

The noise level is estimated by comparing the windows where we can separate signal and noise. Signal
windows are taken from relatively far offset data (> 25 m) with two windows. Noise windows are taken
from ambient noise data at the same trace before the first arrival of the seismic wave. The length of
the windows is 40 ms and 100 ms for noise and signal windows, respectively. SNR is then calculated
using both noise and signal window as follows

SNRdB = 10log10

(Ssignal
Snoise

)2
, (2.1)

where S is the spectral amplitude of the given window, and SNRdB is the signal to noise ratio given in
dB.

Figure 3.5a presents the distribution of signal (orange line ± standard deviation) and the ambient
noise (blue line ± standard deviation). We can see a relatively high SNR from 15 Hz (green line) to
145 Hz (red line). In practice, I define 3 Hz (Orange line) as the lowest bound of the signal, which will
be used for inversion.

2.4.2 Data correction using matching filter

Splitting the acquisition into six patches for the dense acquisition requires source repetition at the same
location. The acquisition’s separation raises difficulties in terms of source repeatability because of po-
tential differences in the source-ground coupling, triggering time, and the surface condition itself. The
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Figure 2.12: Signal (orange) and noise (blue) spectrum together with its standard deviation of Ettlingen
Line 9C seismic data (a). SNRdB of the seismic data (b). The good signal (SNRdB > 27) ranging
from 15 Hz (green line) to 145 Hz (red line). I started our FWI from 3 Hz (orange line) based on the
strong coherent signal. They grey hatches represents unreliable SNR estimation.

latter is particularly problematic for an acquisition spread on five days with rain occurring at night. In
practice, these limitations prevent us from combining the dense data into a single consistent dataset
directly. I illustrate this issue in Figures 3.6 and 3.7 where the vertical red lines represent subset bound-
aries. Figure 3.6a shows rough seismic data before any correction. Half of the seismic data (the left
part) has been acquired on April 28th, 2017, whereas the other half (the right part) has been acquired on
May 2nd, 2017. Both subsets generally have the same amplitude level, but there is a visible kinematic
offset or phase change. Another example of data inconsistencies can be seen in Figure 3.7a, where a
crossline section of the data exhibits amplitude inconsistencies from one subset to another.

In order to handle such inconsistencies, one could have used the 6 subsets independently, hence
increasing the total computational cost by a factor of 6. To avoid this extra cost, I have chosen to
correct the data before FWI, thanks to the common receiver locations between the coarse and the dense
acquisition. Taking advantage of having those common receiver locations for each patch of acquisition,
I assume that there is exist a matching filter fi,sc,s(t) which can satisfy a minimization problem given
by

C(fi,sc,s(t)) =
∑
j,sr

1

2

∥∥∥ci,sc,j,sr(t)− fi,sc,s(t) ∗ d̂i,sc,s,j,sr(t)∥∥∥2
, (2.2)

where C(fi,sc,s(t)) is the least-square misfit function, ci,sc,j,sr(t) coarse acquisition data, di,sc,s,j,sr(t)
is the dense acquisition data for each patch s, source’s location i, source’s component sc, receiver
position j and component sr. In frequency domain, the convolution operator (∗) will simply become a
multiplication and the equation become

C(fi,sc,s(ω)) =
∑
j,sr

1

2

∥∥∥ci,sc,j,sr(ω)− f̂i,sc,s(ω)d̂i,sc,s,j,sr(ω)
∥∥∥2

. (2.3)

The solution of Equation 2.3 can be analytically determined by deriving the gradient given by

∂C(fi,sc,s(ω))

∂f̂i,sc,s(ω)
=
∑
j,sr

−d̂i,sc,s,j,sr(ω)(ci,sc,j,sr(ω)− f̂i,sc,s(ω)d̂i,sc,s,j,sr(ω)) = 0. (2.4)

The matching filter can be calculated by rearranging Equation 2.4 into

f̂i,sc,s(ω) =

∑
j,sr d̂i,sc,s,j,sr(ω)ĉi,sc,j,sr(ω)∑

j,sr d̂i,sc,s,j,sr(ω)d̂i,sc,s,j,sr(ω) + ε
, (2.5)
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Figure 2.13: Seismic data before data correction (a) shows travel time shift between acquisition’s sub-
sets, and after data correction (b) where the data is more consistent.

Figure 2.14: Seismic data before data correction (a), and after data correction (b). This seismic line is
taken from the first crossline on the first source location on UZ component. Red vertical lines represent
acquisition subset separation. Consistency improvements can be seen on the corrected data.

where ε is the stabilization factor for the matching filter. Finally, the corrected dense acquisition data
can be calculated through convolution

dijp = dijt ∗ fi,sc,s(t). (2.6)

This matching filter approach is similar to the source time function estimation proposed by Pratt
(1999) and elastic correction towards acoustic data by Agudo et al. (2018).

Once computed, the matching filters are used to correct the dense grid data through convolution.
This matching filter approach corrects both time and amplitude inconsistencies. Figure 3.6b shows
a time shift correction from the matching filter, Figure 3.7b shows an amplitude correction between
each patch of acquisition. While this strategy improves the data’s consistency, I also observe that it
increases the noise level, especially on the lower SNR data. However, the noise before the first arrival
can be muted during the inversion. I have found that this matching filter strategy globally enhances our
inversion results while avoiding the extra cost of considering each subset of acquisition independently.

In Chapter 1, I have already introduced the methodologies that are used in this PhD thesis. In this
chapter, I have already present the target and the available dataset. I present the main results of my PhD
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work in the next two chapters (Ch. 3 and 4). Both chapters correspond to the two articles which are
submitted to the journal.
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Chapter 3

3D 9C elastic Full Waveform Inversion
Application
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We have seen that the Chapter 2 gives a detailed history and previous experiments on the Ettlingen
Line. The previous experiments demonstrate the Ettlingen Line’s existence as a low-velocity anomaly
with an inverted triangle shape. Afterward, we perform a 3D dense seismic acquisition using multicom-
ponent sources (Galperin source) and multicomponent receivers. We demonstrate that our acquired data
has a relatively broad usable frequency range (3 to 145 Hz). We also perform an additional data cor-
rection through matching filters in order to combine the part by part acquisition into a single consistent
seismic acquisition.

In this chapter, we investigate the first main question in the problematics at the end of the General
Introduction, namely: design an efficient FWI workflow for the reconstruction of P-wave and S-wave
velocities from the Ettlingen field data. We propose a robust and dedicated 3D elastic FWI workflow
for shallow seismic data. This experiment is calculated using SEM46, a (visco)elastic modeling and
inversion tool based on spectral element discretization to obtain an accurate wave propagation simula-
tion in shallow seismic scale (Chapter 1 Section 3.3.3). We perform two different inversions with two
different initial models, the homogeneous model and the model obtained using multi-channel analysis
of the surface wave (MASW) in order to see the effectiveness of our workflow. We also perform two
more additional inversions to assess the result between two modeling approaches based on the elastic
and viscoelastic medium. Finally, we obtain reconstructed VP and VS , which reveal a 3D extension of
the Ettlingen Line as well as another trench line structure that has not been interpreted by the previous
experiments.

This chapter is based on the extended abstract and paper:

• Irnaka, T., Brossier, R., Métivier, L., Bohlen, T., and Pan, Y. (2019a). Towards 3D 9C elastic
Full Waveform Inversion of shallow seismic wavefields - case study Ettlingen Line. In Expanded
Abstracts, 81th Annual EAGE Conference & Exhibition, London, page We P01 04. EAGE.118.

• Irnaka, T. M., Brossier, R., Métivier, L., Bohlen, T., and Pan, Y. (submitted). 3D 9C Full Wave-
form Inversion for Shallow Seismic Target: Ettlingen Line Case Study. submitted to Geophysical
Journal International.
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Abstract

We investigate the inversion of a multi-component source and receiver near-surface dataset using a vis-
coelastic full waveform inversion algorithm. The target is a trench line buried at approximately 1 m
depth. We present the pre-processing of the data, including a matching filter correction to compen-
sate for different source and receiver coupling conditions during the acquisition, as well as a dedicated
multi-step workflow for the reconstruction of both P-wave and S-wave velocities. Our implementation
is based on viscoelastic modeling using a spectral element discretization to accurately account for the
wave propagation’s complexity in this shallow region. We illustrate the inversion stability by starting
from different initial models, either based on dispersion curve analysis or homogeneous models con-
sistent with first arrivals. We recover similar results in both cases. We also illustrate the importance of
taking into account the attenuation by comparing elastic and viscoelastic results. The 3D results make
it possible to recover and locate precisely the trench line in terms of interpretation. They also exhibit
another trench line structure, in a direction forming an angle at 45 degrees with the direction of the
targeted trench line. This new structure had been previously interpreted as an artifact in former 2D
inversion results. The archaeological interpretation of this new structure is still a matter of discussion.

3.1 Introduction

Accurate and efficient seismic imaging techniques are crucial for near surface applications. Geotechni-
cal applications (Kramer, 1996; Stokoe et al., 2000), ground characterization (Foti et al., 2003; Roberts
and Asten, 2004; Chapman et al., 2006), infrastructure planning (Stewart et al., 1997; Martı́nez and
Mendoza, 2011; Pegah and Liu, 2016), subsurface feature detection (Cardarelli et al., 2010), agricul-
ture (Allred et al., 2008; Weil et al., 2012), archaeological studies (Wynn, 1986; Vafidis et al., 2003;
Signanini and Torrese, 2004), and shallow-seismic hazard assessment (Göktürkler et al., 2008; Samyn
et al., 2012) are instances of applications which focus on shallow targets from several meters to few
tens of meters deep.

Conventional methods for this type of application encompass seismic refraction (Palmer, 1980), first
arrival travel-time tomography (FATT) (Aki et al., 1974), and multi-channel analysis of surface wave
(MASW) (Park et al., 1999). All these methods suffer from several limitations. Seismic refraction
technique uses a very crude assumption by assuming a layered subsurface, with homogeneous layers,
and the velocity in each layer increases with depth. Interpreting the first arrivals using Snell’s law, it
aims at inferring the velocity of each layer. FATT, which only considers the first arrival signal (from P
or S-wave), is only sensitive to the direct and diving waves. In the context of shallow-seismic, FATT is
limited because the maximum offset for such application is often too short to sample the subsurface at
sufficient depth. In addition, FATT requires picking on P or S waves, and the resolution depends on the
distribution of the ray path. MASW focuses on the surface waves instead of interpreting body waves.
It takes advantage of the dispersive behavior of the surface waves. MASW is generally limited to the
reconstruction of VS , based on the assumption of a local 1D model, and relies on a pre-processing stage
which transfers the seismic data to the frequency-velocity domain that makes possible to pick the phase
or group velocity.

Another seismic imaging method called Full Waveform Inversion (FWI) (Tarantola, 1984a; Virieux
and Operto, 2009) has started to gain popularity for shallow-seismic applications. FWI has already
been successfully applied on many crustal-scale targets (Sirgue et al., 2010; Etienne et al., 2012; Prieux
et al., 2013b; Vigh et al., 2014; Górszczyk et al., 2017; He et al., 2019b; Trinh et al., 2019a), as well as

53



3D 9C ELASTIC FULL WAVEFORM INVERSION APPLICATION

in seismology for lithospheric scale study (Tape et al., 2010; Beller et al., 2018; Lu et al., 2018), or for
regional and global tomography (Fichtner et al., 2008; Modrak and Tromp, 2016). FWI is based on the
iterative minimization between observed data and data calculated through the solution of wave propa-
gation equations. As such, it aims at interpreting the whole signal, contrary to previously mentioned
seismic imaging methods.

The interest for FWI comes from its high-resolution power up to half of the wavelength, the fact
that it does not rely on prior assumptions regarding the subsurface geometry/configuration, and the pos-
sibility of estimating 3D quantitative subsurface models. Conventional difficulties for FWI applications
are related to the design of sufficiently accurate initial subsurface models, and the risk to converge to
local minima (also referred to as cycle skipping issue in the FWI community as discussed in Virieux
and Operto (2009)), as well as the need for a sufficiently accurate modeling engine to take into ac-
count the complexity of wave propagation and the consequently higher computational cost of the whole
procedure.

Even if the lack of low frequency may not be so strong for shallow targets, the application of 3D
FWI in the near-surface context may suffer from two specific difficulties. The first is related to the
seismic acquisition: the targets are often sparsely covered due to a limited number of available sources
and receivers. 2D profiles are often used rather than full 3D acquisition. The signal to noise ratio
is often poor due to weak seismic sources (sledgehammer, small vibroseis), the sources generally lack
repeatability, and variable receiver-soil coupling effects can be observed. The second difficulty is due to
the high complexity of the elastic wave propagation in the near-surface, where highly dispersive surface
waves dominate the recorded signal, and attenuation effects can be strong. Despite these difficulties,
several 2D FWI studies in shallow-seismic have been performed on synthetic and field data (Bretaudeau
et al., 2013b; Köhn et al., 2016, 2019; Wittkamp et al., 2018; Lamert and Friederich, 2019; Wang et al.,
2019). The extension to the 3D case has also proven to be feasible (Fathi et al., 2016; Nguyen and Tran,
2018; Smith et al., 2019). One of the most recent examples, Smith et al. (2019) performed 3D elastic
FWI for tunnel detection on synthetic and field data. They use SPECFEM package as the waveform
modeling tool (Peter et al., 2011) and SeisFlows as the inversion engine (Modrak et al., 2018). They
use multi-component geophones with vertical force sources. Their initial models are obtained from
travel-time tomography for VP and MASW for VS . Up to 20 Hz, they can reconstruct a nice 3D model
of the underground tunnel using field data. They also emphasize using horizontal source components
to improve the reconstruction at depth on their synthetic test.

Our study focuses on a specific 3D dataset that has been acquired to investigate a very shallow
target, the Ettlingen Line, Germany (Fig. 4.10). The expected investigation depth reaches only 6 meters.
Compared with more conventional acquisitions for this type of targets, we benefit here a rather dense
coverage, implying a total number of 36 3C source and 888 3C receiver positions, for a maximum offset
of 41 m. In addition, the acquisition uses multi-component receivers and multi-directional sources. In
this context, the seismic signal recorded mainly contains surface waves.

Contrary to conventional exploration case-studies, the frequency content of the data, considering
the target we have, is sufficiently low to avoid cycle skipping issues. Moreover, the difficulty is to accu-
rately invert the surface waves to extract the information on both VP and VS . We show how, based on an
accurate spectral element modeling and inversion tool, we can set up an efficient multi-parameter inver-
sion workflow, making it possible to retrieve high-resolution 3D models for both parameters. Thanks
to the data’s low-frequency content, we show how we can perform FWI from homogeneous VP and VS
initial models. Starting from such simple models considerably reduces the complexity of the FWI work-
flow, which conventionally relies on a substantial pre-processing step to build accurate enough initial
velocity models, using tomography or MASW techniques. The results we obtain reveal a detailed 3D
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Figure 3.1: Basemap of the acquisition at Rheinstetten. Red solid line represents the existing location
of the trench, red dashed line represents the possible buried location of the trench line, and the white
rectangle represents seismic acquisition location.

structure of the Ettlingen Line, compatible with results obtained in previous studies. The reconstructed
models exhibit a new low-velocity trench, which has been previously considered an artifact in a previ-
ous 2D FWI inversion, and which is not visible on a previous MASW inversion. This new trench’s 3D
coherency makes it a very plausible structure that was previously ignored on this site. We also discuss
the stability of the inversion regarding the initial model design and the integration of attenuation in the
numerical modeling engine through different numerical experiments.

The structure of the paper is as follows. In Section 2, we introduce the target specificities, the ac-
quisition setup, and a pre-processing operation we have applied to the data. In Section 3, we present
a short overview of the methodology we apply: elastic and viscoelastic wave modeling using a spec-
tral element discretization, multi-parameter inversion using a specific two-steps workflow. Section 4
presents this methodology’s application on the Ettlingen Line field data, analysis of the reconstructed
models, and the data fit. In Section 5, we discuss the geological and archaeological interpretation of
the reconstructed models. We also present numerical experiments discussing the method’s sensitivity
regarding the starting model’s choice and an elastic or viscoelastic modeling engine, and discuss the
limitation of the method. The conclusion is proposed in Section 6.
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Figure 3.2: The original shape of the trench (a), the current shape of trench (b), and the current shape
of buried trench (c) redrawn from Lang et al. (1907). In general, the current shape is smoother due to
erosion. The wood palisade wall also do not exist anymore. Our target is the buried trench in which we
do not know anymore the boundary and the geometry of the original trench.

Figure 3.3: The Galperin source used in 9C seismic acquisition (a), and its schematic explaining the
three principal orthogonal direction of the source (b) (Häusler et al., 2018).

3.2 Data Acquisition and Pre-processing

3.2.1 Target

The target of this study is a historical defensive trench line located at Rheinstetten, Germany. German
troops built it during the War of the Spanish Succession in 1707 (Lang et al., 1907). It has been leveled
to ground in the area of our investigation (Fig. 3.2). The trench is surrounded by Pleistocene fluviatile
sediment deposits from the Rhine River, west of the trench. Several experiments have been performed
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Table 3.1: Cartesian point source weights to represent a directional point source.

Source Direction FZFZFZ FXFXFX FYFYFY
UUU F cosθ F sinθ 0
VVV F cosθ −F sinθcosφ −F sinθsinφ
WWW F cosθ −F sinθcosφ F sinθsinφ

in this area to uncover the geometry of the buried trench. Wegscheider (2017) reveals the trench’s 2D
shape by performing a ground penetrating radar (GPR) investigation. Wittkamp et al. (2018) estimate
a 2D VS model using 2D elastic FWI focused on Love and Rayleigh waves. Pan et al. (2018) performs
a detailed 3D MASW, producing a 3D VS cube. From these studies, the Ettlingen Line appears as an
inverted triangle shape trench with a lower velocity than the surrounding area (consistent with a weaker
consolidation of the subsurface in the trench due to the excavation before being filled in again). The
width of the trench reaches approximately 6 meters, while the depth is around 3 meters.

3.2.2 Acquisition

The seismic data acquisition was organized by GPI Karlsruhe Institute of Technology (KIT), collaborat-
ing with GFZ Potsdam, ETH Zurich, and Univ. Grenoble Alpes (UGA) in April 2017. This experiment
performed a 3D seismic acquisition with three-component (3C) Galperin sources and three-component
receivers, resulting in a 9C seismic data.

A Galperin source is a multi-component source designed for shallow-seismic applications (Häusler
et al., 2018). It has three different source directions (U, V, and W), which are not aligned with the
Cartesian coordinate axis. An illustration of this particular type of source is given in Figure 3.3a. It
is built from iron and filled with wood inside. The wood inside the Galperin source helps to reduce
the reverberation during seismic acquisition. The orientation of each source direction is depicted in
Figure 3.3b. The source directions (U, V, and W) form 120◦ angles with each other, with respect to the
horizontal plane. Furthermore, all source directions form an angle θ of 54.74◦ with the vertical axis (Z).
Source directions V and W form an angle φ of 30◦ with the Y axis. The force distribution along Cartesian
coordinates is given in Table 3.1, assuming a point force F on each source direction.

The 3C geophones record seismic vibrations along the vertical and the horizontal components
aligned with the Cartesian axis of Z, X, and Y. Two different types of receivers with the same eigen-
frequency of 4.5 Hz have been used. For each source location and direction, three seismic stacks have
been performed. The total recording time is T = 1 second with 4 kHz frequency sampling.

We have performed two sequential seismic acquisitions: each with different receiver geometries.
Both acquisitions use 36 Galperin sources at the same positions. They are indicated by black circles
in Figure 3.4. The sources have been installed following a staggered pattern resulting in a minimum
source spacing about 5.66 m. The first acquisition uses a coarse repartition of receivers with 2 m inline
and 4 m crossline spacing, giving 128 3C geophone positions in total (Fig. 3.4a). The second uses a
dense repartition of receivers, with 1 m inline and crossline spacing, giving 888 3C geophone positions
in total (Fig. 3.4b). Because of the limited number of available equipment (160 3C geophones), the
dense acquisition has been split into six acquisition subsets (color-coded on Fig. 3.4b) acquired during
5 days in total, repeating all source locations for each subset.
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Figure 3.4: Coarse grid acquisition (a) and dense grid acquisition (b). Triangles represent receiver’s
locations, whereas circles represent source’s locations. Different receiver’s color shows different ac-
quisition time; 1st day = blue, 2nd day = orange, 3rd day = green, 4th day = red, 5th day = purple and
brown.

3.2.3 Data evaluation

The noise level is estimated by comparing the windows where we can clearly separate signal and noise.
Signal windows are taken from relatively far offset data (> 25m) with two windows. Noise windows
are taken from ambient noise data at the same trace before the seismic wave’s first arrival. The length of
the windows is 40 ms and 100 ms for noise and signal windows, respectively. SNR is then calculated
using both noise and signal window as follows

SNRdB = 10log10

(Ssignal
Snoise

)2
, (3.1)

where S is the spectral amplitude of the given window and SNRdB is the signal to noise ratio given in
dB.

Figure 3.5a presents the distribution of signal (orange line ± standard deviation) and the ambient
noise (blue line± standard deviation). We can see a relatively high SNR from 15 Hz (green line) to 145
Hz (red line). In practice, we define 3 Hz (orange line) as the lowest bound of the signal, which will be
used for inversion.

3.2.4 Data correction using matching filter

Splitting the acquisition into six patches for the dense acquisition requires source repetition at the same
location. The acquisition’s separation raises difficulties in source repeatability because of potential dif-
ferences in the source-ground coupling, triggering time, and surface condition. The latter is particularly
problematic for an acquisition spread on five days with rain occurring at night. In practice, these limi-
tations prevent us to directly combine the dense data into a single consistent dataset. We illustrate this
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Figure 3.5: Signal (orange) and noise (blue) spectrum together with its standard deviation of Ettlingen
Line 9C seismic data (a). SNRdB of the seismic data (b). The good signal (SNRdB > 27) ranging
from 15 Hz (green line) to 145 Hz (red line). We started our FWI from 3 Hz (orange line) based on the
strong coherent signal. They grey hatches represents unreliable SNR estimation.

Figure 3.6: Seismic data before data correction (a) shows travel time shift between acquisition’s subsets,
and after data correction (b) where the data is more consistent.

Figure 3.7: Seismic data before data correction (a), and after data correction (b). This seismic line is
taken from the first crossline on the first source location on UZ component. Red vertical lines represent
acquisition subset separation. Consistency improvements can be seen on the corrected data.
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issue in Figures 3.6 and 3.7 where the vertical red lines represent subset boundaries. Figure 3.6a shows
rough seismic data before any correction. Half of the seismic data (the left part) has been acquired on
April 28th, 2017, whereas the other half (the right part) has been acquired on May 2nd, 2017. Both
subsets generally have the same amplitude level, but there is a visible kinematic offset or phase change.
Another example of data inconsistencies can be seen in Figure 3.7a, where a crossline section of the
data exhibits amplitude inconsistencies from one subset to another.

In order to handle such inconsistencies, one could have used the 6 subsets independently, hence
increasing the total computational cost by a factor of 6. To avoid this extra cost, we have chosen to
correct the data before FWI, thanks to the common receiver locations between the coarse and the dense
acquisition. Taking advantage of having those common receiver locations for each patch of acquisition,
we can design a matching filter which can transform our dense grid data to match the coarse grid data,
for each acquisition patch (s), source’s component (sc), and source’s location (i). The coarse grid’s data
acquisition has been performed all at once on the same day, with a ground condition relatively equivalent
for each receiver. Therefore the coarse grid data can be used as the baseline for the correction. The
matching filters fi,sc,s(t) can be computed through a frequency-domain deconvolution

f̂i,sc,s(ω) =

∑
j,sr d̂i,sc,s,j,sr(ω)ĉi,sc,j,sr(ω)∑

j,sr d̂i,sc,s,j,sr(ω)d̂i,sc,s,j,sr(ω) + ε
, (3.2)

where f̂i,sc,s(ω) is the frequency-domain of fi,sc,s(t), di,sc,s,j,sr(ω) is the dense grid data associated
with the receiver position j and component sr, while ci,sc,j,sr is the coarse grid data for the same
source/receiver location/component. ε is the stabilization factor of the matching filter. This matching
filter approach is similar to the source time function estimation proposed by Pratt (1999) and elastic
correction towards acoustic data by Agudo et al. (2018). The detailed formulation of the matching filter
technique is given in Section 2.4.2.

Once computed, the matching filters are used to correct the dense grid data through convolution.
This matching filter approach corrects both time and amplitude inconsistencies. Figure 3.6b shows
a time shift correction from the matching filter, Figure 3.7b shows an amplitude correction between
each patch of acquisition. While this strategy improves the data’s consistency, we also observe that it
increases the noise level, especially on the data with lower SNR. However, the noise before the first
arrival can be muted during the inversion. In general, we have found that this matching filter strategy
globally enhances our inversion results while avoiding the extra cost of considering each subset of
acquisition independently.

Now that we have introduced the target, the acquisition details, and the pre-processing strategy, we
present a rapid overview of the methodology we apply to invert the Ettlingen data.

3.3 Full Waveform Inversion methodology

3.3.1 Modeling of elastic and viscoelastic waves

3.3.1.1 Formulation

The general viscoelastic wave equations are

ρ∂ttui = ∂jσij + fi,

σij = Mijkl ∗t εkl + Tij ,
(3.3)
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where ρ is the density, u is the displacement field, σ and ε is the second order stress and strain tensors,
f is the external force, and T is the stress failure. The effect of the attenuation is denoted by a relax-
ation rate Mijkl, and symbol ∗t represents a convolution operator in time domain. We follow Einstein
convention (summation over repeated indices) for these equations.

In a purely elastic wave propagation we haveMijkl(x, t) = cijkl(x)δ(t), and equation 3.3 simplifies
into

ρ∂ttui = ∂jσij + fi,

σij = cijklεkl + Tij ,
(3.4)

where cijkl is the elastic (unrelaxed) stiffness-coefficient.

Using Voigt indexing and matrix notations, equation 4.1 can be rewritten as

ρ∂ttu = DCDTu + S, (3.5)

where S is the external source, D is the spatial derivative operator

D =

∂1 0 0 0 ∂3 ∂2

0 ∂2 0 ∂3 0 ∂1

0 0 ∂3 ∂2 ∂1 0

 , (3.6)

and C is the stiffness tensor in isotropic medium

C =



λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 . (3.7)

In viscoelastic medium, the quality factor is denoted by Q. For P and S body wave, it is denoted by
QP and QS . These QP and QS are assumed to be constant over the considered frequency band, as is
generally the case in seismic. In terms of modeling, we approximate the attenuation by introducing a
set of L standard linear solid (SLS) mechanisms. This amounts to add ordinary differential equations
(ODE) and memory variables ψs;ij in equation 3.3 resulting in

ρ∂ttui = ∂jσij + fi,

σij = cijklεkl − cRijkl
L∑
s=1

ψs;ij + Tij ,

∂tψs;ij + ωsψs;ij = ωsysεkl,

(3.8)

where the scalar ys is the dimensionless anelastic coefficient (Yang et al., 2016).

We consider in our case an isotropic attenuation (as usually done), and the corresponding isotropic
relaxed stiffness-tensor can be written as

CR =



λR + 2µR λR λR 0 0 0
λR λR + 2µR λR 0 0 0
λR λR λR + 2µR 0 0 0
0 0 0 µR 0 0
0 0 0 0 µR 0
0 0 0 0 0 µR

 . (3.9)
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Following Moczo et al. (1997), the relaxed Lame coefficients λR and µR can be estimated from the
unrelaxed values as

λR + 2µR =
1

3
Q−1
P (C11 + C22 + C33)

and µR =
1

3
Q−1
S (C44 + C55 + C66).

(3.10)

3.3.1.2 Spectral element discretization

The spectral element method (SEM) is a numerical method that combines the Finite Element Method’s
benefits, with the added value of spectral accuracy. The foundation for SEM is the weak formulation
of the second-order wave equation. The seismic wavefield’s discretization is based on Lagrange inter-
polants, whereas the integration over elements is based on Gauss-Lobatto-Legendre points. In SEM,
the medium is discretized using hexahedral elements. After discretization using the spectral element
method, the elastic wave equation can be represented as

M∂ttu = −Ku + F, (3.11)

where M and K are the mass and stiffness matrices, and F is the source term. In SEM, M is diagonal
by construction, which makes it possible to use efficiently explicit time discretization schemes. We use
here the Newmark time integration method. The computationally demanding step is the computation
of the product between the displacement vector and the stiffness matrix (Ku) (Komatitsch et al., 2000;
Trinh et al., 2019b). This product can be calculated efficiently using a matrix-free implementation based
on the factorization

K = DwCD, (3.12)

where D stands for the spatial derivatives of a vector in the Cartesian space, and Dw is the spatial
derivative weighted by GLL weights (Deville et al., 2002; Trinh et al., 2019b). This factorization can
be interpreted as a three-step computation: calculating the strain from the estimation of the spatial
derivatives, calculating the stress component from the product of the stiffness coefficient, and a second
estimation of the spatial derivatives.

After discretization using spectral element method, the viscoelastic second-order wave equation can
be written as

M∂ttu = −Ku +DwCR
L∑
s=1

ψs + F,

∂tψs + wsψs = wsysε.

(3.13)

3.3.2 Inverse problem

3.3.2.1 Generalities

FWI is formulated as a minimization problem. We focus on a simple least squares misfit function f(m),
which measures the discrepancy between the calculated data dcal(m) and the observed data dobs as

f(m) =
1

2
‖dcal(m)− dobs‖2. (3.14)

FWI is defined as the minimization of f(m) with respect to the model parameters m.
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The calculated data dcal(m) are obtained through the solution of the viscoelastic equations 3.13 and
the extraction of the wavefield values at the receiver locations. The parameters m gathers the density ρ,
and any combination of the stiffness tensor coefficients Cij .

FWI is a local optimization problem which is conventionally solved using Newton-based methods.
It starts with an initial model m0, which is then updated through the iterative scheme

mk+1 = mk + αk∆mk, (3.15)

where k is the iteration number, αk is the step length obtained using the line search method (Nocedal
and Wright, 2006) and ∆mk (Eq. 3.16) is the model parameter update. Following the quasi-Newton
l-BFGS approach, the latter is represented as a product between the inverse Hessian estimated using
l-BFGS, denoted by Qk (Byrd et al., 1995; Métivier and Brossier, 2016), and the gradient of the misfit
function∇f

∆mk = −Qk∇f(mk). (3.16)

We follow the adjoint-state method to compute the gradient ∇f(m) (Plessix, 2006). The gradient
of the least-squares misfit function with respect to the coefficients Cij in viscoelastic medium is given
by the zero-lag cross-correlation between the adjoint displacement field l(m) (solution of the adjoint
viscoelastic wave equations) and the incident acceleration field ü(m) plus an additional term related to
the memory variables ψs as

∇f(m) =
∂χ(m)

∂m
=
〈
l(m),

∂C

∂Cij
u(m)

〉
−
〈
l(m),

L∑
s=1

∂CR

∂Cij
ψs

〉
. (3.17)

For purely elastic media the second term of the right hand side vanishes.

The gradient with respect to any parameter p, function of the density and the stiffness matrix coef-
ficients Cij can be determined following the chain-rule as

∂f(m)

∂p
=

6∑
I=1

6∑
J=1

∂f

∂Cij

∂Cij
∂p

+
∂f

∂ρ

∂ρ

∂p
, (3.18)

3.3.2.2 Bessel gradient smoothing

From a mathematical perspective, FWI is an ill-posed inverse problem, with a highly non-unique
solution. In practice, regularization strategies are required to reduce the size of the solution space.
Trinh et al. (2017) proposed a gradient smoothing through Bessel filter. This smoothing strategy is
an anisotropic filter which has the benefit of taking into account the shape of prior information of the
geological structure. Bessel filter is applied within the spectral element meshes framework through
its standard weak formulation; therefore, avoiding the projection loop of SEM meshes in Gauss Lo-
batto Legendre points and Cartesian coordinate or an explicit windowed convolution in SEM meshes.
Variable coherent lengths and orientation are required as the input of this Bessel filter.

3.3.2.3 Multi-parameter inversion strategy

Inverting shallow-seismic data with limited offset comes with inherent challenges. Even in a relatively
simple model, the surface wave can exhibit a complex waveform due to its dispersive behavior. The sur-
face wave dispersion implies the medium properties at different depth depending on the data’s frequency
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content. Low-frequency surface wave has a deeper penetration depth and brings low wavenumber con-
tent. High-frequency surface wave brings higher-resolution information, however, at a shallower depth.
This complex behavior can quickly drive the inversion towards local minima (cycle skipping at a higher
frequency). To avoid this problem, we follow a standard multi-scale approach, where the inversion is
carried out from the lowest frequency band to the broader frequency band (Bunks et al., 1995).

In this shallow-seismic imaging context, given the sufficient amount of low-frequency content, the
multi-scale approach is sufficient to avoid any cycle skipping issues throughout the inversion (which is
much different from exploration scale targets). However, this strategy does not solve the problem of
the unbalanced sensitivity between VP and VS on the surface wave dominated data. In the exploration
scale, with a sufficiently large offset, one can perform a dynamic windowing strategy, in which we
can separate the body and the surface wave (He et al., 2019b; Trinh et al., 2019a). Unfortunately, this
approach is not feasible for our case study, and a direct multi-parameter FWI is not ideal.

For this reason, we design a specific two steps strategy. In the first step, we invert only for VS ,
however, updating also for VP by strictly enforcing an assumed linear relationship between VP and
VS . This first step is what we denote as the parameter binding strategy in the following. In the second
step, we perform a true multi-parameter inversion, updating simultaneously both VP and VS , while
incorporating non-linear constraints to bound not only VP and VS values, but also the ratio of VP over
VS .

More in details, the parameter binding strategy assumes the linear relationship

VP (x, y, z) = γ(x, y, z)VS(x, y, z) (3.19)

The gradient of the misfit function with respect to VS can thus be written as

∂f(m)

∂VS
= −

〈
l(m),

∂A

∂VS
u(m)

〉
+ γ
〈
l(m),

∂A

∂VP
u(m)

〉
, (3.20)

where A is the forward operator.

The derivatives through the Lagrangian formalism can be found in Appendix 3.A. Implementing
this strategy makes it possible to perform FWI that simultaneously updates VP and VS based on the
scaling parameter γ.

This parameter binding strategy makes it possible to perform stable FWI in shallow-seismic case,
but the relation between VP and VS (γ) remains fixed during the inversion. With the limited knowledge
of the true γ, FWI with parameter binding can lead to an incorrect model update. The second step of
multi-parameter inversion is used to mitigate this issue. To stabilize this multi-parameter inversion, we
apply bound constraints on VP , VS , and VP /VS . The bound for each of these quantities parameters can
be deduced from prior geological knowledge of the area. Enforcing these bounds amounts to define a
set of non-linear constraints, as is done in Peters and Herrmann (2017) and Trinh et al. (2019a).

The non-linear constraints inversion is formulated as a minimization of the misfit function f(m)
over a restricted model space Ω which simultaneously satisfies:

• Bounds constraint C1: VP and VS should vary within a pre-defined range

C1 = {VP ,VS ,
VPmin ≤ VP ≤ VPmax and

VSmin ≤ VS ≤ VSmax},
(3.21)
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• Ratio constraint C2: The value of VP /VS should vary within a pre-defined range

C2 = {VP , VS , r1 ≤ VP /VS ≤ r2}, (3.22)

where VP , VS ∈ C1 ∩ C2.

In terms of the non-linear constraint, the projected parameter of VP and VS can be determined by
solving the following equation

minVP ,VSf(VP ,VS) =
(VP − VP )2

V 2
P

+
(VS − VS)2

V 2
S

,

subject to r1 ≤ VP /VS ≤ r2,
(3.23)

where VP and VS is the updated VP and VS value given by the optimization for each iteration, VP and
VS represent a projected value with respect to the r1 and r2 boundary.

Trinh (2018) uses the Dykstra algorithm to solve this non-linear model constraint (Boyle and Dyk-
stra, 1986). This approach is used in our experiment in order to obtain a reasonable multi-parameter
inversion for the shallow-seismic application. Appendix 3.B contains more detailed information re-
garding the non-linear model constraint and the Dykstra algorithm.

This non-linear constraint strategy is crucial because the VS gradient is still relatively strong, even
after the first FWI. Another reason is the limitation of VP information inside the data itself (relatively
weak early body wave arrivals are recorded). Although VP might be recovered from the surface wave,
as Irnaka et al. (2018) had demonstrated it on a synthetic case, with the influence of the noise level
and the accuracy of the acquisition, the information on VP from the gradient remains weak compared
to the information on VS . Another source of VP update is the body wave or P-wave, which can be
seen on the data. This body wave feature is masked by the strong surface wave at low frequency,
and this information is difficult to retrieve. At higher frequency, the body waves are well separated
with the surface wave (see Figure 3.8). Without proper estimation of the VP at the low frequency, the
multi-parameter inversion has difficulty estimating the correct VP at the higher frequency cycles.

Our approach tries to find a balance between FWI with parameter binding and FWI with multiple
model constraints. We want to ensure that we would get the update from both parameters VP , VS , and
VP /VS for each cycle. The new value of VP /VS is used as the input parameter for the next frequency
band of FWI with parameter binding. It is essential to note that for both FWI steps, we only use top
window muting to reduce the matching filter artifacts before the first arrival. With this approach, we
take all available information of both VP and VS from each frequency band.

3.3.3 Implementation: SEM46 code

The methodology that we have briefly described is implemented in the SEM46 package. It is a 3D
viscoelastic full waveform modeling and inversion tool based on the spectral element method and the
SEISCOPE optimization toolbox (Métivier and Brossier, 2016) written in Fortran (Trinh et al., 2019b).
SEM46 offers simplicity in mesh design by automatically designing the computational domain mesh on
a Cartesian base. Such a Cartesian based mesh is suitable for smooth varying medium, which applies for
most FWI applications. It uses a two-level MPI parallelization, combining parallelization over sources
and domain decomposition based parallelization.
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Figure 3.8: Seismic section on the first source location with U source direction. This seismic section
is used to estimate the VP for the homogeneous initial model. Red dashed line represents the direct
P-wave arrival from the estimated homogeneous model.

3.4 Application

This section discusses how we apply the FWI method described in the previous section in a consistent
workflow. We use a hierarchical approach based on frequency continuation, and for each frequency
band, the two steps approach based on parameter binding, then non-linear model constraints are applied
(Fig. 3.9). We describe in detail each stage of this workflow in the following.

3.4.1 Initial model building

The Ettlingen Line has relatively simple geology and flat topography. Our goal is to have a simple but
consistent starting homogeneous velocity model.

To design it, we pick the first P-wave arrival at the longest offset on inline seismic section (Fig. 3.8).
From this arrival, we estimate a homogeneous VP model directly, resulting in a value of 345 m.s−1.
We estimate the other elastic parameters (VS and density ρ) using a fixed Poisson’s ratio ν = 0.25 and
the Gardner’s relationship, resulting in VS = 199 m.s−1 and ρ = 1336 kg.m−3.

An initial attenuation model is obtained based on the previous experiment of Gao et al. (2020), who
have implemented multi-mode surface waves Q estimation (Gao et al., 2018). The QS model is 12 for
the first 1 m depth. Then it linearly increases up to 80 until 5 m depth and remains constant from this
depth. A constant ratio of 1.5 is used to estimate QP from QS based on Hauksson and Shearer (2006).
During FWI, only VP and VS are reconstructed; the density ρ, QP , and QS models are considered as
passive parameters (used for the modeling but not updated).

3.4.2 Source estimation

We assume to have directional point sources (U,V,W) with known and fixed source direction for each
location (Table 3.1). We also assume to have equivalent source energy and fixed source location. In
order to obtain such source time function, we follow a strategy with three steps: raw source time
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function estimation for each source location using deconvolution operation (Pratt, 1999), amplitude
normalization to equalize the amplitude contribution of each source, and spatial weighting average to
reduce the local effect and over-estimation of the source. The technical detail of the source estimation
is written in Appendix 3.C. These steps produce single-source time functions for each location and
direction of the source, making a total of 108 source signals.

3.4.3 Multi-scale strategy

The lowest frequency band we start with is 3-15 Hz. We increase the frequency band by 10 Hz in-
crements at each FWI stage. In total, we perform six FWI stages. The highest frequency band in this
experiment is thus 3-65 Hz.

We apply the multi-parameter strategy for each frequency band described in the previous section
(Figure 3.9). The first inversion is FWI with parameter binding, and the second is non-linear model
constraint multi-parameter inversion. We specify the initial γ as a fixed value of 1.732 (which corre-
sponds to the constant Poisson’s ratio ν = 0.25). The γ value is updated each time the non-linear model
constraints multi-parameter inversion is carried out. The lower and upper boundary values we use are
100 m.s−1 and 2000 m.s−1 respectively for VP , 50 m.s−1 and 800 m.s−1 respectively for VS . The
lower and upper boundary values for the ratio between VP and VS are 1.633 and 10, respectively. A
short offset data muting up to 1.5 m offset is applied to remove some unreliable data. An additional top
window muting is used to remove a strong noise on some part of the data, which might be increased by
the matching filter correction.

In terms of numerical optimization parameters, we set the maximum line search to 20, and the
number of the stored gradient for l-BFGS to 10. The Bessel filter based gradient smoothing uses
coherent lengths of 0.1λ, 0.7λ, and 0.7λ with respect to the local velocity and dominant frequency in
vertical, inline, and crossline direction, respectively. A depth preconditioner is applied to the gradient
with the depth power of 2.

3.4.4 Model reconstruction

We carry out a complete FWI workflow with both parameter binding and non-linear constraint strategies
to obtain the reconstructed model for the respective frequency band for each scale.

Figure 3.10 shows the evolution of the reconstructed models. We present VS on the top row, VP
on the middle row, and Poisson’s ratio ν on the bottom row. The Poisson’s ratio is calculated from
the reconstructed VP and VS . The columns represent the updated model throughout the different FWI
stages, starting from the initial model on the left, 3-25 Hz band on the 2nd column, 3-45 Hz band on
the 3rd column, and the final 3-65 Hz band on the 4th column. All 3D views are presented with a 1 m
depth section. The locations of the source are indicated as red points on the initial models.

We observe a gradual reconstruction of the Ettlingen line structure through the frequency contin-
uation strategy. On lower frequency bands (up to 25 Hz), the updates are mainly dominated by the
background velocity update, which corresponds to a vertical velocity gradient. This vertical velocity
gradient can be observed in the final vertical section, as given in Figure 3.11.

The Ettlingen line, which corresponds to the low VS and VP velocity zone appearing at 1 m depth,
oriented along the diagonal of the model, starts to be visible at 45 Hz. We also observe the appearance
of a second low-velocity zone aligned with the crossline direction at this frequency. However, already
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Figure 3.9: The proposed FWI Workflow for shallow-seismic application. We test this workflow with
9C data on Ettlingen Line case.

in the VS gradient in the initial model, we can detect information regarding the presence of the Ettlingen
line (Fig. 3.12).

As expected, the Poisson ratio is constant at the beginning of the inversion, while the multi-
parameter workflow we design allows us to relax the linear relationship initially imposed between VP
and VS . Higher values of the Poisson ratio (close to 0.4) along the two trench structures are consistent
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Figure 3.10: Reconstructed parameters (VS at the top row, VP at the middle row, and ν at the bottom
row) at 1 m depth section. Each column is associated with a specific FWI stage (initial model on the
1st column, 3-25 Hz band on the 2nd column, 3-45 Hz band on the 3rd column, 3-65 Hz band on the
4th column).

with the trench’s interpretation as less consolidated zones.

Throughout the different frequency bands, we can also observe a relative insensitivity of the model’s
shallowest part. This insensitive zone might correspond to the expected FWI resolution. Figure 3.12
also illustrates this behavior. In the case of the 3-25 Hz frequency band, we observe a negative gradient
value in the shallowest part of the model. It is the opposite of the intended direction since the seismic
velocity at the near-surface is supposed to be slower than the one in the model’s deeper part.

3.4.5 Quality control: data fit

In Figure 3.13a, we present a comparison between the 9C observed data (grey traces) and the 9C syn-
thetic data calculated in the initial model (red traces) on the last frequency band (3 - 65 Hz). Both data
are recorded using the source at the location inline 0 m and crossline 16 m for all nine components. The
displayed seismic data is the seismic data with inline direction. The source orientations are represented
in the row (U,V,W), and the receiver components are represented in columns (Z,X,Y). We perform a trace
by trace normalization in order to better see the fit at a longer offset.

In this figure, we see clearly that the strong surface wave dominates the waveform. Although the
homogeneous model produces a simple waveform propagation, we still observe a good surface wave
matching and no evidence of cycle skipping. The good match is an indication that starting from a
homogeneous model is feasible in this context.

In Figure 3.13b, we perform the same comparison, but this time the synthetic is calculated using
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Figure 3.11: A horizontal slice of reconstructed VS (left) and Poisson’s ratio ν (right) at 1 m depth
shows clear presence of the Ettlingen Line trench as well as a trench-like structure with north-south
direction (top). Vertical slice of reconstructed VS perpendicular (middle) and parallel (bottom) with the
direction of Ettlingen Line.

the final reconstructed VP and VS models. We can observe a significant improvement of the data fit in
all components. The vertical components (first column), in which the waveforms are the least complex,
have a relatively better match than the horizontal component. In this seismic section, the Ettlingen Line
is located approximately between trace numbers 10 and 20. Between those traces, we can observe that
the FWI can reconstruct the small disturbances in the recorded data. Starting from a homogeneous
model, we observe that we can obtain a satisfactory data fit.
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Figure 3.12: First VS gradient at 3-25 Hz frequency band. The top figure represents a horizontal slice at
2m depth, the middle figure represents a vertical crossline section AB, and the bottom figure represents
a vertical inline section CD. Cyan rectangles on each figure depict the positive value which correspond
with the presence of the low velocity anomaly of the Ettlingen Line.

Figure 3.13: Comparison between 9C observed data (grey) and 9C calculated data (red) in (a) the initial
model (b) the reconstructed model. A trace by trace normalization is used to plot the data. The larger
overlap between red and gray in the final model shows a better data match.
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3.5 Discussion and interpretation

3.5.1 Model interpretation

Several experiments at the Ettlingen Line have been performed already with different approaches and
methods. A 3D GPR experiment has been performed by Wegscheider (2017), and 2D elastic FWI from
2D seismic data has been lead by Wittkamp et al. (2018). A 3D MASW has also been performed by
Pan et al. (2018) using the same data.

Figure 3.14 shows a comparison between these results. In Figure 3.14a, an overlay between the
GPR results and the 2D VS model obtained by Wittkamp et al. (2018) is presented. GPR measurement
shows an inverted triangle shape in the middle of the section, interpreted as the Ettlingen Line. The 2D
FWI was carried out using joint inversion from both Rayleigh and Love waves up until 130 Hz. The
low-velocity anomaly represents the Ettlingen Line in the middle of the model. The sharp boundary and
shallow model reconstruction can be seen thanks to the higher frequency inversion. In Figure 3.14b,
the corresponding 2D slice extracted from the 3D MASW VS model is presented. In Figure 3.14c,
we present the corresponding slice of the VS model we have estimated through 3D multi-parameter
viscoelastic FWI.

While we do not recover the high resolution coming from both GPR and high-frequency surface
waves from the first experiment, we can still locate the VS anomaly at a similar location. This result
is also in agreement with the MASW result, with, in our case, a significantly higher resolution, as
expected.

However, our approach’s added value relies on the fact that we estimate 3D models, both for VP and
VS . Both our reconstructed VP and VS show a distinct presence of the low-velocity anomaly. Analyzing
the model from the final frequency band, we can infer the geometry of the trench line. It has a consistent
northwest-southeast direction, with a width of around five meters and two meters depth.

Interestingly, we can also observe an additional low-velocity anomaly with a north-south orienta-
tion, with a similar trench-like structure. It is shallower than The Ettlingen Line, around 1.5 m deep,
with 2 to 3 m width. This low-velocity anomaly is visible on the previous 2D FWI (Fig. 3.14a) at a
distance of around 30 to 35 m on the previous 2D FWI. However, considering the structure’s location,
which is close to the edge of the acquisition, it had been interpreted as a probable artifact previously.
The 3D reconstruction we perform here shows that this low-velocity zone has a consistent structure
along the north-south direction, making it much more likely an actual feature of the subsurface struc-
ture. There are now debates regarding the historical significance of this second trench-like structure.

On the MASW result, the indication of this trench-like structure is much weaker due to the lower
resolution of the 3D estimation. However, its presence can be guessed from the smearing of low-
velocity anomaly in the south-east part of the model (Fig. 3.15a).

Our multi-parameter reconstruction also makes it possible to describe the physical properties of
the target better. In geotechnics, VS is often used as a proxy of the soil compactness of the medium.
Given the similar type of soil material in this experiment, lower VS means a lower compaction degree.
Thanks to our multi-parameter inversion, we can also estimate the value of the Poisson ratio ν. The
Poisson ratio can give an estimation of water saturation tendency beside the compaction level. Within
the trenches itself, we can see a variation of the Poisson’s ratio. Assuming similar material was used
to level the trench line, the higher Poisson’s ratio might correlate with higher water saturation. It can
be observed at the northwest part of the Ettlingen Line (Fig. 3.10l). The variation of the Poisson’s
ratio can also be interpreted as denoting the presence of fine heterogeneities inside the trench. The
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Figure 3.14: Vertical section of 3D GPR and 2D elastic joint inversion of Love and Rayleigh wave
result taken from Wegscheider (2017) and Wittkamp et al. (2018) (a), 3D MASW by Pan et al. (2018)
(c), and 3D elastic FWI starting from homogeneous model (c). The color-scale on (a) is unscaled, blue
means lower velocity and yellow means higher velocity.

second trench-like structure does not show similar Poisson ratio variations, indicating a probably more
homogeneous soil material within the trench.

In Figure 3.11, we present horizontal and vertical section of 3D model of the Ettlingen Line. The
figures on the left represent VS , and the figures on the right represent ν. These figures give a better
view of the geometry of the trenches. The Ettlingen Line has a width ranging from 4 to 6 meters, and
the depth ranging from 2 to 2.5 meters. This geometry is a common size for a war trench. Looking
at the VS profile of the inline vertical section gives information that the Ettlingen Line’s structure is
continuous throughout the model. The VS of the Ettlingen is lower than the surrounding, below 140
m/s. The other trench-like structure is also continuous on the final reconstructed VS . The structure is
not as straight as the Ettlingen Line. Its width is narrower and shallower than the Ettlingen Line. It is
around 2.5 meters and 1.5 meters for width and depth, respectively. The VS on the other trench-like
structure is slightly higher than the one inside the Ettlingen Line.

The right figures on Figure 3.11 show the final reconstructed Poisson’s ratio at 65 Hz. Besides the
higher Poisson’s ratio at the trenches’ location due to the different materials, compactness, or water
saturation level, we observe an interesting behavior at a depth of 4 to 5 meters. There is a contrast of
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Figure 3.15: 3D VS from previous MASW study by Pan et al. (2018) (left) and this study starting from
homogeneous initial model (right). Red line represents the location of the GPR line on Figure 3.14.

the Poisson’s ratio at this depth, from low to higher value. This feature probably depicts a possible
higher water saturation or even the water table in the area.

3.5.2 Is it reasonable to start from a homogeneous model?

Initial model building is one of the key aspects to ensure the efficiency of the FWI and can be a highly
time-consuming step of the FWI workflow. We have used here an initial homogeneous model, computed
from very crude assumptions, advocating that the usable frequency content of the signal compared to
the target’s size was preventing in this case from any cycle skipping effects.

We perform an additional experiment to validate this assumption, where we use the 3D VS MASW
model from (Pan et al., 2018) as an initial model. We cut the model below 7 m depth, where a strong
interface exists from the MASW result. Then we extrapolate the velocity value from the depth of 6.5 m.
A fixed Poisson’s ratio of 0.25 is used to estimate VP . As we used before, the same Gardner relationship
is taken to estimate the density from the initial model.

We then apply the exact same workflow like the one we have used using the homogeneous initial
model. The reconstructed VP and VS from both starting models are presented in Figure 3.16. We ob-
serve that the difference between the two reconstructions is very weak, which confirms the fact that
considering this type of target, with a sufficiently good quality data, a complex initial model build-
ing relying on tomography or analysis of surface wave dispersion is not needed. This observation is
important for future near-surface FWI studies as it simplifies the FWI workflow greatly.

3.5.3 Elastic or viscoelastic FWI?

The shallow geology around the Ettlingen Line field is dominated by loose sediment and soil. In the
seismic wave propagation perspective, uncompacted sediment shall present high attenuation. Previous
studies in the area found that within the first meter, QS can be as low as 12. This low QS in the first
meter is essential since the target is located very close to the surface. We perform a crude verification
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Figure 3.16: Horizontal slice of the inversion result at 1 m depth for both VP (top row) and VS (bottom
row) use different initial models. Left slices represent final velocity model at 65 Hz starting from
homogeneous model; whereas right slices represent final velocity model at 65 Hz starting from MASW
VS model.

of the overall QP value by comparing the P-wave amplitude versus offset (after geometrical spreading
correction and a narrow bandpass filter between 50 and 80 Hz) with the theoretical amplitude decay
given a constant QP model based on Kjartansson (1979) with a constant VP of 170 m.s−1 at 65 Hz
(Fig. 3.17). AQP value between 10 and 20 appears reasonable, which is consistent with the attenuation
model we have used so far.

In figure 3.18 and 3.19, we present the reconstructed VS and VP velocities using both elastic (left)
and viscoelastic modeling (right) on two different frequency bands (65 Hz at the top and 45 Hz at the
bottom), starting from the homogeneous initial model. The inversion on the highest frequency band (65
Hz) generates significantly different models. While sharing a similar background model, the elastic FWI
result display some additional smaller-scale features. On the contrary, the viscoelastic results exhibit a
smoother and more spatially consistent aspect, with slightly higher velocity values. We also note that
the divergence between elastic and viscoelastic FWI results appear only on the largest frequency band.
Results obtained at 45 Hz are reasonably similar.
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Figure 3.17: Normalized amplitude of P-wave with respect to the offset drawn as the scatter plot on a
narrow bandpassed data centered at 65 Hz. The line plots represents theoretical amplitude decay given
a constant QP model based on Kjartansson (1979) at 65 Hz. A geometrical spreading correction is
applied prior to normalization.

We present several seismograms comparing the synthetic data, which are obtained using elastic
and viscoelastic FWI with the observed data (Fig. 3.20). The amplitudes are normalized based on the
maximum amplitude of each seismic section’s longest offset to see the relative amplitude decay between
each data. We can see a better relative amplitude decay at the first arrival of trace #5 to trace #10, but in
general, the difference is not significant. The wave packets’ travel time is very similar between elastic
and viscoelastic FWI because the travel time difference has been compensated during the inversion.

We hypothesize that the additional small scale structures appearing in the elastic FWI result are
artifacts due to physics’s inaccuracy. For a sufficiently narrow frequency band (in our example up to
45 Hz), the data’s attenuation influence is less dramatic, using elastic modeling is sufficiently accurate.
On the contrary, at a higher frequency band, viscoelastic modeling seems to become essential. While
viscoelastic FWI produces smooth and consistent velocity models, elastic FWI tends to introduce small
scale artifacts to compensate for the inaccuracy of the wave propagation modeling engine it relies on.

3.5.4 Other limitations and prospects

This study demonstrates the 3D FWI application on the Ettlingen Line using 9C seismic data. However,
there are several limitations related to the two-step strategy, initial model, source time function, data
coverage, and modeling approach. It is essential to discuss these limitations better to understand the
advantages and disadvantages of our approach.

The two steps FWI (parameter binding and non-linear model constraint) the model reconstruction
on both VP and VS but leads to an increase in the relative computational cost related to the two FWI.
The reconstruction of VP itself is rather limited due to the stronger influence of VS in the surface wave
and lack of P-wave information in the data.

The source time function is one of the keys to obtain a good model reconstruction during FWI. In
our experiment, we assume a known and fixed direction of the source time function (Table 3.1). We
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Figure 3.18: Horizontal slice of VS from the FWI at 1 m depth for FWI with elastic medium (left
column) and viscoelastic medium (right column). Top row images are the reconstructed VS at 65 Hz,
whereas 45 Hz for the bottom row images.

have minimized the local dependency of the source time function by performing normalization and the
spatial weighting, but with better source estimation, we might be able to improve the result.

Good coverage of sources and receivers also plays an essential factor in the accurate model recon-
struction. The receiver spacing (1 m), which is way less than the target (∼5 m) width, ensures the
information redundancy in terms of data, therefore enhancing the signal and helping the inversion. The
availability of 9C data might also contribute towards the improvement of the model reconstruction. A
more detailed study regarding multi-component data and source and receiver setup will be done on
further study.

The viscoelastic FWI uses the attenuation model from the previous 2D seismic experiment. Al-
though there is no significant landscape or geological changes between the acquisition and FWI usually
does not require a very detailed attenuation model, a slight change of attenuation value might occur,
and the 1D attenuation model might produce less satisfying results than a correct 3D attenuation model.
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Figure 3.19: Horizontal slice of VP from the FWI at 1 m depth for FWI with elastic medium (left
column) and viscoelastic medium (right column). Top row images are the reconstructed VP at 65 Hz,
whereas 45 Hz for the bottom row images.

Figure 3.20: Relative amplitude decay on elastic and viscoelastic synthetic data compared with the
observed data. The trace is normalized based on the maximum absolute amplitude of the longest offset
data. The seismograms with the amplitude which overlapped with the neighboring seismogram are
clipped.
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3.6 Conclusions

We demonstrate an application of 3D Full Waveform Inversion for shallow-seismic scale. The target is
the Ettlingen Line, an ancient war-trench built during the War of The Spanish Succession.

With the limited number of the equipment, we perform the 3D dense acquisition patch by patch.
In consequence, we observe some data inconsistencies. We can reduce the inconsistencies through
matching filters in the pre-processing stage. This process decreases the potential computational cost
(up to the factor of 6) since the data can be treated as a single 3D dense acquisition.

The FWI follows a multi-scale approach with two specific strategies for each frequency band (the
parameter binding and the non-linear model constraints). The inversion is performed up to 65 Hz with
two initial models (homogeneous and MASW) and modeling approaches (elastic and viscoelastic). The
result shows that we can start from a homogeneous initial model, thanks to sufficient low-frequency
data. On the aspect of the modeling approach, both elastic and viscoelastic approach are comparable
up to 45 Hz. At higher frequency, we observe differences between both approaches, where the elastic
modeling produces some additional small scale features. We hypothesize that these additional features
in elastic FWI are artifacts due to the physics’s inaccuracy, thus advocating for the use of viscoelastic
FWI.

From the archaeological point of view, our 3D FWI has reconstructed a high-resolution historical
trench. The shape and geometry of the Ettlingen Line can be recovered. The width of the Ettlingen Line
is around 5 meters, and the depth is around 2 meters. We are also able to reconstruct another trench-like
structure, which was not detected previously. This structure’s width is around 3 meters, and the depth
is around 1.5 meters.

With the successful application of FWI using 9C seismic data on the Ettlingen Line, we would
like to extend our study to analyze the interest of using multi-component data and each component’s
contribution toward FWI. Studying multi-component data might allow us to better design strategies for
acquisition, data processing, and the FWI itself.
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APPENDICES

3.A Parameter binding FWI

Full Waveform Inversion (FWI) problem with two inverted parameters (VP and VS) can be written in
Lagrangian form

L(VS , VP , ρ, u, dcal, l1, l2) =
1

2
‖dcal − dobs‖2−

< l1|Ru− dcal > − < l2|A(VP , VS , ρ)u− s > ,
(3.24)

where VP and VS is P and S wave velocity, u is the incident wavefield, dcal is the synthetic data, l are
the lagrangian multipliers, dobs is the observed data, R is the sampling operator to extract the data at
the receiver location, A is the forward problem operator, s is the source time function.

In the parameter binding strategy, we impose a hard-constrained VP with respect to VS with a
linear operator (VP = γVS). γ(x, y, z) is a scaling factor between VP and VS . Introducing another
hard-constraint modifies the Lagrangian form on Equation 3.24 as following

L(VS , VP , ρ, u, dcal, l1, l2, l3) =
1

2
‖dcal − dobs‖2

− < l1|Ru− dcal > − < l2|A(VP , VS , ρ)u− s >
− < l3|VP − γVS > .

(3.25)

The adjoint-state equation of the Lagrangian formulation can be solved by calculating ∂L
∂dcal

=

0,∂L∂u = 0, ∂L∂VP = 0 and can be written down as

l1 = dobs − dcal, (3.26)

A†l2 = R†l1, (3.27)

l3 =
〈
l2,
∂A(VP , VS , ρ)

∂VP
u
〉

, (3.28)

where l1 is the residual between the synthetic data and the observed data, l2 is the adjoint wavefield
obtained by solving the adjoint wave equation with R†l1 as the source term, and l3 is zero-lag cross-
correlation between the l2 and ü.

Finally, the gradient of the Lagrangian with respect to the VS can be written as

∂L
∂VS

= −
〈
l2,
∂A(VP , VS , ρ)

∂VS
u
〉

+ γl3. (3.29)

3.B Non-linear model constraints FWI

In non-linear model constraints strategy, we would like to solve the following minimization problem

minVP ,VSf(VP ,VS) =
(VP − VP )2

V 2
P

+
(VS − VS)2

V 2
S

,

subject to r1 ≤ VP /VS ≤ r2,
(3.30)
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where VP and VS is the updated VP and VS value given by the optimization for each iteration, VP and
VS represent a projected value with respect to the r1 and r2 boundary.

There is exist an analytical solution for this problem when VP /VS > r2

VP = r2VS and VS =
VSVP (r2VS + VP )

(r2VS)2 + VP
2 , (3.31)

and when VP /VS < r1

VP = r1VS and VS =
VSVP (r1VS + VP )

(r1VS)2 + VP
2 . (3.32)

Following Trinh (2018), both constraints C1 and C2 (bound constraints, ratio constraints) can be
solved using Dykstra algorithm (Algorithm 1).

Algorithm 1: Standard Dykstra algorithm

x0 = mk + k∆mk and p0 = 0, q0 = 0
while not convergence and k < nmax do

yk = PC1(xk + pk)
xk+1 = PC2(yk + qk)
pk+1 = xk + pk − yk
qk+1 = yk + qk − xk+1

3.C Source estimation

In shallow-seismic data where the source is manually performed by the sledgehammer, there are several
potential problems. The problems include a potential unbalanced in the relative source energy and a
potential to over-estimating the source. Those problem might lead to both unbalance contribution of
each source and insensitive inversion. Based on those problem, we perform two additional steps during
the source estimation procedure.

In total there are three steps to obtain source time function for each source location:

1. raw source estimation si(t) following Pratt (1999),

2. amplitude normalization, and

3. spatial weighting average.

The amplitude normalization aims to equalize the energy contribution on each source. We calculate
the scaling factor ci for each si(t) as

ci = n/si(t), (3.33)

where n is a constant normalization factor and si(t) is the average amplitude for source i (i, j, and k is
the source’s number). The scales are used to normalize both the source time function and the observed
data.
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The spatial weighting average is performed using a 2D spatial gaussian window. It is aimed to
reduce the over estimation of the source by assuming similar source time function compared with
the neighboring source, but still preserve some characteristics of each source location. The spatially
weighted source ŝi(t) is calculated from the scaled source (s̃i(t) = si(t)ci) and given as

ŝi(t) =

N∑
j=1

s̃j(t)
e

1
2

s̃j
σ

2

/σ
√

2π∑N
k=1(e

1
2

s̃k
σ

2

/σ
√

2π)
. (3.34)

where σ is the standard deviation of the gaussian function controlling the influence distance of the
averaging function. In our experiment, we set 6 m as the σ.

3.D Computational cost

The calculation of this FWI experiment is performed using Irene KNL. It is a High Performance Com-
puter (HPC) managed by TGCC in France. Irene KNL is based on Intel KNL processor with Knight-
landing architecture. For each node, it has 68 cores, with 1.4 GHz CPU clock and 1.4GB RAM for
each core. In practice, due to the limited memory of Irene KNL, we store the wavefield on a very
high bandwidth disk (60 GB/s). The bandwidth is shared amongst the users therefore the Input/Output
performance might differ from time to time and might affect the computational time.

The computational time needed to perform the whole set of FWI is 69119 and 41415 sequential
hours for elastic and viscoelastic FWI, respectively (Table 3.2 and Table 5.6). Both tables represent
the FWI which are started from the homogeneous initial model. The sequential hour represents the
computational time needed to calculate a task only using a single processor, disregarding its memory
requirement. VS FWI represents FWI with parameter binding, whereas VS&VP represents FWI with
non-linear model constraints. The CPU time which is required to estimate a single gradient increase
with the increase of the degree of freedom, time step, and frequency band. The global CPU time, on
the other hand, is highly influenced by the total number of the gradient as well as the time needed
to perform the communication between the processor and the disk. Since we stored the resampled
wavefield directly on the disk, the performance of the I/O also depends on the global I/O load on the
whole HPC cluster.

The total CPU time is relatively expensive for shallow-seismic applications compared to another
methodology (FATT, MASW). Nevertheless, when we look at the table, for the elastic FWI case almost
87% of the total computational hours were spent on the last two frequency bands. It means, with 9338
sequential hours, 47 Gigabytes of RAM, and 283 GB of fast storage for homogeneous initial model, we
can already compute FWI up to 45 Hz and obtain resolution beyond FATT and MASW. It is currently
not cheap for a personal workstation, but it is still feasible to be done and with the added benefit of the
reconstruction of VP .
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Table 3.2: Computational cost for 3D FWI using elastic medium approximation.

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU Elap. Time
1 15 Hz VS 1 3.67 7.33 7559 7197 108 0.07
2 15 Hz VS&VP 5 3.67 32.99 7559 7191 108 0.31
3 25 Hz VS 5 23.99 143.96 18530 45996 432 0.33
4 25 Hz VS&VP 17 23.47 610.23 18530 45996 432 1.41
5 35 Hz VS 9 58.98 766.70 30472 118541 648 1.18
6 35 Hz VS&VP 9 59.11 591.08 30472 118541 648 0.91
7 45 Hz VS 15 144.45 2311.14 47193 283256 972 2.38
8 45 Hz VS&VP 15 139.28 4874.95 47193 283256 972 5.02
9 55 Hz VS 33 342.10 11973.38 75037 702491 1296 9.24
10 55 Hz VS&VP 25 337.99 10139.69 75037 702491 1296 7.82
11 65 Hz VS 28 473.52 13731.96 88232 851449 3456 3.97
12 65 Hz VS&VP 12 460.32 23936.43 88232 851449 3456 6.93

The unit time is in hours. The total sequential CPU time (seq. time) is 69119 hours for all frequency
bands on Irene KNL HPC (TGCC) to calculate from the homogeneous initial model. The memory and
storage unit is in Megabytes (MB), and the indicated frequency is the highest frequency band starting

from 3 Hz. The elapsed time (elap. time) is the time needed to perform the FWI in parallel.

Table 3.3: Computational cost for 3D FWI using viscoelastic medium approximation.

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU Elap. Time
1 15 Hz VS 1 7.81 15.63 9273 50382 108 0.14
2 15 Hz VS&VP 4 7.83 62.62 9273 50382 108 0.58
3 25 Hz VS 23 25.83 697.51 15254 137909 864 0.81
4 25 Hz VS&VP 6 26.33 158.00 15254 137909 864 0.18
5 35 Hz VS 23 109.27 2731.66 27672 494284 1296 2.11
6 35 Hz VS&VP 10 92.30 2769.14 27672 494284 1296 2.14
7 45 Hz VS 10 285.66 2856.57 42878 1140998 1296 2.20
8 45 Hz VS&VP 11 327.20 3926.42 42878 1140998 1296 3.03
9 55 Hz VS 14 424.94 7224.00 64184 2355901 2592 2.79
10 55 Hz VS&VP 1 537.10 537.10 64184 2355901 2592 0.21
11 65 Hz VS 2 812.20 19492.88 81566 3497627 3240 6.02
12 65 Hz VS&VP 1 944.43 944.43 81566 3497627 3240 0.29

The unit time is in hours. The total sequential CPU time (seq. time) is 41415 hours for all frequency
bands on Irene KNL HPC (TGCC) to calculate from the homogeneous initial model. The memory and
storage unit is in Megabytes (MB), and the indicated frequency is the highest frequency band starting

from 3 Hz. The elapsed time (elap. time) is the time needed to perform the FWI in parallel.
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In the previous chapter (Ch 3), we have designed a working and stable workflow of 3D elastic FWI.
We have successfully reconstructed both VP and VS for the Ettlingen Line case study. In Chapter 3,
we utilize all sources and receivers (9C seismic data) acquired on the dense grid acquisition. The result
is high-resolution velocity models, in which we can see the Ettlingen Line and another new trench
line-like structure. In addition, we can also see a strong horizontal velocity contrast at around 6 meters
depth, which may be linked to the groundwater level, based on the previous research.

In this chapter, we answer the second main question listed in the problematics of my PhD work
at the end of the General Introduction: the role and interest of multicomponent data for a near-surface
target. There are three main experiments in this chapter. The first experiment analyzes the sensitivity
kernel on each component (from 9C seismic) and wave packets (P, S, and surface waves) based on two
simple synthetic models. Throughout this experiment, we ought to see that having different components
gives a unique contribution. These results encourage us to continue with the second experiment.

In the second experiment, we perform 16 different inversions using different component combina-
tions, starting from inversion using 1C, 3C, to 9C seismic data. Thanks to a working workflow described
in Chapter 3, we can use a similar setup for all inversions in this chapter. Two different experiments
are performed in this second problem, inversion based on synthetic models and inversion based on the
field experiment. In this experiment, we can see the benefit of the horizontal component, amongst other
results.

The third experiment is the inversion with the decimated acquisitions. In this experiment, there
are nine different acquisition geometries with 16 inversions on each acquisition. With this experiment,
we analyze in detail the effect of each component and multicomponent inversion. We also determine
whether inversion with 1C seismic data and dense acquisition grid is better than the inversion using 9C
seismic data and a coarse acquisition grid.

The content of this chapter is based on extended abstracts and paper:

• Irnaka, M., Brossier, R., and Métivier, L. (2018). 3x3C seismic’s sensitivity analysis on near-
surface towards Full Waveform Inversion. In Expanded Abstracts, EAGE-HAGI 1st Asia Pacific
Meeting on Near Surface Geoscience & Engineering (Yogyakarta).

• Irnaka, T. M., Brossier, R., Métivier, L., Bohlen, T., and Pan, Y. (2019b). Uncovering the
effect of multi-component data on 9C 3D elastic FWI: Ettlingen line case study. AGUFM,
2019:S31D–0565.

• Irnaka, M., Brossier, R., and Métivier, L., Bohlen, T., and Pan, Y. (2020). Component analysis
of 3D elastic 9C Full Waveform Inversion: Ettlingen line case study. In SEG Technical Program
Expanded Abstracts 2020.

• Irnaka, T. M., Brossier, R., Métivier, L., Bohlen, T., and Pan, Y. (to be submitted). Analysis of
the use of multicomponent sources and receivers in the frame of shallow seismic Full Waveform
Inversion. to be submitted to Geophysical Journal International.
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4.1 Introduction

Abstract

Full Waveform Inversion (FWI) is one of the most popular seismic imaging techniques. In the explo-
ration scale, FWI has become one of the industrial standards and proven to be accurate. Following that
trend, FWI in shallow seismic scale has started to gain attraction in the past decade. Several publica-
tions have demonstrated and proposed workflow to tackle the challenges in shallow seismic scales, such
as sparse and limited acquisition, weak signal to noise ratio, high complexity propagation due to the
strong elastic effect, and strong attenuation. This article analyzes the effect of multicomponent data in a
shallow seismic scale for 3D elastic FWI. The experiment’s target is the Ettlingen Line (EL), a defensive
trench-line built by the German Troop in 1707, located at Rheinstetten, Germany. We perform three
different experiments to understand the effect of multicomponent data on FWI. The first experiment is
a sensitivity kernel analysis of several wave packets (P-wave, S-wave, and surface wave) on a simple
3D model based on a Cartesian based direction of source and receiver. The second experiment is 3D
elastic inversions based on synthetic (using Cartesian direction’s source) and field data (using Galperin
source) with various component combinations. Sixteen component combinations are analyzed for each
case. In the third experiment, we perform the acquisition’s decimation based on the second experiment.
We demonstrate a significant benefit of multicomponent data FWI in terms of model and data misfit
through those experiments. In a shallow seismic scale, the inversions with the horizontal components
give a better depth reconstruction. Based on the acquisition’s decimation, inversion using heavily dec-
imated 9C seismic data still produce similar results compared to the inversion using 1C seismic on the
full acquisition.

4.1 Introduction

Full Waveform Inversion (FWI) is a high-resolution seismic imaging technique which has been de-
signed in the 1980s (Lailly, 1984; Tarantola, 1984a). The potential resolution of the FWI is up to half
of the propagated wavelength (Wu and Toksöz, 1987). In the past years, thanks to the development
of wide-angle and broadband frequency seismic acquisition devices, together with the High Perfor-
mance Computing (HPC) platform development, FWI has been successfully applied at various scales,
starting from laboratory scale (Bretaudeau et al., 2013b), engineering and environmental scale (Smithy-
man et al., 2009; Fathi et al., 2016; Nguyen and Tran, 2018; Smith et al., 2019), crustal-scale (Sirgue
et al., 2010; Bleibinhaus and Hilberg, 2012; Etienne et al., 2012; Prieux et al., 2013b; Vigh et al., 2014;
Górszczyk et al., 2017; He et al., 2019b; Trinh et al., 2019a), lithospheric scale (Tape et al., 2010; Beller
et al., 2018; Lu et al., 2018), as well as global scale (Fichtner et al., 2008; French and Romanowicz,
2014; Modrak and Tromp, 2016).

Although FWI is successfully applied to a variety of targets and field data, it remains an ill-posed
inverse problem. In practice, the uncertainty attached to the reconstructed model is significant. Besides
the methodological development aiming at mitigating the ill-posedness of FWI (modification of misfit
function or introducing the extension strategies), access to more complete data that can constrain FWI
is also essential.

In this frame, multicomponent receiver, recording both P-waves with hydrophones and displace-
ment with multi-directional geophones have started to be used in different applications (Choi et al.,
2008; Robertsson et al., 2008; Sears et al., 2010; Prieux et al., 2013b; Vigh et al., 2014). At explo-
ration scales and in marine environment, this multicomponent receivers are deployed on the sea-bottom
(Ocean Bottom Cable). The additional displacement recording might open the way to reconstruct both
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P-wave and S-wave velocities using viscoelastic modeling. In this case, the S-wave signal is indeed
visible on the geophones while remaining absent on hydrophone data.

At shallow-seismic scale, multicomponent receivers have been shown to improve the reconstructed
model. Nuber et al. (2017) proposes a way to efficiently design the acquisition through the solution
of an optimal design problem for a 2D synthetic case. The optimized experimental design aims at
predicting the most optimum source location for the seismic acquisition. They demonstrate that mul-
ticomponent data can increase the efficiency of the acquisition with a fewer number of sources. Smith
et al. (2019) also perform both synthetic and field experiment with an underground tunnel as the target.
Their synthetic test demonstrates that using multicomponent sources and multicomponent receivers can
improve the image, especially at depth. In their field experiment, they use vertical sources while using
two types of geophones. The first is vertical geophone, and the second is horizontal geophones, which
were set longitudinally to the direction of the target. Thanks to the second horizontal geophones, they
were able to reconstruct the underground tunnel better.

At shallow seismic scale, multicomponent sources have also been introduced. Classically, we only
use vertical sources. This type of source can be easily produced by hitting a horizontal metal plate with
a sledgehammer. Horizontal sources are not used in conventional acquisition. When it is performed,
normally, the horizontal source requires a vertical metal plate hit by a horizontal force. Performing
vertical to horizontal sources requires the metal plate’s movement from the horizontal direction to the
vertical direction and vice versa. This installation process might reduce the source’s consistency and
efficiency in terms of the source-ground coupling, location, and direction. Therefore, Schmelzbach et al.
(2016) proposes a prismatic source. A prismatic source can produce two sources’ directions in a single
installation procedure and later can be rotated in the preprocessing step to produce the true vertical and
horizontal component. The prismatic source has been later improved by adding the third direction. The
new type of source is called the Galperin source (Häusler et al., 2018). The Galperin source contains
three orthogonal source directions in a single installation. It can increase the data consistency, as well
as the acquisition’s efficiency.

This article is interested in analyzing the multicomponent source and receiver for a specific shallow-
seismic target. Prior to the FWI application, we perform a preliminary investigation on the sensitivity
kernel. On the FWI application, we use the Galperin sources and 3C (three-component) geophones,
whereas, for the synthetic case, we use 3C sources that align with the Cartesian coordinate and 3C
receivers. We focus on a specific data with an ancient war-trench as the main object to be reconstructed.
The assessment method is performed qualitatively by examining the reconstructed model and quantita-
tively by calculating both data misfit and model misfit.

We give a brief introduction to the basic theory of wave propagation, the inverse problem, and the
computer tools we use for this experiment. Afterward, we present three different experiments. The first
experiment is the sensitivity kernel study to understand each wave type’s effect in multicomponent data.
The second is the synthetic and the field experiment of multicomponent FWI. A detailed comparison
between different FWI with the different component combinations is performed. The third experiment
uses the field data to assess the effect of source and receiver decimation on a single component, 3C, and
9C FWI.
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4.2 Full Waveform Inversion

4.2.1 Elastic wave modeling

In shallow seismic scale, where the elastic effect is dominant, we use elastic wave propagation to model
the wavefield. The elastic wave propagation can be described by the equation of motion and Hooke’s
law as

ρ∂ttui = ∂jσij + fi,

σij = cijklεkl + Tij ,
(4.1)

where ρ = ρ(x) denotes the density, u = u(x, t) is the displacement, σ = σ(x, t) and ε = ε(x, t) are
second-order stress and strain tensor respectively. The external force is denoted by f , and a possible
stress failure as T . The stiffness tensor is denoted by cijkl. We follow Einstein convention (summation
over repeated indices) for these equations.

Using Voigt indexing and matrix notation, Equation 4.1 can be rewritten as

ρ∂ttu−DCDTu = S, (4.2)

where S is the external source, D is the spatial derivative operator

D =

∂1 0 0 0 ∂3 ∂2

0 ∂2 0 ∂3 0 ∂1

0 0 ∂3 ∂2 ∂1 0

 , (4.3)

and C is the stiffness tensor. In this study, we assume an isotropic medium, and C can be written as
(Eq. 4.4) where λ and µ are the two Lamé parameters.

C =



λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 . (4.4)

4.2.2 Inverse problem

FWI is a local optimization technique which aims at minimizing an objective function χ(m) as

χ(m) =
1

2
‖dobs − dcal(m)‖2,

dcal(m) = Ru(m),

A(m)u = S,

(4.5)

where m = [λ µ] is the model parameter, dobs is the observed data, and dcal is the calculated data, R
is the extraction function of the wavefield u (as the particle velovity) at the receiver position, A(m) =
ρ∂ttu−DCDTu is the forward modeling operator, and S is the source term. The optimal solution can
be estimated using Newton-based method. An initial model (m0) is updated within the iterative scheme

mk+1 = mk + αk∆mk,

∆mk = −Qk∇χ(mk),
(4.6)
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where k is the iteration number, and αk is the step length obtained using a line search strategy at
iteration k (Nocedal and Wright, 2006). In our study, ∆mk is the parameter update calculated as the
product between the inverse Hessian (Qk) estimated using l-BFGS (Byrd et al., 1995) and the gradient
of the misfit function with respect to the parameters (∇χ(mk)).

The gradient (∇χ(mk)) is computed using the adjoint-state method (Plessix, 2006). In practice,
∇χ(mk) is the result of zero-lag cross-correlation between the adjoint displacement field (l(m)) and
the incident displacement field ( ∂A∂mu(m))

∇χ(m) =
∂χ(m)

∂m
=
〈
l(m),

∂A

∂m
u(m)

〉
. (4.7)

We perform a multi-parameter FWI aiming at reconstructing both VP and VS , while keeping the
density ρ fixed. Using the chain-rule, the gradient of any parameter p can be related to the gradient of
the stiffness coefficient Cij

∂χ(m)

∂p
=

6∑
i=1

6∑
j=1

∂χ

∂Cij

∂Cij
∂p

+
∂χ

∂ρ

∂ρ

∂p
, (4.8)

where p can be replaced with VP and VS .

4.2.3 SEM46 code

The elastic modeling and inversion calculation is implemented in the SEM46 software (Trinh et al.,
2019b). SEM46 is a full waveform modeling and inversion code based implementing (visco-)elastic
wave propagation using a spectral element discretization. The code is linked to the SEISCOPE op-
timization toolbox for the solution of the local optimization problem (Métivier and Brossier, 2016).
Spectral element method has the advantage of having an accurate representation of the free surface
boundary due to the weak formulation of the wave equation. This accurate free surface modeling is
essential for surface wave modeling in shallow seismic case.

SEM46 has several specificities. The first is the ease of the mesh design. The mesh can be designed
quickly by automatically creating the mesh of the computational domain on a Cartesian based mesh.
The second is an efficient and scalable two-levels MPI parallelism. The first level is on seismic sources,
while the second level is on domain decomposition.

4.3 Sensitivity kernel investigation on multicomponent data

4.3.1 Sensitivity kernel

Conceptually, the sensitivity kernel is the gradient of the FWI misfit function using a single mono-
component source/ receiver pair (Tromp et al., 2005). It illustrates the sensitivity of each model param-
eter with respect to the data of the source-receiver pair. In order to assess the sensitivity to specific part
of the propagated wave, a window can be used on specific arrivals/phases to isolate them. In this exper-
iment, we want to illustrate using schematic example, the sensitivity kernel of model parameters (VP
and VS) to the different component of the data. It can be achieved by isolating several wave-packets on
each component, from the P-wave window (tP ), the S-wave window (tS), and the surface wave window
(tRL).
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Figure 4.1: The synthetic 1D gradient model. The star symbol represents the source’s location, whereas
the inverted triangle represents the receiver’s location. The dimension of the model is in meter.

4.3.2 Synthetic model and experiment setup

We take into account two synthetic models: 1D and 2D gradient model. Both models aim at better
understanding the effect of their sensitivity kernels and their potential benefit on FWI.

4.3.2.1 Common experiment setup

The sensitivity kernel is calculated using the SEM46 code. Both models have a free surface boundary
condition at the top of the model and absorbing boundary conditions on the other sides. We consider a
single source-receiver pair with 25 m offset as the representation of a typical shallow seismic distance
(Fig. 4.1). The source is a derivative of Ricker wavelet with a 100 Hz central frequency. Both synthetic
sources and receivers have three components, resulting in 9C seismic data. In the following discussion,
the source-receiver pair’s component is denoted using two capital letters. The first and second capital
letter are the source’s direction and the receiver’s direction, respectively.

4.3.2.2 1D gradient model

The 1D gradient model is referred to as Model I in the following. It is presented in Figure 4.1. It follows
the affine model

VP (z) = 36z + 520, (4.9)

relating the depth (z) and VP . The Poisson’s ratio is kept constant at 0.25, whereas the density (ρ)
is fixed to 1000 kgm−3. This 1D gradient model is designed to have well-separated wave packets
(P, S, and surface wave). The velocity model dimension is 30 × 86 × 86 m in Z, X, and Y direction,
respectively. Figure 4.1 shows the 3D velocity model. The star represents the source’s location, whereas
the inverted triangle is the receiver’s location. Both source and receiver are located at the surface.

Figure 4.2 presents the seismic section, which is calculated using Model I on the ZZ component.
The direction of the seismic section is aligned with the source-receiver pair for sensitivity kernel com-
putation. The synthetic seismogram on the selected source-receiver pair is shown as a wiggle plot with
an exaggerated amplitude. Using this model, we can see a clear separation between the P-wave window
(blue line), S-wave window (green line), and the surface wave window (red line).
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Figure 4.2: ZZ component of a synthetic data set on the Model I. The source-receiver pair with an offset
of 25 m (represented by the grey dashed line) is used for the sensitivity kernel calculation. Each event
window is denoted using a different color (blue for P wave, green for S wave, and red for the surface
wave).

Figure 4.3: The synthetic 2D gradient model. The star symbol represents the source’s location, whereas
the inverted triangle represents the receiver’s location. The dimension of the model is in meter.

4.3.2.3 2D gradient model

The 2D gradient model is referred to as Model II. It is presented in Figure 4.3. It is an extension of the
1D affine model. With the same physical dimension, the 2D gradient model is calculated following

VP (y, z) = 36z − 18.5y + 1320. (4.10)

Both Poisson’s ratio and the density are identical compared to Model I.

The result of the forward modeling using Model II can be seen in Figure 4.4. In this figure, the
S-wave and the surface wave can not be separated anymore. This is the result of 2D variation of Model
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Figure 4.4: ZZ component of a synthetic data set on the Model II. The source-receiver pair with an
offset of 25 m (represented by the grey dashed line) is used for the sensitivity kernel calculation. The
P wave window is denoted by the blue line, whereas the S wave and surface wave are inseparable and
denoted using the red line.

II, compared to the Model I. Therefore, we only have two windows, P-wave window (blue line) and the
S-wave plus surface wave window (red line).

4.3.3 Results

We perform three sensitivity kernel analysis on Model I based on its event windows. The first result is
shown in Figure 4.5. It contains the vertical section of the sensitivity kernels for the P-wave window.
It displays sensitivity kernels for both VP and VS gradient for all 9C data. The P-wave window’s
sensitivity kernel display sensitivity with respect to both VP and VS paramters. It exhibits the potential
to reconstruct VS with the P-wave window. In this plot, we also observe the different characteristics of
each component. ZZ component has a deeper penetration depth. On the other hand, the XX component
has a stronger response close to the surface and less penetration depth. Looking at Figure 4.5, we see
that 1C data (for example, only with ZZ component) only receive a fraction of information compared
to the 9C dataset.

The second sensitivity kernel is calculated based on the S-wave window on Model I. Its vertical
section can be seen in Figure 4.6. In this figure, we have a significant additional response on the YY
component for the VS gradient, alongside with the previous four components (ZZ, XZ, ZX, and XX).
The sensitivity kernel on these four components can be related to the SV wave propagation, whereas
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Figure 4.5: Vertical sections of the sensitivity kernel computed with Model I for P-wave window. The
columns represent the receiver’s components, the rows represent the source’s components.

Figure 4.6: Vertical sections of the sensitivity kernel computed with Model I for S-wave window.

the sensitivity kernel on YY component is related to the SH wave propagation. Note that the SH wave
has almost no sensitivity in VP gradient, implying a weak dependency of SH wave with the value of
VP .

Finally, the sensitivity kernels on the surface wave window (Fig. 4.7) exhibit a different shape.
The main five components which are responsive for the VS gradient are the same as for the previous
time windows focused on P-wave and S-wave (ZZ, XZ, ZX, XX, and YY). The surface waves also
do not contain any information on VP , even close to the surface. Besides, in this 1D example, the
sensitivity kernel of the Rayleigh wave and the Love wave are well-separated. The sensitivity kernel of
the Rayleigh wave are shown in four components (ZZ, XZ, ZX, and XX), whereas the sensitivity kernel
of the Love wave is shown in YY component. In general, the amplitude of the sensitivity kernel is
mainly concentrated close to the surface, but the Love wave’s sensitivity kernel has stronger sensitivity
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Figure 4.7: Vertical sections of the sensitivity kernel computed with Model I for surface wave window.

Figure 4.8: Horizontal sections of the sensitivity kernel computed with Model II for P-wave window.

at depth.

In this experiment, the amplitude range of the sensitivity kernels from the surface wave window is
three order magnitude higher than the body wave window. Therefore a proper FWI strategy is required
in order to exploit the information from the body wave. In the crustal scale, mitigation of the surface
wave is very challenging. Different strategies have been proposed, such as treating the surface wave as
the noise (the surface waves are removed from the dataset) (Bharti et al., 2016), interpret the surface
wave using dispersion (Tawil et al., 2019), or using an accurate modeling to represent the surface
wave (Wittkamp et al., 2018; He et al., 2019a; Trinh et al., 2019a). In our shallow seismic scale, the
penetration depth of the surface waves correspond to the depth of the target. Therefore, we follow an
FWI strategy which can take advantage of both surface waves and the body waves.

Figure 4.8 displays the horizontal section at the surface of the P-wave’s sensitivity kernel window
using Model II. The direction of the increasing velocity is annotated in the ZZ component of the VP
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Figure 4.9: Vertical sections of the sensitivity kernel computed with Model II for P-wave window.

gradient. The ray-path between the source and receiver is also annotated on the same component.

Compared to the previous experiment, we have non-zero sensitivity kernel for all components. It
is due to the fact that the direction of the polarization of the propagated wave is no longer as simple as
the Model I. The same effect also apparent on the vertical section 4.9. The second time windows of the
Model II, which contains both S-wave and the surface wave, also give similar result. It has non-zero
sensitivity kernel for all components.

Throughout these experiments, we observe complementary information between components. We
see that each component brings different information of the sensitivity kernel. The surface waves dom-
inate the sensitivity kernel by three order of magnitude compared to the body wave’s sensitivity kernel.
From this simple analysis, we might expect that 9C seismic data should help in better constraining the
FWI problem and makes possible to better reconstruct the subsurface mechanical properties.

4.4 Application of multicomponent Full Waveform Inversion

Sensitivity kernel is a bridge to comprehend the benefit of having multicomponent data in FWI. This
section continues our experiment by performing 3D elastic FWI on two datasets: a synthetic and a field
experiment.

4.4.1 Experiment setup

4.4.1.1 Target

Our experiment is based on the 3D 9C shallow seismic experiment at the Ettlingen Line’s segment in
Rheinstetten, Germany. The Ettlingen Line is a historical war trench built in 1707 during the War of the
Spanish succession (Lang et al., 1907). The trench is located at the topsoil layer, which is the fluvial
sediment from the Rhein river west of the acquisition zone. Several previous studies have been done
focusing on the geometry reconstruction of the target (Wegscheider, 2017; Wittkamp et al., 2018; Pan
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Figure 4.10: Basemap of the seismic data acquisition at Rheinstetten, Germany. The solid red line
represents the existing trench line. The dashed red line represents the buried trench. A white box draws
the area of the seismic acquisition.

et al., 2018; Irnaka et al., 2021). Figure 4.10 shows the base map of the buried trench. The solid red
line represents the existing trench, whereas the dashed red line represents the buried trench. The white
box depicts the seismic acquisition zone.

Figure 4.11 illustrates the acquisition geometry of the experiment. The acquisition spans 32 m
inline and 28 m crossline, with 888 receivers and 36 source locations. The 3C geophones are located at
the surface with 1 m spacing for both inline and crossline directions. In comparison, the 3C sources are
deployed following a staggered pattern resulting in an effective minimum spacing around 5.66 m.

4.4.1.2 FWI Workflow

Choosing the correct modeling approximation for our particular case is crucial. The shallow seismic
scale has a strong elastic effect and attenuation. The strong elastic effect is mainly due to the surface
wave’s presence, whereas the strong attenuation is due to the unconsolidated soil at shallow depth. In
this case, viscoelastic modeling is the obvious choice. Additionally, with a sufficiently low frequency,
the attenuation effect might be disregarded. Irnaka et al. (2021) has demonstrated that up to 45 Hz, the
result between FWI using an elastic and viscoelastic medium is similar in this dataset (Fig. 4.12). In
addition, using elastic approximation can significantly decrease the required computational cost.

The formulation in the Equation 4.5 to 4.8 are the fundamental of FWI. In practice, we need to de-
sign a specific multiparameter strategy because we want to reconstruct VP and VS . Our data is a surface
wave dominated data and the body wave are mixed with the surface waves for a relatively short offset
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Figure 4.11: Layout of the acquisition grid for both synthetic and field experiments. The total number
of receiver is 888 (triangles), the total number of source’s location is 36 (circles). Solid and dashed red
lines represent the parallel and perpendicular sections used in the following figures, respectively. The
color of the receivers represents the acquisition subset, only for the field experiment.

seismic data we consider. Therefore, to exploit at best the data, and being able to reconstruct both VP
and VS while having a simple enough initial model, we follow the FWI workflow for the shallow seis-
mic scale proposed by Irnaka et al. (2021). It is a multi-scale approach with two successive inversions
in each scale. The first is VS only inversion with an imposed linear relation of VP (parameter binding).
The second is a multi-parameter VP and VS inversion with non-linear model constraints imposed on
the ratio between VP and VS to ensure the solution remains in a space of physically meaningful mod-
els. We use Bessel gradient smoothing in our application. Bessel gradient smoothing is an anisotropic
smoothing along interfaces injected as prior information (Trinh et al., 2017). In our application, we use
coherent lengths of 0.1λ, 0.7λ, and 0.7λ with respect to the local velocity and dominant frequency in
vertical, inline, and crossline direction, respectively. We also apply a standard depth preconditioner for
each parameter’s gradient.

Following the workflow given in Figure 4.13, we have been able to perform the inversion and
reconstruct both VP and VS up to 65 Hz, starting from a homogeneous initial model (Irnaka et al.,
2021). In this previous study, we have shown the 9C FWI has been able to reconstruct the buried
Ettlingen Line and also discover a trench-like anomaly that was not detected before (Fig. 4.12).

4.4.1.3 Initial model design

To build the initial VP model, we pick the first P-wave arrival at the longest offset on the inline seismic
section in the field data. A homogeneous VP model with the value of 345 m.s−1 can be directly
calculated. The other elastic parameters (VS and ρ) are estimated using a fixed Poisson’s ration of
0.25 and Gardner’s relationship. The initial VS value is 199 m.s−1, whereas the initial ρ value is 1336
kg.m−3. These models are used for both synthetic and field experiments.
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Figure 4.12: Example of FWI result between the elastic and viscoelastic medium. Horizontal slice of
VS from the FWI at 1 m depth for FWI with elastic medium (a and c) and viscoelastic medium (b and
d). Top row images are the reconstructed VS at 65 Hz (a and b), whereas 45 Hz for the bottom row
images (c and d).

4.4.1.4 Source estimation

The source time function is estimated by assuming a known source and receiver direction. We also
assume the sources to have a relatively consistent shape and a similar level of energy. In order to obtain
the source time function, we follow three different steps: raw source estimation using the deconvolution
formula following Pratt (1999), amplitude normalization to equalize the amplitude contribution of each
source, and spatial weighting average to reduce the local effect and over-estimation of the source.
Finally, we produce a single source time function for each location and direction of the source.

4.4.1.5 FWI settings

We perform inversions with the starting frequency band of 3 - 15 Hz. We increase the frequency band
by 10 Hz increments for each frequency band. The highest frequency band in this experiment is 3 - 45
Hz.

We specify an initial ratio between VP and VS with a fixed value of 1.732 (which corresponds
to a constant Poisson’s ratio of 0.25). The ratio between VP and VS value is updated each time the
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Figure 4.13: FWI workflow for shallow seismic application.

non-linear model constraints multi-parameter inversion is carried out (Fig. 4.13). The lower and upper
boundary values we use are 100 m.s−1 and 2000 m.s−1 respectively for VP , 50 m.s−1 and 800 m.s−1

respectively for VS . The lower and upper boundary for VP /VS are 1.633 and 10, respectively. A short
offset data muting, up to 1.5 m offset, is applied to remove unreliable data. For the field experiment,
additional top window muting is applied to remove strong noise on some part of the data.

In terms of numerical optimization parameters, we set the maximum line search to 20, and the
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Figure 4.14: The Galperin source used in 9C seismic acquisition.

number of the stored gradient for l-BFGS to 10. The Bessel filter based gradient smoothing uses
coherent lengths of 0.1λ, 0.7λ, and 0.7λ with respect to the local velocity and dominant frequency in
vertical, inline, and crossline direction, respectively. A depth preconditioner is applied to the gradient
with the power of 2 with respect to depth.

4.4.1.6 Synthetic experiment

The synthetic experiment is done based on a realistic 3D shallow seismic model. The true model is
obtained from the previous 3D FWI application by Irnaka et al. (2021). The model has a dimension of
15 × 34 × 30 in Z, X, and Y, respectively.

Similar to the sensitivity kernel study, we use 3C sources and receivers, which are aligned with
the Cartesian axis. This model aims to mimic the field experiment with a classical type of source and
receiver. The synthetic source time function is a Ricker wavelet with a 40 Hz central frequency.

4.4.1.7 Field experiment

The field experiment uses the Galperin source as the seismic source (Fig. 4.14), a multicomponent
(3C) directional source designed for shallow seismic acquisition (Häusler et al., 2018). The receivers
are 4.5 Hz 3C geophones installed at the surface. Due to a limited number of the equipment, the
acquisition is performed in parts (as indicated by different receiver’s colors in Fig. 4.11). Therefore,
before performing the inversion, a data correction based on matching filters is carried out. The data
acquisition and correction is written in detail by Irnaka et al. (2021).

4.4.2 Assessment methods

This section focuses on comparing the inversion result from the various component combinations,
source, and receiver numbers. Therefore, we need some quantitative means to measure the quality
of the inversion. We use the data misfit and the model misfit as the quantitative ways to measure the
inversion quality. The detail of each method is explained in the following section.
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4.4.2.1 Data misfit

The data misfit is calculated by measuring the difference between the synthetic and the observed data. In
order to have a fair comparison between one case and another, we calculate a 9C synthetic seismic data
based on each obtained model. For every case, we use an identical source time function, retrieved using
a deconvolution formula (Pratt, 1999) based on the velocity model on 9C FWI on the full acquisition
setup. The absolute misfit value (Cd) can be calculated using a L2-norm for each component as

Cd(dcal) =
1

2
‖dobs − dcal‖2, (4.11)

where dobs is the observed data, and dcal is the calculated data. The result is nine different absolute
misfit values for each inversion case (one per component).

The absolute misfit value is one way to represent the level of difference between the synthetic and
the observed data. However, directly comparing the absolute misfit value can be misleading due to
different content on each component. This bias makes it difficult to determine the performance of each
inversion based on a specific component. Therefore, we propose an alternative way to display the data
misfit. Instead of displaying the absolute misfit value directly, we present the grade of each component.
Each component’s grade is calculated by comparing the same component’s absolute misfit value on all
cases and sort it from the highest to the lowest misfit value. A higher grade means lower misfit value
(better performance) only for the respective component.

4.4.2.2 Model misfit

The model misfit (Cm) aims to quantify the distance between the reconstructed model and the reference
model. It is formulated as a normalized L2-norm

Cm(m) =

Nz∑
z=1

Nx∑
x=1

Ny∑
y=1

1

2

∥∥∥∥wz,x,y(m∗z,x,y −mz,x,y)

m∗z,x,yNzNxNy

∥∥∥∥2

, (4.12)

where m∗z,x,y is the reference model, mz,x,y is the model obtained on each inversion, wz,x,y is the
weight, Nz, Nx, Ny are the number of points in Z, X, Y directions. The normalization is essential to
estimate a relative misfit value for different parameter’s range.

The reference model is straightforward for the synthetic case. We can directly use the true model.
Because we expect no spatial uncertainty in the reference model, we set the weight as a constant value
1.

For the field data experiment, the reference model is choosen as the mean of two models obtained
using 3D 9C FWI up to 65 Hz starting from two different initial models (Irnaka et al., 2021). Figure
4.15 shows VS model sections on horizontal and vertical sections, which was reconstructed using FWI
starting from two different initial models (homogeneous model VShomo and MASW model VSMASW

and
using the full acquisition and components.

Figure 4.16 shows the mean difference µVS and the standard deviation σVS between the two refer-
ence VS models as a function of depth. The standard deviation in this figure represents the variability of
the reconstructed VS between two models at each depth section. Close to the surface, due to the insen-
sitivity of the surface wave in the inversion, it has higher standard deviation than at 1.5 m depth. Close
to the surface, the value of VS is more influenced by the initial model rather than the inversion itself.

104



4.4 Application of multicomponent Full Waveform Inversion

Figure 4.15: Vs model obtained using FWI starting from homogeneous initial model (left) and MASW
initial model (right). The first row is the horizontal section at 1.5 m depth, the second row and the third
row are the vertical section perpendicular and parallel with the Ettlingen Line, respectively.

Figure 4.16: The average difference (blue line) and its standard deviation (light blue area) between two
reference models in the field experiment.

This observation is similar to the high standard deviation at the deeper part of the model. Therefore, we
decide to use the inverse of the standard deviation of the velocity models as the weight w

1

w(z)
=

√√√√ 1

NxNy − 1

Nx∑
x=1

Ny∑
y=1

(∆VS (z, x, y)− µVS (z))2, (4.13)

where ∆VS is the difference between two benchmark models (VShomo(z, x, y) − VSMASW
(z, x, y)),
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Figure 4.17: Synthetic data calculated using true velocity model on synthetic experiment. The source is
located at position x = 0 m, and y = 16 m, and the receiver is located on inline direction at y = 16 m.
Three subfigures represent different receiver’s component, whereas the color on each figure represents
source’s component. Grey, red, and green seismograms are calculated using Z, X, and Y direction
source, respectively.

µVS (z) is the average between two models at each depth point.

4.4.3 Results

In this experiment, there are three types of inversion with different component combinations. FWI
using single component, three components, and nine components. For single component inversion, we
denote it in two ways. If we do not want to specify which component that is used, it is written as 1C
FWI. If we want to specify which component that is used, it is written as two capital letters plus FWI
suffix. The first capital letter specifies the source component, whereas the second capital letter specifies
the receiver component. For example, UZ FWI means the inversion which is carried out using single
component data which is excited at U source direction and recorded by Z receiver component. For
three component inversion, we also denote it in two ways. Suppose we do not want to specify which
components that are used; it is written as 3C FWI. However, if we want to specify which components
that are used, it is written as capital letter with subscript plus FWI suffix. For example, ZREC FWI
means 3C FWI using the data which is excited using 3C sources and only recorded using Z component
receivers. On the other hand, WSRC FWI means 3C FWI using the data which is excited only using
W direction sources and recorded using 3C receivers. For nine component inversion, we always denote
it as 9C FWI. In another case, when we want to discuss a specific component in model or data misfit
for any inversion, we will use the two capital letters format without the ’FWI’ suffix. For example,
YX component refers to a data or model misfit, which is excited using Y component source and X
component receiver.

4.4.3.1 Synthetic experiment

A shot gather for three receiver components from the synthetic data is presented in Figure 4.17. The
receiver’s components are shown in separate subfigure, whereas the source’s components are shown
in different colors (grey, red, and green for Z, X, and Y sources’ direction, respectively). With the
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Figure 4.18: Reconstructed VS from 16 inversions with various component combinations on the syn-
thetic test. The top figure (a) represents horizontal slice at 1.5 m, middle (b) and bottom right (c) figures
represent the vertical slice perpendicular and parallel to the Ettlingen Line (EL), respectively. For each
figure block, there are 16 different inversions, the rows represent the Galperin source’s component,
whereas the columns represent the receiver’s component.

relatively simple synthetic model, the wavefields in the receiver’s component Z and X are dominated
by the Rayleigh waves. On the other hand, the receiver’s component Y is dominated by the Love wave.

The reconstructed VS from all 16 inversions is represented in Figure 4.18. The receiver’s component
is indicated by the column, whereas the row indicates the source’s component. The top set of the figure
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Figure 4.19: Weighted least-squares VS model misfit for 9C and 3C FWI, and 1C FWI with respect
to the reference model for the synthetic case. The behavior is similar compare to the field data, using
horizontal component yield lower model misfit.

represents horizontal sections at 1.5 m depth. The middle set represents vertical sections perpendicular
to the targeted trench, whereas the bottom set of the figure represents vertical sections parallel with the
main anomaly.

Visual inspection of the figure reveals the inability to produce a good depth reconstruction when
we only take into account the vertical component (ZZ, ZX, ZY, XZ, and YZ) compared to the case
where one horizontal component is taken into account. This observation agrees with the model misfit
(Fig. 4.19), where the 1C FWI with vertical component exhibits a high model misfit. Even with 3C
source with a single vertical receiver’s component (ZREC FWI), we can see high model misfit due to a
limited number of multicomponent sources. This behavior is confirmed by the ZSRC FWI experiment,
where this time only vertical sources are used, however with 3 components receivers, thus including
horizontal receiver components. It gives a lower model misfit, and the high-velocity layer at depth is
partially recovered.

The importance of the horizontal source and receiver components can be linked to the previous sen-
sitivity kernel study. Love wave, has a weaker sensitivity kernel’s decay than Rayleigh wave; therefore,
the Love wave is more sensitive to VS at depth part than the Rayleigh wave. The Love wave’s influence
should be present in all horizontal components due to the source and receiver’s distribution. In addition,
we have more information thanks to the presence of the radial component of the Rayleigh wave.

Despite the dense acquisition and a significant number of sources and receivers, some artifacts can
be observed in these inversion results. The result of YY FWI, although it yields a proper model recon-
struction at the 1.5 m horizontal section, fails to produce a satisfactory vertical slice result. We show
that 1C FWI may not be ideal, even when it is based on the horizontal source and receiver components.

Figure 4.20 represents the absolute data misfit (a) and its corresponding misfit grade (b). ZZ, XX,
and YY components for all inversions have the highest absolute misfit value. Those components have
two order of magnitudes absolute misfit value compared to the other components (Fig. 4.20c). The
presence of those dominant components may drive the inversion due to the highest misfit value. In
practice, when we have a relatively simple subsurface structure, we can focus on recording those three
components since the waves are mainly recorded on those three components. In this synthetic example,
analyzing the absolute data misfit is sufficient to see the horizontal components’ influence. Consistent
with the previous results, the inversions that consider only the vertical source or receiver have a higher
absolute misfit than the inversions that consider the horizontal components.
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Figure 4.20: Color representation of the absolute misfit (a) and grade of component misfit (b) from all
sources on the field data application. Bar plot of the absolute data misfit on 9C FWI (c).
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Figure 4.21: Reconstructed VS from 16 inversions with various component combinations on field data
application. The top figure (a) represents horizontal slice at 1.5 m, middle (b) and bottom right (c) fig-
ures represent the vertical slice perpendicular and parallel to the Ettlingen Line (EL), respectively. For
each figure block, there are 16 different inversions, the rows represent the Galperin source’s component,
whereas the columns represent the receiver’s component.

4.4.3.2 Field experiment

The component analysis from the field experiment produces 16 different reconstructed VP and VS
models. Figure 4.21 shows the reconstructed VS on all 16 inversions. The top figures represent the
horizontal slices at 1.5 m depth, the middle figures represent the vertical slices perpendicular to the
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Figure 4.22: Weighted least-squares VS model misfit for 9C and 3C FWI, and 1C FWI to the reference
model for the field data application. Model misfits that consider the horizontal component receiver give
significantly lower model misfit than the vertical one. Inversions using 1C source and 3C receiver give
relatively similar misfits, whereas inversions using 3C source and 1C receiver give lower misfits on the
horizontal component receiver. The vertical only receiver (ZREC) has a higher misfit than the other 3C
FWI, but it has a significantly lower misfit than 1C FWI using the vertical component.

Ettlingen Line, whereas the bottom figures represent the vertical slices parallel to the Ettlingen Line.
The location of the vertical sections is displayed in Figure 4.11.

The horizontal slices show consistent shapes between all inversion results. Both the Ettlingen Line
and the other trench-like structure can be recovered. The other trench-like structure can be recog-
nized by a low-velocity anomaly at the horizontal section’s right side. The consistent shapes depict a
well-constrained problem due to the sufficient data and effective workflow. Through a more detailed
analysis, the Ettlingen Line’s shape is more consistently recovered than the other trench-like structure
(the second trench). This observation corresponds with the fact that the second trench is located close
to the acquisition’s edge. Assuming the 9C FWI is the best-reconstructed model, we can see a more
detailed structure on the second trench. Some results are similar to the 9C FWI (e.g., USRC FWI and
VY FWI), and some are dissimilar (e.g., VZ FWI).

The vertical slices show more dramatic differences than the horizontal ones. It can be seen in both
vertical sections. Starting from the depth of 5 m and deeper, we can observe significant model recon-
struction differences, especially for the inversion using only vertical receivers (e.g., UZ, VZ, WZ, and
ZREC FWI). The velocity models deeper than 5 m depth on those inversions only have few updates
than their initial models. The inversions, which take into account the horizontal components, generally
have better depth reconstruction. From this point, we can see the importance of the horizontal compo-
nents in the shallow seismic experiment. There are two exceptions for UY and WY FWI, where the
model reconstruction at depth is not as good as the other inversion using horizontal components. This
observation is later discussed in the data misfit.

Based on the visual inspection, there are some hints about the preferred component for FWI. Al-
most all inversions with the horizontal component receiver show a better model reconstruction than the
vertical component receiver.

Contrary to the synthetic experiment, where 1C FWI with the vertical source gives a disadvantage,
the Galperin source seems more beneficial in terms of the depth reconstruction. The Galperin sources’
slanted directions mix horizontal and vertical components, resulting in the ability to have more diverse
information.

The model misfit supports the observation of the reconstructed model in Figure 4.21. Presented as
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a bar chart in Figure 4.22, the plot shows the model misfit for all 16 inversions. Amongst all the model
misfit’s largest three are the UZ, VZ, and WZ FWI. The values agree with Figure 4.21, in which the
inversion results using the horizontal components have better model reconstruction at depth. On the
other hand, the ZREC FWI has a relatively lower model misfit than the previous three, even though it
only considers the vertical receivers. This low model misfit corresponds to the fact that the ZREC FWI
better reconstructs the velocity model in the shallow part of the model.

The data misfits are presented as color matrices for both plots (the absolute data misfit and the misfit
grade). We can observe similar patterns for all inversions in the absolute data misfit (Fig. 4.23a).

In this experiment, 9C FWI has the highest misfit grade for almost all components (Fig. 4.23b).
The inversions with multicomponent receivers (USRC , VSRC , and WSRC) are the second best results.
Even though they lack a multicomponent source, they have sufficiently dense 3C receivers. Some
inversions with multicomponent sources (XREC and YREC) are generally better than 1C FWI. ZREC
FWI demonstrates that even if we use multicomponent sources, the misfit grade might be worse than
1C FWI if we only consider the vertical component receiver.

From this experiment, several conclusions can be drawn. The first is that the horizontal components
play an essential role in the model reconstruction. The second is that multicomponent data can produce
a better-reconstructed model due to the better constraint and model’s illumination. The third is the
fact that the Galperin source has better 1C FWI’s performance than the 1C FWI using the Cartesian
source. Overall, 9C FWI produces a better model reconstruction than the 1C or 3C FWI in the synthetic
experiment. In the field experiment, 9C FWI yields the best data and model misfit. However, there is
bias in terms of the model misfit, because the reference model is determined from 9C FWI at a higher
frequency.

In the next section, we assess the limit of the multicomponent inversion given a decimated number
of the source and receiver. Using the decimated acquisition, we can see whether it is better to have
coarse acquisition but multicomponent data or a dense acquisition with single component data.

112



4.4 Application of multicomponent Full Waveform Inversion

Figure 4.23: Color representation of the absolute misfit (a) and grade of component misfit (b) from
all sources on the field data application. Each figure consists of 16 independent inversions with a
different component combination. For each inversion, we have a 3 by 3 matrix, and the colors represent
the misfit for each component (the rows are the sources’ component, whereas the columns are the
receivers’ component.), the black rectangles represent the component combination which is used during
the inversion. The absolute misfit matrix (a) represents the true calculated misfit value. Higher grade
(b) means better data misfit compared to the same component on different inversion.
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4.5 Acquisition’s decimation

4.5.1 Source’s and receiver’s decimation setup

We perform decimation on source and receiver while keeping the equivalent aperture of the acquisition.
With that consideration, we can see that the outer-most acquisition of the decimated acquisition is
located approximately in the same area. Figure 4.24 represents all nine different combinations of the
decimated source and receiver.

Figure 4.24 shows three level of decimations for the sources (orange circles) and receivers (blue
triangles). We decimate the source from 36 to 10 and 5 source’s locations. With the source’s original
position, it is quite challenging to maintain the original aperture, but we manage to select several out-
ermost sources even when we only keep 5 sources. In terms of the receiver’s location, due to the dense
and regular spacings, we can easily decimate the receiver by a factor of two and four for each direction,
resulting in three acquisition geometries with 855, 217, and 42 receivers.

We can compare the decimated acquisition spacing with the wavenumber of the anomaly. Based
on the 9C FWI application using the full acquisition dataset (36 sources and 855 receivers), we obtain
VS =100 m.s−1 within the Ettlingen Line. Given 45 Hz as the highest frequency, we have λ =1.9 m as
the minimal wavelength in the trench. The width of the anomaly is around 2 to 5 m (1.05 to 2.5 λ). The
receiver’s decimation gives us a spacing of 1, 2, and 4 m (or 0.52, 1.05, and 2.10 λ). The decimated
sources’ spacing is 5.65 and 11.31 m (or 2.97 and 5.95 λ) for the first two. The last decimated sources
do not have an equivalent spacing, but it is ranging from 8 to 22 m (or 4.21 to 11.58 λ).

For each case of the decimation, we performed inversions for 16 different component combinations.
In total, we perform 144 different inversions. We follow the same inversion workflow and procedure
that is shown in Figure 4.13.

4.5.2 Results

The horizontal sections of the reconstructed VS at 1.5 m depth from all inversions can be seen in
Figure 4.25. With the decreasing source’s number, we can see more apparent degradations on 1C FWI
compared to 3C and 9C FWI. More in detail, these degradations are even more visible on 1C FWI with
the horizontal component than the vertical component. For example WX FWI and WZ FWI with 5
sources and 42 receivers (Fig. 4.25). This observation shows a more robust resilience of the inversions
with vertical component receiver at shallow depth.

The receiver’s decimation also degrades the final reconstructed model, but not as severe as the
source’s decimation. The severity of the degradation is related to the receiver’s spacing on the decimated
setup. Note that the largest receiver’s spacing is around the same as the size of the anomaly. In this
case, the inversions using the largest receiver’s spacing still produce decent anomaly reconstructions
(with the densest source) but with a more visible acquisition footprint. We can see it in VY FWI with
36 sources and 42 receiver in Figure 4.25. One could introduce stronger gradient smoothing to mitigate
this issue. However, the stronger gradient smoothing may slow down the inversion’s convergence.

Multicomponent inversions (3C and 9C FWI) shows less degradation than the 1C FWI. In this
experiment, 9C FWI shows the best result compare to 1C and 3C FWI with the same number of sources
and receivers. In addition, 9C FWI also do not suffer from any acquisition footprint.

The vertical sections of reconstructed VS at x = 15 m in crossline direction is shown in Figure 4.26.
These vertical sections show similar result regarding to the inversion’s resolvability using horizontal
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Figure 4.24: Source and receiver decimation of the Ettlingen Line field dataset. We decimate the source
and receiver while keep the aperture of the acquisition to remain almost the same. NREC and NSRC

represent the total number of sources and receivers, respectively. The notation below the NREC is the
decimated inline and crossline grid. Orange circles represent the source’s location, whereas the blue
triangles represent the receiver’s location.

components with respect to depth. The results show that the depth reconstruction is better when the
horizontal components are taken into account. However, the results degrade with fewer number of
sources and receivers. In this experiment, the best trade-off can be seen in the inversions with 217
receivers and 10 sources. With this setup, we can save the acquisition time by a factor of four for the
receiver’s installation and 3.6 for the source’s installation while still obtain an acceptable reconstructed
model. Observing these horizontal and vertical sections shows that the vertical receivers are more
sensitive to the shallow model reconstructions, whereas the horizontal receivers are more sensitive to
the deeper model reconstructions.
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Figure 4.25: Horizontal section of the reconstructed VS from all combination of source and receiver
decimation at 1.5 m depth.

Qualitative interpretation from Figure 4.25 and 4.26 can be confirmed quantitatively by calculating
the corresponding model misfit. The model misfit of all inversions are presented in Figure 4.27. Each
color represents the model misfit for each inversion, with blue is the lowest and red is the highest model
misfit.

Without sufficiently dense sources and receivers, 1C FWI using the horizontal receiver’s component
generally yields higher model misfits. The example can be seen in the inversions with 5 sources and
42 receivers. In this set of inversions, UY, VX, VY, WX, and WY FWI have higher model misfit
than UZ, VZ, and WZ. This is contradictory with the inversion’s results using 36 sources and 855
receivers, where 1C inversions using horizontal receiver component yield better model misfit than 1C
inversions using vertical receiver component. This observations are related to fact that in dense enough
acquisition, inversions using the horizontal component are able to both reconstruct the shallow anomaly
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Figure 4.26: Vertical sections of the reconstructed VS from all combination of source and receiver
decimation. These sections are located at x = 15 m in crossline direction.

(The Ettlingen Line) and deeper part of the model. On the contrary, the inversions using the horizontal
component with less number of sources and receivers are successfully reconstruct the deeper part of the
model, but fail to reconstruct the shallow anomaly. In 3C FWI using horizontal receiver (XREC and
YREC), the previously mentioned effect is not so dramatic, thanks to the presence of multicomponent
sources.

With the same number of sources and receivers, 9C FWI results always have the lowest model
misfit. Aside from that, 9C FWI results also follow the expected behavior. Their model misfits increase
when we reduce the number of sources or receivers. These observations are not visible in 1C FWI
results. In 1C FWI results, reducing the number of sources or receivers is not always translated into
lower model misfit. For example, VX FWI with 10 sources and 42 receivers has higher model misfit
than VX FWI with 5 sources and 42 receivers. A similar observation also can be observed in 3C FWI,
XREC with 10 sources and 42 receivers has higher model misfit than XREC with 5 sources and 42
receivers.These observations leads to a remark that 9C FWI is more robust than 1C and 3C FWI.

The data misfits of the source and receiver decimation experiments are shown as the absolute data
misfit for each inversion result (Fig. 4.28). The color scale is scaled globally among all inversion
cases and components. The lowest absolute misfit is represented as blue and the highest absolute misfit
is represented as red. The absolute data misfits in Figure 4.28 show similar patterns between each
inversion case. Thus, it is easier to assess the data misfit using the total absolute data misfit from all
9 components data because of these similarities. The representation of the total absolute data misfit is
shown in Figure 4.29.

In some cases, the inversions fail to produce a sufficiently accurate models even if the data misfits
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Figure 4.27: Model misfit from the decimated source and receiver setup. Each color represents the
model misfit for each inversion, with blue means the lowest and red is the highest model misfit.

are low. Some of the examples are WX FWI with 5 sources and 217 receivers, UY FWI with 36 sources
and 42 receivers, UY FWI with 10 sources and 42 receivers, as well as UY FWI with 5 sources and 42
receivers.

With the decimation (lower number of sources or receivers), the inversion using horizontal com-
ponent receivers has lower data misfits. The lower data misfit on the horizontal component receivers
might correspond with the higher level of data complexity. The vertical component receivers have sim-
pler propagated waves and stronger responses. The stronger responses are observed for VZ and WZ
component receivers, indicated in Fig. 4.28). Due to the amplitude bias, as demonstrated in Figure
4.28, the lower data misfit does not necessarily mean a better model misfit. However, the confidence of
having good data misfit and model misfit is increased when we incorporate multicomponent data.

One extreme example is shown in Figure 4.30. With 5 Galperin sources and 42 3C geophones,
we need fewer equipment numbers and less acquisition time compared to the UZ FWI on the full
acquisition setup. The required installation times are reduced by a factor of 20 and 7 for the receivers
and sources, respectively. It also has a potential reduction of acquisition time by a factor of 2.4, coming
from the total number of source’s components. The computational time also has a potential gain of 2.4
from the total source component’s ratio. The model reconstruction is comparable at 1.5 m depth. At
depth, the reconstruction is equally bad, UZ FWI fails to reconstruct high velocity layer at the bottom
of the model, whereas 9C FWI only reconstruct it partially. Therefore, we conclude that 9C FWI with
the least source’s and receiver’s numbers still produce a comparable result with the 1C FWI (especially
UZ FWI) with the full setup for this particular case.
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Figure 4.28: Absolute data misfit of all components and experiments from the decimated source and
receiver setup. The color is scaled globally. The lowest absolute misfit is represented as blue and the
highest is represented as red.
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Figure 4.29: The total absolute data misfit on each inversion from the decimated source and receiver
setup. The color is scaled globally. The lowest absolute misfit is represented as blue and the highest is
represented as red.

Figure 4.30: The reconstructed VS on UZ FWI using the full acquisition setup (a).The reconstructed VS
on 9C FWI using 5 sources and 42 receivers (b). Top figures are the horizontal slices at 1.5 m depth.
Bottom figures are the inline vertical slices at x = 15 m.
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4.6 Conclusions

With the increasing popularity of the Full Waveform Inversion (FWI), the question regarding the effec-
tiveness of using multicomponent data also increases. In this article, we perform extensive experiments
to better understand the benefit of using multicomponent data in FWI. These experiments can also
provide general guidelines for future shallow seismic experiments.

The sensitivity kernel analysis on simple synthetic models and several event windows shows that
incorporating multicomponent data gives complementary information to improve the inversion. In shal-
low seismic, the surface waves have a strong response close to the surface and decay exponentially
towards the depth. The surface waves also have a very weak sensitivity towards VP but strong sensi-
tivity to VS parameter. In addition, our experiments show that the Love wave’s sensitivity kernel has a
stronger VS sensitivity at depth than the Rayleigh wave. We also observed strong amplitude differences
between the surface waves and the body waves. Therefore, a careful strategy needs to be implemented
in order to have a decent VP reconstruction.

Given a relatively dense acquisition, we perform an analysis of the inversions with various compo-
nent combinations. The result shows that the inversions using multicomponent data (3C and 9C FWI)
yield comparable reconstructed models at shallow depth, shown by synthetic and field data. The re-
construction at the deeper part of the model improves by incorporating the horizontal component. This
result is supported by visual observation, model misfit, and data misfit. The additional depth resolution
on inversion with the horizontal component can be linked with the additional information gathered from
the Love wave’s sensitivity at depth and the radial component of the Rayleigh wave. These observations
agree with the earlier observation of the sensitivity kernel of the Love and Rayleigh wave.

The data misfit on the horizontal component inversion on a decimated source or receiver is higher
due to the propagated wavefield’s complexity. Using this experiment, we demonstrate that higher data
misfit is not necessarily a higher model misfit.

The source and receiver’s decimation gives a more evident benefit of using multicomponent data.
In general, 1C FWI has a higher chance of producing a less accurate model even when the data misfit
is low. Incorporating multicomponent data also can decrease the model misfit by a significant margin,
especially for the 9C dataset. In this experiment, 9C FWI can still produce a decent lateral resolution at
a shallow depth, even with minimal sources and receivers.
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5.1 Introduction

5.1 Introduction

FWI is known for its demanding computational cost. Since its early development in the 1980s Tarantola
(1984b), the computational cost is one major barricade, aside from the acquisition technology. Several
factors contribute to the total computational cost in FWI. The first factor is related to the modeling
and inversion engine. An accurate waveform modeling requires a more complex PDE and numeri-
cal discretization method. In some cases, both PDE and the numerical discretization method can be
simplified but still have sufficient accuracy. One example is given in the marine environment, where
a (visco)acoustic approximation is considered sufficient to represent the seismic data recorded using
hydrophones. A suitable choice of numerical discretization also plays an important role. For exam-
ple, the finite difference method is considered sufficient in the acoustic approximated medium with flat
topography. However, these workarounds are sometimes not applicable to more complex cases. On-
shore seismic acquisition with a thin low-velocity layer and complex topography is one of the examples
(Trinh et al., 2019a). This type of case requires a better representation of physics, which leads to a more
expensive computational cost.

The second reason is related to the practical aspects. With the development of the acquisition
technology, it is now more affordable to perform a larger size acquisition, moving towards 3D instead
of 2D, and having multicomponent sources. Those factors can increase computational cost demand.
Aside from that, the development of data acquisition and processing enables us to have broadband data,
which raises the interest of performing the inversion with even higher frequency, leading to an increased
computational cost.

At the beginning of my PhD project, I was also aware that my project would involve 3D elastic
medium. With the framework of exploration scale, I also aware that the computational cost is one of
the limiting factors to extract most of the information from the seismic dataset. Therefore, we have
planned to mitigate the problem through two popular techniques that have been used in the seismic
imaging community, namely source encoding and subsampling on sources. Romero et al. (2000) intro-
duced source encoding for the seismic migration application based on the source superposition concept.
He proposes a technique to reduce the computational cost in performing seismic migration. This tech-
nique is later commonly used, especially in the exploration scales (Krebs et al., 2009; Ben Hadj Ali
et al., 2011; Schuster et al., 2011; Haber et al., 2012; Castellanos et al., 2015). The second method
is subsampling on sources. Instead of the superposition technique, subsampling on sources dynami-
cally select some sources from the main pool of sources. This type of source decimation might yield a
comparable result assuming that the medium is already oversampled with many sources. Ha and Shin
(2013) performed a sensitivity test on the subsampling technique and shows that the random and cyclic
source selection are the best subsampling technique. Both methods can reduce the computational cost
by reducing the total number of forward and adjoint problems that need to be solved.

In the following section, I describe a short concept of the source encoding and subsampling on
sources that I created. Then, I explain the implementation of the source subsampling and encoding
toolbox. Afterward, a small field experiment is performed to assess the toolbox’s potential benefit for a
shallow seismic scale.
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5.2 Theory

5.2.1 Source encoding

The source encoding method can be seen as a superposition of the recorded data from many sources
in both synthetic (dcal) and observed data (dobs). The implementation of the source encoding in the
synthetic data is performed by modifying the source time function into a supersource s̃k through a
convolution operation in time domain or multiplication in frequency domain given by

s̃k(ω) =

NS∑
i=1

κki (ω)si(ω), (5.1)

where k (k ∈ 1, 2, . . . ,K) represents the index of the supersource, K is the total number of super-
sources, and κ is the encoding key (Castellanos et al., 2015). In ideal case, the quantities κki is random
complex scalars and should follow

E[κ∗iκj ] = δi,j , (5.2)

where E is the expectation of κ, and δij is the Kronecker delta. This equation implies that a perfect
encoding key should be mutually exclusive to each other. Considering the new vector of encoded source
S̃, the second order viscoelastic wave equation in Chapter 1 is transformed into

ρ∂ttũ = DCDT ũ−DCR
L∑

Λ=1

ψΛ + S̃,

∂tψΛ + wΛψΛ = yΛwΛD
T ũ, with Λ = 1, . . . ,L,

(5.3)

where ũ is the encoded incident wavefield. The encoded synthetic data d̃cal can be extracted using the
same extraction operation R as

d̃cal = Rũ. (5.4)

The encoding should be performed for the observed data as well. Due to its linear operation in the
frequency domain, the observed data dobs can be encoded using similar operation with the Equation 5.1
as

d̃obs(ω) =

NS∑
i=1

κki (ω)dobsi(ω). (5.5)

The new misfit function is now compare between two encoded seismic data as

χ(m) =
1

2

∥∥∥d̃cal − d̃obs

∥∥∥2
(5.6)

Source encoding introduces substantial crosstalk between sources. Based on several experiments
and sensitivity tests, Krebs et al. (2009) have demonstrated that a random scalar value of +1 or -1 is
the most efficient encoding key. With a singular value, the convolution in Equation 5.1 and 5.5 can be
simplified into a multiplication of either +1 or -1 in time domain. Krebs et al. (2009) also suggested
to perform re-encoding as often as possible to minimize the crosstalk. Performing re-encoding breaks
the numerical optimization flow because the objects that we compare in Equation 5.6 are different. In
steepest descent (Nocedal and Wright, 2006), where the gradient calculation solely relies on the current
iteration, performing re-encoding requires no modification. However, the other second-order numerical
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optimization also takes into account the previous gradients. In this case, the optimization is also needed
to be restarted along with the re-encoding.

On l-BFGS method, Rao and Wang (2017) proposed an alternative to both stable descent direction
and minimal crosstalk. This method divides the l iterations into two parts, invariant and re-encoding
steps. During the invariant steps, no re-encoding is performed to ensure a stable descent direction.
Afterward, during the re-encoding steps, the data is re-encoded every iteration to reduce the crosstalk.

5.2.2 Subsampling on sources

Subsampling on sources dynamically selects a subset of sources from the sources’ pool. The number
of incidents and adjoint problems is also reduced through the source selection. In contrast with the
source encoding, the subsampling on sources does not introduce any non-physical crosstalk. However,
subsampling on sources reduces the amount of information that is taken into account in each iteration.
In a sufficiently dense acquisition where the medium is densely sampled, subsampling on sources can
reduce computational time without sacrificing the results. Ha and Shin (2013) presented a comparison
between subsampling strategies. He suggests that random and cyclic subsampling on sources give the
best result. The random and cyclic subsampling on sources is illustrated in Figure 5.1. Warner et al.
(2013) demonstrate a successful example of subsampling on sources technique, followed by many other
examples (Kamath et al., 2020; Pladys et al., 2020).

Figure 5.1: Illustration of random (first row), and cyclic subsampling on sources (second row). Filled
circles are the selected sources.

Similar to the source encoding counterpart, re-subsampling is necessary to include the new dataset
into the inversion. With re-subsampling, a numerical optimization restart is also required for the second-
order optimization methods.
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Algorithm 2: Initialization phase

Result: d̃obs and S̃
Variables declaration and memory allocation;
Read input files for encoding toolbox;
Read acquisition files ;
Execute encoding subroutine;

5.2.3 Code implementation

The source subsampling and encoding toolbox are written in Fortran as an independent library and
coupled with two SEISCOPE codes. The toolbox is divided into three main parts: the initialization
subroutine, the encoding and subsampling subroutine, and the main program’s communication. The
initialization phase (Alg. 2) mainly focus on the memory allocation, scan the acquisition information,
and perform the first encoding/subsampling. The encoding phase is firstly executed during the initial-
ization phase and later executed when re-encoding, or re-subsampling is activated (Alg. 3). The third
step is communication and integration with the main FWI subroutine (Alg. 4). Besides the main three
steps, other smaller subroutines are implemented in our subsampling and encoding toolbox, which are
source partition, random number generator, and same source position check.

Algorithm 3: Encoding and subsampling phase

Result: d̃obs and S̃
Variables declaration and memory allocation;
if initialization phase or re-encoding is activated or re-subsample is activated then

if Random seed file is not exist then Create random seed file;
Read random seed file;
if Subsampling is activated then Subsample sources;
if Source partition is activated then Perform source partition;
Distribute the source to the available processors;
if source encoding is activated then

Generate encoding keys κ;
Read the observed data dobs;
Read the source time function S;
Perform source encoding and obtain d̃obs and S̃;

else
Do nothing

end
else

Do nothing
end

5.2.3.1 Source partition

Introducing the source encoding into the inversion introduce non-physical crosstalk. Instead of combin-
ing it directly, Romero et al. (2000) introduce phase encoding to reduce the amount of crosstalk between
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Figure 5.2: Illustration of the source encoding without (a) and with source partition (b). Each circle
represents a single source and each rectangle represents each processors. In this illustration, we assume
that there is no domain decomposition (each CPU perform a single simulation). The lines with the same
colors depicts the relation between the source and the simulation.

different sources. The study from Krebs et al. (2009) show a further analysis of different phase encod-
ing keys and decide that +1 or −1 scalar encoding keys are the most robust one. However, when many
sources are taken into account, +1 or −1 scalar encoding keys are not sufficient, and heavy crosstalk
could occur. Therefore, I propose another way to reduce the amount of crosstalk by reducing the total
number of encoded sources in a single simulation. Instead of having all sources in each simulation (Fig.
5.2a), the source partition subroutine allows us to split the total number of the sources into a smaller
supersource on each simulation (Fig. 5.2b).

5.2.3.2 Random Number Generator

The random number is generated using a built-in Fortran function RANDOM NUMBER(). In order to
have random numbers that are accessible to all processors, we need to determine a common random
seed. In this Encoding Toolbox, the variable seed is an integer array with a length of 33. The length
is arbitrarily chosen to accommodate different seed length requirements on several different compilers.
Later, the seed is stored in the disk; therefore, all processors might have access to the same seed
files and variables. In our implementation, the seed can be automatically written by the toolbox or
manually defined by the user. The seeds generated by the toolbox is written on the disk with the prefix
name ’seed’.

5.2.3.3 Same source position check

The source subsampling and encoding toolbox also perform the same source position check. Perform-
ing source encoding on several sources at the same location might increase the amount of crosstalk,
especially when the type of sources or the directions are different. This check put the source with the
same location on a different source partition.
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Algorithm 4: Communication phase in a basic inversion subroutine

Initialization of FWI subroutine;
if Encoding is activated or subsampling is activated then

Execute initialization phase subroutine (Alg. 2) ;
Copy d̃obs and S̃ to the local variables if neccesary;
Copy the acquisition information to the local variables;

else
Perform regular data reading (S, dobs, and acquisition);

end
Compute forward problem, gradient, and the cost function;
while inversion is not converged and inversion id not failed do

Execute the optimization toolbox (Métivier and Brossier, 2016);
if new iteration then

if Encoding is activated or subsampling is activated then
Check whether optimization restart is required;
if l-BFGS optimization then

Check whether the iteration is invariant or not (Rao and Wang, 2017);
else

Do nothing
end
if gradient computation is required then

Compute forward problem, gradient, and the cost function;
else

Do nothing
end
if optimization restart or not in invariant iteration then

Execute source encoding/subsampling subroutine (Alg. 3);
Copy d̃obs and S̃ to the local variables if neccesary;
Copy the new acquisition information to the local variables;
if optimization restart then

Compute forward problem, gradient, and the cost function;
else

Do nothing
end
Set optimization restart to FALSE;
Set the invariant iteration to TRUE;

else
Do nothing

end
else

Do nothing
end

else
Do nothing

end
end
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5.3 Application on the Ettlingen Line data

5.3.1 Parameter setup

The source subsampling and encoding toolbox are tested on the existing field experiment. We use the
3D 9C Ettlingen Line seismic data for this purpose. Our goal is to test the feasibility of performing 3D
FWI using the 9C dataset on the viscoelastic medium within a reasonable computational cost margin.
We follow the same workflow as it has been proposed in Section 3.3.2.3 and main parameter setup in
Section 4.4.1 for field experiment.

Common experiment setup

We perform five different tests concerning source encoding and subsampling on sources. We illus-
trate the subsampled or encoded sources using a selected source map plot given in Figure 5.3. For each
subsampling and encoding, there are three lines of circles plot. Each line represents the Galperin source
direction in U, V, and W from top to bottom, respectively (Fig. 5.3a). Each circle illustrates a single
source with a particular direction and location. Circles with the same color on each subsampling and
encoding plot represent a common source in a single wave propagation simulation or encoded into a
common supersource (Fig. 5.3b).

There are several common parameters used in our experiment. A random +1 or -1 encoding is used
for source encoding, whereas random subsampling is used for subsampling on sources. The numerical
optimization is restarted every five iterations, and the encoding keys are randomly re-generated. All
receiver components (Z, X, and Y) are also considered.

Figure 5.4 shows a synthetic seismic section that is calculated without source encoding or sub-
sampling on sources in a single simulation. This synthetic data is the Z component of the first source
location (source coordinate of x = 0 and y = 0) using the U source component. This figure can be
used as a comparison with the other seismic sections in our experiments.

In all experiments, we aim to seek the possibility of an affordable inversion for the Ettlingen Line
field experiment. We aim to perform 3D FWI on a viscoelastic medium using SEM46 with a limited
resource and a time constraint. In this case, we target an inversion that can be performed using 16
core processors, 32 GB RAM, and big but not unlimited non-volatile storage. The non-volatile storage
is considered big but not unlimited because it is easily expandable. We show later that, while the
non-volatile storage requirement is relatively high, it is still affordable. Several non-volatile storage
examples are the hard disk, Solid State Drive (SSD), and Intel Optane. It is essential that considering
high-speed non-volatile storage is essential because the inversion requires intensive I/O operations. For
our experiments, we limit the maximum CPU time up to 10 days using 16 processors. Note that 10 days
is just an arbitrary value representing a week and a half of inversion. It is equivalent to a total maximum
sequential CPU time of 2688 hours.

The experiments are performed using Irene KNL Nodes, a high-performance computing machine
provided by the TGCC. KNL Nodes is the second generation of Intel Xeon Phi processor with the code
name of Knight Landing. Intel Xeon Phi itself is based on Many Integrated Core (MIC) architecture.
For each node, there is a single CPU with 68 cores with a clock of 1.4 GHz. Each node has 96 GB of
RAM, leading to 1.4 GB of RAM per core. In terms of the non-volatile memory, Irene KNL uses a very
high bandwidth of 60 GB/s, shared with all active users.
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Figure 5.3: A guide to understand the selected source map plot. This plot is the representation of
the selected source for source encoding and subsampling on sources. Each circle represents a single
source location and direction. Filled circles depict the selected sources, whereas blank circles represent
discarded sources. Each line represents the source directions (a). Black arrows in (b) show an example
of sources taken into account in a single simulation. The same color indicates a common source in a
single simulation.

Figure 5.4: Normal synthetic seismic section without source encoding and subsampling on sources. The
figure indicates the first source location recorded in z-direction. The location of the source is coincide
with first seismic trace.

Figure 5.5: Selected sources of the full source encoding for all frequency bands on case 1.

The detail of each different cases are presented below:

Case 1: Full source encoding using all source directions

The first test is a full source encoding using all source directions on each forward problem. For
each wave propagation simulations, all 108 sources are taken into account. It is indicated by the same
circle’s color in Figure 5.5. There are a total of 16 encoded seismic simulations with different encoding
keys. Figure 5.6 shows the encoded seismic section in a single wave’s propagation’s simulation in Z
component. Due to multicomponent sources, there are three different sources at the same location,
which might increase the crosstalk between these sources.

Case 2: Full source encoding using V source directions

In this second case, instead of using all source directions, we only consider the V component source
(Fig. 5.7). By selecting a single source direction, we can avoid heavy crosstalk between sources at the
same location. Figure 5.8 shows the encoded seismic source.
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Figure 5.6: Synthetic encoded seismic section on all 108 sources calculated on a single wave propaga-
tion’s simulation (case 1).

Figure 5.7: Selected sources of the full source encoding for all frequency bands on case 2. Note that
only sources with V direction are selected.

Case 3: Partitioned source encoding

Instead of reducing crosstalk reduction by having the same encoded source with a different en-
coding key, we can have a source encoding with partitioned source by separating sources into several
different simulations (Fig. 5.2). In this case, 108 sources are divided into 16 different simulations. Each
simulation consists of 6 to 7 random sources. Figure 5.9 shows the selected sources map throughout the
inversion. Each frequency band has a minimum of two sets of selected sources map due to two inver-
sions (VS only and multiparameter inversion). If the frequency band has more than two selected source
maps, it means the encoding is performed more than once. This setup might reduce spatial crosstalk
between the receiver. Figure 5.10 shows a better spatial separation between sources.

Case 4: Full subsampling on sources

In this setup, we only consider 16 different sources for each iteration. The component and location
of sources are randomly selected. Different from the source encoding, subsampling on sources does
not suffer from the crosstalk between sources. Figure 5.11 shows the subsampled source. Our field
experiment is a good candidate for the subsampling on sources because of the dense acquisition. Chap-
ter 4 also shows a promising result with a decimated source. The seismic section of the subsampled
source can be seen in Figure 5.12. The seismic waveform is simpler than the source encoded case.
However, the source location and component are different compared to Figure 5.4 due to the random
source selection.

Case 5: Source encoding + subsamping on sources

We perform another experiment by combining both methods to take advantage of the subsampling
on sources and source encoding. We consider two sources for each simulation. Because we restrict
ourselves to 16 simulations, only 32 sources can be taken into account. Therefore, random subsampling
is performed in order to select the source pool to be encoded. Figure 5.13 shows the selected sources
on the first 3 frequency bands. Figure 5.14 shows the encoded seismic section on a single simulation.
We can observe minimal crosstalk compared to the other encoding technique.
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Figure 5.8: Synthetic encoded seismic section on 36 sources with V direction calculated on a single
simulation (case 2).

Figure 5.9: Selected sources of the partitioned source encoding for 3 - 15 Hz (a), 3 - 25 Hz (b), 3 - 35 Hz
(c), and 3 - 45 Hz (d) frequency band on case 3. Each frequency band might have multiple re-encoding,
depicted by multiple set of plots.

Figure 5.10: Synthetic encoded seismic section on 7 sources calculated on a single simulation (case 3).
The selected sources is determined using sequential partition.

Figure 5.11: Selected sources of the full subsampling on sources for 3 - 15 Hz (a), 3 - 25 Hz (b), 3
- 35 Hz (c), and 3 - 45 Hz (d) frequency band on case 4. Each frequency band might have multiple
re-encoding, depicted by multiple set of plots.
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Figure 5.12: Subsampled seismic section on a single simulation (case 4). There is only one selected
source for each simulation.

Figure 5.13: Selected sources of the full source encoding for 3 - 15 Hz (a), 3 - 25 Hz (b), and 3 - 35
Hz (c) frequency band on case 5. Each frequency band might have multiple re-encoding, depicted by
multiple set of plots.

Figure 5.14: Subsampled and encoded seismic section on a single simulation (case 5). There are two
selected sources for each simulation.
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Figure 5.15: Reconstructed VS models which are obtained using standard FWI on a full acquisition
setup (a), full source encoding (b), source encoding on SRCV (c), partitioned source encoding (d),
subsampling on sources (e), and source encoding + subsampling on sources (f).

Table 5.1: Summary of the total computational time and model misfit for each case. The time is in
days of the equivalent machine, whereas the model misfit is a unitless quantity to measure the similarity
between the reference and reconstructed model. The reference model (first row) is obtained from the
reconstructed VS at 45 Hz from Chapter 3.

Case Total computational time (day) Model misfit (unitless quantity)
Ref. 34.4 36
1 2.1 2476
2 8.3 1415
3 6.5 5591
4 5.1 190
5 7.6 253
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Figure 5.16: Data fit between the observed and synthetic data on Case 1. The synthetic data is calculated
using the initial model (top) and final reconstructed model (bottom). A good data fit is indicated by the
pair of black and blue. The presence of red can be associated with a bad data fit.

5.3.2 Results

Figure 5.15 shows the reconstructed VS at 45 Hz. The reference model in Figure 5.15a is obtained from
the multiparameter inversion using full acquisition (Chapter 3). The reconstructed VS for Case 1 to 5
can be seen in Figure 5.15b to f. Table 5.1 shows a short summary of the equivalent total calculation
time and the model misfit. The model misfit is calculated using the same formulation of model misfit in
Chapter 4. The equivalent total computational times are given in day and represent the computational
time using 16 processors on all four frequency bands.

Figure 5.16 to 5.20 shows the data fit between the observed and synthetic data. The synthetic data
on the top figures are calculated using the initial velocity models, whereas the synthetic data on the
bottom figures are calculated using the final reconstructed models. The synthetic data is drawn using
the blue to the red color scale. Blue represents the positive amplitude in the synthetic data. The observed
data is drawn using the black to the transparent color scale. Black represents negative amplitudes in
the observed data. When the data phase is perfectly matched, a combination of black and blue colors is
shown in the plot. Therefore, the presence of red color is related to a bad data fit.

From the reconstructed VS model (Fig. 5.15b), the full source encoding in Case 1 fails to produce
satisfactory results. Laterally at 1.5 m depth, it cannot reconstruct the two main archaeological objects
(the Ettlingen Line and other trench-like structure on the right of the model). Vertically, it also fails
to produce a meaningful result. There are very high-velocity values close to the surface and a missing
high-velocity layer at depth. Even though the computational time is the cheapest amongst the other
experiments, the model misfit is the second highest (Table 5.1). The data fit plot in Figure 5.16 shows
almost no perceptible improvement for this seismic section. The seismic sections show heavy crosstalk
between sources. Having a limited number of encoded data (only 16 in this case) and multiple sources
at a single receiver does not help the inversion.

The second case focuses on reducing the crosstalk by avoiding multiple sources in a single loca-
tion. With this approach, we can see a notable improvement in the reconstructed VS model (Fig. 5.15c).
Laterally at 1.5 m depth, the low-velocity value due to the Ettlingen Line is visible. The reconstruc-
tion of the other trench-like structure is weaker than the Ettlingen Line. The vertical sections show a
bit of improvement compared to Case 1. A high-velocity layer at the bottom of the model is better
reconstructed than the one in Case 1. Even with these improvements, the VS model is still far from the
reference model. A large model misfit indicates it.
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Figure 5.17: Data fit between the observed and synthetic data on Case 2. The synthetic data is calculated
using the initial model (top) and final reconstructed model (bottom). A good data fit is indicated by the
pair of black and blue. The presence of red can be associated with a bad data fit.

Figure 5.18: Data fit between the observed and synthetic data on Case 3. The synthetic data is calculated
using the initial model (top) and final reconstructed model (bottom). A good data fit is indicated by the
pair of black and blue. The presence of red can be associated with a bad data fit.

In terms of the computational time, Case 2 has the highest compared to the other experiments
(Table 5.1), but still four times faster than the one used to reconstruct the reference model. From the
visual inspection (Fig. 5.17), there is no significant improvement, especially for this seismic section.
Nevertheless, we demonstrate that using a single component source improves the model reconstruction.

The Case 3 has the highest model misfit (Table 5.1). The reconstructed model is the worst compared
to the other experiments (Fig. 5.15d). The trick of reducing crosstalk by separating some sources into
different simulation seems to reduce the amount of crosstalk in a single section. It is shown in Figure
5.18. The data fit after the inversion seems to degrade compared to the initial model. We hypothesize
that due to the lack of redundancy properties given by the first two cases, the inversion is not working as
intended. In this case, for each iteration, every single source is only encoded once, whereas, in the first
two cases, each source is encoded multiple times according to the total number of simulations. There
might be a good exercise to implement an update to the toolbox to performed both partitioned source
encoding with a given amount of encoded source redundancy.

The subsampling on sources (Case 4) is, by far, provides the best-reconstructed model in terms of
the model misfit with a significant reduction of the computational time (Table 5.1). From the recon-
structed VS model (Fig. 5.15e), we can observe a clear reconstruction of both archaeological features.
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Figure 5.19: Data fit between the observed and synthetic data on Case 4. The synthetic data is calculated
using the initial model (top) and final reconstructed model (bottom). A good data fit is indicated by the
pair of black and blue. The presence of red can be associated with a bad data fit.

Figure 5.20: Data fit between the observed and synthetic data on Case 5. The synthetic data is calculated
using the initial model (top) and final reconstructed model (bottom). A good data fit is indicated by the
pair of black and blue. The presence of red can be associated with a bad data fit.

The background velocity model is better estimated than in the first three experiments. Overall, the
lateral and vertical model reconstructions also show a good agreement with the reference model. The
significant improvement can also be seen in the data fit (Fig. 5.19). The blue-black pair of color is more
dominantly presented in the final reconstructed model than the initial model. Having already dense
acquisition is an important factor as well. As I have discussed in detail in Chapter 4, we can perform
a heavy acquisition decimation and still obtain a reasonably good result. With the subsampling on the
source, we can cut down the computational cost while maintaining sufficient accuracy.

The last case (Case 5) is the combination of subsampling on sources and source encoding. With
only two sources per simulation, in the beginning, I expect benefit coming from both subsampling
on sources and source encoding. With a minimal crosstalk source encoding due to the number of
sources per simulation, we may consider more sources on each iteration. Despite that, we can limit the
maximum number of sources taken into account through subsampling on the source. In practice, even
with a minimal source encoding crosstalk, it may degrade the result of the inversion.

The reconstructed VS model of Case 5 is similar to Case 4, thanks to the subsampling technique
(Fig. 5.15f). However, several degradations can also be observed, such as the velocity variation at depth.
This degradation is worse when we consider the computational time. Case 5 is 50% more expensive
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than Case 4 with worse model misfit (Table 5.1). Even if we can gain a significant improvement in terms
of the data fit (Fig 5.20), the increase of the computational cost and model misfit makes this strategy
unappealing.

Overall, source encoding strategies fail to produce a satisfactory result for our shallow seismic
case, even with several available options in the current toolbox. We hypothesize that these failures are
related to the complex waveform shape due to the strong elastic effects. Avoiding multiple sources
in a single location and adding more encoded source redundancy improves source encoded inversion
quality. However, those strategies still fail to produce satisfactory results in our experiments.

Subsampling on sources, on the other hand, produce reasonable models with a significant cost
reduction. Our experiment shows the reduction of computational cost by a factor of 6.75 compared to
the reference model with a full acquisition setup. Subsampling on sources is effective due to the dense
acquisition. The potential reduction is also shown in the analysis of source and receiver decimation in
Chapter 4.

5.4 Conclusions

We illustrate the source subsampling and encoding toolbox’s development, which can automatically
manage source encoding and subsampling on sources within the FWI framework. The toolbox is in-
dependent and can be easily implemented into the modeling and inversion engine. The full Encoding
toolbox is integrated into SEM46, whereas the partial encoding toolbox that manages the subsampling
on sources is integrated into TOYxDAC. TOYxDAC is an acoustic modeling and inversion engine based
on the finite difference method developed by the SEISCOPE consortium.

We observe potential benefits and limitations through five different inversions using source encod-
ing and subsampling on sources techniques. In our shallow seismic experiments, source encoding fails
to produce acceptable reconstructed parameters when multiple sources in a single location are taken into
account in a single simulation. It also fails when the inversion lacks the encoded source’s redundancy.
If both factors are honored, we can see that the source encoding strategy yields imperfect reconstructed
models but still interpretable. We hypothesize that the source encoding’s failures are affected by the
complexity of the encoded seismic data. In shallow seismic with a short distance between source and
receiver, the data is tightly packed with complex waveform due to the strong elastic effects. On the
other hand, the subsampling on sources shows a more promising result in shallow seismic applications.
We can reconstruct an acceptable VS model with a significantly lower computational cost, thanks to the
dense acquisition data.

Aside from the Ettlingen Line application, this source encoding and source subsampling toolbox
has also been used by other researchers in our group. Pladys et al. (2019) and Pladys et al. (2020) show
two FWI applications using optimal transport misfit function for exploration scale. They implemented
the partial Encoding toolbox into TOYxDAC (only subsampling on sources is supported in this imple-
mentation). With a good misfit function and a proper workflow, they can gain a significant resolution
improvement for VP .
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APPENDIX

5.A Computational time tables

This appendix contains more detailed information regarding the computational time required to perform
source encoding and subsampling toolbox cases on the 3D 9C Ettlingen Line seismic dataset.

Table 5.2: Computational cost for 3D FWI using full source encoding on all sources (case 1).

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU El. Time Eq. Time
1 15 Hz VS 1 1.01 3.04 1373 3255 16 0.19 0.19
2 15 Hz VS&VP 3 0.96 10.58 1373 3255 16 0.66 0.66
3 25 Hz VS 5 3.10 18.58 2201 10813 128 0.15 1.16
4 25 Hz VS&VP 1 3.35 10.04 2201 10813 128 0.08 0.63
5 35 Hz VS 1 11.84 35.53 4533 67735 192 0.19 2.22
6 35 Hz VS&VP 2 11.63 46.51 4533 67735 192 0.24 2.91
7 45 Hz VS 4 70.45 352.27 9166 329148 256 1.38 22.02
8 45 Hz VS&VP 4 64.39 321.95 9166 329148 256 1.26 20.12

The unit time is in hours. The total sequential CPU time (seq. time) is 798 hours for four frequency
bands on Irene KNL HPC (TGCC) to perform an inversion starting from the homogeneous initial

model. The memory and storage unit is in Megabytes (MB), and the indicated frequency is the highest
frequency band starting from 3 Hz. The elapsed time (el. time) is the time needed to perform the FWI

in parallel. Equivalence time (eq. time) is the estimated elapsed time on 16 CPU workstation. The
total equivalence time is 50 hours (2.1 days).

Table 5.3: Computational cost for 3D FWI using source encoding on all V direction sources (case 2).

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU El. Time Eq. Time
1 15 Hz VS 1 0.98 2.94 1246 3255 16 0.18 0.18
2 15 Hz VS&VP 1 1.08 4.32 1246 3255 16 0.27 0.27
3 25 Hz VS 1 15.65 46.96 4804 93648 128 0.37 2.93
4 25 Hz VS&VP 1 16.78 50.33 4804 93648 128 0.39 3.15
5 35 Hz VS 1 19.07 57.22 4856 99277 192 0.30 3.58
6 35 Hz VS&VP 1 18.22 54.65 4856 99277 192 0.28 3.42
7 45 Hz VS 20 47.80 1481.72 7458 287219 256 5.79 92.61
8 45 Hz VS&VP 25 44.25 1504.53 7458 287219 256 5.88 94.03

The unit time is in hours. The total sequential CPU time (seq. time) is 3202 hours for four frequency
bands on Irene KNL HPC (TGCC) to perform an inversion starting from the homogeneous initial

model. The memory and storage unit is in Megabytes (MB), and the indicated frequency is the highest
frequency band starting from 3 Hz. The elapsed time (el. time) is the time needed to perform the FWI

in parallel. Equivalence time (eq. time) is the estimated elapsed time on 16 CPU workstation. The
total equivalence time is 200 hours (8.3 days).
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Table 5.4: Computational cost for 3D FWI using partitioned source encoding (case 3).

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU El. Time Eq. Time
1 15 Hz VS 1 1.07 3.21 1246 3255 16 0.20 0.20
2 15 Hz VS&VP 2 1.01 5.04 1246 3255 16 0.32 0.32
3 25 Hz VS 6 8.79 87.90 3306 41145 128 0.69 5.49
4 25 Hz VS&VP 1 8.48 25.44 3306 41145 128 0.20 1.59
5 35 Hz VS 3 30.96 123.86 5903 164167 192 0.65 7.74
6 35 Hz VS&VP 3 24.35 97.39 5903 164167 192 0.51 6.09
7 45 Hz VS 1 236.68 710.03 18115 2203480 256 2.77 44.38
8 45 Hz VS&VP 4 238.26 1429.57 18115 2203480 256 5.58 89.35

The unit time is in hours. The total sequential CPU time (seq. time) is 2482 hours for four frequency
bands on Irene KNL HPC (TGCC) to perform an inversion starting from the homogeneous initial

model. The memory and storage unit is in Megabytes (MB), and the indicated frequency is the highest
frequency band starting from 3 Hz. The elapsed time (el. time) is the time needed to perform the FWI

in parallel. Equivalence time (eq. time) is the estimated elapsed time on 16 CPU workstation. The
total equivalence time is 155 hours (6.5 days).

Table 5.5: Computational cost for 3D FWI using partitioned subsampling on sources (case 4).

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU El. Time Eq. Time
1 15 Hz VS 1 0.97 2.91 1373 3255 16 0.18 0.18
2 15 Hz VS&VP 3 0.99 10.87 1373 3255 16 0.68 0.68
3 25 Hz VS 3 2.65 13.23 2134 10083 128 0.10 0.83
4 25 Hz VS&VP 2 2.84 11.35 2134 10083 128 0.09 0.71
5 35 Hz VS 6 6.31 44.19 3428 32878 192 0.23 2.76
6 35 Hz VS&VP 6 6.51 208.24 3428 32878 192 1.08 13.01
7 45 Hz VS 6 28.64 801.79 5905 128432 256 3.13 50.11
8 45 Hz VS&VP 7 29.96 868.93 5905 128432 256 3.39 54.31

The unit time is in hours. The total sequential CPU time (seq. time) is 1961 hours for four frequency
bands on Irene KNL HPC (TGCC) to perform an inversion starting from the homogeneous initial

model. The memory and storage unit is in Megabytes (MB), and the indicated frequency is the highest
frequency band starting from 3 Hz. The elapsed time (el. time) is the time needed to perform the FWI

in parallel. Equivalence time (eq. time) is the estimated elapsed time on 16 CPU workstation. The
total equivalence time is 123 hours (5.1 days).
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Table 5.6: Computational cost for 3D FWI using partitioned source encoding and subsampling on
sources (case 5).

No FWI Niter Time/∇ Seq. Time Memory Storage NCPU El. Time Eq. Time
1 15 Hz VS 1 1.02 3.05 1246 3255 16 0.19 0.19
2 15 Hz VS&VP 1 1.10 3.30 1246 3255 16 0.21 0.21
3 25 Hz VS 11 2.30 39.06 1789 7998 128 0.31 2.44
4 25 Hz VS&VP 1 2.72 8.16 1789 7998 128 0.06 0.51
5 35 Hz VS 4 9.31 46.57 3471 45132 192 0.24 2.91
6 35 Hz VS&VP 40 9.98 558.92 3471 45132 192 2.91 34.93
7 45 Hz VS 16 42.83 1242.04 7417 282487 256 4.85 77.63
8 45 Hz VS&VP 18 42.05 1051.24 7417 282487 256 4.11 65.70

The unit time is in hours. The total sequential CPU time (seq. time) is 2952 hours for four frequency
bands on Irene KNL HPC (TGCC) to perform an inversion starting from the homogeneous initial

model. The memory and storage unit is in Megabytes (MB), and the indicated frequency is the highest
frequency band starting from 3 Hz. The elapsed time (el. time) is the time needed to perform the FWI

in parallel. Equivalence time (eq. time) is the estimated elapsed time on 16 CPU workstation. The
total equivalence time is 184 hours (7.6 days).

143





Conclusions and prospects

Conclusions

This manuscript aims to tackle specific challenges of 3D multicomponent elastic multiparameter FWI
in a particular shallow seismic experiment. At the beginning of the manuscript, we introduce the wave
propagation inside two different rheologies (elastic and viscoelastic), the numerical method to discretize
and perform wave modeling, and the numerical optimization to perform an iterative inversion. In chap-
ter 2, I review the main field object of this manuscript, the Ettlingen Line. I discuss the history of the
Ettlingen Line and previous experiments that have been performed in the area. I also discuss our 3D
dense seismic acquisition alongside the small preprocessing step required before the inversion. The
application of 3D 9C multiparameter FWI using the viscoelastic medium is described in Chapter 3. In
this chapter, we are able to propose a consistent workflow to obtain VP and VS models and able to
reconstruct the subsurface model of The Ettlingen Line alongside the other trench-like structure. The
effect of multicomponent data in FWI is later discussed in Chapter 4, where I perform a sensitivity
kernel analysis, inversions with various component combination, and acquisition decimations. The last
chapter, Chapter 5, discussed another experiment and implementation that has been done during my
study. Notably, the implementation of the source subsampling and encoding toolbox.

Throughout this study, several important remarks are interesting to be discussed in-depth:

• Feasibility of performing 3D 9C dense seismic acquisition

Performing 3D multicomponent dense seismic acquisition is an exhaustive experiment. One
needs to prepare many resources, mainly in terms of the source’s type and the receiver’s number.
The Prismatic and Galperin source allows us to perform shallow seismic multicomponent seismic
acquisition more efficient with high repeatability. In this manuscript, I also illustrate that we can
perform a relatively dense acquisition with the limited equipment, thanks to the matching filters.
However, the utilization of matching filters still requires another dataset. This dataset needs to be
acquired on the full acquisition area and treated as the reference data. We also have to be aware
that, in some noisy data, the matching filter may end up enhancing the noise instead of the signal,
which leads to an unphysical result.

• 3D multiparameter FWI in shallow seismic scale

Strong elastic effects dominate shallow seismic data in the form of surface waves. With the
short distance between the source and receiver, the body waves are difficult to be separated from
the surface waves. In this manuscript, I show a strategy to perform a multiparameter inversion,
starting from simple models. Our approach relies on a multi-scale strategy with two successive
inversions on each scale. The first inversion is a hard-constrained VP with respect to VS with a
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linear relationship leading to a constant Poisson’s ratio ν throughout the first inversion. With a
hard-constrained VP , we are able to start the inversion from a simple initial model while keeping
the VP and VS value within a reasonable physical limit, constrained by a constant Poisson’s
ratio. The second inversion is a multiparameter inversion for both VP and VS with an additional
constraint of Poisson’s ratio. In this inversion, the Poisson’s ratio may not exceed a designated
limit. With this inversion, we will have the update of both parameters. The updated model has an
updated Poisson’s ratio, which can be used by the next scale’s (higher frequency) inversion.

We illustrate several FWI applications for the Ettlingen Line data up to 65 Hz. The first batch
of the inversion is two 3D 9C inversions using two different initial models, homogeneous and
MASW models. We show that using our workflow, we can obtain a very similar reconstructed VP
and VS . This demonstration is essential for future near-surface FWI studies as it may simplify the
procedure to build the initial model. The second batch of the inversion is related to the rheology
choice (viscoelastic or elastic). We test 3D 9C inversions using both elastic and viscoelastic
medium. Our results show that the inversion using an elastic medium is still acceptable at the
lower frequency band in terms of the model reconstruction since the attenuation effect is not as
significant as the higher frequency. Performing inversion using an elastic approach might also
decrease the computational time. In our case, both results are comparable up to 45 Hz, with a
30% computational time decrease if we consider an elastic medium.

Aside from the technical point of view, through these inversions, we are able to perform a 3D
high-resolution reconstruction of the Ettlingen Line. All four experiments using different ini-
tial models and rheologies successfully reconstruct the geometry of the target. Based on these
reconstructed models, the Ettlingen Line has an approximate width of 5 meters and a depth of
around 2 meters. We are also able to reconstruct another trench-like structure, which was not
detected previously. This new structure has 3 meters in width and 1.5 meters in depth. We gain
an additional resolution benefit; therefore, the archaeologist might have additional information to
investigate this historic structure further.

• Impact of multicomponent data towards FWI

The increase of affordability to perform a dense multicomponent seismic acquisition drives us
to study the effect of multicomponent data on the FWI. The aim is to understand better and
efficiently perform future multicomponent seismic data acquisition, which is suitable for FWI.

The sensitivity kernel analysis of 9C synthetic seismic data on each component demonstrates
several interesting observations. Each component yields a unique sensitivity kernel, leading to
complementary information if more components are used during the inversion. The strong ampli-
tude of the surface wave in the seismogram is reflected in the sensitivity kernel. Our experiment
shows a massive amplitude difference between the sensitivity kernel from the body wave and the
surface wave to three orders of magnitude.

In the second experiment, we perform multiple inversions with various component combinations.
The result shows that multicomponent data (3C and 9C) has a comparable reconstructed model at
shallow depth, shown by synthetic and field data, but not at a deeper part of the model. The depth
reconstruction is more related to the horizontal component’s presence instead of the receiver’s
component. The depth resolution increase can be linked with the additional information from the
Love wave and the Rayleigh wave’s radial component.

The acquisition’s decimation in the third experiment shows that 9C seismic data can still produce
a relatively good result with heavy source and receiver decimation, while 1C and 3C data fail to
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produce satisfactory results. This experiment demonstrates that 9C FWI with heavily decimated
data can produce a comparable result with the 1C using a full dense acquisition recorded using
the vertical component. Based on these experiments, performing a coarse grid acquisition while
having multicomponent data might be more favorable than a dense 1C seismic acquisition.

• Reducing computational cost through subsampling on sources

Using the source subsampling and encoding toolbox, we are able to perform several multipa-
rameter FWI experiments based on viscoelastic medium. Source encoding fails to produce a
meaningful result. A heavy source’s crosstalk causes this failure in shallow seismic scale in
complex waveforms. In our case, complex waveforms are mainly dominated by surface waves.
Source subsampling, on the other hand, yields a promising result. It has a relatively good lateral
and vertical model reconstruction with a significant decrease of computational cost (∼6.75 times
compared to the full acquisition).

Prospects

Throughout this manuscript, we have presented a detailed FWI study in a particular shallow seismic
target. With this result, we can still see several potential prospects.

FWI parameterization. In the context of this PhD thesis, we only choose two reconstructed pa-
rameters, VP , and VS . The density, QP , and QS are not reconstructed. Those three parameters might
bring important information regarding the soil and rock properties. Knowing that the medium in our
experiment possibly consists of soil and rock, we may expect a strong density and quality factor contrast
between the soil and the rock.

In acoustic data, density is more difficult to reconstruct in short offset due to the similarity of the
radiation pattern with VP (Forgues and Lambaré, 1997; Virieux and Operto, 2009). Despite that, Prze-
bindowska et al. (2012) and Bai and Yingst (2014) show that an accurate density model might improve
the overall reconstruction of VP in the acoustic case. As an alternative, applying a hard constrained
density with respect to the VP or VS during the inversion could be the way to update the density pas-
sively. We could follow the empirical relationship similar to Gardner et al. (1974) or Lindseth (1979),
in order to estimate the density from VP or VS (Miller and Stewart, 1991; Potter et al., 1998).

In our experiment, the attenuation model is obtained from an independent experiment (Gao et al.,
2020). Following Virieux and Operto (2009), an accurate velocity model is suggested prior to the
further inversion of the attenuation model. Accurate velocity models are required before reconstructing
QP and QS in order to discriminate between the intrinsic and extrinsic attenuation.

Misfit selection. In this experiment, we only consider the standard least-square misfit function. We
show that using the least-square misfit function, we are already able to produce a meaningful result.
However, several other misfit functions exist, which might be suitable for a near-surface scale.

Frequency-dependent difference in phase traveltime (Tape, 2009) is one alternative of misfit func-
tion. In one application, Lu et al. (2020) shows that this misfit function is also suitable for reconstructing
surface wave features extracted from the ambient noise tomography. This misfit function focus on the
phase information without the bias from the amplitude. Despite the successful examples in the ambient
noise data, there is a question of whether this misfit function is beneficial to the surface wave data. In
the exploration scale, He et al. (2019b) also shows an interesting example of the optimal transport misfit
function usage. They can interpret both body wave and surface wave in onshore data application, based
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on an elastic VTI media. Even if the optimal transport strategy’s initial focus is to minimize the cycle
skip problem, it has an intrinsic behavior that might be suitable for near-surface scale. Optimal trans-
port allows the balance between low energy (body wave) and high energy (surface wave) information in
the seismic data. Therefore, the application of optimal transport has the potential to improve the result,
especially in terms of VP .

Exploiting high-frequency content. In this manuscript, we only perform inversion up to 65 Hz for
the first batch of inversions (Chapter 3) and 45 Hz for the component analysis (Chapter 4). From the
signal to noise ratio (SNR) calculation in Figure 3.5, we observe a relatively high usable frequency with
high SNR up to 145 Hz. However, in our viscoelastic inversion, there is no significant update beyond
65 Hz. This observation raises the question of whether high-frequency data is accessible. Do we need
an even denser seismic acquisition in order to utilize the higher frequency fully? Or do we need more
accurate parameters (density, QP , QS)?

Acquisition strategy. Our seismic experiment focuses on the 3D dense acquisition using a mul-
ticomponent source and receiver. This manuscript shows that considering a heterogeneous seismic
acquisition is possible and applicable as long as we have a reference acquisition. The data correction
can be performed using matching filters, as presented in Chapter 2. Therefore, in order to improve the
inversion results, we might be able to perform multiple seismic acquisitions in the form of a 2D and 3D
acquisition grid. The 3D acquisition can be located in the target location, whereas the 2D seismic lines
can be performed with a longer offset. The longer offset in those 2D seismic lines might improve the
model reconstruction, especially at depth. The result of the analysis of multicomponent also encourages
the future near-surface acquisition to take benefit of multicomponent source and receiver. By doing so,
we might be able to perform a coarser but bigger 3D acquisition grid.

148



List of Figures

1 The simplified illustration of the 3D internal structure of the Earth as a layered model
(a). The simplified 2D section structure of the Earth and the examples of the body
wave’s seismic phases (b). The names of the raypath is given by the wave type, the
propagated layer, and the interaction with the discontinuities (Stein and Wysession,
2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Example on an earthquake recorded using a multicomponent seismometer (Lee et al.,
2002). The horizontal component is rotated to the longitudinal and transverse direction
with respect to the earthquake. Red arrows indicate the first arrival of the P-wave. Blue
arrows indicate the first arrival of S-wave. Cyan blocks represent the surface waves.
Green blocks represent the windows data for full waveform inversion (FWI). Note that
in FWI, all parts of the dataset are taken into account. . . . . . . . . . . . . . . . . . . 2

3 Particle motion of P-wave (a), SV -wave (b), Rayleigh wave (c), and Love Wave (d).
The direction of the propagation is from the left to the right of the model. The S-wave
is consist of two different polarizations SV and SH -waves. In this illustration, only
SV -wave is given. After Everett (2013). . . . . . . . . . . . . . . . . . . . . . . . . . 3

4 Example of 3D acoustic FWI from (Operto et al., 2015). Top figures represent the
initial VP models from the reflection tomography, bottom figures represent the final
reconstructed VP models using FWI. Left and right figures represent the horizontal
sections at 150 m and 1050 m depth, respectively. . . . . . . . . . . . . . . . . . . . . 4

5 Example of global FWI showing the vertically polarized VS perturbations in the initial
mantle model S362ANI (left) and the reconstructed model using FWI - GLAD-M15
(right) at 250 km depth. Notable slabs and hotspots enhanced in the reconstructed
model are marked. This image is taken from Bozdağ et al. (2016). . . . . . . . . . . . 5
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2.9 The Galperin source used in 9C seismic acquisition (a), and its schematic explaining
the three principal orthogonal direction of the source (b) (Häusler et al., 2018). . . . . 43
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