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Introduction. 4

Preface

Since ancient times, people have sought to communicate with each other in secret,

because the communicated subject is sensitive and must be kept as a secret from

third parties (adversaries).

The twenty-first century has experienced considerable technical progress in terms

of the use of digital devices. In particular, these devices are used to store and

share multimedia files such as text, audio, video and image files.

With the emergence of the Internet and social media which are widely used com-

munication channels, this has led digital file sharing to become a daily standard

practiced by many people in all sectors. The need for confidential and secure com-

munications has then become a crucial aspect. Studies concerning the security,

confidentiality and integrity of information and communications are an essential

part of research under the headings of information hiding and communication

security.

One of the critical demand in communication is the confidentiality of the informa-

tion content. This confidentiality can be achieved through cryptography, which

encode the message in such a way that it cannot be understood by unauthorized

parties without knowing a password. But, in a cryptography application, we can

see immediately that a message is present even if we cannot read it.

Another idea, is to hide the message in an imperceptible way. This is where the

role of steganography lies, which propose methods to conceal a message in a file

content so that communication appears normal and does not attract the attention

of third parties, even if the message is not encrypted. Only authorized persons

have both some hints on the presence of the message and its characteristics (as

for example its size), they can use the right method and eventually a key (called

the stego-key) to locate and extract the message.
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Steganography history

Steganography literally means, "covered writing" which is derived from the Greek

language steganos-graphy, steganos means (covered or secret) and graphy means

(writing or drawing). Ancient steganography was applied to a physical cover; a

message was hidden in this cover so that it did not appear for the eye and therefore

did not raise suspicions of untrustworthy persons.

An ancient example of the use of steganography in ancient times, is the use of

wooden tablets to write a letter and then cover it with wax [Babington, 1996] to

hide it, as shown in Figure 1.

Figure 1: Hidden message in wax tablet.

Throughout history, many steganography techniques based on making invisible

changes in a visible document has been proposed. One example is to use the

text lines offset up or down by 1/300 of an inch to code zeros and ones [Brassil

et al., 1995], or changing the height of letter strokes and or marking letters in a

text using small holes, or by signs [Whitehead, 2003]. Another example is the

microdots technology introduced by Germans between World War I and World

War II as shown in Figure 2, they were attached into a regular document and

may contain a full document or image. Another example is the invisible ink, which

was used by applying natural liquid that requires heat to appear, like orange juice

and milk, or chemicals that reacts to certain chemicals [Kahn, 1996].
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Figure 2: Examples of ancient steganography using German microdots.

Eventually, steganography techniques have transformed as the world has evolved

into digital technology. Modern steganography has become in digital objects.

Figure 3 and Figure 4 show the annual number of steganography and steganal-

ysis research articles reported by Google Scholar1. Through these tables, we see

the enormous progress in the number of articles published annually, which high-

lights the importance of the field of steganography/steganalysis, especially with

enormous evolution of the digital technologies.

Modern Steganography

Modern steganography is associated with digital files and the use of the inter-

net and smart devices, as they have replaced the old communication techniques.

The use of steganography differs from legitimate and malicious, despite that in

media, steganography is considered a secret communication between criminals or

extremists. In general, steganography is a hot topic in the media because of its

seriousness and critical objectives.

In this section, we discuss some recent news articles and reports that point to the

use of modern steganography for legitimate and malicious purposes.
1We did an online search with the keyword "steganography" on Google scholar, combining

all publications, year by year, from 2000 to 2018 years.

https://scholar.google.com
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Figure 3: The annual number of research articles on the Google scholar search
engine for the keyword steganography.
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Figure 4: The annual number of research articles on the Google scholar search
engine for the keyword steganalysis.

Not all uses of steganography are considered malicious or illegal, for example, aca-

demic researchers, security agents who apply steganography techniques, or simply

curious people who learn and use steganography just out of curiosity. In [Kennedy,

2004], the author cited various purposes for the legitimate use of steganography

and data hiding techniques.

The legitimate use of steganography does not attract the media and news agencies,

unlike its illegal or malicious use. With a simple online search for "news articles on

steganography", one can obtain a large number of articles citing steganography, as

expected, all of which speak of malicious use. For example, one can find articles
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about the use of steganography by spies, terrorists, hackers, drug dealers ...

In 2010, a newspaper article [Leyden, 2010] cited a spy swap event between the

United States and Russia. The author mentioned the use of steganography: "The

illegal network used a variety of technology to keep in touch with their controllers,

including steganography and ad-hoc Wi-Fi networks". In the same year, more

articles mentioned similar spying actions, we are not sure if they are the same due

to the ambiguity of the articles, as this is a sensible subject to be published in all

details. Fox-news [Fox-News, 2010] cited that the American authorities arrested

alleged Russian spies in Massachusetts. The authors also mentioned the use of

steganography in images: "During a 2006 search of the couple’s townhouse, law

enforcement agents found traces of deleted electronic messages on computer disks

that were believed to be drafts of messages that were later sent to the Moscow

headquarters using a process called steganography, in which encrypted data can

be placed in images on publicly available websites, without the data being visible

to a casual user.". In addition, [Fox, 2010] cited spies who have hidden codes in

online photos. The author mentioned that this discovery marks the first real use of

steganography in espionage. Also, the author mentioned that "The accused spies

posted the seemingly mundane photos on publicly accessible websites, but then

extracted coded messages from the computer data of the pictures, according to

the criminal complaint filed by the FBI. ".

Recently, hackers have begun to take advantage of steganography to reinforce

their malware, as evidenced by the large number of articles published on the

Internet. In 2017, two cybersecurity reports Kaspersky [Shulmin and Krylova,

2017] and McAfee [McAfee, 2017] cited the relation between steganography and

malware and the importance they will have in the future. In [DELL, 2014], the

author provides an analysis of the Lurk Downloader malware. "Lurk is a malware

downloader that uses digital steganography" according to author. In [Stein, 2019],

the author revealed how steganography is used for a JavaScript malware that

hides in image files: "Recent months have seen an uptick in reports of JavaScript

malware that hides in image files. This is often referred to as image based malware

or steganography malware in more technical contexts.".
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In [SentinelOne, 2019], the author explains how malware hides code inside images

and how it uses steganography. He cited some of the latest ones: "Zbot – appends

data to the end of a JPEG file containing hidden data", "Cerber – embeds malicious

code in image files", "ZeroT – Chinese malware that uses steganography to hide

malware in an image of Britney Spears".

Despite that majority of steganography techniques are for digital images, other

trends are becoming available, such as steganography in VoIP (Voice over Internet

Protocol) streams [Huang et al., 2017, 2011; Mazurczyk and Szczypiorski, 2008]

or in TCP/IP [Murdoch and Lewis, 2005; Dhobale et al., 2010; Lu et al., 2016]

which make the issue more complicated and requires more efforts to control.

The spreading of the problem of steganography in this suspicious form requires

close cooperation between law enforcement agencies, research centres and spe-

cialised professionals from the industry. This cooperation has begun to become

evident, and we see that in the Criminal Use of Information Hiding (CUIng)2

initiative.

Steganalysis challenges

In the latest two decades, research on steganography has made remarkable

progress. In particular, progress has been made on steganography in digital im-

ages.

In this Ph.D. thesis we deal with the steganalysis of digital images. Very soon,

images have been a media which were used to insert quite long messages in an

efficient way, thanks to the advanced and in-depth studies on embedding algo-

rithms and techniques [Cole, 2003], [Fridrich, 2009], [Desoky, 2016]. In this thesis,

we focus on digital images coded in JPEG, which is the most common format

nowadays.

In general, the evolution of steganography techniques coincides with the evolu-

tion of steganalysis. The purpose of steganalysis is to determine whether or not
2http://cuing.org/

http://cuing.org/
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the message is present and eventually to know some parameters (as the message

length). The slightest doubt about the existence of secret information is a failure

of the entire steganography system. By analyzing the characteristics of a digital

image, the steganography detector algorithm will be able to detect if there was

an insertion (embedding) of a message in the image. This is a complicated task

because of the image content and then, its characteristic can be very diverse due

to the image construction process or acquisition. In addition, in JPEG images,

lossy compression adds specific characteristics to the images that must also be

distinguished by the steganography detector.

When the purpose of steganalysis is to distinguish between clean images (named

cover images in the following) and embedded images (named stego images in the

following), it is considered to be a classification problem, and it is the most studied

in this field. We name it binary steganalysis in the this thesis. Binary steganal-

ysis algorithms are named binary detectors. But a steganalyst may want more

information than just the presence or absence of the hidden data in a media file,

such as the size of the hidden message (called the payload size) or other details.

Finding out the size of the message (the payload size) is a task named quantita-

tive steganalysis, and can be considered as a prediction problem. In this case we

have quantitative steganalysis detector. Today, additionally to the steganography,

we can think that steganalysis has reached a high level of development [Yahya,

2019], [Hassaballah, 2020], especially with the latest AI techniques based on Deep

Learning [Chaumont, 2020].

Since 2006 [Ker, 2006], some more realistic questions starts to be asked in the

domain of steganography/steganalysis. For example, when the steganographer

hides a message in a set of images (named bag of images), how can he spread

his message into this set, and what is the best way to do it? In this case, the

steganalyst must examine the set of images. But, is it better to steganalyze the

images one after the other in order to see if some of them contain a part of the

message or is it better to develop an algorithm which will work with all the images?

As a result, the problem of steganography and steganalysis is reformulated, and

it becomes batch steganography and pooled steganalysis.
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Batch steganography consists of hiding a message by spreading it over several

images using a spreading strategy, while pooled steganalysis consists of analyzing

a set of images to conclude whether a message is present or not, using a pooling

function which aggregates clues (scores) from the set of images.

In image pooled steganalysis, one can reasonably assume that the steganalyst does

not know the exact strategy used to spread the payload across images, but he can

guess that the steganographer and his peer use a known embedding scheme.

What now if the steganalyst could discriminate the spreading strategy? Could

the steganalyst get results close to the scenario where it is assumed that he knows

the spreading strategy? In this thesis, we try to answer these questions by study-

ing different possibilities for a pooled steganalysis architecture that is built using

several blocks or algorithms.

Content of the thesis

The dedication of Part II is to discuss the state-of-the-art works in the domain of

steganography/steganalysis, where we introduce the basic concepts and tools that

will be necessary to understand the rest of the thesis.

In Part II-Chapter 1, we present the widely used JPEG standard format, which

is strongly related to steganography and steganalysis. Because of the specificity

of this format, only specific algorithms are effective. hence, we need to base our

work on these algorithms. We recall the basics of the JPEG compression and

decompression processes.

In Part II-Chapter 2, we describe some steganographic techniques, in JPEG, from

the early development of steganography as a research discipline to the present

day. We begin with an overview of the basic tools still in use in this field. We

continue by discussing some of the naive techniques. Next, we discuss the adaptive

steganography – the most modern steganography. We discuss the elementary

building blocks of adaptive modern embedding schemes, focusing on the distortion
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function. We conclude this chapter by presenting J-UNIWARD, the state-of-the-

art embedding scheme which is a very efficient technique tuned for JPEG that we

will use.

In Part II-Chapter 3, we discuss the concept of conventional steganalysis where

steganalysis has taken the form of a warden who attempts to analyze an image to

detect the presence of a hidden message using binary steganalysis or to estimate

its size using quantitative steganalysis. We begin with an overview of steganaly-

sis, discussing the warden’s scenarios. In addition, we present some earlier binary

and quantitative detectors. Next, we discuss the latest approaches to binary ste-

ganalysis based on feature-based machine learning (two-steps learning) and deep

learning approaches (one-step learning). Finally, we discuss the latest approaches

to quantitative steganalysis also based on two-steps learning and one-step learning.

The objective of Part II-Chapter 4 is to understand the basics of batch steganog-

raphy, on how the steganographer can spread the message payload within a set

of images. Next, we redefine some of the concepts of conventional steganography

to make them relevant to batch steganography. Finally, we motivate our work by

listing many of the state-of-the-art batch spreading strategies.

In Part II-Chapter 5, we present the pooled steganalysis. First, we define the

Single-Image Detector (SID) as the first block of the architecture of the pooled

steganalysis, and the pooling function as the second part. Next, we detail the

already proposed pooling functions with their corresponding hypotheses. We also

highlight the pooling functions that are supposed to be optimal for certain spread-

ing strategies.

Part III is devoted to the contributions we have made to the problem of batch

steganography and pooled steganalysis.

The Part III-Chapter 6, is the first contribution of this thesis. In this chapter,

we performed a comparison between quantitative steganalysis algorithms in order

to decide which one is best suited for pooled steganalysis. We also propose to

extend this comparison to binary steganalysis algorithms. For this we propose
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a methodology to use both types of algorithms for both binary and quantitative

steganalysis.

The Part III-Chapter 7 is the core of the thesis lies in the second contribution. We

study the scenario where the steganalyst does not know the spreading strategy.

We propose a discriminative pooling function, optimized on a set of spreading

strategies, that allows to improve the accuracy of the pooled steganalysis compared

to a simple average. This pooling function is learned using supervised learning

techniques.

The thesis is concluded in Part IV, where we summarize the contributions, discuss

possible future directions based on our results.

Notations

In this section, we provide the notations used throughout this manuscript. More

specific notations are also introduced.

• Scalar b: lowercase letter in italic represent scalars.

• Matrix or vector of scalars x: Bold is used for vectors (lower case) or matrices

(upper case).

• Set X : calligraphic font is reserved for sets. As for example, a set of cover

images C, a set of cover images S, a set of keys K, a set of messagesM.

• f(.): a function which can be vectorial (for example to return a feature

vector from an image) or scalar (to compute a score, given a feature vector

or an image).
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The Joint Photographic Expert Group (JPEG) format is the most commonly

used compression standard for images nowadays. JPEG compression is used to

reduce the size of the image by degrading the image in an imperceptible way, i.e.

invisible to the naked eye perception as the human visual system is insensitive

to small colour changes or high spatial frequency noise [Pennebaker and Mitchell,

1992].

The inverse process is the JPEG decompression, which is applied to reconstruct

image pixels from a compressed JPEG file. Figure 1.1 illustrates the JPEG

compression/decompression cycle for a given image. In this chapter, we briefly

explain the two processes with some hints on where exactly the steganography

process can be integrated, and how a steganalysis process can be applied.

Image

Colour space conversion
(RGB to YCbCr)

Froward
DCT

(FDCT)
Quantization

JPEG-
compressed
image data

JPEG Compression

Decoding

Dequantization

Inverse DCT
(IDCT)

Inverse
Subsampling

Inverse colour 
space conversion

Subsampling

JPEG decompression

Encoding
(Lossless compression)

Figure 1.1: JPEG compression/decompression cycle.
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1.1 JPEG compression

The JPEG compression process for a RGB colour image is composed of five steps:

1. Y CbCr conversion,

2. Subsampling and block splitting,

3. Discrete cosine transform (DCT),

4. Quantization,

5. Lossless compression,

1.1.1 Y CbCr conversion

The colour is converted from RGB (Red, Green, Blue) to Y CbCr using the follow-

ing equation:





Y = 16 + 65.738R
256 + 129.057G

256 + 25.064B
256 ,

Cb = 128− 65.738R
256 + 129.057G

256 + 25.064B
256 ,

Cr = 128 + 65.738R
256 + 129.057G

256 + 25.064B
256 ,

where Y represents the luminance channel, Cb the blue chrominance channel (the

hue saturation of an image) and Cr the red chrominance channel (the colour satura-

tion of an image). The importance of this conversion is that it limits the luminance

information to a single Y channel which matches more closely the perception of

colour in the human visual system [Ryan, 2012].

1.1.2 Subsampling and block splitting

After the Y CbCr conversion, the chrominance and luminance channels are sepa-

rated. As mentioned before, the human eye is more perceptible for luminance.
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Hence it is possible to delete some colour information from Cb and Cr channels

without losing too much quality; this is the purpose of chrominance subsampling

(also called downsampling).

More deeply, suppose that we have 4× 2 block of pixels for chrominance channels

(Cr, Cb), and we need to subsample the chrominance channels of the original pixels,

to do that, there are three possible resulted ratios as shown in Figure 1.2:

Original pixels

Luminance 

Chrominance

4:4:4 ratio

4:2:2 ratio

4:2:0 ratio

Colour image

Figure 1.2: Chroma subsampling types.

• 4:4:4 : A ratio of 4:4:4 means that no subsampling is done, this is equivalent

to the original image, i.e. each pixel keeps its colour information. The first

value (4) is for the width of the 4× 2 block, the second value (4) means that

4 pixels from the first row keep their values, the third value (4) means that

4 pixels from the second row keep their values, as shown in Figure 1.3.

• 4:2:2 : The first value (4) is for the width of the 4×2 block, the second value

(2) means that 2 pixels from the first row keep their values, the third value

(2) means that 2 pixels from the second row keep their values, as shown in

Figure 1.4.

• 4:2:0 : The first value (4) is for the width of the 4 × 2 block, the second

value (2) means that 2 pixels from the first row keep their values, the third
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Figure 1.3: 4:4:4 ratio

Figure 1.4: 4:2:2 ratio

value (0) means that non of the pixels from the second row keep their values

which mean that the second row has the same colours of the first one, as

shown in Figure 1.4.

Figure 1.5: 4:2:0 ratio

Finally, each channel is divided into blocks of 8×8 pixels. Obviously, for grayscale

images, there is no need for chroma subsampling, only the Y channel is retained

for the next step, also sampled in blocks of 8× 8.

1.1.3 Discrete cosine transform (DCT)

The goal of the DCT transform is to convert the pixel Y CbCr values of the channels

to frequency values. To do so, the Discrete Cosine Transform (DCT) is used. DCT
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is a sinusoidal function, it takes as input a pixel value P [i, j], 0 ≤ i ≤ 7, 0 ≤ j ≤ 7

of an 8×8 block of pixels P , and convert it to a frequency value F [k, l], 0 ≤ k ≤ 7,

0 ≤ l ≤ 7 from an 8× 8 block of frequencies F .

Before applying the DCT function, the pixel values in P are shifted from range

[0, 255] to [−128, 127] by merely subtracting the values by 128. In the compression

phase, the DCT function is called Forward DCT (FDCT) [Wallace, 1991] and is

given by:

F [k, l] = 1
4γ(k)γ(l)

7∑

i=0

7∑

j=0
P [i, j] cos

(
(2i+ 1)kπ

16

)
cos

(
(2j + 1)lπ

16

)
, (1.1)

where

γ(k), γ(l) =





1√
2 , if k, l = 0,

1, otherwise.

Each pixel information P [i, j] ∈ P is then spread to all the 8 × 8 DCT block

since each value F [k, l] depends on all values in the pixel block, as we see in

Equation (1.1). The first coefficient of the DCT block F [0, 0] is called the DC

coefficient which is the coefficient with zero frequency in both dimensions. The

remaining 63 coefficients are called AC coefficients, these are the coefficients with

non-zero frequencies.

1.1.4 Quantization

The purpose of the quantization step is to reduce the number of bits used to store

an image by reducing the amount of information in the high-frequency components

(ACs). This method is related to the fact that the naked eye cannot distinguish the

exact intensity of a variation in brightness at high-frequency [Godse and Godse,

2009].
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Technically, quantization is done by individually dividing its DCT coefficients by

values from a quantization matrix Q, and then round them to the nearest integer,

as shown in Equation (1.2).

T [k, l] = round
(
F [k, l]
Q[k, l]

)
(1.2)

The resulting matrix T , called the quantized DCT matrix, is used in the next

step. The values in Q depends on the quality factor of the compressed image.

Figure 1.6 shows a quantization table for quality factor 75.
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cannot distinguish the exact intensity of a variation in brightness at high-frequency

[GG09].

Technically the Quantization is done by individually dividing its DCT coefficients

by values from a quantization matrix Q, and then round them to the nearest

integer. The resulting matrix T , the quantized DCT matrix, is used in the next

step 1.1.4. The values in Q depends on the quality factor of the compressed image,

T [k, l] = round
(
F [k, l]
Q[k, l]

)
(1.2)




8 6 5 8 12 20 26 31

6 6 7 10 13 29 30 28

7 7 8 12 20 29 35 28

7 9 11 15 26 44 40 31

9 11 19 28 34 55 52 39

12 18 28 32 41 52 57 46

25 32 39 44 52 61 60 51

36 46 48 49 56 50 52 50
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Figure 1.5: Lossless compression, just after the quantization.

Figure 1.6: Quantization table Q for quality factor 75.

1.1.5 Lossless Compression

The latest step to create a compressed JPEG file is the lossless compression, see

Figure 1.7. This step starts with the Zig-Zag Scan, a way to rearrange the DCT

coefficients, in order to cluster the coefficients with similar frequencies together.

Next, the Run-Length Encoding (RLE) algorithm compresses the AC coefficients,

and the Differential Pulse Code Modulation (DPCM) algorithm compresses the

DC coefficient. Finally, a Huffman or arithmetic coding algorithm is applied to

create the final JPEG file.
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Zig-Zag scan AC and DC separation

Huffman
or 

Arithmetic
Coding

DC AC

DPCM
Coding

Run-length
Coding

Start of
Frame

End of
FrameFrame

Quantization

JPEG File Creation

Figure 1.7: Lossless compression, just after the quantization step.

1.2 JPEG decompression

The decompression process is applied to obtain the original image from a com-

pressed one. The same above steps are applied but oppositely, as shown in

Figure 1.1, in particular, The DCT become the Inverse DCT (IDCT) [Wallace,

1991]:

P [i, j] = 1
4

7∑

k=0

7∑

l=0
γ(k)γ(l)F [k, l] cos

(
(2i+ 1)kπ

16

)
cos

(
(2j + 1)lπ

16

)
(1.3)

1.3 Conclusion

This chapter recalls the basics of the JPEG compression and decompression pro-

cesses in color images, it also notes how these processes differ with grayscale im-

ages. In this thesis, we will use only grayscale images that are coded on an unique

channel instead of three channels.

Therefore, in the compression process, this set of intensities is given directly to

the DCT transformation step after the block splitting step [Dilpazir et al., 2012].
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In this chapter, we describe some steganographic techniques in JPEG, from the

beginning of the development of steganography as a research discipline to the

present day. We begin with an overview of the basic tools still in use in the field.

We continue by discussing some of the naive techniques used in steganography

and how they have developed over time, and we conclude by discussing state of

the art techniques.

2.1 Overview of steganography in JPEG

2.1.1 Steganographic channel

A steganographic channel is an environment necessary to perform steganographic

communication. In this environment, messages are hidden in innocent-looking

images, which are then communicated transparently.

Alice, the steganographer, needs a cover image (a JPEG image in this thesis), to

embed her message by using an embedding algorithm, and a stego key. Besides,

before sending stego images, Alice shares with the receiver, Bob, some informa-

tion about the steganographic operation: the extraction algorithm and the stego

key before transferring the stego image. The shared information will allow Bob

to extract the message from the cover image. All elements are represented in

Figure 2.1.

DCT 

Figure 2.1: The steganographic channel and the principal elements

Operations in a steganographic channel are theoretically formulated as functions

that take images as inputs, manipulate it (embed, extract) and give results as

outputs. Given a set of cover images X , a set of keys K, associated with the
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cover images, and a set of messagesM, that Alice can embed, the embedding and

extraction are expressed as :

Emb : X ×K ×M −→ X (2.1)

and

Ext : X ×K −→M (2.2)

2.1.2 LSB replacement

The LSB replacement is one of the first embedding techniques. The LSB approach

was introduced in the watermarking discipline in 1993 [Tirkel et al., 1993] where

two techniques have been presented for hiding data in spatial domain images.

These methods were based on modifying the least significant bit (LSB) of the

pixel using an algorithm proposed by [Kurak and McHugh, 1992]. This algorithm

was known as image downgrading [Zheng et al., 2007; Bamatraf et al., 2011].

In the following, we explain how the LSB replacement technique works in JPEG

domain. The embedding operation (Equation (2.1)), that describes the LSB re-

placement works as follows: first, the message to be embedded is converted to bit-

stream. Then, the message bits overwrite the least significant bits in the image

quantized DCT values. The message can be embedded sequentially or pseudo-

randomly using a stego key.

The extraction operation (Equation (2.2)) works by simply extracting the LSBs

from the stego image and rebuilding it using the stego key that describes the order

of the message bits.

We can see from Figure 2.2 how the LSBs, the bold green values, are modified to

handle all the 8-bit (0, 1, 0, 0, 1, 1, 1, 1)T binary values (in bold red).
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Conventional Steganography/Steganalysis 4

which Alice may embed, the embedding and extraction operations are formulated

as:

Emb : X ×K ×M −→ X (1.1)

and

Ext : X ×K −→M (1.2)

1.1.1.2 LSB embedding

LSB embedding is one of the first embedding techniques, until these days it still

incorporated in some embedding techniques. It is a simple technique that work

on both spatial and JPEG images. The Goal of the LSB embedding is to flip or

change the Least Significant Bit according to a binary description of a pixel value

in spatial domain or a DCT value in JPEG. We can see from Figure XXX how the

LSBs, the values in red, are changed to to accommodate the set of binary values

01001111 over 8 bits.




1 1 0 1 0 0 1 1

1 1 1 1 0 0 1 0

0 0 1 1 0 1 0 1

1 1 1 0 1 1 1 0

1 0 1 1 1 0 1 1

0 1 0 0 0 1 0 0

0 1 1 1 1 0 0 1

1 0 1 0 0 1 0 1
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−→




1 1 0 1 0 0 1 0  

1 1 1 1 0 0 1 1  

0 0 1 1 0 1 0 0  

1 1 1 0 1 1 1 0  

1 0 1 1 1 0 1 1  

0 1 0 0 0 1 0 1  

0 1 1 1 1 0 0 1  

1 0 1 0 0 1 0 1




Figure 2.2: LSB replacement example. The quantized DCT values are em-
bedded by replacing their least significant bits by the message bits (in bold red).
The values in bold green color are the new LSB values of the quantized DCTs.

2.1.3 LSB matching

The LSB matching is almost similar to the LSB replacement technique; the dif-

ference is in what the algorithm does after converting the image quantized DCT

values and message data to bit-stream. The LSB matching embedding method

was proposed for the first time by [Sharp, 2001]. It is worth mentioning that

all modern and secure steganographic schemes are based on embedding by LSB

matching.

The embedding operation (Equation (2.1)) that describes the LSB matching works

as follows: first, the message to be masked is converted to a bit-stream. Next,

for each value of the image and its corresponding message bit, if the LSB and

its corresponding message bit are different, a random binary operation (binary

addition or binary subtraction1) is performed; otherwise, nothing is done. When

choosing the random binary operation, a condition is respected, which is to avoid

bypassing the range of values in image quantized DCTs, which must be belonging

to {-1023, . . . , 1024}.

The extraction operation (Equation (2.2)) has the same complexity than the LSB

replacement. It works by extracting the LSBs from the stego image and rebuilding

the message using the stego key that describes the order of the message bits.
1The LSB matching is also called ±1 embedding.
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In Figure 2.3, we apply the LSB matching embedding on the example of the

Figure 2.2. The bold green values, are modified due to the random binary opera-

tions with the 8-bit (0, 1, 0, 0, 1, 1, 1, 1)T binary values (in red). In this Figure, we

can see that the algorithm perform the binary operations only when the values of

the message and the LSBs are different.
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Figure 2.3: LSB matching example

2.1.4 Syndrome coding: matrix embedding

The idea of using Hamming codes in steganography was first proposed by [Cran-

dall, 1998] as a matrix coding technique to enhance the embedding efficiency for a

steganographic scheme. The goal is to have as few modifications as possible while

inserting as many bits as possible. In fact, the idea was studied the same year in

a previously unpublished article [Bierbrauer, 2001].

Hamming code is a linear error-correcting code that can detect and correct single-

bit errors. The (n, n − k) Hamming code uses n bits to transmit n − k message

bits, the remaining k bits used for error-correcting purpose are called parity check

bits, where n = 2k − 1 on the binary field, which contains binary numbers.

Given a message bits m of size n − k. To transmit m to a receiver via a noisy

communication channel, m is transformed to n bits sized code word y using a
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(n− k)× n code generator matrix G as follows:

y = (mT ×G)T (2.3)

Let x of size n, be the code word received by the sender of y. The k×n sized parity

check matrix H is used to compute the k sized syndrome vector z for checking an

error as follows:

z = H× x (2.4)

If the syndrome vector is z = 0k, the receiver can conclude that no error has

occurred. Otherwise, given a vector position i ∈ {1, . . . , n− k}, if the generator

G and the parity check matrices are organised correctly, and if z, interpreted as a

number, then an error is detected at the ith position of x. Thus x is corrected by

flipping the ith value in x. Technically, the flipping can be made by applying x =

x⊕ ei, where ⊕ is the XOR operation, and ei, the error pattern, i.e. a unit vector

of length n.

The problem of matrix embedding is formalised as follows: The principle is to

modify the cover support x to y, given m so that :

Hy = m, (2.5)

with H parity-check matrix of the code. The transformation of the vector x into

y is then done by searching for the modification vector e:

y = x + e. (2.6)

From Equation (2.6) and Equation (2.5), we then obtain the following formula:

H(x + e) = m⇐⇒ He = Hx−m. (2.7)
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The problem is therefore to find the vector e, which is a code word having as

a syndrome (Hx − m), since the goal is to make as minimum modifications as

possible on the support x. Once Alice has computed Hx −m, she converts the

vector to a number, i, of base 10 and that number is the ith bit of x that needs to

be flipped. For more details we refer the reader to [Westfeld, 2001; Fridrich, 2009].

We give a simple example on the Hamming code to clarify the concept. Suppose

that the message m = (1, 0, 1, 1)T is transferred to a receiver, a (7, 4) Hamming

code is used to code the message at the receiver side, and correct the code if neces-

sary. First, the code word y for the message m is calculated using Equation (2.3):

y =







1

0

1

1




T

×




1 0 0 0 1 1 1

0 1 0 0 1 1 0

0 0 1 0 1 0 1

0 0 0 1 0 1 1







T

=




1

0

1

1

0

0

1




The receiver receives a code word x . Let us suppose that there is an error, such

that the received word is x= (1, 0, 1, 1, 1, 0, 1)T . Now the Equation (2.4) is used

to calculate the syndrome z to check if any error in x:

z =




1 1 1 0 1 0 0

1 1 0 1 0 1 0

1 0 1 1 0 0 1



×




1

0

1

1

1

0

1




=




1

0

0




z =(1, 0, 0)T , z interpreted as 5, and so identical to the 5th column in H. The

correction is (1, 0, 1, 1, 1, 0, 1)T ⊕ (0, 0, 0, 0, 1, 0, 0)T = (1, 0, 1, 1, 0, 0, 1)T = y.
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In steganography, with the matrix embedding approach, the message to be em-

bedded in a set of quantized DCT values is related to the syndrome. Hence, for

a message of size k, we need a (2k, 2k − k) Hamming code. Staying in the same

Hamming concept, Alice uses the Hamming code to find the position needed to

change in order to simulate the same change (error) in the destination message.

change 21 to 20
or to 22

Figure 2.4: Embedding using binary Hamming codes: a simple example.

Let us give an example of matrix embedding for the set of quantized DCT val-

ues p = (15, 14, 21, 27, 11, 12, 15) and a message m =(0, 0, 1)T . The example is

illustrated in Figure 2.4. Alice first converts the quantized DCT values to bits,

x = p mod 2 = (1, 0, 1, 1, 1, 0, 1)T ; the values of x are thus the LSBs of p. Next,

Alice computes the syndrome of x, which gives z = (1, 0, 0)T , using the H matrix

from the previous example. Then, she calculates the vector z−m = (1, 0, 1)T and

tries to find it between the columns in H. It is the third column. Thus, all what

she needs to embed m in the block, is to flip the LSB of the third quantized DCT

value. For example, she may change p[3] = 21 to 20. From 21 to 22, she thus gets

the same result for both choices.
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2.1.5 Wet paper coding

After the explanation of the linear error correction codes and the syndrome coding

by an example based on Hamming codes, and the generalisation of the problem in

Equation (2.7), we discuss a solution to improve the problem of the Equation (2.7)

which is called the wet paper coding.

It was proposed by [Fridrich et al., 2005] to improve the undetectability of embed-

ding by allowing Alice to lock certain components of the cover data, in accordance

with the nature of the cover image and message [Augot et al., 2011]. Generally,

it consists in preventing the use of certain elements of the host sequence, but in

a strict way ("yes" or "no" only), to ensure a high undetectability (elements are

called "wet" when one cannot modify them).

In the original article [Fridrich et al., 2005], the basic concept of the wet paper

code is defined as follows: Given a cover image x = {xi}ni=1 of n components,

xi ∈ ξ, ξ = {−1023, ..., 1024}, Alice wants to create a stego image y = {yi}ni=1

using x and send it to Bob. She uses what is called a Selection Rule (SR) to select

k changeable elements xj, j ∈ C ⊂ {1, . . . , n}, |C| = k. Only xj elements may be

changed during embedding.

Alice and Bob use a shared stego key to generate a pseudo-random binary matrix

D of dimensions q×n, and a public parity function P , which is a mapping P : ξ →
{0, 1}. When embedding, Alice replaces xj with yj such that P (xj) = 1− P (yj).

Let bi = P (xi) be the parity of xi, and b = {bi}ni=1 be the sequence of parities of all

n elements from the image x. All the bits bi are known Alice, which communicates

q bits m = (m1, ...,mq)T . Alice will modify some bj, j ∈ C, so that the modified

binary column vector b′ = {b′i}ni=1, where b′i = P (yi), satisfies

Db′ = m. (2.8)

Thus, she needs to solve a system of linear equations in the Galois field of two

elements (GF(2)).
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Bob extract message bits from the bit-stream of parities of elements from the stego

image {P (yi)}ni=1 . Bob first forms the vector b′ = {b′i}ni=1 and then obtains the

message m = Db′ using the shared matrix D.

Later, we will discuss the even more general solution in order to embed in a less

strict way by using the Syndrome Trellis Codes (STC) [Filler et al., 2010, 2011].

We kept the discussion of this solution based on what is called ρ cost map, in

Section 2.3.2.

2.2 Overview of the earlier algorithms in JPEG

In this section, we discuss some of the most famous JPEG steganographic algo-

rithms designed specifically for JPEG images, from the rise of steganography as

a research discipline. The first and widely studied algorithms are (among others)

Jsteg by [Upham, 1997b], JPHide&Seek (JPHS) 1998 by Allan Latham, Outguess

by [Provos, 2001], F5 by [Westfeld, 2001] for embedding into a JPEG file. The

embedding takes place in the quantized DCT coefficients.

In 1997, the first JPEG steganographic algorithm, Jsteg was created by [Upham,

1997b]. In its first version, the algorithm embeds a message using the LSB re-

placement technique with a sequential order for the message, i.e. without apply-

ing the notion of a stego key. Later, Jsteg had some improvements by [Upham,

1997a] with the JPEG-Jsteg algorithm where the message was encrypted and then

sequentially embedded into the standard zigzag scanning order using the LSB re-

placement technique. The algorithm embeds message in the LSBs of the quantized

DCT coefficients whose values are not in {0, 1,−1}.

[Chang et al., 2002] improved the JPEG-Jsteg algorithm by increasing the size of

the hidden message while maintaining the same security level. The method consists

in embedding the secret message in the mid-frequency part of the quantized DCT

coefficients instead of using the standard zigzag order, see Figure 2.5. Another
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improvement for JPEG-Jsteg has been made to the JPEG-Jsteg-v4 algorithm by

[Upham, 2008].

p[5,2], p[6,0], p[6,1], and p[7,0]. Here p is the modified quantization table and
p[a,b] is the value of the ath row and bth column element of p. Based on this
quantization table, the secret messages can be reserved and the reconstructed
image will not be too much distorted.

In the third phase, the secret message �SS will be embedded in the middle-
frequency part of the quantized DCT coefficients for each block Oi. Let Ci be
the modified quantized DCT coefficients, and let Ci½a; b� denote the value of the
ath row and bth column coefficients of the block Ci. Each coefficient in the
middle-frequency part will embed two secret bits to increase the message load
of the stego-image. Our method embeds s1 and s2 into LTSB of C1[0,4], s3 and
s4 into LTSB of C1[0,5], s5 and s6 into LTSB of C1[0,6], s7 and s8 into LTSB of
C1[0,7], s9 and s10 into LTSB of C1 [1,3], and so on. The embedding order is
listed in Fig. 5.

We compress the embedded Ci in the fourth phase. After the secret message
is embedded in each block, we employ the JPEG entropy coding (that contains
Huffman coding, Run-Length coding, and DPCM) to compress each block.
For each block after the entropy coding, we obtain a JPEG file that contains a
quantization table p and some compressed data. They are our stego-image that
satisfies the JPEG standard.

In the fifth phase, we output the JPEG stego-image E and transfer it to the
receiver. The block diagram of the embedding procedure is shown in Fig. 6.

[Algorithm of the embedding procedure]
Input: A cover-image O, message M, and a secret key k.
Output: A stego-image E.
Step 1: Input a cover-image O. Suppose its size is N � N pixels. Partition the
cover-image into non-overlapping blocks fO1;O2;O3; . . . ;ON=8�N=8g. Each Oi

contains 8� 8 pixels.
Step 2: Use DCT to transform each block Oi into DCT coefficient matrix Fi,
where Fi½a; b� ¼ DCTðOi½a; b�Þ, where 15a; b58 and Oi½a; b� is the pixel value
in Oi.

Fig. 5. Embedding sequence.

C.-C. Chang et al. / Information Sciences 141 (2002) 123–138 129

Figure 2.5: Embedding sequence from [Chang et al., 2002].

In general, the improvement of steganographic schemes has consisted in bringing

the stego image closer and closer to the original image. In other words, a perfect

steganographic scheme must preserve all the statistical properties of the image,

but it is complicated to obtain appropriate statistical models of the images.

One approach to improve the steganographic schemes is to embed messages to

reduce the number of artefacts handled by Eve, the steganalysis-aware schemes.

An example of this approach is the LSB Matching (Section 2.1.3) which has sig-

nificantly increased the security of the LSB replacement (Section 2.1.2) approach

since the histogram does not change significantly. The difference is visible in the

examples of Figure 2.2 and Figure 2.3.

Schemes that approximately preserve the cover source model adopted by the

steganographer are calledmodel-preserving schemes [Hetzl and Mutzel, 2005]. One

example is the Outguess steganographic scheme proposed by [Provos, 2001]. The

main purpose was to preserve the χ2 statistic of the embedded image so it can

survive against χ2 attacks. The algorithm is composed of two main embedding

steps: first of all, Outguess splits all the blocks in two. In the first block, Out-

guess uses the LSB replacement technique to randomly embeds message bits into

the LSBs of T matrices, where the values of T /∈ [0, 1]. The positions are chosen

using a pseudo-random number generator. Next, the algorithm makes statistic
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restoration (correction) with the second set of blocks to T matrices to make the

stego image histogram match the cover image histogram. An improvement of the

Outguess algorithm was proposed by [Fard et al., 2006]. The authors use a Ge-

netic Algorithm based approach to optimise the embedding positions for a better

histogram matching instead of using a pseudo-random number generator. Many

model-preserving schemes have been proposed over years, like those by [Hetzl and

Mutzel, 2005; Solanki et al., 2005; Sallee, 2005; Solanki et al., 2006; Sarkar et al.,

2007; Kodovský and Fridrich, 2008].

The improvements in steganographic schemes were for the Minimal-impact

steganographic schemes which are the schemes that minimise the embedding im-

pact [Fridrich and Filler, 2007], also called distortion D. The embedding impact is

a probabilistic metric of how an image is statistically detectable after embedding.

Given C and S the sets of covers and their corresponding stegos respectively, the

distortion is described by

D : C × S → R. (2.9)

The improvement for the Minimal-impact steganographic schemes was with the

incorporation of matrix coding into the embedding process, namely the matrix em-

bedding (see Section 2.1.4). This technique was first introduced in the F5 stegano-

graphic scheme [Provos, 2001]. The author of F5 had previous works starting with

the F2 embedding scheme, which was improved by F3, F4, and F5, where a signifi-

cant matrix embedding-based improvement (Note that related to the F5 algorithm

- nsF5 has been proposed to avoid shrinkage [Fridrich et al., 2007]). In the F5

algorithm, firstly Alice uses a password-driven permutation ψ (the stego key) to

shuffle all the coefficients followed by pseudo one time pad for a uniformly dis-

tributed message. Next, Alice uses the matrix encoding with minimal embedding

rate, as explained in Figure 2.4, to embed the message in the permuted sequence.

Next, Alice uses the inverse permutation ψ−1 process to get the original sequence

of the embedded coefficients. Finally, the original sequence is delivered to the

Huffman coder to continue the JPEG compression process. The whole process is

illustrated in Figure 2.6.



Conventional Steganography In JPEG. 40

This technique has opened the door to content-adaptive steganographic schemes,

which are the leading schemes in the field. These schemes will be discussed in the

following section.

Quantized DCT Permutation Embedding
function π

−1 Huffman coder

Pseudo random number generator

Secret message

Password

JPEG file (stego)

π

Figure 2.6: The F5 Embedding scheme [Westfeld, 2001].

2.3 Adaptive Steganography in JPEG

In adaptive steganography, Alice adapts the embedding process to embed the

secret message in "secure" areas, i.e. areas where changes are more difficult to

detect based on the quantized DCT statistics of the image. The idea of adaptive

steganography dates to the early days of digital steganography [Franz et al., 1996].

Generally, for the grey-scale images, Alice follows an embedding process start-

ing with selecting the image quantized DCT values x = (x1, ..., xn) ∈
{−1023, ..., 1024}n where to embed the secret message m = (m1, ...,mm) ∈
{0, 1}|m|, in order to produce the stego image with quantized DCT values y =

(y1, ..., yn) ∈ {−1023, ..., 1024}n. Next, Alice selects the most secure areas by con-

structing a cost map ρ which models the embedding impact in terms of security

for each quantized DCT coefficient. ρ will help Alice to embed the message in

specific positions where it is difficult to detect the statistical changes. She selects

the quantized DCT coefficients that have the weakest values of ρ, and which allows

the coding and the embedding of the message.
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2.3.1 Cost map ρ

The embedding impact can be modeled by a function that measures the distance

between the cover image x and its corresponding stego image y. Equation (2.9)

can then be formally rewritten as:

D : {−1023, ..., 1024}n × {−1023, ..., 1024}n → R

D(x,y) = ||ê(x)− ê(y)||,
(2.10)

with ê a function that returns a vector of descriptors describing the image. These

descriptors encode valuable information of the image, and act as a kind of digital

"fingerprint" that can be used to distinguish one particular characteristic from the

other.

This mathematical formulation of the distortion function (Equation (2.10)) is a

major problem for the steganographer because it is non-additive and non-local.

In order to overcome and simplify the problem, one approach is to make the

hypothesis that the modification of a quantized DCT value does not affect the

detectability of neighbouring quantized DCT values so that the distortion can be

modified in an additive version. In this perspective, [Filler et al., 2010] and [Filler

et al., 2011] propose an additive version of distortion that uses a cost map

ρ = {ρi ∈ [0,∞[}ni=1. (2.11)

The principle consists in assigning, for each image quantized DCT value xi, a

detectability cost ρi ∈ [0,∞[. Its value models the impact of the modification of the

ith quantized DCT value of cover on the global security. These costs form the so-

called cost map. Considering a binary embedding (|xi−yi| ≤ 1), Equation (2.10)

can be then rewritten:

D(x,y) =
n∑

i=0
ρi |xi − yi|, (2.12)
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where D(x,y) measures the embedding impact induced by the embedding process.

In [Fridrich and Filler, 2007] the minimal expected distortion, for a fixed payload

message m is presented in the following form:

min D(x, y) =
n∑

i=0
ρi ψi, (2.13)

with ψi the probability of modification of the ith quantized DCT value, which is

directly related to the detectability value ρi of the quantized DCT value at position

i since ψi is defined as follows [Fridrich and Filler, 2007]:

ψi = e−λρi

1 + e−λρi
, (2.14)

with λ > 0 a constant determined by the constraint on the message’s size:

−
n∑

i=0
(ψi log2 ψi + (1− ψi) log2(1− ψi)) = |m|, (2.15)

The modification probability map can be then defined as follows: p = {ψi ∈
R+}ni=1, where quantized DCT values {xi}ni=1 with higher modification probability

{ψi}ni=1 have a higher chance of being modified.

As it stands, we can quickly conclude that the significant difficulty of this approach

is the computation of the cost map ρ = {ρi ∈ [0,∞[}ni . The computing of the

costs ρi, which reflects the impact of the embedding process on security is still an

open issue.

2.3.2 Syndrome Trellis codes

In Section 2.1.4 we gave a simple explanation of the linear error correction codes

and the syndrome coding by an example based on Hamming codes, then we gen-

eralised the problem in Equation (2.7). We also discussed the wet paper codes as

a solution to ensure a higher undetectability.
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In what follows, we discuss other solution to generalize the problem of the

Equation (2.7), by using the Syndrome Trellis Codes. We kept the discussion

in this section since it is based on the ρ cost map.

STCs are an improved version of the syndrome coding, based on trellis coding. It

provides a more subtle and adaptability to the cost map, not like wet paper codes.

In its basic version, the STC code aims to preferentially modify the quantized

DCT values of the cover JPEG image whose cost values are small. The STC

coding allows a more precise control than wet paper codes as it is not limited to

"yes" or "no" but to an indicator in the form of a real number.

Here, we give the codes description as described by [Filler et al., 2010, 2011]. The

so-called STC codes (Syndrome Trellis Codes) are codes whose decoding algorithm

(Viterbi decoding) is based on a trellis structure. Letm = (m1, ...,mm) ∈ {0, 1}|m|

be a secret message, we want to find the vector vs, such that during the reception,

the syndrome:

z = Hvs = m, (2.16)

where vs represent the stego vector. In order to do this, the trellis approach uses

a check-parity matrix H of particular shape; consisting of zeros and a binary sub-

matrix Ĥ of size h×w shared between the sender and the receiver. H is obtained

by placing m copies of the sub-matrix Ĥ next to each other and shifting each time

by a line at the bottom. The rest of the matrix is set to 0. See Figure 2.7 for a

matrix Ĥ of size 22.

Figure 2.7: Ĥ and H matrices
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STC approach use graph structure to find vs while minimising the distortion on

the cover medium. The graph holds the corresponding vertices to the possible

values for vs, while the edges hold the costs given in the cost map ρ. The graph

is navigated from left to right during the embedding of the message, gradually

exploring the relevant possibilities for the choice of the stego vector. The cost

map controls the path to follow its end. When a path is created that reaches

the end of the trellis, then a possible stego vector is found. Finally, the optimal

solution is represented by the lowest cost path (the shortest path) that is identified

by the Viterbi algorithm. Currently, the trellis approach is the most effective

practical approach in terms of embedding efficiency; it is the closest method to

the theoretical bounds2. Note that the difference between theoretical and practical

bounds, in terms of distortion or payload, can be reduced by using the proposal

of [Butora et al., 2020]. The example in Figure 2.8 is a simplified illustration of

the workings principle of the trellis approach (STC).

Figure 2.8: Illustration of the functioning principle of the trellis approach
(STC).

Please note that these codes are used in almost all modern steganography al-

gorithms. They are found in the schemes HUGO [Pevný et al., 2010], S/J/SI-

UNIWARD [Holub et al., 2014], HILL [Li et al., 2014], MVGG [Sedighi et al.,

2015], MiPOD [Sedighi et al., 2016a], ASO [Kouider et al., 2013] ...
2We refer the reader to [Fridrich, 2009] for more details about the theoretical bounds.
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2.3.3 Embedding in an adaptive scheme

Message embedding is achieved by modifying the quantized DCT values x of the

cover image. For this purpose, we proceed as follows:

1. x = (x1, ..., xn) ∈ {−1023, ..., 1024}n is the cover quantized DCT image.

2. consider the least significant bits (LSB) of x’s quantized DCT values to gen-

erate the so-called cover vector and noted as LSB(x) = vc = (vc1 , ..., vcn) ∈
{0, 1}n.

3. use the secret key k (shared between both Alice and Bob) to shuffle vc and

the cost map ρ associated (as explained in sub-section. Section 2.3.1), v′c
and ρ′ are then obtained.

4. use STC coding to generate the stego vector vs = (vs1 , ..., vsn) ∈ {0, 1}n from

v′c, ρ′ and m.

5. deshuffle vs.

6. embed the deshuffled vs within the cover quantized DCT values x, to obtain

the stego image y.

In step 6, the stego vector is embedded within the cover image by modifying some

selected quantized DCT values. These selected quantized DCT values are modified

by LSB matching. We illustrate this embedding process in an example of adaptive

embedding in Figure 2.9.

2.3.4 JPEG adaptive schemes

In Section 2.3, we have explained the general process that every adaptive stegano-

graphic scheme follows. We summarised it in Figure 2.9. We also detailed the

main steps; the cost map computation, STC encoding and finally, the embedding

of the encoded message. In this subsection, we cite some of the current state-

of-the-art steganographic algorithms based on an embedding scheme. We discuss
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Figure 2.9: adaptive embedding process.

those used in the JPEG domain, highlighting how to calculate the cost map, and

defining the distortion function of each. As for the encoding and embedding parts,

it will not be discussed here as it remains the same as explained in the previous

section.

As mentioned in Section 2.2, the first scheme that uses the matrix embedding was

the F5. In this approach, Alice does not make any hypothesis on the detection

probability for each cover quantized DCT value; all of them have the same prob-

ability of being detected when modifying the cover image. Hence, this approach

is not adaptive and the cost map is constant:

ρ = {ρi ∈ {1}}ni=1 (2.17)

Furthermore, F5 had significant weakness; the shrinkage. It occurs each time

Alice decreases the absolute value of 1 and -1 to 0. Bob cannot distinguish a zero

coefficient that is initially in the quantized DCT values of the cover from a zero

value produced by the shrinkage, so he skips all zero coefficients. Therefore, Alice

repeatedly inserts the same bit until no shrinkage occurs. The shrinkage problem

has been solved by an improved version of the F5 scheme proposed by [Fridrich

et al., 2007] and called the nsF5 (non-shrinkage F5). nsF5 consists of using the wet
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paper technique with the cost map in Equation (2.18) instead of Equation (2.17)

in order to avoid embedding in unwanted quantized DCT values. So,

ρ = {ρi ∈ {0,∞}}ni=1. (2.18)

Since the introduction of the STC coding, most embedding schemes use STC

coding accompanied by a cost map, taking into account the content of the cover

image. This is why they are called adaptive schemes. The first content adap-

tive scheme was proposed at the end of 2010, during the BOSS competition [Bas

et al., 2011a] using the HUGO algorithm [Pevný et al., 2010]. The scheme was

for spatial domain. Since then, many schemes has been proposed. Examples of

image embedding in the spatial domain: EA [Luo et al., 2010], ASO [Kouider

et al., 2013], MVG [Fridrich and Kodovský, 2013], S-UNIWARD [Holub et al.,

2014], HILL [Li et al., 2014], MVGG [Sedighi et al., 2015], Sync-HILL [Denemark

and Fridrich, 2015], MiPOD [Sedighi et al., 2016a]. For embedding into the JPEG

domain: UED [Guo et al., 2014], J-UNIWARD [Holub et al., 2014], UERD [Guo

et al., 2015], IUERD [Pan et al., 2016], HDS [Zichi Wang, 2016], RBV [Wei et al.,

2018] ...

2.3.5 J-UNIWARD a state of the art JPEG stegano-

graphic scheme

The J-UNIWARD scheme is among the most powerful JPEG embedding schemes.

The cost map ρ = {ρi ∈ [0,∞[}ni is computed with a directional filter bank

decomposition as a sum of relative changes between the cover x = (x1, ..., xn) ∈
{−1023, ..., 1024}n and stego y = (y1, ..., yn) ∈ {−1023, ..., 1024}n, applied in a

wavelet domain, where three filtering directions for wavelet decomposition are

applied: horizontal, vertical, diagonal.
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ρ is defined in such a way that for a quantized DCT coefficient i the cost of

modifying it is:

ρi =
3∑

k=n

n1∑

u=1

n2∑

v=1

|W (k)
uv (IDCT (x))−W (k)

uv (IDCT (x ∼ xi))|
σ + |W (k)

uv (IDCT (x))|
, (2.19)

with σ a numerical stabilisation constant having an influence on the security of the

scheme, IDCT (.), the inverse DCT transform (see Chapter 1, Equation (1.3));

W (k)
uv (IDCT (x)) the wavelet coefficient at the position (u, v) ∈ {1, ..., n1} ×
{1, ..., n2} for the kth sub-band of the IDCT (x) image,

W (k)
uv (IDCT (x ∼ xi)) the wavelet coefficient at the position (u, v) ∈ {1, ..., n1} ×
{1, ..., n2} for the kth sub-band of the image

IDCT (x ∼ xi) the inverse DCT of x whose coefficient i has been modified.

2.4 Conclusion

Among all the embedding schemes explained above, we chose the J-UNIWARD

adaptive one, because it is one of the most powerful embedding schemes of the

state of the art. Moreover, it has been used in studies similar to those we have

been working on for this thesis.
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Since the rise of digital image steganography, which consists of embedding a secret

message in a cover image, and sending it to a peer, the concept of steganalysis

has taken the form of a warden who attempts to analyze a cover image in order

to detect the presence of this message or estimate its size [Cogranne et al., 2020a].

This concept is called conventional steganalysis. In this chapter, we discuss this

concept, the theory behind it, and the most studied techniques.

3.1 Overview of steganalysis

3.1.1 The Warden scenarios

In 1983, the steganography process was formally modelled as the prisoner’s prob-

lem [Simmons, 1983]. The problem is that two prisoners, Alice and Bob, are

imprisoned in isolation cells and want to discuss an escape plan, through letter

exchange, without being discovered by the warden Eve. Any suspicion Eve may

have about this secret communication will lead to actions to stop the operation

between Alice and Bob. The act of communicating secretly, for example through

harmless letter, is named steganography. Figure 3.1 illustrates the general model

of the Simmons prisoner problem.

Figure 3.1: The general model of Simmons’ "prisoner problem".
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Warden Eve’s job is steganalysis. She has three choices to make when she examines

the communication between Alice and Bob. The choices are based on the abilities

and actions she can take when she recognizes a secret communication. These

choices are described as scenarios. There are three scenarios for a warden: the

active warden scenario, the passive warden scenario and the malicious warden

scenario, as shown in Figure 3.2, Figure 3.3 and Figure 3.4:

• The passive scenario: In this scenario, Eve performs a binary steganalysis.

She steganalyses the messages, as shown in Figure 3.2. If she detects a

secret message, she blocks it [Anderson and Petitcolas, 1998]. Otherwise,

the message will be delivered. Eve does not interfere in the communication

channel between Alice and Bob, but she can try to estimate the message

length by quantitative steganalysis.

Figure 3.2: Passive scenario.

• The active scenario: For this situation, Eve can consciously alter the

messages sent by Alice to Bob or by Bob to Alice, as appeared in Figure 3.3,

to ensure that a possible hidden message will be destroyed [Ettinger, 1998;

Cachin, 1998].

• The malicious scenario: Here, Eve’s role goes beyond discovering the

existence of the hidden message. It is about trying to interfere with the

communication between Alice and Bob. Eve can also extract the content

of the hidden message by trying to discover the stego-key, so that she can
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Figure 3.3: Active scenario

imitate Alice, change the content of the message and trap Bob [Francia and

Gomez, 2006] as shown in Figure 3.4.

Figure 3.4: Malicious scenario

In this thesis, we focus on the passive scenario.

3.1.2 Binary and quantitative steganalysis

Conventional steganalysis approach can be classified into two scenarios: Binary

and Quantitative. Given an image x, the purpose of binary steganalysis is to

decide whether x is a cover or a stego image. A binary steganalysis algorithm is

also called a binary detector.

Quantitative steganalysis aims to estimate the payload size. A zero payload cor-

responds to the cover image. A quantitative steganalysis algorithm is also called
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a quantitative detector. The problem of payload estimation can be formulated as

follows. Given a quantitative detector f , f is a real value mapping,

f : X → P ⊆ R, (3.1)

where X is a set of the cover images and P is a subset that represents the space

of the payload size.

In the modern approaches, the binary steganalysis is considered as a binary classi-

fication problem, while the quantitative steganalysis is considered as a regression

problem.

3.1.3 Clairvoyant hypotheses

Generally, a steganalysis process is called clairvoyant when Eve has a perfect

knowledge of the steganographic channel.

The different assumptions for clairvoyant steganalysis are that Eve knows: the

embedding scheme, the test distribution, the image relative payload α, and the

size of the images.

Let us recall the definition of the steganographic channel explained in Section 2.1.1

where the functions Emb : X × K ×M −→ X and Ext : X × K −→ M define

the embedding and extraction operations, given a set of cover images X , a set of

keys K associated with the cover images, and a set of messagesM that Alice can

embed.

Given an object x ∈ X to be examined, Eve assumes a distribution of cover im-

ages Pc, messages Pm, and keys Pk. These distributions together with a chosen

steganographic scheme defines a distribution of stego images Ps. In the clairvoy-

ant steganalysis, Eve has knowledge about Pc and Pk and consequently she has

knowledge about Ps. The binary steganalysis algorithm is then equivalent to have

the following test with two hypotheses.
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H0 : x ∼ Pc,

H1 : x ∼ Ps.
(3.2)

3.1.4 Evaluation measures

3.1.4.1 Binary steganalysis evaluation

We mentioned before that the binary steganalysis is considered as a binary classi-

fication problem. To assess the results, we can use the Receiver Operating Charac-

teristic curve (ROC curve), which is a graphical plot where each point represents

the true positive rate in function of the false positive rate for a given classification

threshold. The ROC curves can be used to compare curves, and eventually to find

a threshold.

Let us consider a binary classification problem, in which the results are labelled

either positive (stego) or negative (cover). There are four possible outcomes to

a binary classifier in steganalysis:

1. True Positive (TP): if the result of a prediction is stego and the actual

class is also stego.

2. False Positive (FP): if the result of a prediction is stego and the actual

class is cover.

3. True Negative (TN): if the result of the prediction and the actual class

are both cover

4. False Negative (FN): if the result of the prediction is cover while the

actual class is stego.

The confusion matrix in Figure 3.5, illustrate the TP, FP, TN and FN cases. We

use the following formulas to calculate the probability (rate) of each one:
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True Negative TN
cover classified as coverN′

N (cover)

False Positive FP
(False alarm)
cover classified as stego

n′

totalP (stego)

False Negative FN
(Missed detection)
stego classified as cover

ntotal

P′
True Positive TP
(Correct detection)
stego classified as stego

p′

p

actual
value

predicted outcome

Figure 3.5: Confusion Matrix, applied to binary steganalysis.

TPR = TP
P = TP

TP + FN = 1− FNR (3.3)

TNR = TN
N = TN

TN + FP = 1− FPR (3.4)

FPR = FP
N = FP

FP + TN = 1− TNR (3.5)

FNR = FN
P = FN

FN + TP = 1− TPR (3.6)

Generally, in the steganalysis domain, different names for the above rates are used.

The TPR is called the probability of correct detection Pcd or power function. FPR
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is called the probability of false alarm Pfa, FNR is called the probability of missed

detection Pmd.

Steganalysis algorithms with ROC curves close to the diagonal are not accurate.

In contrast, a steganalysis algorithm whom ROC curve has a large area under

the curve (AUC) is accurate, see Figure 3.6. In this thesis, we use the algorithm

explained in Appendix B to construct ROC curves.

Note that in Figure 3.6, the comparison between the two ROC curves is difficult,

as their AUCs are quasi-equal. A solution for this problem has been proposed

in the ALASKA2 steganalysis challenge 1. This solution, called weighted AUC,

consists of dividing the true positive rates into three parts and weighting each part

according to its position. The area between the true positive rate of 0 and 0.4 is

weighted 2×, the area between 0.4 and 1 is now weighted 1×. The total area is

normalized by summing the weights so that the final weighted AUC is between 0

and 1. It can be seen from Figure 3.7 how the weighted AUC is able to distinguish

the best ROC curve from those that are difficult to compare using the AUC.

In the following, we cite the different evaluation measures used in binary steganal-

ysis:

• The probability of error Pe: Researchers proposed different versions of

the Pe evaluation measure, they differ by the choice of a fixed values of the

probability of false alarm Pfa or the probability of missed detection Pmd. A

frequently used measure is the minimum average classification error under

equal prior probabilities [Filler et al., 2011]. The minimum is reached at a

point where the tangent to the ROC curve has slope 1
2 , [Fridrich, 2009]:

Pe = min
Pfa∈[0,1]

1
2(Pfa + Pmd(Pfa)). (3.7)

• The FP-50 evaluation measure: [Pevnỳ and Ker, 2015] proposed the

FP-50 evaluation measure, which is the False positive rate at 50% detection
1https://www.kaggle.com/c/alaska2-image-steganalysis/overview/evaluation

https://www.kaggle.com/c/alaska2-image-steganalysis/overview/evaluation
https://www.kaggle.com/c/alaska2-image-steganalysis/overview/evaluation
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200 Chapter 10. Steganalysis
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Figure 10.1 Examples of ROC curves. The x and y axes in all four graphs are the
probability of false alarms, PFA, and the probability of detection, PD, respectively.
(a) Example of an ROC curve; (b) ROC of a poor detector; (c) ROC of a very good
detector; (d) two hard-to-compare ROCs.

Algorithm 10.1 Drawing an ROC curve for one-dimensional features fs[i]
(stego) and fc[i] (cover), i = 1, . . . , k, computed from k cover and k stego im-
ages.

f = sort(fs ∪ fc);
// f is the set of all features sorted to form a non-decreasing sequence
PFA[0] = 1;PD[0] = 1;
for i = 1 to 2k {
if f [i] ∈ fc {PFA[i] = PFA[i− 1]− 1/k;PD[i] = PD[i− 1];}
else {PD[i] = PD[i− 1]− 1/k;PFA[i] = PFA[i− 1];}
DrawLine((PFA[i− 1], PD[i− 1]),(PFA[i], PD[i]));

}

We distinguish two general cases: attacking a known steganographic method (or
embedding operation) and attacking an unknown steganographic method. The
corresponding approaches in steganalysis are called targeted and blind steganal-
ysis.

Downloaded from Cambridge Books Online by IP 131.111.164.128 on Tue Aug 30 01:01:18 BST 2016.
http://dx.doi.org/10.1017/CBO9781139192903.011

Cambridge Books Online © Cambridge University Press, 2016

Figure 3.6: Examples of ROC curves. The x and y axes in all four graphs
are the probability of false alarms, Pfa, and the probability of detection, Pcd,
respectively. (a) Example of a ROC curve; (b) ROC of a poor detector; (c)
ROC of a very good detector; (d) two hard-to-compare ROCs. [Fridrich, 2009]

accuracy. This measure offers interesting statistical properties for centered

and symmetrical distributions of cover scores [Cogranne et al., 2019].

• The "Accuracy at the Top" evaluation measure: The "Accuracy at

the Top" measure gives the accuracy detecting one stego content (or actor)

among for example the 1% most suspicious contents/actors. This measure

is proposed by [Ker and Pevný, 2012a] to measure how often a true guilty

actor appears in the top n (or the top x%) of a list presenting the most

suspicious actors.
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proposal #1, AUC = 0.830, Weighted AUC = 0.873 
proposal #2, AUC = 0.828, Weighted AUC = 0.878 
proposal #3, AUC = 0.837, Weighted AUC = 0.860 

Figure 3.7: AUCs and weighted AUCs, for three different ROC curves. Figure
from the ALASKA2 steganalysis challenge.

• The MD5 evaluation measure: This measure is proposed in the

ALASKA challenge [Cogranne et al., 2019]. MD5 is the missed detection

rate for a false positive rate of 5% (abbreviated MD5 for Miss Detection at

5% false alarm rate). The authors inspired the MD5 by the FP-50 and the

the "Accuracy at the Top" evaluation measures. This measure has also been

used in [Cogranne and Fridrich, 2015] (without being named MD5 measure),

Pe is computed based on the Neyman-Pearson bi-criteria approach, which

aims to minimize the probability of missed detection for a prescribed false-

alarm probability Pfa, the authors fixed Pfa to 5%.

3.1.4.2 Quantitative steganalysis evaluation

Given an image x to be examined by a quantitative detector, the actual payload

p of x and its predicted value p̂, we denote by e = p − p̂ the error prediction

for payload size estimation of the image x. To evaluate the overall detector on n

images, we use one or more of the following measures:

https://www.kaggle.com/c/alaska2-image-steganalysis/overview/evaluation
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• The Mean Squared Error MSE:

MSE = 1
n

n∑

t=1
e2
t .

• The Root Mean Squared Error RMSE:

RMSE =
√√√√ 1
n

n∑

t=1
e2
t .

• The Mean Absolute Error MAE:

MAE = 1
n

n∑

t=1
|et|.

3.1.5 Earlier steganalysis approaches

Before going deeply into the state of the art steganalysis techniques, we discuss

some of the earlier ones. The era of steganalysis, before introducing machine

learning techniques, was based on analytic approaches.

Statistical Attacks attempts to compare the theoretically expected frequency dis-

tribution for the stego image with a sample distribution observed in the cover

image that may have been embedded with data. This is the case of the χ2 attack

[Westfeld and Pfitzmann, 1999]. In this article, the statistical attack is applied to

the EzStego and Jsteg embedding schemes. The embedding procedure continu-

ously overwrites the least significant bits of the ordered indices, which transforms

the values into each other that only differ in the least significant bits, causing the

appearance of equal pairs of values, called PoVs by the author, see Figure 3.8.

The dotted lines in Figure 3.8 show the frequency distribution for an image before

and after embedding, and they are similar because embedding does not affect them

(for a stego image, the frequency is the arithmetic mean of the two frequencies

in a PoV). This leads to obtain the theoretically expected frequency distribution

from the random sample. The only thing to do to classify the stego from the cover
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10 Andreas Westfeld and Andreas Pfitzmann

Fig. 13. Steganos; steganogram with only one byte of embedded text, and its filtered
image
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Fig. 14. Histogram of colours before and after embedding a message with EzStego

1. We shall suppose that there are k categories and that we have a random
sample of observations. Each observation must fall in one and only one cat-
egory. The categories are all palette indices, the colour of which is placed at
an even index within the sorted palette. Without restricting generality, we
concentrate on the odd values of the PoVs of the attacked carrier medium.
Their minimum theoretically expected frequency must be greater than 4, we
may unify categories to hold this condition.

2. The theoretically expected frequency in category i after embedding an equally
distributed message is

n∗
i =

|{colour|sortedIndexOf(colour) ∈ {2i, 2i + 1}}|
2

3. The measured frequency of occurrence in our random sample is

ni = |{colour|sortedIndexOf(colour) = 2i}|

4. The χ2 statistic is given as χ2
k−1 =

∑k
i=1

(ni−n∗
i )2

n∗
i

with k − 1 degrees of

freedom.

before after 

Figure 3.8: Histogram of colours before and after embedding a message with
EzStego [Westfeld and Pfitzmann, 1999].

images is to apply the χ2 test to calculate the degree of similarity between the

observed sample distribution and the theoretically expected frequency distribution.

The targeted attacks, exploit the process used by a scheme to attack it, such as the

Jsteg attack by [Wu et al., 2005], LSB Matching attack by [Huang et al., 2007],

OutGuess attack by [Fridrich et al., 2002a], F5 attacks by [Fridrich et al., 2002b,

2007]. These targeted attacks have a high-performance rate for a specific scheme,

but they are not efficient or useless on other embedding schemes.

We give an example, the F5 attack in [Fridrich et al., 2002b]. F5 cannot be attacked

by a simple χ2 attack because instead of replacing the LSBs of the quantized

DCT coefficients by the bits of the message or swapping pairs of fixed values, F5

decreases the absolute value of the coefficient by one. In this F5 attack, the authors

therefore use a different way of attacking the algorithm, which consists in taking

advantage of the fact that the histogram of the DCT coefficients modified by the

F5 algorithm preserves certain essential characteristics of the histogram, such as

its monotony and the monotony of the increments [Westfeld, 2001]. The attack is

thus constructed by analyzing how F5 modifies the histogram values in order to

find distinctive statistical quantities that correlate with the number of modified

coefficients. Then the basic values of these statistical quantities are determined.

This leads the attacker to estimate the histogram of the cover image from a stego,

as shown in Figure 3.9 and hence to detect the presence of F5 embedding.

Normally, LSB-based embedding schemes would leave a features structure in the
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Figure 3.9: A comparison of the histogram estimate to the histogram of the
original image. The graph shows the original histogram values (crosses), his-
togram values after applying the F5 algorithm with maximum capacity (max-
imal possible message), or payload = 0.5 bpnzAC (stars), and the estimate of

the original histogram (circles) [Westfeld, 2001].

cover image while embedding the secret message. Structural attacks exploit this

structure to attempt detecting the presence of a hidden message or predicting the

message length by targeting the LSB replacements in an image. The structural

attacks such as RS analysis [Fridrich et al., 2001], Sample Pairs Analysis (SPA)

[Dumitrescu et al., 2002], Triples analysis [Ker, 2005], and the Weighted Stego

detector (WS) [Fridrich and Goljan, 2004; Ker and Böhme, 2008; Cogranne et al.,

2011; Zitzmann et al., 2011] are considered the first quantitative detectors.

3.2 Binary Steganalysis by Machine Learning

Machine learning approaches are also called two-step learning. The first step is

the data preprocessing and feature extraction which is isolated to the next step,

the classifier. A feature is a quantifiable single property or characteristic of a

studied steganographic scheme. The choice of valuable features is a crucial step

for modeling an image in an efficient way. A set of numerical features is represented

by a feature vector.
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Generally, the binary classifiers perform a two-phase process, the training phase

and the testing phase. In the training phase, the classifier uses a set of images

to train and validate a steganalysis algorithm. Another different set of images

is used by the classifier to test and evaluate the trained steganalysis algorithm

(see Figure 3.10). Without any prior on the class preparation in test, 50% of

the feature set is chosen from stego images, and 50% from cover images, in the

training and testing phases. Otherwise, the results will be biased in favor of the

class with the higher ratio, as it will gain more information than the other.

Furthermore, it is important to ensure that the pairs of cover characteristics and

the corresponding stego characteristics are contained in the training set. This

specific steganalysis modification is essential because it has been shown that sep-

arating the stego-cover pairs into two sets, one used for training and the other for

testing, one for error estimation, can lead to a biased estimation error and loss in

performance [Schwamberger and Franz, 2010; Kodovskỳ, 2011].
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Figure 3.10: The two machine learning phases.

The evaluation of the binary detectors is done using the ROC curves and the Pe

measure ( See Section 3.1.4.2 ).
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3.2.1 Binary detectors using Rich Models

One of the first feature based steganalysis was proposed by [Farid, 2002], the

author used the Fisher Linear Discriminant (FLD) [Fisher, 1936] to classify a

72-dimensional feature vectors.

This approach has been remarkably improved in recent years with the introduction

of Rich Models (RM) for JPEGs (see Table 3.1) and Ensemble Classifier (EC)

[Kodovský et al., 2012; Cogranne et al., 2015; Cogranne and Fridrich, 2015].

Rich Model Dimension reference
CC-C300 48,600 [Kodovský and Fridrich, 2011]

CF* 7,850 [Kodovský et al., 2012]
CC-JRM** 22,510 [Kodovský and Fridrich, 2012]
DCTR 8,000 [Holub and Fridrich, 2015a]
PHARM 12,600 [Holub and Fridrich, 2015b]
GFR 17,000 [Song et al., 2015]

GFR-GW6 17,820 [Xia et al., 2017]
DCTRD 8,751 [Xia et al., 2019]GFRD 25,448

Table 3.1: A list of high dimensional rich models for JPEG images, and the
dimension of each one.

The notion of rich models is attributed to high-dimensional feature vectors con-

structed to gather more valuable information for steganalysis. One of the weak-

nesses of this approach was the computational limitations of the available classifiers

that are able to handle this huge number of features. Ensemble classifiers solved

this limitation, as they independently process each subset of features of size dsub
using a weak classifier, and then combine the results from each of them to make the

final decision. This approach has far exceeded, in terms of accuracy, the previous

approach based on small size features and SVM classifiers.

In this section we discuss recent approaches in two-step learning, rich models and

ensemble classifiers. We focus on the JPEG domain since this is the interest of

this thesis. We start by presenting the Gabor features residual GFR [Song et al.,

2015], a JPEG-rich model, which will be used in all our experiments.
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3.2.1.1 Gabor features residuals GFR

Gabor Feature Residuals or GFR, proposed in [Song et al., 2015], is a feature ex-

traction method for steganalysis, based on 2D Gabor filters which can describe

the texture components of the image at different scales and orientations (see

Appendix C for more details on Gabor filters). These texture elements are difficult

to preserve by adaptive embedding schemes, so they can be used for steganalysis

purposes.

Decompress 
JPEG image

2D Gabor 
filtering

 
 
 
 
 
 
 
 
 
 
 
 

Subsample the filtered image

Extract the histogram 
features

Merge the histogram 
features

Generate the 
steganalysis  

feature

Generate TD  
Gabor Filter Bank

Figure 3.11: GFR feature extraction process [Song et al., 2015]

The feature extraction method is shown in Figure 3.11 and the detailed extraction

procedures are described as follows: First of all, the JPEG image is decompressed

into the spatial domain without quantifying the pixel values at {0, 1, ..., 255} (i.e.
keeping the real value of pixels) to avoid any loss of information. Then, the

2D Gabor filter bank with different scales and orientations is generated. Next,

the decompressed JPEG image is convoluted with each 8 × 8 2D Gabor filter.

Next, for the filtered image generated by the 2D Gabor filters with the same

scale parameter, the corresponding histogram features are merged according to

the symmetric orientations. Finally, all the features of the merged histogram are

combined to form the final steganalysis feature.

This approach has been improved, first in [Xia et al., 2017] (GFR-GW6) by merg-

ing the histograms according to the symmetries between the different Gabor filters,
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which allows for further compacting the features while improving detection accu-

racy. In addition, by placing a Gaussian on each of the residual samples and using

integrals over the quantization intervals, a weighted histogram is obtained that is

more sensitive to small variations in residuals 2 than the original GFR histogram.

A second improvement for GFR has been proposed by [Xia et al., 2019]. The

authors revisit the GFR approach. From a de-quantized and non-rounded JPEG

image, the authors propose to apply Gabor filters. The resulting residual fil-

tered images are used to compute a difference of two residual filtered images and

then compute co-occurrences. The resulting features are called GFRD. Experi-

ments show more improvement over the GFR approach, in terms of presentation

of properties that allow hidden information to be discovered.

3.2.1.2 Ensemble classifiers and the GLRT algorithm

Ensemble classifiers have become an alternative to the SVM approaches for binary

classification, which have become useless with the rise of rich models. For example,

there is 17,000 entities for the rich GFR model. SVM classifiers do not converge

when trained on such a rich model due to its high dimension. The low complexity

of the ensemble classifiers has made it possible to train a very large number of

features, which has led to a significant improvement in the detection of modern

steganographic schemes.

[Cogranne and Fridrich, 2015] proposed a rich-model based Ensemble classifier, the

algorithm is called the GLRT-Ensemble classifier. GLRT stands for the generalised

likelihood ratio test; we call it GLRT in the following.

This algorithm takes advantage of the strengths of the optimal detectors and

steganalysis machine learning approaches to use an accurate statistical model for

base learner projections in an Ensemble classifier [Kodovský et al., 2012]. Each

base learner is a Fisher Linear Discriminant (FLD) classifier [Duda, 2001] formed

on a subset of uniformly randomly selected characteristics, and then its projection
2In steganography, the notion of residuals is referring the differences between cover images

and stego images.
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v is cast into hypothesis test theory. The statistical hypothesis test here is a

mapping

δ : RL 7→ {H0, H1},

so that the Hi hypothesis is accepted if δ(v) = Hi. Note that this detector works

without any assumptions about the size of the payload. This criterion applies here

by adopting the ”shift hypothesis” which was first recognised by [Ker, 2006], see

Appendix A for more details.

Cover and stego 
feature sets 

Figure 3.12: Diagram from the original article [Cogranne and Fridrich, 2015],
showing the implementation of the GLRT ensemble. Note that the rectangles
represent the data, the circles are associated with the operations and the dia-

monds represent the loops and associated tests.

GLRT is an improvement of the original Ensemble classifier [Kodovský et al., 2012],

the first binary detector based on Ensemble, but with some technical differences.

In the original classifier, each base learner is trained on a bootstrap sample of the

training set (also known as the bootstrap aggregation technique) while GLRT does

not use the bagging technique but divide the training set into two equally sized

subgroups. Besides, GLRT does not use the out-of-bag detection error (OOB)

estimate used in the original classifier. Also, the majority voting technique used
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by the original classifier is replaced by a likelihood ratio test in the GLRT, which

gives it more control over the probabilities Pfa and Pcd. The most important

change for us concerns the ability of the GLRT to detect messages of unknown

length, as it makes no assumptions about the possible payload embedded in the

image, which the original classifier does not have.

In the following, we briefly explain the implementation of the GLRT ensemble

classifier which is described in Figure 3.12. We refer the reader to the original

article for more details.

First, the features are divided into two subsets of equal size for training and testing.

Then, each base learner is trained on only half of the training set, while the other

half of the training set is used for cross-validation to validate the performance of

the base learners. Next, the optimal values of the number of features used by each

base learner dsub and the number of base learners L are calculated. Next, the base

learners’ projection covariance Σ0, the expectations µ0 under hypothesis H0 and

µ1 under hypothesis H1 are measured. For a fixed value of dsub, each base learner

is added to the ensemble as follows (see the bottom row of Figure 3.12):

1. a randomly selected subset of features of size dsub is selected (not shown in

Figure 3.12).

2. the training set is used to obtain the new projection vector w (the linear

subspace normal of the FLD decision boundary) from an FLD base learner.

3. the cross-validation set is used, with the projection vector w, to update the

base learners’ projection covariance Σ0 and expectations µ0 and µ1. Once

these values have been updated, it is straightforward to re-compute ||θ1||
using equation θ1 = Σ−1/2

0 (µ1 − µ0).

The goal of this training procedure is to calculate the values of the projection

vector w and the value of θ1 in order to minimize the classification probability of

error Pe in Equation (3.7) using the threshold τ pe = ||θ1||
2 .

Classifying an image is done by projecting each subspace of the feature vector

onto projection vector w. This gives a vector v which is normalized to a vector
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ṽ = Σ−1/2
0 (v− µ0). Next, the GLR test Λlr(ṽ) is computed which is simply given

by the projection onto the vector of the mean projections under H1, Λlr(ṽ) = θT1 ṽ
||θ1|| .

Finally, the GLR value is thresholded using the τ pe .

3.2.2 Binary Steganalysis by Deep Learning

Since 2015, steganalysis with rich models and ensemble classifiers has been com-

peting with deep learning approaches (one-step learning) such as, for the JPEG

domain, ReST-Net [Li et al., 2018], Xu-Net-JPEG [Xu, 2017], SRNet [Boroumand

et al., 2019] and Low-Complexity-Net [Huang et al., 2019].

The one-step learning approach differs from the two-step learning approach with

respect to data preprocessing and feature extraction operations. In two-step

learning, these operations are performed manually, before the classification step,

whereas in one-step learning, these operations are performed automatically by

the classification architecture. The two learning approaches are illustrated in

Figure 3.13.
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Figure 3.13: two steps learning VS one step learning.

In Section 3.2.1.2, we discussed how the ensemble classifiers together with the

rich models, replaced the SVM classifiers. Since 2015, the CNN-based classifiers
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started to replace the ensemble classifiers [Chaumont, 2020]. In this section, we

briefly discuss the recent techniques for binary steganalysis with deep learning in

JPEG.

The first approach to the application of deep learning techniques for steganalysis

dates back to 2014 [Tan and Li, 2014] with auto-encoders. A year later, [Qian

et al., 2015] and [Pibre et al., 2016] suggested using convolutional neural networks

(CNN). The results remained well below the state of the art until the proposal of

[Xu et al., 2016], the results achieved with an ensemble of CNNs were nearly as

good as the state of the art.

[Zeng et al., 2017] proposed the first JPEG CNN classifier, the same author pub-

lished another one in [Zeng et al., 2018], with a proposal of a pre-processing tech-

nique inspired by the Rich Models, and the use of a big learning database. The

results were close to those of the state-of-the-art. JPEG compression process was

the inspiration of another technique, the phase-split, used to build the VNet CNN

by [Chen et al., 2017].

It took a set of CNNs to obtain slightly better results than state of the art. In Xu-

Net-Jpeg [Xu, 2017], a CNN inspired by ResNet [He et al., 2016] with the shortcut

connection trick, and 20 layers also improve the accuracy results. Note that in

2018 the ResDet [Huang et al., 2018] proposed a CNN different than Xu-Net-Jpeg

[Xu, 2017] but with similar results. At the end of 2018, SRNet [Boroumand et al.,

2019] has been proposed, which is a network that can be adapted to spatial or

JPEG steganalysis. It requires various tricks such as virtual augmentation and

transfer learning, and therefore requires a bigger database compared to Yedroudj-

Net [Yedroudj et al., 2018]. In 2019, a low complexity network [Huang et al., 2019]

for JPEG has been proposed.

For more details about the steganalysis using Deep learning literature, we refer

the reader to [Chaumont, 2020].
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3.3 Quantitative Steganalysis by Machine

Learning

Quantitative steganalysis, which aims to estimate the payload size (zero payload

corresponds to the cover image), was introduced by [Fridrich et al., 2003]. In this

paper, the authors provide basic concepts for the design of steganalysis techniques

to accurately estimate the number of changes to the cover image imposed during

embedding. Using these concepts, the authors show how to estimate the length of

the secret message for the most common embedding schemes, including OutGuess

[Provos, 2001] and F5 [Westfeld, 2001] for JPEG, and other image types in the

palette and in the spatial domain.

In the meantime, quantitative steganalysis has not been the subject of as many

studies in recent years. [Pevný et al., 2009] and [Pevný et al., 2012] proposed

feature-based techniques together with a support vector regressors (SVR) to esti-

mate the message length.

[Kodovský and Fridrich, 2013a] made a significant improvement using the recently

proposed Rich Models.

3.3.1 Quantitative Steganalysis Using Rich Models

[Kodovský and Fridrich, 2013a] propose a quantitative detector that uses rich

models, which we name in this thesis the QS algorithm. The approach adopts the

recent advances in binary steganalysis using rich models and ensemble classifiers to

extend the prior feature-based (small sized features) quantitative detectors ([Pevný

et al., 2009] and [Pevný et al., 2012]) to rich model-based one. The authors propose

a machine learning regression framework that brings together, through the gradient

boosting process [Friedman, 2001], a large number of simpler base learners built

on random sub-spaces of the original high-dimensional feature space.
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In the following, we briefly explain the regression framework used to build the QS

algorithm. Given xi ∈ X , yi ∈ P = [0, 1], the objective is to find the regression

function f minimizing the training error:

N∑

i=1
L(yi, f(xi)) (3.8)

where L(yi, f(xi)) is the squared loss function:

L(yi, f(xi)) = 1
2(yi − f(xi))2. (3.9)

Over M base learners, the calculation of f is performed by applying a generalized

additive model (additive expansion)

f(x; {am}m=M
m=1 ) =

M∑

m=1
h(x; am), (3.10)

where h(x; a), the base function, is a linear Ordinary Least Squares (OLS) regres-

sion. The calculation of the values of a is manipulated as an optimization problem

that tries to find parameter vectors {am}Mm=1.

For this purpose, a simplified Gradient Boosting algorithm with the squared loss

function from Equation (3.9) is applied, see Algorithm 1.

Algorithm 1 Gradient Boosting algorithm with a general loss function
L(yi, f(xi)) .
1: f0(x) = argmin

β

∑N
i=1 L(yi, β)

2: for m = 1 to M do
3: yi ← yi − fm−1(xi), i = 1, ..., N (update current error)
4: a = arg min

T,cL, cR

∑N
i=1(yi − h(xi;T, cL, cR))2 (least square regression)

5: fm(x) = fm−1(x) + ηh(x; am), 0 < η ≤ 1. (update regression function)
6: end for

The algorithm starts by initializing the f0(x) that minimizes the value of β over

the whole set N of training features, see step 1 in Algorithm 1.

Then for each base learner m ∈ M , the training responses yi are continuously

updated to reflect the actual estimation error, yi−fm−1(xi) (step 3). the parameter
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vector a = (T, cL, cR) is determined through the least squares in step 4, where T

is a threshold, and cL and cR are constants for the OLS regression. In step 5, the

regression function is updated and regularized using the learning rate η.

3.3.2 Quantitative Steganalysis by Deep Learning

As far as we know, the only Quantitative detector based on deep learning has been

proposed by [Chen et al., 2018]. This approach exploits the recent advances in

deep learning-based binary detectors. The authors propose a design, the bucket

estimator, that use features extracted from the activation of such CNN binary

detectors to predict the payload size. This approach provides about 30% reduction

in the MSE (Mean Squared Error) of the payload estimator when compared to the

QS algorithm. The basic concept of the bucket estimator is to switch the outputs

of the binary values to real values; This is achieved by replacing the loss function

softmax with the MSE and using the embedded payloads as continuous value class

labels.

The first step in the approach is to build a k bucket of CNN (VNet [Chen et al.,

2017]) binary detectors Dαi trained on the cover class and the class of embedded

stego images with a fixed payload αi, i = 1, ..., k as indicated in Figure 3.14.

Figure 3.14: Data-set preparation and training for J-UNIWARD with quality
factor 75. The image is from the original article [Chen et al., 2018]
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Next step is to concatenate the last M activation features connected to the classi-

fier part, the fully connected layers (feature extraction part of these detectors), into

a k×M dimensional feature vector and a payload regressor shown in Figure 3.15.

Finally, the regressor is trained on concatenated features of stego images embed-

ded with payloads α chosen uniformly randomly from some fixed interval I. The

regressor is a three-layer fully connected neural network (FNN) with 2kM neurons

in each layer and an output neuron.

Figure 3.15: Three-layer FNN payload regressor used in both stego domains.
The image is from the original article [Chen et al., 2018]

3.4 Conclusion

In this thesis, we make assumptions that Eve does not know the payload embed-

ded in each image (see Section 3.1.3), but she has to make a decision on a set

of images whether this set is cover or stego, so she collects clues from this set,

using conventional quantitative steganalysis algorithms in order to make the final

decision. The clues can be collected from the estimates of quantitative detec-

tors or from classifiers which do not make assumption of the embedded payload.

Among the methods explained in this chapter, we have selected for the experi-

ments proposed in this thesis state-of-the-art algorithms that are suitable with

our assumption. These algorithms are the QS [Kodovský and Fridrich, 2013b] and

GLRT [Cogranne and Fridrich, 2015] algorithms. They are compared in Chapter 6
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in the quantitative scenario to see what is the best way for Eve to collect clues.

These two algorithms are also compared in a binary scenario.
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In the previous sections, we discussed steganography and steganalysis, their prin-

ciples, concepts and techniques. As the practical use of steganography inevitably

involve several images, Alice may have access to more than one cover image, and

Eve may intercept more than one cover or stego image from Alice. This motivates

the idea of spreading the secret message into multiple cover images using small

embedding rates.

In this chapter, to avoid misunderstanding, the terminology embedding scheme

is used for the steganographic method of embedding in individual images, and

spreading strategy for the problem of spreading the message in several cover images

using a given embedding scheme.

4.1 Historical perspective

Steganography traditionally focused on embedding a message in one cover image

at a time, but it is much more realistic for Alice to hide the message by spreading

it over multiple images, i.e. a sequence of image. This spreading process is called

batch steganography and is to be opposed to the pooled steganalysis where a bag1 of

images are analyzed in order to gather a set of clues, and thus to conclude to the

presence/absence of a hidden message in the bag of images. Batch steganography

and pooled steganalysis topics were introduced in [Ker, 2006] and became one of

the most challenging open problems in the field these last years [Ker et al., 2013a].

We present the pooled steganalysis topic in next chapter.

The batch steganography topic is illustrated in Figure 4.1. In the first article

[Ker, 2006], the author gives an example of this scenario as follows: suppose

a criminal wants to conceal information on his computer, using steganography,

which is undeniable. He already has a large number of innocent cover images on

his hard drive. To make sure he hides his secret information well, he could split

it up into several small pieces and hide a little bit in each of the selected images
1In this case, we can use the term "bag" to emphasize that the order of the images is not

important when performing the pooled steganalysis.
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(batch steganography), thinking that this is safer than the alternative of filling in

a smaller number of images for a high payload.

Figure 4.1: A scheme that illustrates the batch steganography process.

In [Ker, 2006], Ker proposes a theoretical framework for the undiscovered topic of

batch steganography. In order to build this framework, Ker took some hypotheses

like the following: he assumes that Eve knows the size of the bag, which is assumed

to be fixed, and the message has a fixed length. Ker also assumed that the cover

images have the same embedding capacity, i.e. all images can be embedded with

a fixed maximum message length.

In [Ker, 2007a, 2008; Ker and Pevný, 2012b], Andrew Ker have pursued the theo-

retical studies on this topic, and compared the efficiency of some spreading strate-

gies based on non-adaptive embedding schemes when the steganalysis detector is

created to attack a specific embedding scheme. In this case, Andrew Ker showed

that the optimal spreading strategy is to concentrate the message payload into as

few cover images as possible (greedy strategy) or, at the opposite, to spread the

payload as thinly as possible (linear strategy).



Batch Steganography. 82

4.2 Some definitions

Recalling the definition of a steganographic channel from Section 2.1.1, where

Alice uses a cover image to embed her message by using an embedding scheme,

and a stego key. Generalizing this definition, in batch steganography, Alice needs a

bag of cover JPEG images, to embed her message by using an embedding scheme,

a stego key and a spreading strategy. All elements are represented in Figure 4.2.
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Figure 4.2: The steganographic channel and the principal elements for batch
steganography.

Given a set of sequences of cover images {Xi}i=bi=1, a set of keys K associated with

the cover images (a key for each image), a set of messagesM that Alice can embed,

and a set of strategies S that Alice can use to spread the message, the embedding

and extraction are expressed as :

Emb : {Xi}i=bi=1 ×K ×M×S −→ {Xi}i=bi=1 (4.1)

and

Ext : {Xi}i=bi=1 ×K × S −→M (4.2)

Consequently, batch steganography consists in embedding a message m ∈ {0, 1}|m|

in a sequence of cover images by using a spreading strategy, s ∈ S.
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4.3 Batch spreading strategies

The purpose of batch steganography is that Alice wants to spread in a sequence B

of b images a message of relative total payload α. The value of α is related to the

relative payload αi of each image in the sequence. αi is expressed in bits per pixels

(bpp) for spatial image, in bits per non zeros ACs (bpnzAC) or bits per coefficient

(bpc) for JPEG images. The message length, |m|, is spread among a sequence of

images (x1, ...,xb) such that the message fragment lengths |m| = (|m1|, ..., |mb|),
are given by:

|m| =
b∑

i=1
(|mi|). (4.3)

The value of |mi| depends also on the steganographic capacity ci, which is the

maximum amount of data Alice can embed in the image xi. Note that stegano-

graphic capacity is a loosely-defined concept, indicating the size of payload which

may securely be embedded in an image using a particular embedding scheme [Ker

et al., 2008].

ci has several ways of being defined, depending on the spreading strategy and the

embedding scheme used to embed the payload, these definitions will be discussed

in the following.

In this section we discuss the spreading strategies that have been proposed between

2007 and 2020. We start by the oldest ones introduced in [Ker and Pevný, 2012c]

and [Ker and Pevný, 2014] where the authors identified five strategies including

those already introduced in [Ker, 2006], i.e. the greedy strategy and the linear

strategy.

4.3.1 Greedy strategy

In the greedy strategy, Alice iteratively chooses the cover images with highest

capacity yet to be used, and embeds a portion of the message equal to the estimated

capacity of the image. After ordering the images by capacity c1 ≥ c2 ≥ ... ≥ cb,
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Alice applies the following equation:





|mi| = ci,∀i ∈ {1, ..., I},
|mI | = |m| −

∑I−1
i=1 |mi|,

|mi| = 0, ∀i ∈ {I + 1, ..., b},
(4.4)

where I denotes the smallest possible number of images with sufficient capacity,

i.e.

I = arg min
i

i∑

j=1
cj ≥ |m|,

with ci is the maximum capacity of the cover image xi. In his empirical experi-

ments, [Ker, 2006] uses the LSB replacement embedding scheme and the values ci
were the maximum amount of replacement that the algorithm can perform, which

leads to a fixed value of ci. Furthermore the author considered a fixed amount of

data in each image.

In [Ker and Pevný, 2012c, 2014], the capacities are calculated based on the embed-

ding scheme, the authors exploit the capacity value estimated by the embedding

scheme while embedding. For example he used F5, JPHideSeek, and OutGuess

schemes. In case where the embedding scheme does not provide a capacity esti-

mate, the author fixed the capacity to certain value. This is the case of the nsF5

scheme, the author fixed the capacity estimate to 0.8 bpnc.

The authors proposed another way to chose the images to embed in the greedy

strategy, which simulate the case where Alice does not have a previous knowledge

on all the capacities of the images, so it is not possible to select the cover with high

capacity. In this case, Alice randomly chooses an image xi to embed, estimates

its capacity ci and embeds mi which is equal to ci. This may lead to the use of a

larger number of images. The authors named it the random strategy.
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4.3.2 Even strategy

The linear strategy is also linked by authors [Ker, 2006; Ker and Pevný, 2012c,

2014] to the capacities by distributing the messagem into all available cover images

proportionately to their capacity. This is formulated in the following equation,

ignoring the fractional bits in |m| :

|mi| =
ci|m|∑b
j=1 cj

. (4.5)

Without taking the capacities into consideration, Equation (4.5) become

|mi| =
|m|
b
.

For this last equation, the message is distributed evenly throughout the bag, so

that the size of the message for each image is equal to the length of the message

divided by the number of b cover images. The authors named it the linear strategy,

also named even strategy. It is worth noting that in later works, the authors

claims that they used the linear strategy in their experiments regardless to the

images capacity, because the embedding was done in modern adaptive embedding

schemes. In the rest of this document we will reference the linear strategy the one

distributing evenly into b covers.

Note that the last strategy proposed by the authors was the sqroot strategy, where

the message is spread among all the b images with the length of the fragments being

proportional to the square root of their capacities, i.e

|mi| =
√
ci|m|∑b
j=1
√
cj
.

4.3.3 uses-β strategy

[Pevný and Nikolaev, 2015] used the greedy and linear strategies for spreading

the payload. In this article, the authors work under the assumption that Alice
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does not apply any cover selection strategy, meaning that the cover images in the

sequence of images are randomly selected according to the probability distribution

of the cover images. In addition, they have simplified the problem of payload

distribution by not considering the capacity of the cover images. Furthermore, the

authors proposed the uses-β strategy which is a fusion of greedy and linear ones.

This strategy is formulated in the following equation :

|mi| =
|m|
βb

.

where β ∈]0, 1] is a fraction of the available cover images where Alice spreads the

message evenly. This strategy is equivalent to the linear strategy for β =1. It is

also similar to the greedy strategy as it spreads messages in a fraction of images.

4.3.4 Modern strategies: IMS, DeLS, DiLS, AdaBIM

[Cogranne et al., 2017] proposed three practical spreading strategies that over-

came all the strategies explained above. Those was proposed for the purpose of

minimising the statistical detectability of the embedded images.

• The first one is the Image Merging Sender (IMS) strategy, where Alice

generates a unique image from all the b images from a sequence B, and lets

the embedding scheme (an adaptive embedding scheme is used) spread the

payload all over this ”big” image. They eventually open images of the same

size to create the big picture.

After embedding, the stego images of the original images are recovered. The

concatenation is illustrated in Figure 4.3. In the IMS strategy, a cost value

is computed for each DCT coefficient of the ”big” image (the adaptive em-

bedding scheme defines the way the cost map is computed), and then the

embedding is obtained with STC [Filler et al., 2010, 2011].

• The second one is the Detectability Limited Sender (DeLS) strategy, which

operates with statistical detectability. Here Alice adopts a cover model and
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spreads payload over b images that communicates the required payload, so

that each image from the sequence contributes with the same value as the

Kullback-Leibler (KL) divergence (deflection coefficient) based on MiPOD

[Sedighi et al., 2016b] cover model2. Note that KL divergence is a fundamen-

tal measure of security to be applied to the domain of steganography and

steganalysis [Ker et al., 2013b]. The MiPOD cover model is suitable in this

case as it is based on minimizing the statistical detectability. This scheme

was created to work on spatial domain, given an image xi of n pixels, Alice

selects change rates κi, i ∈ {1, ..., n} that minimize the deflection coefficient

% defined by:

% =
√√√√2

n∑

i=1
σ−4
i κ2

i . (4.6)

The embedding change rates are first calculated by solving the following n+1

equations numerically (Equation (4.7)):

κiσ
−4
i = 1

2λ ln 1− 2κi
κi

(4.7)

and Equation (4.8):

R =
n∑

i=1
H(κi) (4.8)

where σ2
i is the variance of the cover image pixel xi, which is calculated using

a variance estimator, λ is the Lagrange multiplier, and H(x) = −2x ln x −
(1− 2x) ln(1− 2x) is the ternary entropy function expressed in nats3. Once

the variance rates are calculated, using the Lagrange multiplier method, they

are converted into costs ρi, i ∈ {1, ..., n} using the following equation:

ρi = ln( 1
κi
− 2).

In MiPOD, these costs are then used by the Syndrome Trellis Codes [Filler

et al., 2010, 2011] to embed the R payload during the embedding process.
2The deflection coefficient is computed on dequantized images.
3A nat is a logarithmic unit of measurement of information or entropy, based on the Neperian

logarithm and the powers of e rather than the base 2 logarithm that defines the bit.

https://en.wikipedia.org/wiki/Nat_(unit)##cite_note-IEC_80000-13:2008-1
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It is worth noting that recently in [Cogranne et al., 2020b], a new approach

has been proposed to extend the use of MiPOD to the JPEG images. The

new algorithm is named J-MiPOD and it is based on extracting the image

to spatial domain to estimate the σ2
i values, applying linear transformation

to compute variance of DCT coefficients σ′i2 which allows to continue the

MiPOD embedding procedure on the JPEG image coefficients.

The principle of the DeLS spreading strategy is that, given a sequence of

cover images {xi}i=bi=1, to fix the same % for all the {xi}i=bi=1. This allows to

deduce for each image the change rate {κi}i=ni=1 leading to % using equation

Equation (4.6). Then, Alice takes the calculated payloads for the images of

the bag and uses them to build the bag of images using a chosen embedding

scheme.

• The last one is the Distortion Limited Sender (DiLS) strategy. Here, Alice

spreads payload over images so that each image from the bag contributes

with the same value of distortion. The distortion of each image is calculated

using the distortion function of the used adaptive embedding scheme.

Recently in [Sharifzadeh et al., 2020], a novel spreading strategy has been pro-

posed. The strategy is close to the IMS one and it is called Adaptive Batch size

Image Merging steganographer (AdaBIM). It differs from the IMS strategy in that

the AdaBIM spreads the payload non-uniformly among all the images according

to their suitability measure of the image for steganography defined as

n

√√√√
n∏

i=1
σ2
i

where n is the number of pixels in image and σ2
i is the variance of the ith pixel.

The authors formalise the spreading (embedding in the big image in this case) as

follows: Given a dataset of images X and a bag of size b. Assuming that the lth

bag contains images with indexes (l− 1)b, ..., lb− 1. The IMS strategy is used for

spreading n× b×α nats among b images in each bag. ∀j ∈ (l − 1)b, ..., lb− 1, the
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payload of the jth image is calculated using the following equation:

αj = nα + α

2 ln




n

√∏n
i=1 σ

2
ij

b

√
∏lb−1
k=(l−1)b

n

√∏n
i=1 σ

2
ik


 ,

where σij is the variance of the ith pixel of jth image.

4.3.5 Two other variants

In [Liao and Yin, 2018], the authors propose two spreading strategies based on

image texture complexity (SS-ITC) and distortion distribution (SS-DD) to perform

the payload spreading.

The Spreading Strategy Based on Image Texture Complexity (SS-ITC) is similar

to the Greedy strategy, since Alice iteratively selects the cover images with the

highest capacity still to be used, and embeds a portion of the message proportional

to the estimated capacity of the image.

The difference is how the capacity is estimated. While in the greedy strategy

the capacity is related to the embedding scheme, in the SS-ITC strategy, the

capacity ci of an image xi of size li×wi is a function of its size, and the entropy of

the image which could well represent the complexity of the image texture. Alice

first calculates the image entropy hi on the basis of the co-occurrence matrix

P (u, v, d, θ)

hi = −
∑

u

∑

v

P (u, v, d, θ) log2 P (u, v, d, θ).

where P (u, v, d, θ) is applied to count the number of times the pixel values u and

v appear at the same time, d is the distance between the positions of u and v, and

θ is the angle between the two pixels positions and the abscissa axis. By setting

d = 1, θ = 0◦, 45◦, 90◦, 135◦ the authors get four image entropies hi and compute

the average h̄i for image xi. Therefore, the image entropy of the cover bag is

H = {h̄1, h̄2, ..., h̄b}. Finally, the capacity ci of image xi is calculated by using the



Batch Steganography. 90

following equation:

ci = liwi(h̄i − h̄min)
h̄max − h̄min

.

where h̄min and h̄max denote the minimum and maximum value in H, respectively.

The embedding is done the same way as Equation (4.4).

the Spreading Strategy Based on Distortion Distribution (SS-DD) mainly spreads

the payload according to the distribution of embedding distortion values. Alice

calculates the distortion values ρi of the cover image xi by applying the cost

function of existing embedding schemes. All pixels of the cover image are sorted

in ascending order in a list, according to their distortion values. The payload

distribution in each image, is determined by the origin of the first |m| pixels of

the list. |mi| will be equal to ni, the number of pixels belonging to image xi. The

authors give a simple example of this strategy, given two different cover images x

and y with the size of 3×3. First Alice calculates the embedding distortion values

ρ by applying the cost function from the embedding scheme.

x =




x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

x3,1 x3,2 x3,3



→




ρx1,1 ρx1,2 ρx1,3

ρx2,1 ρx2,2 ρx2,3

ρx3,1 ρx3,2 ρx3,3




y =




y1,1 y1,2 y1,3

y2,1 y2,2 y2,3

y3,1 y3,2 y3,3



→




ρy1,1 ρy1,2 ρy1,3

ρy2,1 ρy2,2 ρy2,3

ρy3,1 ρy3,2 ρy3,3




Next, Alice sorts all the distortion values in an ascending order:

ρx1,1 < ρy1,1 < ρx2,1 < ρx3,1 < ρy1,2 < ρy2,1 < ρx1,2 ...

The message distribution is determined by the distribution of distortion values in

the first |m| pixels. For |m| = 7 bits, following the above ordering, then |mx| = 4

bits and |my|= 3 bits, meaning that 4 bits will be embedded in x, and 3 bits will

be embedded in y. Note that SS-DD is not very far from IMS except that the cost
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computation in SS-DD is done independently and the embedding too, whereas in

IMS the process is global and the optimisation is global in the "big" image.

Figure 4.3 illustrates multiple examples of batch spreading strategies. Not all the

strategies can be visually illustrated. Note that for the greedy strategy, it is not

necessary for the message to be concentrated in the upper left corner due to the

random choice of images when spreading, The image is just an illustration.
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Figure 4.3: A scheme that illustrates four of batch spreading strategies.
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4.4 Conclusion

In this chapter, we have discussed the problem of batch steganography. We began

by defining the problem and then briefly presented the historical perspective. Then

we discussed the most modern batch spreading strategies. Among all the strategies

explained above, in the following experiments section, we use the DeLS, DiLS,

IMS, greedy, linear and uses-β strategies. The SS − ITC and the SS − DD
have not been used in our experiments and are postponed to future work.
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In this chapter we discuss the opposite of batch steganography, that is pooled

steganalysis, where Eve deals with several images that Alice sent. Eve extracts

evidence from each image by predicting the presence/absence of a hidden message

or its length, and then combines these shreds of evidence to make a final decision

on whether or not there is hidden information in a whole set of images. The

scenario is illustrated in Figure 5.1.

many covers

embedding

any

algorithm

some some covers

Alice (Batch Steganographer)

payload

stego objects,

Eve (pooled steganalyser)

any ?

Strategy

Figure 5.1: An illustration of batch steganography and pooled steganalysis.

5.1 Historical perspective

In 2007, in addition to batch steganography, [Ker, 2006] proposed a theory for

the pooled steganalysis. Recalling the example of a criminal who wishes to hide

information on his computer using batch steganography (see Section 4.2). The

author defines the way the authorities deal with this situation as follows, "When

the authorities impound his computer, they are faced with a dilemma: how do they

know which pictures to examine? Even possessing state-of-the-art steganalysis,

they still observe fairly large false positive rates, and so if they test every picture

on his computer they will inevitably turn up a lot of positive diagnoses – even if

he is not a steganographer at all. They must run their statistical detector on every
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picture individually, and then find some way to combine the detection statistics into

an overall “pooled” steganalysis for the presence of data, possibly spread across all

the images.". This example led to the formulation of the problem in Section 5.2.

5.2 Some definitions

5.2.1 Pooling function

[Ker, 2006] has formulated the problem of pooled steganalysis as follows: The

batch steganographer Alice uses a bag B of b images {xi}bi=1 ∈ X b, with X the

images learning set. Each one of the bags may be cover or stego. Eve applies a

Single Image Detector (SID), denoted by the function

f : X 7→ R, (5.1)

with the assumptions that f is an unbiased quantitative steganalysis detector (a

detector which estimates the message length, see Section 3.1.2). Eve then applies

f on the bag of images in order to get scores {f(xi)}bi=1. She then aggregates these

scores by using the function

g : Rb 7→ R, (5.2)

in order to get a single real output which allows to classify the bag as cover or

stego. The function g is named the pooling function, see [Pevný and Nikolaev,

2015].

In what follows, we consider what is explained in this section for performing pooled

steganalysis, i.e. the choice of f and g. This is illustrated in Figure 5.2.

5.2.2 Square root law of steganographic capacity

In Chapter 4, we discussed the notion of steganographic capacity, and its inter-

relation to spreading strategies. In this section, we discuss the relationship between
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Figure 5.2: A scheme that illustrates how Eve uses a pooling function g to
aggregate evidence from multiple images in order to make a final decision about

the presence/abcence of a hidden message.

payload size and steganographic capacity for both batch steganography and single

image (conventional) steganography.

In [Ker, 2004], in his experiments on non-adaptive embedding schemes, Andrew D.

Ker observed a relation between the payload size and the steganographic capacity

of an image. In [Ker, 2006], Ker applied non-adaptive embedding schemes to per-

form batch steganography. Based on the results obtained by applying some simple

pooling functions (will be discussed in Section 5.3) on the bags of images with

uniform capacity, Ker conjectured that the steganographic capacity increases only

as the square root of the number of images in the bag. He proved this conjecture

in [Ker, 2007b] with a mathematical theorem which states that pooling evidence

from multiple images together should improve the accuracy of detection, provided

that the payload grows quicker than the square root of the total steganographic

capacity of the bag of images. This conclusion is named the Square root law.

Since then, many studies has been performed on the topic of the square root low.

A study of this law on single images has been performed in [Ker et al., 2008]. The

authors tested contemporary methods of steganography and steganalysis at that

time (using non-adaptive embedding schemes) to explain how square root law may

be adapted to the steganographic capacity of a single image.
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Furthermore, the robustness of this law in real life has been discussed in the survey

paper [Ker et al., 2013b], the authors said: "What is remarkable about the square

root law is that, although both asymptotic and proved only for artificial sources,

it is robust and manifests in real life. This is despite the fact that practitioners

detect steganography using empirical classifiers which are unlikely to approach the

bound given by KL divergence, and the fact that empirical sources do not match

artificial models."

In all the studies cited above, the square root law was applied on non-adaptive

embedding schemes. Recently, in [Ker, 2017], the author studied the applicability

of the square root law to adaptive embedding schemes, where the embedding is

not done uniformly throw the image, but using coding techniques. The author has

made a theoretical conjecture on a square root law for adaptive embedding, which

needs further study and experimental proof.

5.2.3 Sequential steganalysis

Later in [Cogranne, 2015], the author studied a scenario where Alice starts embed-

ding messages after a while into a conveyed image stream, that is, a flow of images

that are transmitted sequentially, one after the other. This approach is called

sequential steganalysis or online steganalysis. The author theoretically formal-

ized the problem of sequential analysis from a flow of transmitted images within

the framework of hypothesis testing theory. The sequential detection problem is

modeled as follows: after having sent an unknown number V − 1 of cover images,

Alice starts embedding hidden message within the following images, with, by Ker-

ckhoff’s principle, a known embedding algorithm. Hence the sequence x1, ..., xb,

b→∞, can be modeled as:




xi ∼ P0 , ∀ i < V
xi ∼ Pθi , ∀ i ≥ V , θi ≥ 0,

(5.3)
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with P0 the distribution of the steganalysis results xn before the V th image (xn
are assumed by the author to be i.i.d (independent and identically distributed)),

and Pθn the distribution of the steganalysis results xn at the V th image where the

embedding starts. θn represents a parameter of the distribution which is increased

by the use of steganography.

Sequential steganalysis is considered as a particular case of pooled steganalysis,

but it differ in assumptions (b → ∞) and the way of construction of the pooling

function (the author used the average as a pooling function g to aggregate scores

from the function f).

5.2.4 Parzen-window for pooled steganalysis

Let us comment the Parzen window which is the most important ingredient of

the steganalysis architecture proposed in [Pevný and Nikolaev, 2015]. The bag of

SID scores, i.e. the vector z = {f(x1), ..., f(xb)}, is transferred into a histogram

representation thanks to the estimation by Parzen window. Given the Gaussian

kernel function k : R × R 7→ R with k(x, y) = exp(−γ||x − y||2)), the Parzen

window computation is such that for a bag z, the resulting histogram is:

h =
[

1
b

∑

f(xi)∈z
k(f(xi), c1), ... , 1

b

∑

f(xi)∈z
k(f(xi), cp)

]
(5.4)

with {ci}pi=1 a set of equally spaced real positive values belonging to the range

minx∈Xf(x) and maxx∈Xf(x). Each bin of the histogram h, from Equation (5.4),

is the result of the cumulative Gaussian distance between each component of z

and a scalar from the set of predefined centers {ci}pi=1.

Note that the histogram representation, h, is of finite dimension p, whatever the

dimension b of the bag, and that this representation is invariant to the sequential

order in the bag.
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We conclude this section by discussing the binary classification hypothesises ap-

plied on a bag of images, as the binary steganalysis is considered as a hypoth-

esis test. Let us recall the definition of the steganographic channel explained in

Section 4.2. In the case of multi-images, Eve has to decide if the set of images con-

tains a hidden message. We have seen that in batch steganography, the message

is spread among multiple cover images. Hence, in the case of pooled steganalysis,

Eve tries to know whether there is a hidden message in the bag of images {xi}bi=1

or not, and the test becomes:

H0 : {xi}bi=1 ∼ PB
c ,

H1 : {xi}bi=1 ∼ PB
s

where PB
c is a probability distribution of bags with only cover images, and PB

s is

the distribution of bags where at least one image xi is stego. H0 is then the null

hypothesis ({xi}bi=1 is a cover bag), and H1 is the alternative hypothesis ({xi}bi=1

is a stego bag). The probability distribution of images within PB
s depends then

on the cover source, the message length, the embedding scheme, and the spreading

strategy.

Moreover, we conclude that the pooling is a key-point of the pooled steganalysis

process.

5.3 Earlier pooling functions and assumptions

In [Ker, 2006], the author proposed some simple pooling functions. The author

made some hypotheses to make the problem of pooled steganalysis easier to solve.

These hypotheses have also been assumed by most of the papers on pooled ste-

ganalysis.

Hypotheses are based on the clairvoyant scenario, where the warden Eve has a

perfect knowledge on the steganographic channel. This gives the following as-

sumptions:
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1. Eve does know the spreading strategy. Eve can then examine only one

single strategy in each experiment.

2. Eve knows that each image has a fixed capacity and a fixed size.

3. The size of the bags is also known to Eve.

4. The relative total payload is fixed for all bags, i.e. the bag’s payload is

always the same.

5. All stego images have the same payload size.

6. The embedding scheme is known to the warden Eve.

In order to imitate the case where Alice can access a large quantity of images,

the author used a set of 14,000 images, out of 20,000 on an online stock photo.

The selection criterion was based on a hypothesis made by the author that "each

image should have macroscopic characteristics which indicate similar sensitivity to

steganography". The selected images were all 640×416 pixels and had been stored

as color JPEG images, then converted to grayscale. These images are embedded

with the LSB replacement embedding scheme (see Section 2.1.2) to create stego

bags.

The aggregation of the scores was performed using the SPA (Sample Pairs Analy-

sis) detector (see Section 3.1.5). The author justifies his choice by saying that the

SPA detector is simple in terms of computational complexity, and that the SPA

makes it possible to approximately validate the shift hypothesis (see Appendix A).

Performing his experiments on bags of size b ∈ {10, 100, 1, 000, 4, 000}, the author

proved that if Alice uses the Linear Strategy (that is the message is evenly spread

into all the cover images), then the optimal pooling function is the average function

gmean = 1
b

b∑

i=1
f(xi). (5.5)

And when Alice applies the Greedy Strategy (where the message is spread into a

few cover images as possible), then the optimal pooling function is the maximum
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function:

gmax = max
i∈{1,...,b}

f(xi). (5.6)

These assumptions allow the optimal strategies to be found analytically but, in

fact, they are hardly used in practice. Furthermore, due to the increased complex-

ity of embedding schemes and spreading strategies, it is not evident that the shift

hypothesis is sufficiently accurate.

5.4 Pooling functions and spreading strategies

Since this first paper in 2015 [Cogranne, 2015], three papers have addressed the

problem of pooled steganalysis with a pooling function which aggregates SID score

of each image individually [Cogranne, 2015], [Pevný and Nikolaev, 2015], and

[Cogranne et al., 2017].

• In the article [Cogranne, 2015], in his work on sequential steganalysis (see

Section 5.2.3), the author makes the following assumptions:

1. Eve does not knows the spreading strategy. He proposed a general

framework, regardless of the spreading strategy.

2. Eve knows that each image has a fixed size.

3. The size of the bags is unknown to Eve. which is evident in the case of

sequential steganalysis, see Section 5.2.3.

4. The relative total payload is fixed for all bags, i.e. the bag’s payload is

always the same.

5. All stego images have a fixed payload size, i.e. when Alice starts sending

stego images, those will have a fixed payload size.

6. The embedding scheme is known to the warden Eve.

In this article, the author shows that, in this case where Eve does not know

the spreading strategy, the best pooling function consists of averaging the

individual scores.
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• In the article [Pevný and Nikolaev, 2015], the authors used a machine learn-

ing approach (a linear classifier) to show how a pooling function combining

the scores of a single image detector (SID) on a bag of images can be learned.

The authors makes the following assumptions:

1. Eve does know the spreading strategy. He examined only one single

strategy in each experiment.

2. Eve knows that each image has a fixed size.

3. They assumed that the size of the bags is unknown to Eve.

4. The bag payload size is fixed.

5. All stego images have a fixed payload size.

6. The embedding scheme is known to the warden Eve.

The author proposed a pooled steganalysis architecture which is able to deal

with case where Eve does not know the size of the bag. The general concept

is illustrated in Figure 5.3. In the operational phase (i.e. when the general

architecture is deployed), from this bag of b SID scores {f(x1), ..., f(xb)}, a
Parzen window (see Section 5.2.4) is computed and lead to a histogram of

of p bins, noted h., which is then fed to the pooling function.

Figure 5.3: The general pooled steganalysis architecture from [Pevný and
Nikolaev, 2015].

The pooling function is a linear classifier proposed in [Pevný and Ker, 2015],

which directly minimizing the FP-50 measure, which is the false positive
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rate at the 50% detection rate, see Section 3.1.4.2. This classifier finds a

projection w minimizing the number of cover bags with a score higher than

the average score (noted δ threshold) of stego bags:

arg min
w∈Rm

λ

2 ||w||
2
2 + 1

l

l∑

i=1
log(1 + e−w

T (µ̃s−z̃ci )). (5.7)

where {z̃ci }li=1 is the set of cover bags, µ̃s is the empirical mean of stego

bags, and λ is the regularization constant. In that case, Pevny and Nikolaev

observe that the knowledge of the strategy allows improving the steganalysis

results since the knowledge of the strategy allows constructing an optimal

pooling function, directly related the spreading strategy.

• In the article [Cogranne et al., 2017], the author studies pooled steganaly-

sis for clairvoyant scenario1 . He also proposed the three modern spreading

strategies explained in Section 4.3.4. The author makes the following as-

sumptions:

1. Eve does know the spreading strategy. He examined only one single

strategy in each experiment.

2. Eve knows that each image has a fixed size.

3. The size of the bags is also known to Eve.

4. The bag payload size is fixed.

5. The payload of each image is unknown to Eve.

6. The embedding scheme is known to the warden Eve.

In the case where Eve does know the spreading strategy used by Alice, the

author shows that this allows to better aggregate the individual SID scores,

and thus to obtain better steganalysis results.

The conclusion shared by these three papers is that the optimal pooling function g

applied on the SID scores depends on the steganographer’s strategy used to spread
1In the clairvoyant scenario, Eve is assumed to have a perfect knowledge on the stegano-

graphic channel, this why she is also called "omniscient".
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the messages among multiple images. Notice that this was already expressed in the

seminal paper [Ker, 2006] in the case of non-adaptive embedding, see Section 5.3.

5.5 Assumptions and limits of a general pooled

steganalysis architecture

The different assumptions for pooled steganalysis are whether the steganalyst

knows or not:

– the embedding scheme,

– the test distribution (this is considered as known for the steganalyst in

all of the articles cited in this manuscript).

– the single image payload size,

– the bag payload size,

– the bag size,

– the images size,

– the spreading strategy,

In order to construct a general pooled steganalysis architecture, we must define a

pooled steganalysis system, integrating a pooling function, which would be general.

To do so, we have to address many questions.

To be the more realist possible, we should choose a SID invariant to image size

(see some preliminary work in [Tsang and Fridrich, 2018]) for a given detectability

and should be robust to cover-source mismatch (CSM) and to the stego-source

mismatch. The CSM problem is described in [Cancelli et al., 2008]; a holistic so-

lution is proposed in [Lubenko and Ker, 2012], and an atomistic solution proposed

in [Pasquet et al., 2014]. An example of a stego-source mismatch algorithm can

be found in [Yousfi et al., 2019]. In this thesis, we assume that the size of the
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images is fixed and that there is no cover-source mismatch, neither stego-source

mismatch.

We should choose a generic SID. It could be a quantitative detector such as

[Kodovský and Fridrich, 2013b; Pevný and Nikolaev, 2015; Zakaria et al., 2018;

Chen et al., 2018], or a detector outputting a score such as [Cogranne and Fridrich,

2015]. In this thesis, we will use the state-of-the-art quantitative detector de-

scribed in [Kodovský and Fridrich, 2013b] (we made this choice according to the

experiments explained in Chapter 6).

A general pooled steganalysis architecture must also be able to process a bag

of any number of images. This is the case of the pooling functions proposed in

[Cogranne, 2015] or [Pevný and Nikolaev, 2015] even if in those papers, experi-

ments are performed by using bags of only one size. On the contrary, this is not

possible in the algorithm described in [Cogranne et al., 2017] where the hypothesis

is that the steganalyst knows the number of images in the bag to analyze. In this

thesis, we study an architecture dealing with any number of images in the bag,

even if in the experiments, we have trained our model on bags of fixed sizes. We

postpone the experiment with bags of various size for future work.

Lastly, such architecture must be able to process a bag of any payload size, which

is not done in any of the papers [Cogranne, 2015; Pevný and Nikolaev, 2015;

Cogranne et al., 2017]. In this thesis, we make the same assumption as [Cogranne

et al., 2017] where the steganographer knows the mean payload of each bag and

we postpone the experiments with any payload size in the bag for future work.

5.6 Conclusion

We conclude from this chapter that it is important to know the spreading strat-

egy, as the best pooling functions in all approaches are for a given and known

spreading strategy. Using an optimal pooling function for each existing spread-

ing strategy would require to be able to estimate first the strategy used by Alice.
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Another solution consists in defining a pooled steganalysis system, integrating a

pooling function, which would be general, that is, could deal with all the spreading

strategies, which is the purpose of this thesis.

In this thesis, the objective is to study the scenario where Eve does not know the

spreading strategy used by Alice, while trying to work with less assumptions than

the related works. Hence we will make the following assumptions:

1. Eve does not know the spreading strategy.

2. Eve knows that each image has a fixed size.

3. The size of the bags is also known to Eve.

4. The bag payload size is fixed.

5. The payload of each image is unknown to Eve.

6. The embedding scheme is known to the warden Eve.

And we propose to evaluate Eve’s capability to obtain better results than those she

would obtain by averaging the SID scores. In Table 5.1 we compare the difference

in assumptions between this thesis and the related works.

Our proposed general architecture can be used independently to all the assump-

tions discussed in Section 5.5 except the cover-source mismatch and the stego-

source mismatch (SIDs are not today able to solve those problems). We do the

experiments on images with a fixed size, embedded with the same embedding

scheme (J-UNIWARD) and we make a reasonable assumption that over time the

steganographers maintain an average communicated payload R̄ = 0.1 bptc.

Our choice of the best SID is based on a study discussed in Chapter 6. In this chap-

ter, we investigated two state-of-the-art steganalysis algorithms, QS and GLRT,

discussed in Chapter 3. The goal was to compare them and find the best to use

in our work for pooled steganalysis in Chapter 7.



Table 5.1: A comparison between hypotheses in [Ker, 2006], [Cogranne, 2015],
[Pevný and Nikolaev, 2015], [Cogranne et al., 2017] and this thesis. The hy-
potheses in boldface together made the difference between this thesis and the

prior work.

Article

hypothesizes
Embedding
scheme

single
image
payload
size

bag
payload
size

bag size images
size

spreading
strategy

[Ker, 2006] known unknown known known fixed known
[Cogranne,

2015] known known known unknown fixed unknown

[Pevný and
Nikolaev,
2015]

known unknown known unknown fixed known

[Cogranne
et al., 2017] known known known known fixed known

This thesis known unknown known unknown fixed unknown
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6.1 Motivation

Let us recall the purpose of this thesis, which is to study the case where Eve uses

pooled steganalysis without knowing the spreading strategy. Let us also recall

the theoretical approach of the pooled steganalysis architecture which uses the

scores f(x) calculated using a single image detector (SID) which is normally a

quantitative steganalysis algorithm, see Figure 5.2.

An important question concerns the method of calculating the f(x) scores and

the quality of these scores. At the beginning of the thesis, there was a state-

of-the-art quantitative detector (QS algorithm [Kodovský and Fridrich, 2013b]).

Another interesting algorithm was the GLRT algorithm [Cogranne and Fridrich,

2015] which gave good results in binary steganalysis. Since the GLRT was more

recent, we thought it was worth adapting it to extract the f(x) scores.

This chapter compares the QS algorithm and the GLRT algorithm in the quantita-

tive domain. We also extend this comparison to make a comparison in the binary

domain. Figure 6.1 provides a general illustration of the binary and quantitative

steganalysis scenarios.

Figure 6.1: A general illustration of the binary and quantitative steganalysis
scenarios.

6.2 Presentation of the algorithms

In the first scenario, we will study the binary steganalysis which is based on the

GLRT-ensemble Classifier (GLRT), see Section 3.2.1.2. In the second scenario,

we will study the quantitative steganalysis which is based on the QS algorithm,

see Section 3.3.1. In all cases, payload estimation p can be continuous or discrete.
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It is worth mentioning that in our experiments, both GLRT and QS algorithms

use the same feature vectors for training, as depicted in Figure 6.2.

...

Training Images

...

Feature vectors Quantitative scenario :

Binary scenario :

payload
p

prediction

prediction

[0,1], continuous

{p0, ..., pn}, discrete

Score
S

threshold {0,1}

Figure 6.2: Schematic representation summarising the binary and quantitative
steganalysis scenarios.

6.3 Comparison procedure

The results of the two algorithms are in different forms which obliges us to adapt

them for comparison:

• In the binary scenario, we construct a binary steganalysis algorithm from

the QS regressor to compare its results with the original GLRT classifier.

We name the QS regressor the QS-binary.

• In the quantitative scenario, we construct two quantitative algorithms,

the GLRT-multiclass and the GLRT-regression, to compare their results to

the original QS algorithm.

6.3.1 Binary scenario

In this scenario, we have to transform estimated payloads given by the QS al-

gorithm into a binary decision. For this, we propose to construct the QS-binary

algorithm.
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QS-binary algorithm

The QS-binary algorithm uses thresholding to transform the estimated payload

given by the QS algorithm into a binary decision (0=cover / 1=stego):





1 pi > pτ ,

0 pi ≤ pτ ,

(6.1)

where for the ith image vector, pi ∈ P = [0, 1] is the payload predicted from the

original QS regressor. pτ is a fixed threshold over P calculated in the validation

phase and optimized to minimize the probability of error Pe (Equation (5.7)),

when there is the same number of cover and stego image vectors.

To compare GLRT and QS-binary, we calculate the probability of error Pe, and

we draw the Receiver Operating Characteristic (ROC) curves for both.

6.3.2 Quantitative scenario

To obtain quantitative results from the GLRT classifier, we construct two quanti-

tative algorithms, the GLRT-multiclass and the GLRT-regression.

GLRT-regression algorithm

The GLRT-regression algorithm is a piecewise linear regression model, trained on

a set of scores S ∈ RL given from the GLRT classifier, to estimate the payloads

p ∈ P , with P = [p0, pn]:

p =





p0 s ≤ p0

a× s p0 < s ≤ pn

pn pn < s

, (6.2)
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where s ∈ S is the score obtained by the GLRT classifier before thresholding.

All predictions belongs to the interval [p0, pn]. a ∈ R* is a slope of a linear

function, p = a×s, whose construction is based on the assumption that the scores

follow a standardised Gaussian distribution in the cover image dataset as in the

stego image dataset whatever is the payload, and the ”shift hypothesis” (the shift

is proportional to the payloads). The regression function goes through p0 = 0.

We calculate the scores from the testing data, the same way as we did for the

training data, to use them for predictions of payloads using our regression model

of Equation (6.2).

GLRT-multiclass algorithm

The GLRT-multiclass algorithm can be created, in the case we have a discrete

range of payloads P = {p0, . . . , pn}. We thus use a one-vs-one multi-class classifier

which predicts a class by calculating the maximum of votes given by applying the

GLRT between each couple of classes, the algorithm makes the final decision using

a simple majority technique. We formalize it as follows:

• For n classes of payloads, let i, j, k ∈ [0, n]. Let I be an image vector. Let

ci be a class for payload pi. Let ζi,j be a binary classifier between ci and cj
such that i < j. These are (n− 1)n/2 classifiers.

• Let V be the vector of votes where V [k] contains the votes for ck. We train

all ζi,j then we test them on our testing data. The final decision for I is

ck[I]. It is calculated as follows: For all ζi,j[I], if ζi,j[I] is equal to ci then

V [i] = V [i] + 1, else V [j] = V [j] + 1.

• Finally, the value of k is calculated by

k = argmax
k

V [k].
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• Note that in case of equality of votes, the algorithm votes for the higher

payload, as the higher payload is more detectable according to the square

root law (see Section 5.2.2).

6.4 Experimental protocol

6.4.1 Algorithm parameters and implementation

To precisely examine the steganalysis algorithms, we use them with their optimal

parameters. In the training phase, the GLRT classifier searches for the opti-

mal value of feature space dimensionality dsub and automatically determines the

number of base learners L. For the QS algorithm, the hyper-parameters are set

manually, with the same values as in the original paper [Kodovský and Fridrich,

2013b]

The two steganalysis algorithms, the J-UNIWARD embedding algorithm, and the

GFR feature extractor, are implemented in MATLAB. Their implementations are

available for download on the Web page of the Binghamton University1.

In the quantitative scenario, we use the Scikit-learn Python package [Pedregosa

et al., 2011] to calculate the Root Mean Squared Error and the Mean Absolute

Error. The Matplotlib Python package is used to plot the regression function.

6.4.2 JPEG feature vector construction

The first step in our experimental protocol is the preparation of the images data.

We convert 10,000 512 × 512 grey-scale spatial images from BOSSbase into JPEG

images, using the MATLAB’s command imwrite, with quality factors 75 and 95.

Then we use the advanced adaptive steganographic scheme J-UNIWARD to gen-

erate stego images with different embedding rates {0.1, 0.2, 0.3, 0.4, 0.5} bits
1HTTP://dde.binghamton.edu/download/
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per nonzero AC DCT coefficient (bpnzAC). We restrict our work to this range

following the same scale used in [Cogranne and Fridrich, 2015].

We use the 17,000-dimensional JPEG domain Rich Model (GFR), to extract the

feature vectors from the cover and stego images, see Section 3.2.1.1.

We clean the feature vectors from NaN values (it occurs when the feature values

are constant over images) and from constant values, to obtain 16750-dimensional

feature vectors. Finally, we normalise the data using the normalization algorithm

proposed in [Boroumand and Fridrich, 2017]. There are 10,000 feature vectors for

cover images and 10,000 feature vectors for each payload which gives a total of

60,000 feature vectors.

6.4.3 Database construction

For GLRT, GLRT-regression and GLRT-multiclass, we use 10,000 covers and

10,000 stegos such that each five different payload sizes are equally distributed. A

ratio of 1/5 is respected when selecting stegos; we choose the first 10% of stegos

with payload 0.1 bpnzAC that corresponds to the first 10% of covers, the second

10% of stegos with payload 0.2 bpnzAC that corresponds to the second 10% of

covers, and so on. . . The proportions are illustrated in Figure 6.3. Each time we

randomly split the data into two equal parts, 50% for the training and validation

phase, and 50% for the testing phase. There are thus 10,000 vectors for training

and validation, and 10,000 vectors for testing.

For QS and QS-binary, the image vectors are with payloads 0, 0.1, 0.2, 0.3, 0.4,

0.5 bpnzAC such that the total number of features vectors is 20,000. We prepare

them respecting a ratio of 1/6 for each payload. Additionally, we split the input

data between training, validation or testing phases, with 8400 vectors for training,

2100 for validation and 9500 for testing. This is illustrated in Figure 6.4.
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Figure 6.3: Images proportions for the GLRT algorithm. These proportions
are respected in all training, validation and testing processes.

•Training

Validation 

Testing 

Figure 6.4: Images proportions for the QS algorithm. These proportions are
respected in all training, validation and testing processes.
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6.4.4 Comparison procedures

We explained in Section 6.3, the binary scenario and the quantitative scenario,

and how we construct the algorithms. In this section, we explain how we apply

these algorithms to our data.

6.4.4.1 Binary scenario

Below we explain how to use the QS-binary algorithm to compare its results with

the original GLRT classifier.

QS-binary First, we apply the QS algorithm (training) on the data that we

already prepared as in Section 6.4.3 and obtain the predicted payloads. Next, as

explained in Section 6.3, we calculate pτ that minimize the probability of error Pe

in the validation phase. Finally, we classify the predicted payloads in the testing

phase using pτ and Equation (6.1). This way, from the QS prediction, we create a

binary (cover/stego) classification which can be used for comparison with GLRT

results.

6.4.4.2 Quantitative scenario

In the quantitative scenario, we compare the algorithms on P = {0, 0.1, 0.2, 0.3,

0.4, 0.5} bpnzAC, by applying the GLRT-regression and the GLRT-multiclass

algorithms as explained in Section 6.3.

GLRT-regression We train the regression model explained in Section 6.3 on

scores obtained from the GLRT classifier to predict a payload p ∈ P , as in

Equation (6.2). The parameters p0 is 0 and pn is 0.5 as shown in Figure 6.5.

Note that, in Figure 6.5 the regression is given for QF 75, and that the regression

slope is a little bit more steep for QF 95 as shown in Figure 6.6. To train the

model, we use the following procedure:
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First, we apply the GLRT training algorithm which finds the optimal values of

dsub and L parameter and trains each FLD base learner.

Next, we compute the projection onto all base learners for training samples them-

selves (the regular use of the algorithm is to calculate the projection onto all base

learners for testing samples then to continue into the testing phase). The projec-

tions are under H0 for training covers, and under H1 for training stegos, they all

will be normalised by the covariance under H0 and by subtracting the mean value

under H0.

Next, we compute the Generalised Likelihood Ratio (GLR) test which is given by

the projection onto the vector of the mean projections under H1 normalised by the

norm to ensure that the GLR follows a standardised Gaussian distribution under

H0. Further details are available in Section 3.2.1.2. Next, we train a regression

model, Equation (6.2) on the obtained training GLRs to predict payloads.

Finally, we calculate the GLRs from the testing data, the same way as we did for

the training data, then we use them for predicting the payload using our regression

model.

GLRT-multiclass Our numerical range of payloads to be predicted is discrete,

which is close to the multi-class classification problem, so we apply the GLRT-

multiclass classifier explained in Section 6.3:

A one-vs-one classifier uses the GLRT classifier to do the binary classification

between each couple of classes. We represent the classes by numbers between 0

and 5 instead of using their real values for a simpler use, hence we get a list of

votes V = { V0,1, V0,2, V0,3, V0,4, V0,5, V1,2, V1,3, V1,4, V1,5, V2,3, V2,4, V2,5, V3,4, V3,5,

V4,5 } of binary decisions calculated from the binary classifiers for each image.

These will be used to calculate the final decision as explained in Section 6.3.
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Figure 6.5: Quantitative scenario: schematic description for the regression
piecewise linear function for quality factor 75.

Figure 6.6: Quantitative scenario: schematic description for the regression
piecewise linear function for quality factor 95.
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Table 6.1: Binary scenario: prob. of error Pe, of GLRT and QS-binary
approaches, for QF 75 (pτ = 0.1482) and 95 (pτ = 0.2647) .

QS-binary GLRT
QF 75 0.2479 0.2275
QF 95 0.3795 0.3438

Table 6.2: Binary scenario: detection power of GLRT and QS-binary ap-
praoches for α0 = 0.055, for QF 75 and 95.

Quality

factor
Payload

Clairvoyant,

GLRT

Payload

Mixture,

GLRT

Trained

for R=0.5,

GLRT

Payload

Mixture,

QS-binary

75

0.5 0.9367 0.9151 0.9348 0.8829

0.4 0.8091 0.7806 0.7878 0.6853

0.3 0.5467 0.5258 0.5015 0.3739

0.2 0.2665 0.2524 0.2165 0.1691

0.1 0.1068 0.1032 0.0925 0.0823

95

0.5 0.5526 0.5487 0.5583 0.4364

0.4 0.3741 0.3635 0.3303 0.2779

0.3 0.2158 0.1974 0.1746 0.1629

0.2 0.1188 0.1071 0.0981 0.0943

0.1 0.0710 0.0679 0.0649 0.0655

6.5 Results & discussion

6.5.1 Binary scenario

We obtain results for the GLRT approach according to 3 different training scenar-

ios:

• in the clairvoyant test, the embedding rate is known, i.e. training and testing

are performed with the same payload.
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Table 6.3: Binary scenario: Probability of error Pe, for GLRT and QS-binary
approaches, for QF 75 and 95 in the case of different training scenarios.

Quality

factor
Payload

Clairvoyant,

GLRT

Payload

Mixture,

GLRT

Trained

for R=0.5,

GLRT

Payload

Mixture,

QS-binary

75

0.5 0.0585 0.0684 0.0596 0.2128

0.4 0.1059 0.1198 0.1137 0.2203

0.3 0.1842 0.1975 0.2006 0.2502

0.2 0.2932 0.3075 0.3180 0.3253

0.1 0.4059 0.4188 0.4277 0.4333

95

0.5 0.1975 0.2115 0.1954 0.2511

0.4 0.2707 0.2802 0.2774 0.3305

0.3 0.3490 0.3555 0.3544 0.4017

0.2 0.4185 0.4272 0.4247 0.4565

0.1 0.4714 0.4740 0.4740 0.4849

• training is performed on a uniform mixture of payloads.

• training is performed with a fixed payload R = 0.5.

Results for the QS-binary approach are obtained by training on a uniform mixture

of payloads.

In the case of binary scenario, Table 6.1 shows a small superiority of the GLRT

classifier with a difference in Pe of about 2% for quality factor 75 and about 4%

for quality factor 95.

Table 6.2 and Table 6.3 present respectively, the detection power (i.e. the prob-

ability of detection of a stego image within all the examined stego images) for a

probability of false alarm of α0 = 0.055 and the minimal total probability of error

Pe.
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Table 6.4: Quantitative scenario: Average Predicted Error (AVG), Root Mean
Squared Error (RMSE) and Mean Absolute Error (MAE) for GLRT-regression,

QS and GLRT-multiclass approaches, for QF 75 and 95.

Pa
yl
oa

d

GLRT-regression GLRT-multiclass QS

QF 75

AVG RMSE MAE AVG RMSE MAE AVG RMSE MAE

0 0.0541 0.0960 0.0541 0.0692 0.1298 0.0692 0.1312 0.1568 0.1312

0.1 0.1334 0.1229 0.0989 0.1197 0.1309 0.1017 0.1645 0.1094 0.0812

0.2 0.1614 0.1355 0.1141 0.1876 0.1359 0.1070 0.2182 0.0919 0.0749

0.3 0.2292 0.1544 0.1290 0.2868 0.1331 0.0980 0.2883 0.0909 0.0745

0.4 0.2826 0.1858 0.1495 0.3797 0.1148 0.0809 0.3623 0.0919 0.0704

0.5 0.3524 0.2103 0.1477 0.4548 0.0949 0.0452 0.4251 0.1021 0.0759

All 0.1508 0.1232 0.1071

QF 95

AVG RMSE MAE AVG RMSE MAE AVG RMSE MAE

0 0.0908 0.1498 0.0908 0.1494 0.2362 0.1494 0.2413 0.2506 0.2413

0.1 0.1431 0.1566 0.1224 0.1627 0.1925 0.1527 0.2478 0.1625 0.1478

0.2 0.1393 0.1466 0.1266 0.2084 0.1886 0.1646 0.2613 0.0916 0.0736

0.3 0.1826 0.1967 0.1703 0.2619 0.1896 0.1589 0.2816 0.0731 0.0599

0.4 0.2700 0.2200 0.1796 0.3420 0.1838 0.1368 0.3096 0.1166 0.0986

0.5 0.2821 0.2795 0.2180 0.3993 0.1874 0.1007 0.3422 0.1747 0.1580

All 0.1915 0.1963 0.1448
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From Table 6.2, one can notice that the greater the payload, the higher the perfor-

mance for all algorithms and scenarios. Moreover, in the payload mixture scenario,

the GLRT outperform the QS-binary in terms of detection power by ∼ 7.6% for

quality factor 75, and by ∼ 4.9% for quality factor 95.

Furthermore, in Table 6.3, in the payload mixture scenario, the GLRT is better

then the QS-binary in terms of probability of error Pe. The difference is by ∼ 6.5%

for quality factor 75, and by ∼ 3.5% for quality factor 95.

We can conclude that the detection power is better for GLRT approach whatever

the training scenario (clairvoyant, payload mixture or fixed payload) compared to

the QS-binary approach.

6.5.2 Quantitative scenario

In Table 6.4, we compare the performance of the QS, the GLRT-regression,

and the GLRT-multiclass approaches, all implemented with GFR features, see

Section 3.2.1.1.

Unlike the binary scenario, here, the QS approach provides better results than

the GLRT-regression and the GLRT-multiclass ones, with in average about 4%

smaller RMSE than the GLRT-regression and about 2% lower RMSE than the

GLRT-multiclass for quality factor 75. For quality factor 95, QS approach gives

about 4% smaller RMSE than the others. But this is only true for high payloads.

For small payloads, the QS approach gives less good results.

Note from Figure 6.7, Figure 6.8 and from Table 6.4 that in both quantitative

and binary scenarios, the results are better for quality factor 75 than quality factor

95, especially for small payloads. This is due to image compression that makes

the embedding changes more straightforward to detect [Song et al., 2015].
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Figure 6.7: Binary scenario: empirical ROC curves for the QS-binary and the
GLRT algorithms, for quality factor 75.
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Figure 6.8: Binary scenario: empirical ROC curves for the QS-binary and the
GLRT algorithms, for quality factor 95.
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6.6 Conclusions

In this chapter, we investigated two state-of-the-art steganalysis algorithms, QS

and GLRT. The goal was to compare them and find the best to use in our future

work in pooled steganalysis.

Numerical results based on Content Adaptive Embedding Scheme and Rich Model

show that the GLRT approach is slightly better than the QS one when doing

binary steganalysis and that GLRT approach is marginally worse than the QS one

when doing the quantitative steganalysis. GLRT approach seems more accurate

to estimate payload when it is small. This may be due to the accuracy of the

original GLRT classifier which is good for small payload [Cogranne and Fridrich,

2015].

Despite the broad difference between the binary and the quantitative scenarios, us-

ing an algorithm specially developed for one scenario in the other scenario context

gives interesting results since the difference is between 2-4% in Pe or RMSE. It

may be interesting to use this way of comparing algorithms developed for different

scenarios to analyse new algorithms as [Chen et al., 2018] where scores given by a

classifier are used to train a regression model for payload estimation.

In conclusion, the QS algorithm seems better for the construction of a pooled

steganalysis architecture, as it gives better results on average. This conclusion

needs to be verified in practice, since the payloads spread over a set of images are

normally very small in most cases (depending on the used spreading strategy).
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7.1 Motivation

This chapter is the core of this thesis. After studying the possible approaches

to obtain the scores of the SID f(x) (see Chapter 6), we are going to use these

scores in pooled steganalysis. We remind that we study the scenario where Eve

does not know the spreading strategy used by Alice, and the objective is to get

better results than those Eve would obtain by averaging the SID scores f(x)

(Section 5.3).

For this, we propose that, first, Eve learns a set of well-known spreading strategies,

and secondly we optimize a weighted sum of scores, using a SVM model, based on

the different strategies in order to take a final decision. Notice that this approach

does not guess the spreading strategy used by Alice, even if, thanks to the learning

process, Eve is able to better discriminate between cover bag and stego bag, by

distinguishing better the various statistics associated to each strategy.

The reader must understand that compared to the assumptions in the previous

papers and especially to those in [Pevný and Nikolaev, 2015], which are:

1. Eve does know the spreading strategy. He examined only one single strategy

in each experiment,

2. Eve knows that each image has a fixed size,

3. He assumed that the size of the bags is unknown to Eve,

4. The bag payload size is fixed,

5. All stego images have a fixed payload size,

6. The embedding scheme is known to the warden Eve,

the question which is raised in our thesis is first, about the ability for Eve to use

some knowledge, gained from available spreading strategies, about the spreading

strategies (without knowing exactly which one is used by Alice), and second, to

do it in a more realistic scenario which implies to minimize the assessments: no
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knowledge about the individual payload sizes, no knowledge about the spreading

strategy, and eventually no knowledge of the bag size.

In Section 7.2 we briefly recall the list of spreading strategies used in the exper-

iments, and we describe the general pooled steganalysis framework we have used

to integrate (or to fuse) scores based on different strategies and to pool them in

order to make the final decision (cover/stego bag).

In Section 7.3 we discuss the technical details of the question raised in this thesis.

Finally, we present in Section 7.5 the results and discuss them. We conclude and

give some perspectives in Section 7.6.

7.2 Batch spreading strategies and a general

pooled steganalysis architecture

7.2.1 Batch spreading strategies (S)

Recall that the embedding in a bag is done at a given payload size which is

expressed in bit per total coefficients (bptc). The bptc is thus the size of the

message in bits divided per the total number of pixels (i.e. the ACs and DCs

coefficients) of all the images in the bag. We have compiled the batch spreading

strategies (detailed in Chapter 4) in the following list:

1. Greedy strategy,

2. Linear strategy,

3. Uses-β strategy,

4. Image Merging Sender (IMS) strategy,

5. Detectability Limited Sender (DeLS) strategy,

6. Distortion Limited Sender (DiLS) strategy.
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7.2.2 A general pooled steganalysis architecture
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Figure 7.1: The general pooled steganalysis architecture. We have a bag of
images x1...xb. A SID gives scores for each image f(xi) which can be seen as
a bag of scores. The Parzen window allows to approximate a histogram of the
scores of a given number of bins. This forms a vector h of dimension p. Then
a SVM model trained on the h vectors. The SVM results a value which is

compared to a threshold δ.φ is the re-description transformation function.

In this section, we recall the general pooled steganalysis architecture that were

proposed in [Pevný and Nikolaev, 2015] for evaluating a given pooled steganalysis

facing a given spreading strategy. Figure 7.1 resumes the different steps applied

by Eve when she analyzes a bag of images.

In the operational phase (i.e. when the general architecture is deployed), the

pooled steganalysis algorithm takes as input a bag made of b images {x1, ..., xb}
which may be cover or stego, and computes for each image the SID score, which is

a real positive number, through the f function (see Section 7.1 and Section 7.3).

It thus gives a bag of real numbers {f(x1), ..., f(xb)}. From this bag made of b

values, where b is variable because it is not known in advance, a Parzen window

(detailed below) is computed and lead to an approximation of the histogram of the

distribution of scores, noted h. h is made of p bins, independently of b. Finally, the

pooling function, which is a SVM model, aggregates the p values of the histogram

via a weighted sum. The resulting weighted sum is then compared to a threshold,

noted δ in order to decide if the bag is cover or stego.
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Let us comment the Parzen window which is an important ingredient of the ar-

chitecture proposed in [Pevný and Nikolaev, 2015]. The bag of SID scores, i.e.

the vector z = {f(x1), ..., f(xb)}, is transferred into a histogram representation

thanks to the estimation by Parzen window. Given the Gaussian kernel function

k : R× R 7→ R with

k(x, y) = exp(−γ||x− y||2), (7.1)

with an empirically calculated γ parameter to optimize the performance of ste-

ganalysis. The Parzen window computation is such that for a bag z, the resulting

histogram is:

h =
[

1
b

∑

f(xi)∈z
k(f(xi), c1), ... , 1

b

∑

f(xi)∈z
k(f(xi), cp)

]
(7.2)

with {ci}pi=1 a set of equally spaced real positive values belonging to the range

minx∈Xf(x) and maxx∈Xf(x), with X the images learning set. Each bin of the

histogram h, from Equation (7.2), is the result of the cumulative Gaussian distance

between each component of z and a scalar from the set of predefined centers {ci}pi=1.

Note that the histogram representation, h, is of finite dimension p, whatever the

dimension b of the bag, and that this representation is invariant to the sequential

order in the bag.

Once the Parzen window is applied, the vector h of fixed dimension p is given to

an SVM which pools the vector component in the re-description space for classi-

fication:
p∑

i=1
ωi φ(h[i]), (7.3)

with φ the function redefining the feature space. Note that φ is, in practice, never

computed because of the "kernel trick". We can see when looking to Equation (7.3),

that the pooling function is a weighted sum where the weights ωi are learnt during

the SVM training. It is clearly more subtle to pool the set of features {φ(h[i])}pi=1

of the bag than using the straightforward average or maximum.
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7.3 Technical details

7.3.1 Assumptions and limits of the proposed pooled ste-

ganalysis architecture

In Section 5.5, we discussed the assumptions and limits of a general pooled ste-

ganalysis architecture. We presented the different assumptions that the stegana-

lyst may or may not know when performing pooled steganalysis. We also discussed

the questions that need to be asked in order to build a general pooled steganaly-

sis architecture. In this chapter, we make the assumptions previously detailed in

Table 5.1, where we made a comparison between the assumptions of [Ker, 2006],

[Cogranne, 2015], [Pevný and Nikolaev, 2015], [Cogranne et al., 2017] and this

thesis.

7.3.2 Single Image Detector (SID)

We choose as Single Image Detector (SID), which is referred in this chapter as

the function f , the feature-based Quantitative steganalysis algorithm proposed in

[Kodovský and Fridrich, 2013b], applied on the 17,000-dimensional JPEG domain

Rich Model — the Gabor features residuals (GFR) [Song et al., 2015]. The Quan-

titative steganalysis algorithm is a machine learning regression framework that

assembles, via the process of gradient boosting, a large number of simpler base

learners built on random subspaces of the original high-dimensional feature space.

See Chapter 6 for more details on the SID.

7.3.3 Some technical details about the strategy implemen-

tation

For the DeLS strategy, we use the MiPOD embedding scheme to calculate the

deflection coefficient. The fact that MiPOD is a spatial domain embedding scheme
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obliges us to make some additional adaptations for our experiments when working

in the JPEG domain. In addition, to ensure the accuracy of measuring detectabil-

ity in the JPEG domain, it was necessary to ensure that the size of the message

payload is the same when measuring detectability in the spatial domain and when

spreading in the JPEG domain. We therefore measured the payload on all AC

and DCT coefficients in JPEG images (bpc), which gives the same ratio as the bit-

per-pixel (bpp) measurement in the spatial domain, this is valid in this thesis as

we use J-UNIWARD, which has no restriction in term of message size comparing

to spatial domain. Also, we applied the MiPOD on de-quantified rounded images

from our JPEG database.

7.3.4 Pooling functions

As explained in Figure 7.1, the general pooled steganalysis architecture provided

in [Pevný and Nikolaev, 2015] produces a feature space which is represented by

a Parzen histogram, and proposes to pool the values of this histogram thanks

to a linear SVM classifier. In the article [Pevný and Nikolaev, 2015], only one

pooling function (the SVM) is learnt for one spreading strategy since the study was

on the comparison with the historical average and maximum pooling functions,

depending on the embedded payload size in a bag. Additionally, the experiment

done in [Pevný and Nikolaev, 2015] only uses old spreading strategies (greedy and

linear; see Section 7.2.1).

In our study, we look at the behaviour of the architecture when it has learned

to recognize various spreading strategy. Our approach is thus a pooling function

which is able to face multiple spreading strategies. The experiment objective is

to show that even if Eve does not have any information on the spreading strategy

used by Alice, she can obtain better steganalysis results than when using a simple

average or maximum, and she can be close to the results that she would obtain

if she was clairvoyant i.e. if she knows the spreading strategy. The difference

compared with the paper [Pevný and Nikolaev, 2015] is in the addressed question,

and our chapter is thus in the natural continuity of the three state-of-the-art
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papers [Pevný and Nikolaev, 2015; Cogranne et al., 2017; Ker and Pevný, 2014].

The experiments are in agreement with various spreading strategies (the modern

and recent ones) and with state-of-the-art two-step machine learning in order to

build the Rich Model and the SID.

In order to study the efficiency of our discriminative pooling function in order to

discriminate s among a set of strategies S, we defined various pooling functions:

1. gmean: This function is only an average applied on a Parzen histogram. The

threshold τmin is obtained by minimizing, on all the strategies, the total

classification error probability under equal priors Pe = 1
2(Pfa + Pmd), where

Pfa and Pmd are the false-alarm and missed-detection probabilities.

2. gmax: This function is only a maximum applied on a Parzen histogram. The

threshold τmax is obtained by minimizing, on all the strategies, the total

classification error probability under equal priors Pe = 1
2(Pfa + Pmd), where

Pfa and Pmd are the false-alarm and missed-detection probabilities.

3. gclair: This function is the clairvoyant one. The training and the test are done

with the knowledge of the used spreading strategy. The pooling function is

obtained thanks to the use of an SVM, similarly as the gdisc function.

4. gdisc: This function is our discriminative pooling function and we train it on

the Parzen histograms of all the strategies from S. During the test, only one

spreading strategy s will be tested at a time. gdisc is obtained through the

learning of the various patterns from all the strategies and the minimization

of the classification error between a cover bag and a stego bag (whatever the

spreading strategy) in order to obtain the threshold. Thanks to the Parzen

representation, the SVM re-description space, and the weighted sum, the

general architecture learns with different spreading strategies, and it should

be able to classify better than applying an average or a maximum.
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7.4 Assessment of discriminative framework

The assessment of the discriminative framework is based on an experimental eval-

uation based on a large database of various JPEG images. The whole process is

presented in Figure 7.2.

7.4.1 Data preparation

Our image database is built from the BOSSbase 1.01 [Bas et al., 2011b]. We

convert those 10,000 512 × 512 grey-scale spatial images into JPEG images,

using the MATLAB’s command imwrite, with quality factors 75.

10000 images 
BOSSbase

SID Training

5000 images
Cover/Stego

Trained model

5000 images
Cover/Stego

2500 images
Cover/Stego

2500 images
Cover/Stego

Training

generate 5000 pairs
of cover/stego bags

of scores

Bag preparation for
a strategy

Parzen histogram preparation
for a strategy

Calculate min and max

Calculate  Parzen histograms

Train on Parzen histograms

Training bags : 

generate 5000 pairs
of cover/stego bags

of scores

Bag preparation for
a strategy

Parzen histogram preparation
for a strategy

 min and max

Calculate  Parzen histograms

Test on Parzen histograms

Testing bags : 

Figure 7.2: Protocol for the data-sets creation, the learning and the test.

The 10,000 cover JPEG images are split in two equal sizes sets. Set 1 (5,000

cover images) is used for the learning of the SID. Set 2 (5,000 cover images) is

used to create bags, which will be used to learn the pooling functions and to test

the various pooling. All the embedding are performed based on J-UNIWARD

embedding scheme. The first step, consists in extracting a feature vector Gabor

Features Residuals (GFR) [Song et al., 2015] of dimension 17,000. This feature

vector is then cleaned from NaN values (it occurs when the feature values are

constant over images) and from constant values, to obtain a 16 750-dimensional
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feature vectors. Finally, we normalize this vector using the algorithm proposed in

[Boroumand and Fridrich, 2017].

7.4.2 Training the SIDs

In order to train the quantitative Single Image Detector, we respect the following

ratios between covers and stegos:

From one cover image (that is 1 feature vector), we generate 10 stego images with

a payload which range is fixed to {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} bpc1,

this gives 11 images. As we have 5,000 cover images, this gives a total of 55,000

features vectors (11×5,000). Indeed, these ratios are chosen to avoid any bias in

the results, such that the cover and each one of the ten different payload sizes are

equally distributed. This way the resulted SID model will guarantee a fair scoring

between each payload (payload 0 for covers).

7.4.3 Bags preparation

The remaining 5,000 cover images (set 2) are then used for batch steganography

which will results in images bags. More precisely 2,500 cover images are used for

training the pooling function, and the remaining 2,500 cover images will be used

for the test.

We create 5,000 "cover" image bags by dispatching cover images of set 2 into bags

of size b ∈ B = {2, 4, 6, 10, 20, 50, 100, 200} images. The cover images are chosen

randomly. Then we create the corresponding 5,000 "stego" image bags for each of

the 6 strategies IMS, DeLS, DiLS, Greedy, Linear and Uses-β (β is fixed to

0.5). For each bag, the SID scores are computed leading to a vector of SID scores.

The whole process is presented in Figure 7.2. Given a bag size b ∈ B, the set of

spreading strategies IMS, DeLS, DiLS, Greedy, Linear and Uses-β (β is fixed
1We adapted the J-UNIWARD algorithm to insert an amount of data measured in bpc

instead of bpnzAC.
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to 0.5) leads to a total of 30,000 stego bags plus 5,000 cover bags, with inside each

stego bag a bit-rate of R̄ = 0.1 bptc.

7.4.4 Learning the pooling functions gdisc and gclair

The clairvoyant and discriminative scenarios are applied using the same archi-

tecture denoted g̃, the difference is in the training phase. For both scenarios,

following the same principle as in [Pevný and Nikolaev, 2015], the minimum and

the maximum of the SID scores are computed, which allows to define p = 100

centers, equally spaced in the range [minx∈Xf(x),maxx∈Xf(x)]. The γ values of

Equation (7.1) are calculated using a method inspired from [Ker and Pevný, 2014].

We investigated γ in a range ∈ {10n|n ∈ {−4,−2, ..., 5}}, and obtained the best

performance for n = −1 (γ = 1/10). For values of n > −1, performance de-

creases markedly, while for values of n < −1, performance decreases dramatically

towards random guessing. A Parzen histogram h can then be computed for each

of the 35,000 bags.

The classifier, used for learning gdisc, is a SVM with a linear kernel. We use

the SVM package from the free software machine learning library for the Python

programming language Scikit-Learn [Pedregosa et al., 2011]. The parameters are

set to default, but the value of the kernel is set to ’linear’.

Figure 7.3 illustrates the two training procedures for the g̃ function in order to

obtain gclair and gdisc, it also illustrates the testing phase for both gclair and gdisc
functions. In the following we discuss the difference between these two function:

• Learning the pooling function gclair: The pooling function gclair is

trained on 5,000 cover bags and their corresponding 5,000 stego bags for one

strategy. The trained model is then tested for each strategy, on 5,000 cover

bags and their corresponding 5,000 stego bags.
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• Learning the pooling function gdisc: The pooling function gdisc, uses

for the learning, 5,000 cover bags (i.e 5,000 Parzen vectors h) and their cor-

responding 5,000 stego bags (i.e 5,000 Parzen vectors h) equally distributed

on the six spreading strategies. The trained model is then tested for each

strategy, on 5,000 cover bags and their corresponding 5,000 stego bags.
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+

+

+
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. .
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. .
 .
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Figure 7.3: Learning the pooling functions gclair and gdisc
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7.5 Results

As shown in Figure 7.2, tests are done by using 2 500 cover image never seen,

which allow to form a set of 5,000 pairs cover/stego bags for a fixed size b for

a spreading strategy (IMS, DeLS, DiLS, Greedy, Linear and Uses-β). The

average probability of error, obtained by each pooling function, over 10 runs done

each time with a different learning set (and testing set) of 5000 pairs of cover/stego

bags, is then reported.
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Figure 7.4: spreading strategies comparison in the clairvoyant case. Average
probability of error under equal prior, Pe, as a function of pooling bag size

b ∈ B for an average payload 0.1 bptc for gclair pooling function.

Figure 7.4 reports the results obtained with the clairvoyant steganalysis scenario

i.e. with gclair. One can notice that the DeLS is the best and it outperforms the

IMS, which was more competitive to DeLS in [Cogranne et al., 2017], while the

Greedy strategy is the worst. One can cluster the strategies into 3 groups: the

Greedy and Uses-β which are highly detectable with a detectability which starts

to coincide for bag sizes ≥ 10 with Pe ≈ 0, the strategies DeLS, IMS and DiLS

which are the more secure ones, and the Linear strategy which falls between the
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two other groups. The strategies DeLS and IMS becomes totally detectable at

b = 100 with Pe ≈ 0.
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Figure 7.5: spreading strategies comparison in the discriminative case. Aver-
age probability of error under equal prior, Pe, as a function of pooling bag size
b ∈ B for an average payload 0.1 bptc for gdisc pooling function learnt over all

the strategies.

In Figure 7.5, we report the detection of each spreading strategy with the dis-

criminative gdisc pooling function. The best strategies are in the descending order,

in the sense of its ability to resist the pooling function that tries to discriminate it,

DeLS, IMS, DiLS, Linear, Uses-β, Greedy. DeLS is again performing well in

this non-clairvoyant approach, and it remains resistant until b = 100 where its av-

erage probability of error Pe start to coincide with those of the other strategies and

becomes ≈ 0. DeLS and IMS are more detected by the discriminative gdisc than

the clairvoyant gclair. Looking at the histograms of the SVM scores (Figure 7.7),

we observe indeed a higher separation with gdisc. Looking to Figure 7.5, we also

observe a smaller gap between all the Pe of each strategy, compared to Figure 7.4.

Those behaviour are probably because the optimization (learning of the SVM) try

to minimize the prediction error fairly for each of the strategies.
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Figure 7.6: Pooled steganalysis comparison. Average probability of error un-
der equal prior, Pe, as a function of pooling bag size b ∈ B for an average payload

0.1 bptc. The average Pe is computed by testing each spreading strategy.

Finally, Figure 7.6 provides a useful insight regarding the accuracy of the pooling

methods. This shows the average probability of error under equal prior, Pe, as

a function of pooling bag size b ∈ B, with an average payload size R̄ = 0.1 bptc

for each pooling function over all the strategies. We note that the gdisc pooling

function outperforms gmean and gmax functions with average difference of Pe ≈ 2%

and is closer to gclair with an average difference of Pe ≈ 0.8%2. From Figure 7.6,

we could observe that gdisc and gclair are more stable than gmean and gmax. This

is in agreement with the hypothesis of this chapter which is that a discriminative

pooling function allows obtaining better detection results compared to the mean

and max pooling function.
2The variance on Pe for each pooling is around ×10−6.
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7.6 Conclusion

In this chapter, we studied the problem of content-adaptive batch steganography

and pooled steganalysis for a steganalyst unaware of the payload-spreading strat-

egy and equipped with a single-image detector trained as a quantitative detector.

We studied the ability of the steganalyst to discriminate the spreading strategy,

thanks to a pooling function that is able to recognize various stego patterns, and

then able to pool the SID scores much cleverly than applying a simple average

or maximum. Empirical results made with six different spreading strategies and

a state-of-the-art Single Image Detector confirms that our discriminative pooling

function can improve the accuracy of the pooled steganalysis. Our pooling func-

tion gets results close to a clairvoyant steganalyst which is assumed to know the

spreading strategy.
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Figure 7.7: DeLS spreading strategy: The histograms of the SVM scores (just
before thresholding ) for cover bags and stego bags, for clairvoyant pooling and

for discriminative pooling.
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Figure 7.8: DiLS spreading strategy: The histograms of the SVM scores (just
before thresholding ) for cover bags and stego bags, for clairvoyant pooling and

for discriminative pooling.
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Figure 7.9: IMS spreading strategy: The histograms of the SVM scores (just
before thresholding ) for cover bags and stego bags, for clairvoyant pooling and

for discriminative pooling.
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Figure 7.10: Linear spreading strategy: The histograms of the SVM scores
(just before thresholding ) for cover bags and stego bags, for clairvoyant pooling

and for discriminative pooling.
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Figure 7.11: Greedy spreading strategy: The histograms of the SVM scores
(just before thresholding ) for cover bags and stego bags, for clairvoyant pooling

and for discriminative pooling.
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Figure 7.12: Uses-β spreading strategy: The histograms of the SVM scores
(just before thresholding ) for cover bags and stego bags, for clairvoyant pooling

and for discriminative pooling.
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Conclusions

In this thesis, we studied the problem of batch steganography and pooled ste-

ganalysis in the case where the steganalyst is unaware of the payload-spreading

strategy. This led to comparison of different single image detectors, spreading

strategies and pooling functions. Furthermore, this led to a general architecture.

In our study on single image detectors, we made a comparison between quantita-

tive steganalysis algorithms in order to decide which one is best suited for pooled

steganalysis. We also proposed to extend this comparison to binary steganalysis

algorithms. For this we propose a methodology to use both types of algorithms

for both binary and quantitative steganalysis. We investigated two state-of-the-art

steganalysis algorithms, QS and GLRT.

Numerical results based on J-UNIWARD embedding scheme, and the GFR Rich

Model show that the GLRT approach is slightly better than the QS one when

doing binary steganalysis, and that GLRT approach is marginally worse than the

QS one, when doing the quantitative steganalysis. GLRT approach seems more

accurate to estimate payload when it is small. This may be due to the accuracy

of the original GLRT classifier which is good for small payload. Nevertheless, in

average the QS algorithm was better then the GLRT algorithm.

Despite the broad difference between the binary and quantitative scenarios, the

use of a specially developed algorithm for the binary scenario in the quantitative

scenario, and vice versa, seems to be advantageous. Our results proved this, as

the difference is 2% to 4% in Pe or RMSE.
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In our study on pooled steganalysis, we use the most recent and generic approach

in order to be closer to reality, i.e. to be operational. We therefore use the QS

(quantitative steganalysis) algorithm in order to be insensitive to the size of the

payload.

Our pooled steganalysis architecture is constructed to be able to discriminate

the spreading strategy, thanks to a pooling function that is optimized on a set

of spreading strategies. This pooling function is able to adapt to various stego

patterns, and then able to aggregate the SID scores much cleverly than applying

a simple average or maximum. Consequently, this allows to improve the accuracy

of the pooled steganalysis.

Empirical results made with six different spreading strategies and a state-of-the-

art Single Image Detector confirms that our discriminative pooling function can

improve the accuracy of the pooled steganalysis. This pooling function gets results

close to a clairvoyant steganalyst which is assumed to know the spreading strategy.



Perspectives And Open Issues

The results of this thesis open the door to future studies related to the single image

detectors, the spreading strategies and the pooling functions.

The purpose of this thesis was to study scenarios of steganography, that are more

realistic, less constraining, and closer to the real world.

More general and less constrained scenarios

Unknown bag’s payload:

We have used our architecture only in the case of bags of a fixed payload size,

but it could be generalised to deal with scenarios where the bag’s payload is

unknown. For this, we guess that training the architecture on bags with different

bag’s payload sizes may be an option since the architecture is not dependent on

the number of images in a bag; it is in practice very easy to experiment.

A positive point is that this experiment would increase the number of learning

samples. Thus, we would have bags with multiple payloads. To let the ar-

chitecture deals with bags of different payload sizes, we could train on bags with

different payload sizes instead of bags with 0.1 bptc. These payload sizes would

be in the range of {0.1, 0.2, 0.3, 0.4, 0.5} bptc.
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It is worth reflecting on the difficulty of this scenario. The lower the payload of

the bag, the closer the Parzen histograms of the cover bags are to the Parzen

histograms of the stego bags (regardless of the spreading strategy).

Unknown bag size:

We used our architecture with a fixed bag size, but thanks to Parzen’s windows,

the architecture is theoretically not related to the size of the bag. Thus we could

have in this experiment, bags with multiple sizes at a time. In this scenario,

the bag size is assumed to be unknown from the steganalyst. We could train our

architecture on bags of sizes ∈ {2, 4, 6, 10, 20, 50, 100, 200} images.

It is worth noting that this scenario will probably work well because the distri-

bution of cover images and stego images will not change with bag size (perhaps

these results will be better because more examples will lead to more accurate

distributions and thresholds).

Further study on the single image detector

The experiments of Chapter 6 open doors for multiple questions and the possible

use of machine learning algorithms for binary and quantitative steganalysis. The

number of algorithms to compare was limited. It may be interesting to use this

way of comparing algorithms developed for different scenarios to analyse new al-

gorithms, especially the deep learning architectures as [Chen et al., 2018] where

scores given by the VNet [Chen et al., 2017] classifier are used to train a regression

model for payload estimation. More efficient algorithms have since been proposed

such as, ReST-Net [Li et al., 2018], Xu-Net-JPEG [Xu, 2017], SRNet [Boroumand

et al., 2019] and Low-Complexity-Net [Huang et al., 2019], hence it is worthy to

study them and find a way to improve the SID block of the pooled steganalysis

architecture.
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All integrated solution using Deep Learning

After publishing our work on Chapter 7, where we used classical machine learning

approaches to build a pooled steganalysis architecture, we thought of rebuilding

the same architecture but with blocks based on deep learning. We started some

tests but we did not finish this work at the end of this thesis. It is postponed to

future work.

Regarding the SID, we have worked on three possible architectures with method-

ologies close to the methodology of [Chen et al., 2018], see Section 3.3.2 :

• In the first architecture, we built 10 pretrained CNN (Low-Complexity-Net

[Huang et al., 2019]) binary detectors LCα trained on cover and stego images

with a fixed payload α ∈ I, I = {0.1, ..., 1} as indicated in Figure 7.13. Next,

we connect the 10×256 feature map to 3 fully connected layer, and a payload

regressor, as shown in Figure 7.13. Finally, the regressor is trained on the

concatenated features of stego images embedded with payloads α chosen

uniformly randomly from some fixed interval I. The regression part is a

three-layer fully connected neural network (FNN) with 10× 256 neurons in

each layer and an output neuron, which output the final payload estimation.

• In the second architecture, the same pretrained CNNs are used, but this

time we extracted the features from the fourth layer and then added them

to what what we call a diminution block. As shown in Figure 7.14, the

subsampling block leads to obtain the same 10× 256 concatenated features

as in the first architecture. The resulted features are then connected to the

FNN which is the same as the first architecture.

• The third architecture is the same as the first one but we used a reduced

version of the Low-Complexity-Net (LC) CNN to build the 10 preformed

CNNs, as shown in Figure 7.15.

Once the SID is built, we build the pooling architecture. For a bag of size b, we

used b SIDs so that each image of the bag is given to a SID that will produce a
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Figure 7.15: The third SID architecture.

score, as shown in Figure 7.16. The bag will give a vector of scores of the size

b similar to the classical method explained in Chapter 5. The resulting vector

is then given to a single-layer fully connected neural network (FNN) with 1024

neurons and two neurons corresponding to the number of classes of the network

output. Finally, a softmax activation function is used to produce a distribution

on the two class labels.

Developing SID using accurate models to obtain precise scores is a major problem,

but extracting a score from an image causes limitations, as it causes a huge loss

of information. We need to think about going further, instead of aggregating

the scores of images (thus a scalar value for an image), it might be preferable to

aggregate the feature vectors describing the images, thus a set of scalar values.

Deep learning makes it possible. However, we need a sufficient large training sets,

and use the whole image as input in a general deep learning architecture.

In general, an all integrated solution using Deep Learning benefits from the im-

provements in conventional steganalysis. One can think about using the most

efficient state-of-the-art steganalysis networks. In addition, we could evaluate the

transfer learning technique which can be used to handle stego images with a small

payload and thus, stego bags with small payloads.
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Figure 7.16: The overall pooled steganalysis architecture.

This type of approach poses many practical challenges, such as the computational

power and memory resource, because this type of experiment requires many images

to build the bags. Moreover, it is complicated for the moment to use a large sized

bag of images as input of a neural network to process it.

Batch steganography using a 3 player game

With the advent of deep learning and more specifically Generative Adversarial

Networks (GANs), new techniques have emerged. Among these techniques the

three-player game approach [Yedroudj et al., 2019], where three networks compete

against each other.

The first attempt to hide data using the three-player game approach is in the

architecture GSIVAT [Hayes and Danezis, 2017] and then in HiDDEeN [Zhu et al.,

2018]. These two articles used 3 CNNs, iteratively updated, and playing the roles



Conclusions And Perspectives. 165

of Alice, Bob, and Eve. Unfortunately, the security notions and their evaluation

are not treated correctly. When Eve is clairvoyant, these two approaches are very

detectable. Recently, in [Yedroudj et al., 2019], the authors discussed the GSIVAT

and HiDDEeN architectures and defined the general concept and how to correctly

use it for steganography. Moreover, the authors proposed three architectures based

on the 3 player game approach.

One could think of extending the approach of batch steganography to a game

theory, or practical GAN simulation using the 3 player game approach, which has

never been studied before. In this approach we could simulate the operations of

Alice doing the batch steganography, Bob extracting the messages without any

errors, and Eve the steganalyst trying to prevent communication between Alice

and Bob.

Dealing with the spreading-strategy mismatch is-

sue

One of the most challenging issue in the steganalysis domain is the source mis-

match, whether the cover-source mismatch or the stego-source mismatch, which

lead to inaccurate predictions. These notions are defined as follows:

– A source [Giboulot et al., 2020]: "A source can be defined as a

device combined with a set of algorithms that generate cover contents

such that for a given semantic content, the succession of acquisitions

forms a stationary signal".

– Cover-source mismatch (CSM) [Giboulot et al., 2020]: "The

Cover-Source Mismatch is the fact that when using two different sources

for training, the learning outcome differs significantly while the set of

embedding parameters (same algorithms, same embedding rate, ... )

and steganalysis method are the same. The Cover-Source Mismatch is
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particularly striking when the sources, used to generate training and

testing sets, differ."

– Stego-source mismatch (SSM) [Lerch-Hostalot and Megías,

2019]: "stego source mismatch occurs when some embedding parame-

ter, such as the exact payload, differ between the training and the testing

datasets."

In the case of batch steganography and pooled steganalysis, the message is spread

into a bag of images. In this case, more questions can be asked about a strat-

egy never seen before by Eve, assuming that Alice uses images from the same

distribution, i.e. there is no cover-source mismatch. We call this problem the

spreading-strategy mismatch.

Dealing with the spreading-strategy mismatch issue:

In this scenario, our pooled steganalysis architecture should deal with a spread-

ing strategy never seen before, considering that Alice uses images from the same

distribution, i.e. there is no cover-source mismatch. This is closely related to

stego-source mismatch.

One possible solution is to generate random strategies that are a mixture of the

basic strategies. This way, a stego bag is constructed using multiple strategies

and then fed to the pooled steganalysis architecture to be learned. This possible,

since we currently have a large number of different families of strategies and it is

possible that our approach is already working well when tested on strategies never

seen before.
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Extension of batch steganography and pooled ste-

ganalysis to other applications

• Color image steganography: Batch steganography consists of spreading

a message over several images. This approach can be extended to conven-

tional steganography in color images. Note that in this thesis, we worked

on grayscale images only. One can think about considering chrominance

and luminance channels as separate images, apply spreading strategy and

an embedding scheme to spread the message over the channels. As in the

beginning of this thesis, we have worked on the problem of steganography

in color images [Ndiaye et al., 2017], we can think about extending this

work and applying some spreading strategies in the problem of color image

steganography. The benefits of this approach is that we already examined

multiple spreading strategies, and we know which one is the best to use for

JPEG images (see Chapter 7). Moreover, a new study [Cogranne et al.,

2020b] has been performed to address the use of batch spreading strategies

for embedding in color channels. The results of this study opens the door

to several questions and improvements that would be very interesting to be

addressed in future works.

• Video steganalysis: Another interesting extension is the generalization of

steganalysis applied to videos through the use of convolutional 3d networks

that takes the timeline aspect. This poses an architectural challenge to

generalize the algorithms used until now in 2D (Images) to move to 3D

(Videos). In addition, this type of architecture requires a very powerful

computing capacity.

Further studies on the spreading strategies:

• The DeLS strategy: As mentioned in Chapter 7, Section 7.3.3, we used

the MiPOD embedding scheme to calculate the deflection coefficient, but
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the underlying hypothesis was considering a spatial domain. Hence, we

were obliged to make some additional adaptations for our experiments when

working in the JPEG (frequential) domain. We applied the MiPOD on de-

quantified rounded images from our JPEG database, and we recalculated

the payload size in bits per coefficient (bpc) instead of bits per non-zero AC

DCT coefficient (bpnzAC) in order to guarantee the same message length to

be embedded.

What about using the MiPOD embedding scheme to calculate the deflection

coefficient directly from JPEG images, as in the JPEG domain? The quality

factor is a crucial constraint that cannot be avoided and does not exist in the

spatial domain, hence it may affect the the deflection coefficient. Further-

more, as we work on content-adaptive embedding scheme (J-UNIWARD),

due to coding techniques, the change rate of embedding may differ between

the spatial domain and the JPEG domain for a given payload size.

Now that a version of MiPOD applicable to JPEG images (J-MiPOD) is

available [Cogranne et al., 2020b], it would be very interesting to work on it

and to study the difference in efficiency between the DeLS spreading strategy

with deflection coefficients calculated in the spatial domain (de-quantified

rounded images, our approach) and those calculated in the DCT domain

(rounded quantized DCT coefficients) proposed by the authors.
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"Pooled Steganalysis In JPEG: How To Deal With

The Spreading Strategy?"

Citation:

[Zakaria et al., 2019a] Zakaria, Ahmad; Chaumont, Marc; Subsol, Gérard: Pooled

Steganalysis in JPEG: how to deal with the spreading strategy? In: IEEE Inter-

national Workshop on Information Forensics and Security, WIFS2019, Delft, The

Netherlands, December 9-12, 2019, IEEE, 2019, S. 1–6. Acceptance rate = 30% –

DOI https://doi.org/10.1109/WIFS47025.2019.9035096.

Abstract:

In image pooled steganalysis, a steganalyst, Eve, aims to detect if a set of images

sent by a steganographer, Alice, to a receiver, Bob, contains a hidden message.

We can reasonably assess that the steganalyst does not know the strategy used to

spread the payload across images. To the best of our knowledge, in this case, the

most appropriate solution for pooled steganalysis is to use a Single-Image Detector

(SID) to estimate/quantify if an image is cover or stego, and to average the scores

obtained on the set of images.

In such a scenario, where Eve does not know the embedding strategies, we ex-

perimentally show that if Eve can discriminate among few well-known embedding

strategies, she can improve her steganalysis performances compared to a simple

averaging or maximum pooled approach. Our discriminative approach allows ob-

taining steganalysis efficiencies comparable to those obtained by a clairvoyant,

Eve, who knows the Alice embedding strategy. Another interesting observation is

that DeLS embedding strategy behaves really better than all the other embedding

strategies.

Those observations results in the experimentation with six different embedding

strategies made on Jpeg images with J-UNIWARD, a state-of-the-art Single-

Image-Detector, and a discriminative architecture that is invariant to the indi-

vidual payload in each image, invariant to the size of the analyzed set of images,

https://doi.org/10.1109/WIFS47025.2019.9035096
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and build on a binary detector (for the pooling) that is able to deal with various

embedding strategies.

"Quantitative And Binary Steganalysis In JPEG:

A Comparative Study"

Citation:

[Zakaria et al., 2018] Zakaria, Ahmad ; Chaumont, Marc ; Subsol, Gérard: Quanti-

tative and Binary Steganalysis in JPEG: A Comparative Study. In: 26th European

Signal Processing Conference, EUSIPCO 2018, Roma, Italy, September 3-7, 2018,

URL https://doi.org/10.23919/EUSIPCO.2018. 8553580, 2018, S. 1422–1426

Abstract:

We consider the problem of steganalysis, in which Eve (the steganalyst) aims

to identify a steganographer, Alice who sends images through a network. We

can also hypothesise that Eve does not know how many bits Alice embed in an

image. In this paper, we investigate two different steganalysis scenarios: Binary

Steganalysis and Quantitative Steganalysis. We compare two classical steganalysis

algorithms from the state-of-the-art: the QS algorithm and the GLRT-Ensemble

Classifier, with features extracted from JPEG images obtained from BOSSbase

1.01. As their outputs are different, we propose a methodology to compare them.

Numerical results with a state-of-the-art Content Adaptive Embedding Scheme

and a Rich Model show that the approach of the GLRT-ensemble is better than the

QS approach when doing Binary Steganalysis but worse when doing Quantitative

Steganalysis.

 https://doi.org/10.23919/EUSIPCO.2018
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"Stéganalyse Groupée En JPEG : Comment

Gérer La Stratégie d’Étalement?"

Citation:

[Zakaria et al., 2019b] Zakaria, Ahmad ; Chaumont, Marc; Subsol, Gérard:

Stéganalyse groupée en JPEG: comment gérer la stratégie d’étalement? In:

GRETSI’2019, XXVIIème Colloque francophone de traitement du signal et des im-

ages (2019). – URL http://www.lirmm.fr/~chaumont/publications/GRETSI_

2019_ZAKARIA_CHAUMONT_SUBSOL-Pooled_Steganalysis.pdf

Résumé:

Dans la Stéganalyse Groupée d’images (SG), une stéganalyste (Eve) vise à détecter

si un ensemble d’images, envoyées par une stéganographe (Alice) à un pair (Bob)

via un réseau, contient un message caché. Nous pouvons raisonnablement supposer

qu’Eve ne connaît pas la stratégie exacte utilisée pour insérer et étaler le message à

travers les images, mais elle devine qu’Alice et Bob utilisent un certain algorithme

stéganographique. Au meilleur de notre connaissance, dans ce cas, la solution

la plus appropriée pour la SG est d’utiliser un détecteur d’image unique (SID)

pour estimer si une image est stéganographiée ou non et de faire la moyenne des

scores obtenus sur un ensemble d’images. Et si Eve pouvait prendre en compte

la stratégie d’étalement? Pourrait-elle alors utiliser un algorithme de SG meilleur

que la moyenne des scores? Dans cet article, nous proposons une architecture

générale de SG prenant en compte différentes stratégies d’étalement. Les résultats

expérimentaux obtenus avec six stratégies et un détecteur d’image unique montrent

que, si Eve discrimine la stratégie d’étalement, elle peut améliorer la précision de

la SG.

http://www.lirmm.fr/~chaumont/publications/GRETSI_2019_ZAKARIA_CHAUMONT_SUBSOL-Pooled_Steganalysis.pdf
http://www.lirmm.fr/~chaumont/publications/GRETSI_2019_ZAKARIA_CHAUMONT_SUBSOL-Pooled_Steganalysis.pdf


List Of Publications. 175

"Stéganographie Et Stéganalyse Des Images

JPEG Couleur"

Citation:

[Ndiaye et al., 2017] Ndiaye, Papa; Chaumont, Marc; Yedroudj,

Mehdi ; Zakaria, Ahmad: Stéganographie et Stéganalyse des im-

ages JPEG Couleur. In: CORESA’2017, COmpression et REprésen-

tation des Signaux Audiovisuels, Caen, France, 20-21 septem-

bre (2017). http://www.lirmm.fr/~chaumont/publications/

CORESA-2017-NDIAYE-CHAUMONT-YEDROUDJ-ZAKARIA-SteganographieCouleur.

pdf

Résumé:

JPEG est aujourd’hui le format d’image le plus couramment utilisé pour l’échange

d’images. Bien que cela en fasse un standard naturel pour la stéganographie mod-

erne, il n’en demeure pas moins qu’il n’y a pas de contributions pour l’insertion

dans des images JPEG en couleur. Les approches d’insertion considèrent en effet

uniquement l’insertion dans une image JPEG en niveaux de gris, principalement

parce que l’insertion dans des images en niveau de gris est déjà un problème diffi-

cile. Dans cet article, nous étudions, de manière pratique, la question de l’insertion

dans une image JPEG couleur. La question principale consiste à déterminer com-

ment doit être effectuée la répartition du message, c’est-à-dire des bits à insérer,

entre les composantes de couleurs (Y,Cr, Cb) qui ont été quantifiées. Après avoir

rappelé l’état de l’art, nous donnons de premiers résultats expérimentaux indi-

quant que l’insertion doit principalement être effectuée dans la composante de

luminance.

http://www.lirmm.fr/~chaumont/publications/CORESA-2017-NDIAYE-CHAUMONT-YEDROUDJ-ZAKARIA-SteganographieCouleur.pdf
http://www.lirmm.fr/~chaumont/publications/CORESA-2017-NDIAYE-CHAUMONT-YEDROUDJ-ZAKARIA-SteganographieCouleur.pdf
http://www.lirmm.fr/~chaumont/publications/CORESA-2017-NDIAYE-CHAUMONT-YEDROUDJ-ZAKARIA-SteganographieCouleur.pdf
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A Appendix: shift hypothesis

The shift hypothesis was first assumed by [Ker, 2006] in order to reduce the anal-

yses of pooled steganalysis to tractable problems. The author assumes that Eve

possesses a quantitative detector that estimates the payload in an individual stego

image. Eve aims to detect the presence of a message in a set of images by com-

bining the payloads statistics, i.e. the results of the quantitative detector on each

image in the set.

The author writes ψp for the density function of the quantitative detector, when the

payload p is embedded in a cover image; Eve expects that despite random errors,

if the detector is an accurate one, if she averages the outputs of the detector, she

gets the right p.

The shift hypothesis is that ψp(x) = ψ0(x − p), i.e. the shape of the density

function is the same whatever is the payload. For a cover image (0), it will be

centered in 0 whereas for a payload p, it will be shifted and centered in p.

In Figure 17, two histograms from [Ker, 2006] are displayed for two quantita-

tive detectors, the Sample Pair Analysis (SPA) detector from [Dumitrescu et al.,

2002] and the WS detector from [Fridrich and Goljan, 2004]. Those detectors are

mentioned in Section 3.1.5. Ker has built the histograms to represent the ob-

served estimate of the detector for a set of 3,000 images, with the experiments

being repeated at 10 payloads. The shift hypothesis is approximately valid for the

SPA detector, for payloads less than 0.8, but there is both a shape change and

a negative bias for larger payloads. For the WS detector, the offset assumption

seems less relevant, but for average values of p, there is still evidence of a constant

distribution shape. Ker considers these histograms as an evidence that one should

be able to develop detectors that are not far from satisfying the shift hypothesis.
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Fig. 1. Histograms of detector response; two detectors for LSB Replacement in digital
images, calculated on each of 3000 never-compressed grayscale bitmap images with
embedding at p = 0, 0.1, . . . , 1. Above, “Sample Pairs” detector. Below, “WS” detector.

2.1 The Shift Hypothesis and Other Assumptions

In this work we will assume that the Warden already possesses a quantitative
detector for whatever type of steganography the Steganographer is using, an
estimator for the length of hidden message in an individual stego object as a
proportion of the maximum. We will call this the component detector. We assume
that it suffers from random errors due to properties of the cover objects, or the
hidden messages. The Warden aims to detect steganography in a set of objects
by combining the component statistics – the values of the component detector
on each object in the set.

We write ψp for the density function of the component estimator, when pro-
portion p of the maximum is embedded in a cover object; we expect that it is
unbiased i.e.

∫
xψp(x) dx ≈ p if the detector is any good. In this analysis we go

further, assuming what we call the shift hypothesis. This is that

ψp(x) = ψ0(x− p),

i.e. the distribution of the detector response only depends on p in the form of
a shift, so that the (additive) estimation error is independent of the true value.
Our primary reason is to reduce the analyses of pooled steganalysis to tractable
problems. Since in this case all ψp are determined by p and ψ0 we write ψ for
ψ0, and Ψ for the corresponding cumulative distribution function.

Before we continue, we ask whether the shift hypothesis is plausible. In Fig. 1
we display histograms for two particular quantitative steganalysis methods for
the detection of LSB Replacement in digital images (the Sample Pairs (SPA)
detector of [2] and the detector now known as WS from [3]). These histograms
are the observed detector response for a set of 3000 images, with the experi-
ments repeated at 10 embedding rates. We see that the shift hypothesis holds
approximately for the SPA detector, for embedding rates of less than 0.8, but

Figure 17: Two histograms for two quantitative detectors, the Sample Pair
Analysis (SPA) detector from [Dumitrescu et al., 2002] and the WS detector
from [Fridrich and Goljan, 2004]. The first histogram is for the covers (on the
zero dot) and the others are for the stego images. The black and white colors

are just for the visual purposes [Ker, 2006].

B Appendix: ROC curve algorithm

In our experiments, the Receiver Operating Characteristic (ROC) curve is built by

using the algorithm presented in [Fridrich, 2009]. If we take back all the framework

of Chapter 3, we get a set of real values fc and fs, which are a sample of two one-

dimension distributions, over the set of real numbers, Pc and Ps which are modeling

the distributions of cover and stego images.

In practice, the underlying distributions of cover images Pc, and stego images Ps,

(see Section 3.1.3) are usually obtained experimentally in a sampled form. For

one-dimensional distributions over the set of real numbers, and based on the shift

hypothesis (see Appendix A), Ps is assumed to be a shifted version of Pc and both

distributions are unimodal. In this case, the critical region is determined by a

scalar threshold τ . Hence, one method to draw a ROC curve is to directly moving

the threshold τ from −∞ to +∞ and computing the probability of false alarm Pfa

and the probability of correct detection Pcd of the cover/stego detection for each

threshold τ . This ROC curve will allow one to define a classification threshold

according to some objectives like minimizing the probability of error Pe explained

in Section 3.1.4.
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Moreover, the ROC can be drawn by fitting a parametric model through the

sample distribution [Fridrich, 2009]. This procedure is applied in Algorithm 2,

it will allow drawing the ROC curve and make comparison with another without

focusing on the values of the threshold.

Algorithm 2 Drawing a ROC curve for one-dimensional features fs[i] (stego)
and fc[i] (cover), f can be an output of a binary detector before thresholding or
payload estimation from a quantitative detector. i = 1, ..., k, computed from k
cover and k stego images.
1: f = sort(fs ∪ fc);
2: // f is the set of all features sorted to form a non-decreasing sequence
3: Pfa[0] = 1; Pcd[0] = 1
4: for i = 1 to 2k do
5: if f [i] ∈ fc then
6: Pfa[i] = Pfa[i− 1]− 1/k;Pcd[i] = Pcd[i− 1];
7: else
8: Pcd[i] = Pcd[i− 1]− 1/k;Pfa[i] = Pfa[i− 1];
9: end if
10: DrawLine((Pfa[i− 1], Pcd[i− 1]), (Pfa[i], Pcd[i]));
11: end for

C Appendix: Gabor Filters

[Gabor, 1946] first defined elementary signals as optimal signal carriers in commu-

nications. Those signals, called 1D Gabor signals, are represented as a modulation

product of a sinusoidal wave of frequency ωx and a Gaussian envelope of duration

σ occurring at epoch xo:

s(x) = exp[−1
2(x− x0

σ
)2 + jωxx]. (4)

The 2D Gabor filter technique was proposed by [Daugman, 1985]. The main

purpose is to make an elliptic generalization of 1D elementary Gabor functions

to obtain 2D spatial weighting functions generated by second order exponential

bi-variate polynomials with complex coefficients.
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Among many Gabor functions used to construct 2D Gabor filters, we cite those

related to the use of rich model based steganalysis. In [Grigorescu et al., 2002;

Song et al., 2015], the authors use the following bank of Gabor functions

fλ,Θ,ϕ(x, y) = e−((x′2+γ2y′2)/2σ2) cos
(

2πx
′

λ
+ ϕ

)
(5)

where

x′ = x cos Θ + y sin Θ,

y′ = −x sin Θ + y cos Θ.

The parameters of Equation (5) are explained below:

• σ represents the scale parameter, the small value of σ means high spatial

resolution, the image filtering coefficients reflect local properties in fine scale,

while the large value of σ means low spatial resolution, the coefficients reflect

local properties in coarse scale. σ is fixed to 0.56λ in [Grigorescu et al., 2002;

Song et al., 2015].

• Θ specifies the orientations of 2D Gabor filters.

• λ denotes the wavelength of the cosine factor.

• γ is the spatial aspect ratio and specifies the ellipticity of Gaussian factor.

γ is fixed to 0.5 in [Grigorescu et al., 2002; Song et al., 2015].

• ϕ specifies the phase offset of the cosine factor (ϕ = 0, π correspond to

symmetric “center-on” functions, while ϕ = π/2, π/2 correspond to anti-

symmetric functions). Note that [Song et al., 2015] use only symmetric

functions, i.e. ϕ = 0.

These spatial weighting functions are used to produce a family of optimal 2D

filters, the 2D Gabor filters, which allow to reach the theoretical lower limit for

the joint entropy of 2D spatial orientation, spatial frequency and spatial position.

The 2D Gabor filtering are described as follows:
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Given an image I, a set of image points Ω, (x, y) ∈ Ω and a 2D Gabor function f .

The Gabor feature image u(x, y) is obtained by convolving the I(x, y) with f(x, y)

in the following equation:

u(x, y) =
∫ ∫

Ω

I(ξ, η)f(x− ξ, y − η)dξdη (6)
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Résumé

La stéganographie par lot consiste à dissimuler un message en le répartissant dans

un ensemble d’images, tandis que la stéganalyse groupée consiste à analyser un

ensemble d’images pour conclure à la présence ou non d’un message caché.

Il existe de nombreuses stratégies d’étalement d’un message et on peut raison-

nablement penser que la stéganalyste ne connaît pas celle qui est utilisée, mais il

peut supposer que la stéganographe utilise un algorithme d’insertion unique (sous-

entendu pour toutes les images). Dans ce cas, la solution la plus appropriée pour

la stéganalyse groupée est d’utiliser un détecteur quantitatif (qui prédit la taille

du message caché) à image unique, d’évaluer pour chaque image la longueur du

message caché (qui peut être nulle) et de faire la moyenne des tailles (également

considérés comme des scores) obtenus sur un sac d’images.

Et si, maintenant, le stéganalyste pouvait discriminer la stratégie d’étalement ?

Supposons que la stratégie d’étalement appartient à un ensemble de stratégies

qu’il connaît. La stéganalyste pourrait-elle utiliser un algorithme de stéganalyse

groupé meilleur que la moyenne des scores ? La stéganalyste pourrait-elle obtenir

des résultats proches du scénario dit "clairvoyant" où l’on suppose qu’elle connaît

exactement la stratégie d’étalement ? Dans cette thèse, nous essayons de répondre

à ces questions en proposant une architecture de stéganalyse groupée construite

en utilisant un détecteur quantitatif d’images et une fonction de groupement op-

timisée.

La première contribution est une comparaison entre les algorithmes de stéganalyse

quantitatifs afin de décider lequel est le mieux adapté à la stéganalyse groupée.

Nous proposons aussi d’étendre cette comparaison aux algorithmes de stéganalyse

binaires. Pour cela nous proposons une méthodologie pour utiliser ces deux types

d’algorithmes que ce soit pour de la stéganalyse binaire ou quantitative.

Le coeur de la thèse se situe dans la deuxième contribution. Nous étudions le

scénario où le stéganalyste ne connaît pas la stratégie d’étalement. Nous proposons

une fonction de groupement discriminative optimisée sur un ensemble de stratégies



d’étalement qui permet d’améliorer la précision de la stéganalyse groupée par

rapport à une simple moyenne. Pour faire apprendre cette fonction de groupement,

nous utilisons des techniques d’apprentissage supervisé.

Les résultats empiriques obtenus avec six stratégies d’étalement différentes et un

détecteur d’image unique de l’état de l’art confirment notre hypothèse. Notre fonc-

tion de groupement obtient des résultats proches d’un stéganalyste clairvoyant qui

est censé connaître la stratégie d’étalement.

Mots clés : Sécurité multimédia, Stéganographie par lot, Stéganalyse groupée,

Apprentissage machine.



Abstract
Batch steganography consists of hiding a message by spreading it into a set of images,

while pooled steganalysis consists of analyzing a set of images to conclude whether or

not a hidden message is present. There are many strategies for spreading a message and

it is reasonable to assume that the steganalyst is not aware of which one is being used,

but it can assume that the steganographer uses a single embedding algorithm (implied

for all images). In this case, the most appropriate solution for pooled steganalysis is to

use a single-image quantitative detector (which predicts the size of the hidden message),

to evaluate for each image the size of the hidden message (which can be zero) and to

average the sizes (scores) obtained on a bag of images.

What if now the steganalyst could discriminate the spreading strategy? Assume that

the spreading strategy belongs to a set of strategies she knows. Could the steganalyst

use a pooled steganalysis algorithm that is better than averaging scores? Could the

steganalyst obtain results close to the so-called "clairvoyant" scenario where it is assumed

that the steganalyst knows exactly what the spreading strategy is? In this thesis, we try

to answer these questions by proposing a pooled steganalysis architecture built using a

quantitative image detector and an optimized pooling function.

The first contribution is a comparison between quantitative steganalysis algorithms in or-

der to decide which one is best suited for pooled steganalysis. We also propose to extend

this comparison to binary steganalysis algorithms. For this we propose a methodology to

use both types of algorithms for both binary and quantitative steganalysis. The core of

the thesis lies in the second contribution. We study the scenario where the steganalyst

does not know the spreading strategy. We propose a discriminative pooling function

optimized on a set of spreading strategies that allows to improve the accuracy of the

pooled steganalysis compared to a simple average. This pooling function is learned using

supervised learning techniques. Empirical results obtained with six different spreading

strategies and a single state-of-the-art image detector confirm our hypothesis. Our pool-

ing function obtains results close to a clairvoyant steganalyst who is supposed to know

the spreading strategy.

Keywords: Multimedia Security, Batch Steganography, Pooled Steganalysis, Machine

Learning.
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