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[^0]Nonlinear optics has been an exciting field of research for more than 50 years triggered by the invention of the laser in 1961, which brought together the fields of parametric oscillation and optics thanks to unprecedented light powers. One of the main interest in parametric light stems from the fact that it combines some of the most desirable features of laser light such as a good coherence or a high brightness with the possibility to access wavelength ranges where no laser sources are available. In this dissertation, the infrared part of the electromagnetic spectrum will be our main focus, and we will consider wavelengths ranging from 1 to about $12 \mu \mathrm{~m}$. There are two main reasons that drive the search for intense and coherent light sources in this part of the spectrum. The first reason comes from the transmission spectrum of the atmosphere of Earth shown on Figure (1). Our atmosphere is essentially a mixture of oxygen and nitrogen but these are the traces gases such as carbon dioxide or water vapor that contribute mostly to its transmission in the infrared: its spectrum can be split into three main transmission bands called Band I, II and III (see Figure 1). In this work, we will be interested in Band II and Band III of transmission that extend respectively from 3 to $5 \mu \mathrm{~m}$, and from 8 to $12 \mu \mathrm{~m}$. Coherent sources in these ranges are highly desired since they can potentially lead to faster communications. On the other hand, the infrared part of the spectrum is also the kingdom of spectroscopy where rovibrational movements of molecules and bonds can be easily probed. Thanks to specific absorption bands of chemical bonds, one of the most common applications of infrared spectroscopy is the identification of chemical species. Figure (1) shows the absorption bands of the main organic and amide compounds. Intense sources in these specific ranges have already triggered important innovations in the fields of selective chemical microscopy, mixture analysis or infrared differential absorption lidar measurements [1]. The superiority of parametric sources over laser sources can be seen from the wide tunability that can be theoretically obtained with frequency converter devices.

The first observation of frequency conversion was Second Harmonic Generation of a ruby laser in a quartz crystal in 1961. It gave an early glimpse of how future progress in frequency converter devices would be irreparably tied to advances in both fields of lasers and materials science. Parametric infrared generation has been no exception since that day. Historically speaking, two lasers have had a tremendous impact on the search for new nonlinear infrared crystals. First of all, Second Harmonic Generation of the $\mathrm{CO}_{2}$ laser emitting around $10 \mu \mathrm{~m}$ has long been regarded as a prerequisite to the decision of developing a new nonlinear crystal. This criterion has led to the identification of a few crystals such as $\mathrm{ZnGeP}_{2}, \mathrm{AgGaSe}_{2}, \mathrm{AgGaS}_{2}$ that are now commercially available. On the other hand this criterion of Second Harmonic Generation of the $\mathrm{CO}_{2}$ laser can prove limited either because this frequency conversion is impossible in some crystals (including CdSe ), or simply because high intensity $\mathrm{CO}_{2}$ lasers are not widely available.

The most widely spread laser in the near infrared is undoubtedly the Nd:YAG laser emitting at $1.064 \mu \mathrm{~m}$, and a specific focus has then been put on the search for infrared materials allowing an efficient parametric conversion of laser wavelengths close to $1 \mu \mathrm{~m}[5]$. However limited success in direct generation of wavelengths above $8 \mu \mathrm{~m}$ has been seen so far, so that laser materials doped with other rare earth ions, such as $\mathrm{Ho}^{3+}, \mathrm{Tm}^{3+}$ or $\mathrm{Er}^{3+}$ or transition metal ions such as $\mathrm{Cr}^{2+}$


Figure 1: Illustration of the two main applications of intense coherent infrared sources and of the main laser infrared sources. This graph is taken from [2], after [3]and [4].
have been developped providing new lasers emitting at specific wavelengths in the range 2-3 $\mu \mathrm{m}$ (see [6] and Figure 1). These lasers are expected to play a key role in the generation of longer infrared wavelengths in the future. On the other hand, it is interesting to notice that despite these recent developments, there are still several nonlinear crystals with giant nonlinearities and wide transmission windows in the infrared such as $\mathrm{CdGeAs}_{2}, \mathrm{Te}$, Se that remain underused mostly because of a lack of adequate laser sources for pumping or characterization above $3 \mu \mathrm{~m}[5]$. We advocate in this work that the search for new nonlinear infrared materials is still highly desirable not only for fundamental but also for practical reasons. However, as Optical Parametric Oscillation can hardly be demonstrated at the early stages of the development of a new crystal because of the small sizes necessarily obtained in the very first growth attempts, it is the underlying stance of this dissertation that exploratory search, early identification and better characterizations of new and small-sized nonlinear infrared crystals requires the development of better analytical as well as experimental tools. As a consequence, this dissertation falls at the interface between the fields of materials science and that of parametric nonlinear optics.

The first Part of this work provides some theoretical background on frequency conversion in nonlinear crystals. A classical picture of Optical Parametric Oscillation (OPO) and Difference Frequency Generation (DFG) is given. These two processes both involve the fission of a photon and can therefore lead to the generation of parametric light at longer wavelengths. However, a high degree of synchronism between the interacting waves in the crystal is necessary to generate such new wavelengths. An extensive comparison is provided between Birefringent Phase-Matching and Quasi-Phase-Matching, which are the two main methods that have been developed to force a photon to fission. Emphasis is put on the versatility of the Quasi-Phase-Matching technique [7] for the generation of tunable coherent radiation in the infrared.

The second Part of this work deals with the new chalcopyrite material $\mathrm{CdSiP}_{2}$. Its unique phase-matching properties have been characterized using the sphere method. Contrary to $\mathrm{ZnGeP}_{2}$ or $\mathrm{AgGaS}_{2}$ that belong to the same family, this material is better suited for pumping with a Nd:YAG laser at $1.064 \mu \mathrm{~m}$. In this work, we use the unique measurements of the phase-matching angles of this crystal and strive to determine its principal refractive indices with the uttermost accuracy required by the phase-matching conditions. An unusual quantitative analysis relating the accuracy of the measurements of the refractive indices of a crystal to that of the calculations of the phase-matching angles is provided. We believe that this analysis comes to fill a gap in the field of phase-matching metrology.

The two following Parts III and IV are then devoted to the design of an all-parametric source dedicated to fundamental studies of the phase-matching properties of mid to far-infrared nonlinear crystals. We first deal with the experimental realization of a widely and continuously tunable OPO that will be the cornerstone of the parametric source described in the final Part IV. This OPO is based on a $5-\mathrm{mm}$-thick crystal of $5 \% \mathrm{MgO}$ :PPLN cut and polished to optical quality as a partial cylinder. World record conversion efficiencies for a cylindrical device as well as wide and continuous tunability from 1.4 up to $4.4 \mu \mathrm{~m}$ have been obtained. This device is perfectly suited for
applications in Band II of transmission of the atmosphere, as shown on Figure (1), but because of the limited transparency range of the crystal, generation of infrared coherent radiation in Band III is not possible with only one such device.

It is the purpose of Part IV to present how the combination of two such devices can be advantageously used to generate a tunable radiation in Band III. We have built a second partial cylinder OPO similar to the one described in Part III, so that when the two OPOs are pumped in parallel and with the same Nd:YAG laser, we dispose of a unique dual wavelength source with two independently and widely tunable beams. This is a unique and highly desirable feature of a dual wavelength source for characterizing new nonlinear infrared crystals since any parametric interaction between two beams between 1.4 and 4.4 microns can be foreseen. In this work, we used our source to perform DFG experiments in Band III between two beams independently tunable between 2.5 and $4.4 \mu \mathrm{~m}$. Two different experiments have been carried out in CdSe crystals and confirmed the potentiality of our source. The many promises held by such a dual wavelength source will be stressed.

Parametric sources between 2 and $5 \mu \mathrm{~m}$ have now reached such a high degree of maturity $[6,7]$ that we find them better suited than solid-state lasers to match the requirements of new characterization tools of nonlinear crystals in the mid to far infrared.

Part I
ELEMENTS OF THEORY

## INTRODUCTION

In this part, we consider the classical interaction between an electric field and a second order nonlinear medium. At high enough intensities, the electronic polarization induced in a material depends nonlinearly on the electric field, so that its spectrum includes additional "new" frequencies. In the general case, these new frequencies cannot be radiated efficiently: a constructive interference between the nonlinear polarization and the electric field it radiates is necessary to ensure an efficient generation or amplification of an optical wave. In this dissertation, we are essentially interested in the generation of optical waves in the infrared part of the electromagnetic spectrum through a three-wave mixing process, and the Difference Frequency Generation (DFG) process is our main focus.

In the first chapter, the linear and nonlinear polarizations induced in uniaxial crystals are derived. The electric field radiated by the second-order nonlinear polarization is then obtained as the solution of the Maxwell's equations. The resulting coupled equations governing the amplitudes of each Fourier component of the electric field are figured out. The phase velocities of the second-order nonlinear polarization and of the radiated electric field must be matched to ensure an efficient three-wave parametric mixing process. And in the second chapter, we discuss two different strategies that will ensure the efficient generation or amplification of a wave at a given optical frequency. Historically, the first strategy has been birefringent phase matching (BPM) where the required constructive interference is obtained in an anisotropic material: the dispersion is exactly compensated by the birefringence of the material in the considered direction of propagation. The second scheme is called quasi-phase matching (QPM): through a proper modulation of the sign of the non-linearity inside the material, the efficient growth of a new optical wave can be obtained even if the phase velocities are not matched. The solution of the coupled equations is given for typical DFG processes in each case. The advantages of QPM over BPM are also discussed.

Even if the phase matching condition is fulfilled, DFG conversion efficiencies in nonlinear crystals are often still low, and the third chapter is dedicated to the phenomenon of Optical Parametric Oscillation (OPO) that overcomes this limitation. Actually, the resonance of one of the newly generated wave leads to an "artificial" increase of the interaction length in the nonlinear crystal. Provided the nonlinear gain is high enough to compensate for the losses of the cavity, pump photons are efficiently converted into two photons with lower energies. OPOs are therefore very interesting devices when new wavelengths in the infrared must be efficiently generated. It is the advent of QPM materials that has contributed to a renewed interest in OPO devices.

PARAMETRIC THREE WAVE MIXING

### 1.1 CLASSICAL TREATMENT

We consider in this section the polarization induced by an electric field in a noncentrosymmetric crystal. The electric field is real and assumed to be the superposition of three waves at frequencies $\omega_{1}, \omega_{2}$ and $\omega_{3}$. It writes:

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}(\vec{r}, t)=\sum_{n=1,2,3} \overrightarrow{\mathbf{E}}_{\mathbf{n}}(\vec{r}, t) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\overrightarrow{\mathbf{E}_{\mathbf{n}}}(\vec{r}, t)=\mathcal{R} e\left(\overrightarrow{\mathbf{E}}\left(r, \omega_{n}\right) e^{j \omega_{n} t}\right)=\frac{1}{2}\left(\overrightarrow{\mathbf{E}}\left(r, \omega_{n}\right) e^{j \omega_{n} t}+\overrightarrow{\mathbf{E}}\left(r, \omega_{n}\right)^{*} e^{-j \omega_{n} t}\right) \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\overrightarrow{\mathbf{E}}\left(r,-\omega_{n}\right)=\overrightarrow{\mathbf{E}}\left(r, \omega_{n}\right)^{*} \tag{3}
\end{equation*}
$$

The spectrum of the full electric field is therefore made of six terms at the circular frequencies $\pm \omega_{1}, \pm \omega_{2}$ and $\pm \omega_{3}$.

Besides, the time dependent polarization induced by the electric field is assumed to be written [8] under the form :

$$
\begin{align*}
\overrightarrow{\mathcal{P}}(\vec{r}, t)= & \varepsilon_{0} \int_{-\infty}^{+\infty} \underline{R^{(1)}}\left(\tau_{1}\right): \overrightarrow{\mathcal{E}}\left(\vec{r}, t-\tau_{1}\right) d \tau_{1} \\
& +\varepsilon_{0} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \underline{\underline{R^{(2)}}}\left(\tau_{1}, \tau_{2}\right) \therefore \overrightarrow{\mathcal{E}}\left(\vec{r}, t-\tau_{1}\right) \otimes \overrightarrow{\mathcal{E}}\left(\vec{r}, t-\tau_{2}\right) d \tau_{1} d \tau_{2}  \tag{4}\\
& +\ldots \\
& +\varepsilon_{0} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{R^{(n)}}{\vdots}\left(\tau_{1}, \ldots, \tau_{n}\right): \overrightarrow{\mathcal{E}}\left(\vec{r}, t-\tau_{1}\right) \otimes \ldots \otimes \overrightarrow{\mathcal{E}}\left(\vec{r}, t-\tau_{n}\right) d \tau
\end{align*}
$$

where $R^{(n)}$ are $\mathrm{n}+1$ order tensors fulfilling the causality condition and describing the $\mathrm{n}^{\text {th }}$ order impulse response of the material.

By combining the Maxwell's equations, one finds the Helmholtz equation (5) satisfied by the electric field in a nonmagnetic and lossless medium. The polarization term $\overrightarrow{\mathcal{P}}$ given in Equation (4) acts like a source term of the electric field $\overrightarrow{\mathcal{E}}$ :

$$
\begin{equation*}
\nabla^{2} \overrightarrow{\mathcal{E}}-\frac{1}{c^{2}} \frac{\partial^{2} \overrightarrow{\mathcal{E}}}{\partial t^{2}}=\mu_{0} \frac{\partial^{2} \overrightarrow{\mathcal{P}}}{\partial t^{2}} \tag{5}
\end{equation*}
$$

By taking the Fourier Transform of Equation (4), one can get the Fourier components of the polarization induced in the material by the electric field at any pulsation $\omega \in \mathbb{R}^{+}$(see Equation 3):

$$
\begin{equation*}
\overrightarrow{\mathbf{P}}(\vec{r}, \omega)=\overrightarrow{\mathbf{P}}^{(\mathbf{1})}(\vec{r}, \omega)+\overrightarrow{\mathbf{P}}^{(\mathbf{2})}(\vec{r}, \omega)+\ldots+\overrightarrow{\mathbf{P}^{(\mathbf{n})}}(\vec{r}, \omega) \tag{6}
\end{equation*}
$$

The first order term $\mathbf{P}^{\overrightarrow{(1)}}$ is the linear electronic polarization, while the $\overrightarrow{\mathbf{P}^{(\mathbf{n})}}$ components constitute the $\mathrm{n}^{\text {th }}$-order nonlinear electronic polarizations. In the Fourier domain, Equation (5) yields the partial derivative equation governing the amplitude of each Fourier component of the electric field:

$$
\begin{equation*}
\forall \omega \in \mathbb{R}^{+}, \nabla^{2} \overrightarrow{\mathbf{E}}(\vec{r}, \omega)+\frac{\omega^{2}}{c^{2}} \overrightarrow{\mathbf{E}}(\vec{r}, \omega)=\frac{-\omega^{2}}{c^{2} \varepsilon_{0}} \overrightarrow{\mathbf{P}}(\vec{r}, \omega) \tag{7}
\end{equation*}
$$

### 1.1.1 Linear optics in uniaxial crystals

The first order Fourier component of the polarisation at $\omega$ is given by a linear term in the electric field component :

$$
\begin{equation*}
\overrightarrow{\mathbf{P}^{(1)}}(\vec{r}, \omega)=\varepsilon_{0} \underline{\chi}^{(1)}(\omega) \cdot \overrightarrow{\mathbf{E}}(\vec{r}, \omega) \tag{8}
\end{equation*}
$$

We have introduced the first order susceptibility tensor $\underline{\chi}^{(1)}(\omega)$, which is the Fourier Transform of the first order impulse response of the material. The real and imaginary parts of this tensor describe the linear properties, propagation as well as absorption phenomena respectively, of an electromagnetic wave at the circular frequency $\omega$ in the material. Formula (8) shows that the spectrum of the electric field is necessarily the same as the spectrum of the linear polarization.

In the linear case, the Helmholtz equation reduces to:

$$
\begin{equation*}
\forall \omega \in \mathbb{R}^{+}, \nabla^{2} \overrightarrow{\mathbf{E}}(\vec{r}, \omega)+\frac{\omega^{2}}{c^{2}}\left(\underline{1}+\underline{\chi}^{(1)}(\omega)\right) \overrightarrow{\mathbf{E}}(\vec{r}, \omega)=0 \tag{9}
\end{equation*}
$$

The number of independent eigenvalues of the relative dielectric permittivity tensor $\underline{\epsilon_{r}}(\omega)=$ $\underline{1}+\underline{\chi}^{(1)}(\omega)$ sets the optical class of the crystal: for a triply degenerate eigenvalue, the crystal is isotropic; for two eigenvalues, one of which being degenerate, the crystal belongs to the uniaxial class; and for three independent eigenvalues, the crystal belongs to the biaxial class. The optical class of a crystal is set by its crystalline symmetry [8]. In this dissertation we will be dealing with crystals belonging to the uniaxial class only. For uniaxial crystals, the $(x, y, z)$ optical frame, also called the dieletric frame, is the frame where the susceptibility and dielectric permittivity tensors are both diagonal. In this frame, the $x$ and $y$ axis are equivalent while $z$ is called the optical axis of the crystal. And $\underline{\epsilon_{r}}(\omega)$ writes:

$$
\underline{\epsilon_{r}(\omega)}=\left(\begin{array}{ccc}
1+\chi_{x x}(\omega) & 0 & 0  \tag{10}\\
0 & 1+\chi_{x x}(\omega) & 0 \\
0 & 0 & 1+\chi_{z z}(\omega)
\end{array}\right)
$$

For a lossless medium, this tensor is real. We can then define two principal refractive indices $n_{o}(\omega)$, the ordinary index, and $n_{e}(\omega)$, the extraordinary index through

$$
\begin{equation*}
n_{o}^{2}(\omega)=1+\chi_{x x}(\omega) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{e}^{2}(\omega)=1+\chi_{z z}(\omega) \tag{12}
\end{equation*}
$$

If $n_{e}>n_{0}$ the uniaxial is said to be positive, and if $n_{e}<n_{0}$, it is said to be negative. For an arbitrary direction of propagation $\vec{u}(\theta, \phi)$,

$$
\vec{u}(\theta, \phi)=\left(\begin{array}{c}
\sin \theta \cos \phi  \tag{13}\\
\sin \theta \sin \phi \\
\cos \theta
\end{array}\right)
$$

where $\theta$ and $\phi$ are the angles of spherical coordinates in the optical frame, the refractive index of a wave at the circular frequency $\omega$ can then take two different values given by:

$$
\left\{\begin{array}{c}
n_{o}(\omega, \theta, \phi)=n_{o}(\omega)  \tag{14}\\
n_{e}(\omega, \theta, \phi)=\left(\frac{\cos ^{2} \theta}{n_{o}^{2}(\omega)}+\frac{\sin ^{2} \theta}{n_{e}^{2}(\omega)}\right)^{-1 / 2}
\end{array}\right.
$$

The ordinary index $n_{o}$ corresponds to an ordinary polarized wave, meaning that its direction of polarization $\vec{e}_{0}$ is always perpendicular to the optical axis z and to the Poynting vector $\vec{\Pi}_{0}$. The extraordinary index is that of a wave whose polarization vector $\vec{e}_{e}$ is perpendicular to $\overrightarrow{e_{0}}$, and to the Poynting vector $\vec{\Pi}_{e}$ but not to the z-axis. When an extraordinary polarized wave propagates in a direction $\vec{u}(\theta, \phi)$ with $\theta \neq 0^{\circ}$ or $\theta \neq 90^{\circ}$, the Poynting vector $\vec{\Pi}_{e}$ and the wavevector $\vec{k}_{e}$ are not parallel: there exists an angle called the walk-off angle between them. This angle $\rho$ is given in [9]. For positive uniaxial crystals, it writes:

$$
\begin{equation*}
\rho^{+}(\theta, \omega)=\theta-\arctan \left(\frac{n_{o}^{2}(\omega)}{n_{e}^{2}(\omega)} \tan (\theta)\right) \tag{15}
\end{equation*}
$$

For negative uniaxial crystals, it writes:

$$
\begin{equation*}
\rho^{-}(\theta, \omega)=\arctan \left(\frac{n_{o}^{2}(\omega)}{n_{e}^{2}(\omega)} \tan (\theta)\right)-\theta \tag{16}
\end{equation*}
$$

The magnitude of this angle increases with the birefringence $\left(n_{e}-n_{o}\right)$ of a material. It is the highest for $\theta=45^{\circ}$ and vanishes for $\theta=0^{\circ}$ or $\theta=90^{\circ}$. The direction of polarisation of ordinary and extraordinary waves can then be expressed in the spherical coordinates linked to the optical frame through :

$$
\begin{gather*}
\overrightarrow{e_{o}}=\left(\begin{array}{c}
-\sin \phi \\
\cos \phi \\
0
\end{array}\right) \\
\overrightarrow{e_{e}}=\left(\begin{array}{c}
-\cos \left(\theta \pm \rho^{\mp}(\theta)\right) \cos \phi \\
-\cos \left(\theta \pm \rho^{\mp}(\theta)\right) \sin \phi \\
\sin \left(\theta \pm \rho^{\mp}(\theta)\right)
\end{array}\right) \tag{17}
\end{gather*}
$$

where $-\rho^{+}$must be used for the positive class, and $+\rho^{-}$for the negative class [8]. The fact that an extraordinary and an ordinary wave propagating in a uniaxial crystal at $\theta=90^{\circ}$ from
the optical axis are not spatially separated has very important consequences in nonlinear optics and leads to angular noncritical phase-matching (see section 2.1.3). Otherwise, such two waves will be spatially separated after a length that depends on the size of the beams and conditions of focalisation which eventually limits the conversion efficiency of a three-wave mixing process.


Figure 2: Index surface of uniaxial crystals.
The ordinary and extraordinary layers of the index surfaces are sketched in Figure (2) for optically positive and negative uniaxial crystals, based on Equations (14). The ordinary surface is spherical whereas the extraordinary surface is elliptical. These two surfaces intersect along the optical axis $z$ and the crystal is optically isotropic along this direction of propagation.

### 1.1.2 Nonlinear polarization

Generally speaking, when two waves at $\omega_{1}$ and $\omega_{2}$ are incident upon the crystal the new circular frequencies of the nonlinear polarization can be $0\left(=\omega_{1}-\omega_{1}=\omega_{2}-\omega_{2}\right), 2 \omega_{1}(=$ $\left.\omega_{1}+\omega_{1}\right), 2 \omega_{2}\left(=\omega_{2}+\omega_{2}\right), \omega_{S F G}=\omega_{1}+\omega_{2}$ and $\omega_{D F G_{1}}=\omega_{2}-\omega_{1}, \omega_{D F G_{2}}=\omega_{2}-\omega_{1}$. These six angular frequencies correspond respectively to six different physical processes of three-wave mixing: Optical Rectification, Second Harmonic Generation of the wave at $\omega_{1}$, Second Harmonic Generation of the wave at $\omega_{2}$, Sum Frequency Generation (SFG) between the wave at $\omega_{1}$ and the wave at $\omega_{2}$, and Difference Frequency Generation (DFG) between the wave at $\omega_{2}$ and the wave at $\omega_{1}$, or Difference Frequency Generation between the wave at $\omega_{1}$ and the wave at $\omega_{2}$. Any wave with an angular frequency different from the six possibilities mentioned above cannot interact with the two other waves through a second order nonlinear process.

The energy conservation between three waves at $\omega_{1}, \omega_{2}$ and $\omega_{3}$ satisfying $\omega_{1} \leq \omega_{2}<\omega_{3}$ is:

$$
\begin{equation*}
\omega_{3}=\omega_{1}+\omega_{2} \tag{18}
\end{equation*}
$$

In the case of Sum Frequency Generation between two waves at $\omega_{1}$ and $\omega_{2}$ for example, the Fourier component of the second order nonlinear polarization $\overrightarrow{\mathbf{P}^{(2)}}\left(\vec{r}, \omega_{S F G}\right)$ in Equation (6) is related to the Fourier transform of the second order impulse response of the material $\underline{\underline{\chi^{(2)}}}\left(\omega_{S F G}=\omega_{1}+\omega_{2}\right)$ through:

$$
\begin{equation*}
\overrightarrow{\mathbf{P}^{(2)}}\left(\vec{r}, \omega_{S F G}=\omega_{1}+\omega_{2}\right)=\varepsilon_{0} \underline{\underline{\chi^{(2)}}}\left(\omega_{S F G}=\omega_{1}+\omega_{2}\right): . \overrightarrow{\mathbf{E}}\left(\vec{r}, \omega_{1}\right) \otimes \overrightarrow{\mathbf{E}}\left(\vec{r}, \omega_{2}\right) \tag{19}
\end{equation*}
$$

We will see in the next section that an electric field at a new frequency is radiated efficiently only if the nonlinear polarization at this new frequency interferes constructively with the generated electric field it radiates at the same frequency. This is so if the phase matching condition is fulfilled.

### 1.1.3 Coupled equations for propagating waves

In this section, we consider three collinear plane waves at $\omega_{1}, \omega_{2}$ and $\omega_{3}$ satisfying the energy conservation relation (18) and propagating in a noncentrosymmetric crystal. The crystal is assumed to be without losses at the given frequencies, and the diffraction and spatial walk-off effects are neglected. These waves propagate along a direction $\vec{u}(\theta, \phi)$ in the crystal with $\xi$ being the coordinate along this direction of propagation. If these waves are assumed to be linearly polarized along the unit vectors $\overrightarrow{e_{1}}, \overrightarrow{e_{2}}, \overrightarrow{e_{3}}$, the Fourier component at $\omega_{n}$ then writes:

$$
\begin{equation*}
\overrightarrow{\mathbf{E}_{\mathbf{n}}}\left(\vec{r}, \omega_{n}\right)=A_{n}(\tilde{\xi}) e^{-j k_{n} \xi} \overrightarrow{\mathbf{e}_{\mathbf{n}}} \tag{20}
\end{equation*}
$$

The complex amplitude of the field at $\omega_{n}$ is called $A_{n}$ and we assume a priori that this amplitude can change along the propagation in the crystal. The wave vectors $\overrightarrow{k_{n}}$ are collinear to $\vec{u}(\theta, \phi)$ with amplitudes given by:

$$
\begin{equation*}
k_{n}=\frac{n\left(\omega_{n}\right) \omega_{n}}{c}=\frac{2 \pi}{\lambda_{n}} n\left(\omega_{n}\right) \tag{21}
\end{equation*}
$$

where $n\left(\omega_{n}\right)$ is the index of refraction of the wave at $\omega_{n}$ in the considered direction of propagation.

By keeping the first and second order terms, Equation (6) writes:

$$
\begin{equation*}
\overrightarrow{\mathbf{P}}(\vec{r}, \omega) \approx \mathbf{P}^{\overrightarrow{(1)}}(\vec{r}, \omega)+\overrightarrow{\mathbf{P}^{(\mathbf{2})}}(\vec{r}, \omega) \tag{22}
\end{equation*}
$$

When plugging this equation into (7), it can be seen that the second order nonlinear polarisation acts like an additional source term in the Helmholtz equation that writes:

$$
\begin{equation*}
\nabla^{2} \overrightarrow{\mathbf{E}}(\vec{r}, \omega)+\underline{\varepsilon_{r}}(\omega) \frac{\omega^{2}}{c^{2}} \overrightarrow{\mathbf{E}}(\vec{r}, \omega)=\frac{-\omega^{2}}{c^{2} \varepsilon_{0}} \overrightarrow{\mathbf{P}^{(2)}}(\vec{r}, \omega) \tag{23}
\end{equation*}
$$

As we have assumed that the electric field comprises only three Fourier components satisfying the energy conservation relation, it can be shown that except for a degenerate case (excluded
here), this is the only triplet satisfying such energy conservation relation. Therefore the nonlinear polarization spectrum has only three a priori nonzero components at respectively $\omega_{1}, \omega_{2}$ and $\omega_{3}$. Equation (19) gives:

$$
\left\{\begin{array}{l}
\overrightarrow{\mathbf{P}^{(2)}}\left(\vec{r}, \omega_{3}\right)=\varepsilon_{0} \underline{\underline{\chi^{(2)}}}\left(\omega_{3}=\omega_{1}+\omega_{2}\right): \cdot \overrightarrow{\mathbf{E}}\left(\vec{r}, \omega_{1}\right) \otimes \overrightarrow{\mathbf{E}}\left(\vec{r}, \omega_{2}\right)  \tag{24}\\
\overrightarrow{\mathbf{P}^{(2)}}\left(\vec{r}, \omega_{2}\right)=\varepsilon_{0} \underline{\underline{\chi^{(2)}}}\left(\omega_{2}=\omega_{3}-\omega_{1}\right): . \overrightarrow{\mathbf{E}}\left(\vec{r}, \omega_{3}\right) \otimes \overrightarrow{\mathbf{E}^{*}}\left(\vec{r}, \omega_{1}\right) \\
\overrightarrow{\mathbf{P}^{(2)}}\left(\vec{r}, \omega_{1}\right)=\varepsilon_{0} \underline{\underline{\chi^{(2)}}}\left(\omega_{1}=\omega_{3}-\omega_{2}\right): \cdot \overrightarrow{\mathbf{E}}\left(\vec{r}, \omega_{3}\right) \otimes \overrightarrow{\overrightarrow{\mathbf{E}}^{*}}\left(\vec{r}, \omega_{2}\right)
\end{array}\right.
$$

Each Fourier component of the nonlinear polarization is created by the coupling of the two other fields through the second order susceptibility tensor. The nonlinear polarization at $\omega_{3}$ is induced by the Fourier component of the fields at $+\omega_{1}$ and $+\omega_{2}$. The nonlinear polarization at $\omega_{1}$ (and $\omega_{2}$ ) are induced by the Fourier component at $+\omega_{3}$ and $-\omega_{2}\left(+\omega_{3}\right.$ and $\left.-\omega_{1}\right)$. This justifies (see Equation 3) the presence of the conjugate of the Fourier component of the electric field $\overrightarrow{\mathbf{E}}^{*}\left(\vec{r}, \omega_{2}\right)$ and $\overrightarrow{\mathbf{E}}^{*}\left(\vec{r}, \omega_{1}\right)$ respectively in Equations (24).

When assuming a lossless medium and a low frequency dispersion of the nonlinear medium, the three susceptibility terms in Equation (24) can be considered as equal, i.e:

$$
\begin{equation*}
\underline{\underline{\chi^{(2)}}}\left(\omega_{3}\right)=\underline{\underline{\chi^{(2)}}}\left(\omega_{2}\right)=\underline{\underline{\chi^{(2)}}}\left(\omega_{1}\right)=\underline{\underline{\chi^{(2)}}} \tag{25}
\end{equation*}
$$

This corresponds to the ABDP symmetry [10]. It will be the framework of the following calculations. We also consider the approximation of the slowly varying envelope which assumes that the spatial variation of the envelope along the $\vec{u}$ direction is small on a distance comparable with the wavelength. This is the case if the nonlinear interaction is weak enough. Then, it is correct to assume that

$$
\begin{equation*}
\left|\frac{\partial^{2} A_{n}}{\partial \xi^{2}}\right| \ll\left|2 j k_{n} \frac{\partial A_{n}}{\partial \xi}\right| \propto\left|\frac{1}{\lambda_{n}} \frac{\partial A_{n}}{\partial \xi}\right| \tag{26}
\end{equation*}
$$

The full system governing the amplitudes of the fields in the crystal is:

$$
\left\{\begin{array}{l}
\frac{\partial A_{1}}{\partial \xi}=\frac{-j \omega_{1}}{2 n\left(\omega_{1}\right) c} A_{3} A_{2}^{*} \chi_{e f f} e^{-j \Delta k \xi}  \tag{27}\\
\frac{\partial A_{2}}{\partial \xi}=\frac{-j \omega_{2}}{2 n\left(\omega_{2}\right) c} A_{3} A_{1}^{*} \chi_{e f f} e^{-j \Delta k \xi} \\
\frac{\partial A_{3}}{\partial \xi}=\frac{-j \omega_{3}}{2 n\left(\omega_{3}\right) c} A_{1} A_{2} \chi_{e f f} e^{j \Delta k \xi}
\end{array}\right.
$$

This first order nonlinear system provides the coupled equations governing the evolution of the complex amplitudes of the three interacting waves in the crystal.

We have introduced two key parameters of a second order parametric process: the collinear phase mismatch $\Delta k$ and the effective coefficient $\chi_{e f f}$ :

$$
\begin{equation*}
\Delta k=k_{3}-k_{2}-k_{1} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{e f f}=\overrightarrow{\mathbf{e}_{1}} \cdot \underline{\underline{x^{(2)}}}: . \overrightarrow{\mathbf{e}_{\mathbf{3}}} \otimes \overrightarrow{\mathbf{e}_{2}}=\overrightarrow{\mathbf{e}_{2}} \cdot \underline{\underline{\alpha^{(2)}}}: . \overrightarrow{\mathbf{e}_{\mathbf{1}}} \otimes \overrightarrow{\mathbf{e}_{3}}=\overrightarrow{\mathbf{e}_{3}} \cdot \chi^{(2)} .: \overrightarrow{\mathbf{e}_{\mathbf{1}}} \otimes \overrightarrow{\mathbf{e}_{2}} \tag{29}
\end{equation*}
$$

The expression of the effective coefficient $\chi_{e f f}$ involves the three directions of polarization of the interacting waves. This coefficient is invariant upon any permutation of these three vectors [10]. The importance of this coefficient will be discussed extensively in the BPM section (2.1.2). It is common to define the nonlinear effective coefficient as :

$$
\begin{equation*}
d_{e f f}=\frac{1}{2} \chi_{e f f} \tag{30}
\end{equation*}
$$

We also put

$$
\begin{equation*}
a_{n}=\frac{A_{n}}{\sqrt{2 Z_{n} \hbar \omega_{n}}} \tag{31}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\kappa=d_{e f f} \sqrt{\frac{2 \omega_{1} \omega_{2} \omega_{3}}{c^{2} n\left(\omega_{1}\right) n\left(\omega_{2}\right) n\left(\omega_{3}\right)} \hbar Z_{0}} \tag{32}
\end{equation*}
$$

where $Z_{0}$ is the vaccum free impedance $\left(Z_{0}=377 \Omega\right)$ and $Z_{n}$ is the impedance of the medium at $\omega_{n}: Z_{n}=\frac{Z_{0}}{n\left(\omega_{n}\right)}$, so that system of coupled equations is reduced to:

$$
\left\{\begin{array}{l}
\frac{\partial a_{1}}{\partial \xi}=-j \kappa a_{3} a_{2}^{*} e^{-j \Delta k \xi}  \tag{33}\\
\frac{\partial a_{2}}{\partial \xi}=-j \kappa a_{3} a_{1}^{*} e^{-j \Delta k \xi} \\
\frac{\partial a_{3}}{\partial \xi}=-j \kappa a_{1} a_{2} e^{j \Delta k \xi}
\end{array}\right.
$$

These new variables are useful since now the intensity $I_{n}$ of a wave at the frequency $\omega_{n}$ is proportional to the photon flux density $\left|a_{n}\right|^{2}$ :

$$
\begin{equation*}
I_{n}=\hbar \omega_{n}\left|a_{n}\right|^{2}=\frac{1}{2} n\left(\omega_{n}\right) \epsilon_{0} c\left|A_{n}\right|^{2} \tag{34}
\end{equation*}
$$

And one can show that the coupled equations imply the Manley Rowe relations:

$$
\begin{equation*}
\frac{d\left(\left|a_{1}\right|^{2}\right)}{d \xi}=\frac{d\left(\left|a_{2}\right|^{2}\right)}{d \xi}=\frac{-d\left(\left|a_{3}\right|^{2}\right)}{d \xi} \tag{35}
\end{equation*}
$$

These equations state that in a three wave parametric process, the annihilation of a photon at $\omega_{3}$ always goes along with the creation of two photons, at $\omega_{1}$ and $\omega_{2}$ : the global photon number is not conserved in a parametric process, contrary to the sum of the intensities of the three waves.

### 1.2 DIFFERENCE FREQUENCY GENERATION

### 1.2.1 Principle

So far, three waves at $\omega_{1}, \omega_{2}$ and $\omega_{3}$ satisfying $\omega_{1} \leq \omega_{2}<\omega_{3}$ and $\omega_{1}+\omega_{2}=\omega_{3}$ have been considered. From now, the circular frequencies of these waves are called $\omega_{p}, \omega_{s}$ and $\omega_{i}$ for the pump, signal and idler waves respectively, and the condition $\omega_{i} \leq \omega_{s}<\omega_{p}$ is valid. Difference Frequency Generation consists in the generation of a wave at the circular frequency $\omega_{i}$ from two initial waves at $\omega_{p}$ and $\omega_{s}$ so that:

$$
\begin{equation*}
\omega_{i}=\omega_{p}-\omega_{s} \tag{36}
\end{equation*}
$$

We are interested here in the efficiency of the generation of a wave at $\omega_{i}$. The intensity of this wave in the crystal is governed by the system of coupled equations (33). Fully analytical solutions of this system can be worked out, without assumptions on the relative intensities of the three waves. This was done in 1962 in the seminal paper of nonlinear optics [10], but we do not give this full solution here. We would rather make some necessary and realistic assumptions so that the system (33) can be further simplified and solved out.

### 1.2.2 Solution in the case of no depletion

In a typical case of DFG between one wave at $\omega_{p}$ and one wave at $\omega_{s}$, the intensities of the two incoming waves are comparable. The efficiency of conversion at $\omega_{i}=\omega_{p}-\omega_{s}$ is usually low enough so that the amplitudes of the two incident waves $I_{p, 0}$ and $I_{s, 0}$ (with corresponding reduced amplitudes $a_{p, 0}$ and $a_{s, 0}$ ) can be regarded as constant throughout the crystal of length L. This assumption, called the undepleted pump approximation (UPA), was discussed elsewhere [11] and has the main advantage of giving a result that can be easily and physically interpreted. In this case, the system (33) gets down to only one equation governing the amplitude of the new wave at $\omega_{i}$ :

$$
\begin{equation*}
\frac{\partial a_{i}}{\partial \xi}=-j \kappa a_{p, 0} a_{s, 0}^{*} e^{-j \Delta k \xi} \tag{37}
\end{equation*}
$$

After a length $L$, the amplitude and intensity of the wave at $\omega_{i}$ turn out to be:

$$
\begin{equation*}
a_{i}(L)=-j \kappa a_{p, 0} a_{s, 0} L e^{-j \frac{\Delta k}{2} L} \operatorname{sinc}\left(\frac{\Delta k L}{2}\right) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{i}(L)=\frac{2 \omega_{i}^{2}}{n\left(\omega_{i}\right) n\left(\omega_{s}\right) n\left(\omega_{p}\right)} Z_{0} d_{e f f}^{2} I_{p, 0} I_{s, 0} L^{2} \operatorname{sinc}^{2}\left(\frac{\Delta k L}{2}\right) \tag{39}
\end{equation*}
$$

This behavior is typical of an interference: the two waves that interfere in the crystal are the nonlinear polarization at $\omega_{i}$ and the electric field at the same frequency. The amplitude of the electric electric field grows in the crystal if this interference is constructive. When the phase mismatch $\Delta k$ is not nil, these two waves do propagate in the crystal at different phase velocities: after propagation over a length $L_{c}$ given by

$$
\begin{equation*}
L_{c}=\frac{\pi}{|\Delta k|} \tag{40}
\end{equation*}
$$

these two waves get dephased by a factor of $\pi$, so that the interference is successively constructive and destructive. However, if the phase-mismatch is zero, then the coherence length on which the energy transfer can take place is supposedly infinite, and only restricted by the crystal length available L. This is the optimal situation for a high conversion efficiency. This condition $\Delta k=0$ is the phase-matching condition. In the case of three collinear interacting waves, it writes, in the direction of propagation considered :

$$
\begin{equation*}
\Delta k=0 \Longleftrightarrow \frac{n\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{n\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n\left(\lambda_{i}\right)}{\lambda_{i}} \tag{41}
\end{equation*}
$$

We have plotted a typical gain curve of a DFG process in Figure (3). The intensity of the wave at $\lambda_{i}$ is given as a function of the wavelength $\lambda_{s}$. The pump wavelength is assumed to be set at a constant value $\lambda_{p}$. Thus, the wavelength $\lambda_{i}$ satisifies the energy conservation relation for each value of $\lambda_{s}$ (see Equation 18):

$$
\begin{equation*}
\lambda_{i}=\left(\frac{1}{\lambda_{p}}-\frac{1}{\lambda_{s}}\right)^{-1} \tag{42}
\end{equation*}
$$

The wavelength $\lambda_{s, P M}$ corresponding to the maximum of Equation (39) satisfies the phasematching condition

$$
\begin{equation*}
\Delta k\left(\lambda_{s, P M}\right)=\frac{n\left(\lambda_{p}\right)}{\lambda_{p}}-\left(\frac{n\left(\lambda_{s, P M}\right)}{\lambda_{s, P M}}+\frac{n\left(\lambda_{i, P M}\right)}{\lambda_{i, P M}}\right)=0 \tag{43}
\end{equation*}
$$



Figure 3: Normalized intensity of the generated idler wave at $\lambda_{i}$ as a function of the signal wavelength $\lambda_{s}$, from Equation (39).

The gain on the idler is the highest for this signal wavelength. But waves with phase mismatches that satisfy the condition

$$
\begin{equation*}
|\Delta k|<\frac{2 \pi}{L} \tag{44}
\end{equation*}
$$

can still be amplified. The longer the crystal, the narrower this spectral acceptance. It is usual to consider that the acceptance of a phase matching process is given by the range of wavelengths satisfying

$$
\begin{equation*}
\operatorname{sinc}\left(\frac{\Delta k L}{2}\right)^{2} \geq\left(\frac{2}{\pi}\right)^{2} \approx 0.405 \tag{45}
\end{equation*}
$$

In this case, the phase-mismatch condition writes:

$$
\begin{equation*}
|\Delta k|_{0.405}<\frac{\pi}{L} \tag{46}
\end{equation*}
$$

This is a general feature of phase-matching conditions. Whenever phase-matching is obtained for a given parameter $\alpha_{P M}$ (such as temperature, angle, dopant concentration etc...) there is always a range of $\alpha$ parameters around $\alpha_{P M}$ that will contribute to the parametric processes with a non negligible intensity. Spectral acceptances are of prime importance in nonlinear parametric processes. More work on the specific acceptances of Birefringent Phase Matching and Quasi-Phase Matching will be discussed in sections (2.1.3) and (2.2.3).

### 1.2.3 Quantum interpretation

Difference Frequency Generation can be seen as the fission of the high frequency photon at $\omega_{p}$ into two photons of lower frequency ( $\omega_{s}$ and $\omega_{i}$ ). The phase-matching condition and
$\hbar \omega_{p}=\hbar \omega_{s}+\hbar \omega_{i}$

(a) Spontaneous photon splitting (i.e. parametric fluorescence)

(b) Stimulated photon splitting (i.e. optical parametric amplification at $\omega_{s}$ and DFG at $\omega_{i}$ )

Figure 4: 3-photon scission schemes

(a) Collinear phase-matching

(b) Noncollinear phase-matching with angles $\alpha$ (and $\beta$ ) between the signal (and idler) and the pump momenta.

Figure 5: 3-photon momentum conservation schemes
energy conservation relation can be understood as conservation relations in a scattering process between three photons at $\omega_{p}, \omega_{s}$ and $\omega_{i}$. The energy conservation relation can be restated as $\hbar \omega_{p}=\hbar \omega_{s}+\hbar \omega_{i}$ which is nothing else than the energy conservation between one photon at $\omega_{p}$ and two photons at $\omega_{s}$ and $\omega_{i}$. The scattering process can be either spontaneous or stimulated (See Figure 4), meaning that the fission of a pump photon can happen spontaneously or through the stimulation by another signal photon. As for the phase matching condition, it should be interpreted as the momentum conservation relation $\hbar \vec{k}_{p}=\hbar \overrightarrow{k_{s}}+\hbar \overrightarrow{k_{k}}$. In the collinear case, the three photons have their momenta along the same direction. In the noncollinear case, the momenta are no longer aligned (see Figure 5).

### 1.3 OPTICAL PARAMETRIC AMPLIFICATION

### 1.3.1 Solutions in the Undepleted Pump Approximation

In this section, contrary to what was assumed for a DFG conversion process, only the depletion of the pump wave is negligible. On the opposite, the amplitude of the two other waves can evolve in the crystal. Then, the system of coupled equations becomes:

$$
\left\{\begin{array}{l}
\frac{\partial a_{i}}{\partial \xi}=-j \kappa a_{p, 0} a_{s}^{*} e^{-j \Delta k \xi}  \tag{47}\\
\frac{\partial a_{s}}{\partial \xi}=-j \kappa a_{p, 0} a_{i}^{*} e^{-j \Delta k \xi}
\end{array}\right.
$$

By combining these two equations, one finds that $a_{s}$ and $a_{i}$ fulfill the same following partial differential equation:

$$
\begin{equation*}
\frac{\partial^{2} a}{\partial \xi^{2}}+j \Delta k \frac{\partial a}{\partial \xi}-\gamma_{0}^{2} a=0 \tag{48}
\end{equation*}
$$

where we have defined the gain coefficient $\gamma_{0}$ as:

$$
\begin{equation*}
\gamma_{0}^{2}=\kappa^{2} \frac{I_{p, 0}}{\hbar \omega_{p}}=\frac{2 \omega_{s} \omega_{i} d_{e f f}^{2}}{c^{2} n\left(\omega_{s}\right) n\left(\omega_{i}\right) n\left(\omega_{p}\right)} Z_{0} I_{p, 0}=\frac{8 \pi^{2} d_{e f f}^{2}}{\lambda_{s} \lambda_{i} n\left(\lambda_{s}\right) n\left(\lambda_{i}\right) n\left(\lambda_{p}\right)} Z_{0} I_{p, 0} \tag{49}
\end{equation*}
$$

We also define the pseudo-gain coefficient $\gamma$ through:

$$
\begin{equation*}
\gamma^{2}=\gamma_{0}^{2}-\left(\frac{\Delta k}{2}\right)^{2} \tag{50}
\end{equation*}
$$

Depending on the relative values of the phase mismatch and of the intensity of the pump wave, the behavior of the complex amplitudes of the fields is dramatically different. The exact solution depends on the relative position of $\Delta k$ and $\gamma_{0}$ so that $\gamma$ can be either purely real or purely imaginary. In the realistic case where one wave at $\lambda_{s}$ is incident on the crystal, (still in addition of a strong and undepleted pump), the initial boundary conditions write $a_{i}(0)=a_{i}^{*}(0)=0$ and we get the solution of (47):

$$
\left\{\begin{array}{l}
a_{i}(L)=j a_{s}^{*}(0) \frac{\kappa a_{p, 0}}{\gamma} \sinh (\gamma L) e^{-j \frac{\Delta k}{2} L}  \tag{51}\\
a_{s}(L)=a_{s}(0)\left[\cosh (\gamma L)+j \frac{\Delta k}{2 \gamma} \sinh (\gamma L)\right] e^{-j \frac{\Delta k}{2} L}
\end{array}\right.
$$

From there we can derive the intensity of the two waves in the crystal:

$$
\left\{\begin{array}{l}
I_{i}(L)=I_{s}(0) \frac{\lambda_{s}}{\lambda_{i}} \frac{\gamma_{0}^{2}}{\gamma^{2}} \sinh ^{2}(\gamma L)  \tag{52}\\
I_{s}(L)=I_{s}(0)\left[1+\frac{\gamma_{0}^{2}}{\gamma^{2}} \sinh ^{2}(\gamma L)\right]
\end{array}\right.
$$

It appears that the intensities of the signal and idler waves increase in the crystal (see Figure 6), including the generation of new optical wave at $\lambda_{i}$ and the amplification of the other wave at $\lambda_{s}$. This phenomenon corresponds to Optical Parametric Amplification (OPA) and is the principal mechanism involved in Optical Parametric Oscillators.

In the limit of very low gains (in the first order in $\gamma_{0}^{2}$, and for arbitrary $\Delta k$ ), the formulas (52) can be simplified in:

$$
\left\{\begin{array}{l}
I_{i}(L) \approx I_{s}(0) \frac{\lambda_{s}}{\lambda_{i}} \gamma_{0}^{2} L^{2} \operatorname{sinc}^{2}\left(\frac{\Delta k L}{2}\right)  \tag{53}\\
I_{s}(L) \approx I_{s}(0)
\end{array}\right.
$$

These two formulas coincide with the expressions derived in section (1.2.2) for the DFG situation. At small gains the DFG equation does provide a good approximation of the intensity generated at $\lambda_{i}$, while the amplification at $\lambda_{s}$ can be neglected.

When the phase-mismatch vanishes ( $\Delta k=0, \gamma_{0}$ arbitrary), the formulas (52) give:

$$
\left\{\begin{array}{l}
I_{i}(L)=I_{s}(0) \frac{\lambda_{s}}{\lambda_{i}} \sinh ^{2}\left(\gamma_{0} L\right)  \tag{54}\\
I_{s}(L)=I_{s}(0) \cosh ^{2}\left(\gamma_{0} L\right)
\end{array}\right.
$$

And for high gains in formulas (52), the intensities are approximated by:

$$
\left\{\begin{array}{l}
I_{i}(L)=\frac{1}{4} I_{s}(0) \frac{\lambda_{s}}{\lambda_{i}} e^{2 \gamma L}  \tag{55}\\
I_{s}(L)=\frac{1}{4} I_{s}(0) e^{2 \gamma L}
\end{array}\right.
$$

This shows that for large gains, the intensities of the waves grow exponentially in the crystal (see insert of Figure 6). And the meaning of $\gamma_{0}$ and $\gamma$ as amplification coefficients is now clear. These coefficients increase when the pump intensity increases (see Equation 49). For high conversion efficiencies, the pump will start to be depleted, and the solutions of the coupled equations provided here are no longer valid. At this point, pump depletion must be taken into account, and the elliptical functions must be used to derive the proper solution of the coupled equations [10].

### 1.3.2 Comments and numerical estimates

First of all, it is important to notice that the gain coefficient given in Equation (49) is very dispersive. If we exclude the dispersion of the effective coefficient, the product $\omega_{s} \omega_{i}$ shows that the gain coefficient, $\gamma_{0}$, is the highest at degeneracy for

$$
\begin{equation*}
\omega_{s}=\omega_{i}=\frac{\omega_{p}}{2} \tag{56}
\end{equation*}
$$

This is an important remark for our future work in Part III: it is usually more difficult to trigger the oscillation of an OPO far from degeneracy.

In this dissertation, we will be dealing mainly with two different crystals CdSe and $5 \% \mathrm{MgO}: \mathrm{PPLN}$ for which we provide two numerical estimates of the gain coefficient. These values are not only useful for the sake of comparison but also for the prospects of CW OPO operation (see section 3.2.2). The gain coefficient of CdSe is worked out for typical values corresponding to angular noncritical phase-matching $\left(\theta=90^{\circ}\right)$. For a pump, signal and idler wavelength at respectively 2.7,


Figure 6: Example of intensities of the amplified signal and generated idler waves in an Optical Parametric Amplifier. The exponential behavior at high gains predicted in Equation (55) is shown in insert on a logarithmic plot.
4.0 and $8.3 \mu \mathrm{~m}$, an effective coefficient $d_{e f f}=18 \mathrm{pm} / \mathrm{V}$, and a pump intensity $I_{p, 0}=30 \mathrm{MW} / \mathrm{cm}^{2}$, we find:

$$
\begin{equation*}
\gamma_{0}^{2}=0.57 \mathrm{~cm}^{-2} \tag{57}
\end{equation*}
$$

As for $5 \% \mathrm{MgO}:$ PPLN, we take here numerical values typical of the OPO described in Part III. The pump wavelength is $1.064 \mu \mathrm{~m}$ and the downconverted signal and idler wavelengths are taken far from degeneracy ( $\lambda_{s}=1.45 \mu \mathrm{~m}$ and $\lambda_{i}=4.0 \mu \mathrm{~m}$ ). For the sake of comparison, we take the same pump intensity as for the calculations in CdSe. And the effective coefficient for the QPM process is here $d_{e f f}=\frac{2}{\pi} d_{33}=-17.3 \mathrm{pm} / \mathrm{V}$ (See section 2.2.2.2 and reference [12]). We find:

$$
\begin{equation*}
\gamma_{0}^{2}=4.8 \mathrm{~cm}^{-2} \tag{58}
\end{equation*}
$$

The gain coefficient is therefore almost 3 times higher in $5 \% \mathrm{MgO}:$ PPLN sample than in CdSe. This discrepancy comes from the fact that the idler and pump wavelengths considered in the case of CdSe are longer than in $5 \% \mathrm{MgO}:$ PPLN.

The last comment that can be done here is about the ratio of the wavelengths appearing in Equations (53) or (54). For a given idler wavelength, the idler conversion efficiency is proportional to the ratio between the signal and the idler wavelengths, which increases with the pump wavelength as shown on Figure (7). The efficiency of conversion of a given idler wavelength is higher if longer pump wavelengths are used: the quantum defect is reduced. This is an important feature of Optical Parametric Amplification.


Figure 7: Influence of the pump wavelength on the ratio between the signal and idler wavelength $\frac{\lambda_{s}}{\lambda_{i}}$ appearing in Equation (52) for two different idler wavelengths.

## 2

## birefringent phase-matching Versus Quasi-phase-matching

### 2.1 BIREFRINGENT PHASE-MATCHING

### 2.1.1 Principle

In an isotropic crystal with normal dispersion over the range $\lambda_{p}$ and $\lambda_{i}$, the phase-matching relation (41) cannot be fulfilled. But, in an anisotropic medium, such as an uniaxial crystal, since the index of a wave can take two values, $n^{+}(\lambda)$ or $n^{-}(\lambda)$, with the convention $n^{-}(\lambda)<n^{+}(\lambda)$, it is possible to achieve the phase-matching condition. Among the $2^{3}=8$ different configurations of polarizations allowed in a three wave process, it is necessary but far from being sufficient for the highest circular frequency wave (or pump wavelength) to propagate along the fast axis of the crystal. In its most general form, the BPM condition then writes [13]:

$$
\begin{equation*}
\frac{n^{-}\left(\lambda_{p}, \theta\right)}{\lambda_{p}}=\frac{n^{-,+}\left(\lambda_{s}, \theta\right)}{\lambda_{s}}+\frac{n^{-,+}\left(\lambda_{i}, \theta\right)}{\lambda_{i}} \tag{59}
\end{equation*}
$$

with three possible different configurations called Type I, Type II and Type III depending on the idler and signal polarizations. In this work, Type I corresponds to the two waves $\lambda_{s}$ and $\lambda_{i}$ with the same polarization, whereas Type II is chosen to be the configuration with the signal $\lambda_{s}$ in the same state of polarization as the pump. The extraordinary refractive index varying with the direction of propagation in the crystal (Equation 14), the phase mismatch parameters are functions of the azimuthal angle $\theta$ in uniaxial crystals, and Table (1) gives the expression of the phase matching condition for the three types in unaxial negative and positive crystals.

For a given set of wavelengths $\left\{\lambda_{p}, \lambda_{s}, \lambda_{i}\right\}$ satisfying the energy conservation relation and with $\lambda_{p}<\lambda_{s} \leq \lambda_{i}$, phase matching condition is usually not satisfied for a random direction of propagation in a crystal. The angle of propagation $\theta$ must be chosen equal to the phase-matching angle $\theta_{P M}$ defined by $\Delta k\left(\theta_{P M}\right)=0$. The requirements on the birefringence of the crystal to fulfill the BPM condition have been discussed elsewhere [13]. Except for Type II and Type III of positive uniaxial crystals and Type I of a negative uniaxial crystals, there is no analytical solution for the phase matching angle $\theta_{P M}$ since two extraordinary waves are involved in Equation (59). Numerical estimates can be found in [9].

| Type I | $\frac{n_{e}\left(\lambda_{p}, \theta\right)}{\lambda_{p}}=\frac{n_{o}\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n_{o}\left(\lambda_{i}\right)}{\lambda_{i}}$ |
| :--- | :--- |
| Type II | $\frac{n_{e}\left(\lambda_{p}, \theta\right)}{\lambda_{p}}=\frac{n_{e}\left(\lambda_{s}, \theta\right)}{\lambda_{s}}+\frac{n_{0}\left(\lambda_{i}\right)}{\lambda_{i}}$ |
| Type III | $\frac{n_{e}\left(\lambda_{p}, \theta\right)}{\lambda_{p}}=\frac{n_{o}\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n_{e}\left(\lambda_{i}, \theta\right)}{\lambda_{i}}$ |

(a) Negative uniaxial crystals $\left(n_{e}<n_{o}\right)$

| Type I | $\frac{n_{o}\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{n_{e}\left(\lambda_{s}, \theta\right)}{\lambda_{s}}+\frac{n_{e}\left(\lambda_{i}, \theta\right)}{\lambda_{i}}$ |
| :--- | :--- |
| Type II | $\frac{n_{0}\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{n_{0}\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n_{e}\left(\lambda_{i}, \theta\right)}{\lambda_{i}}$ |
| Type III | $\frac{n_{0}\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{n_{e}\left(\lambda_{s}, \theta\right)}{\lambda_{s}}+\frac{n_{0}\left(\lambda_{i}\right)}{\lambda_{i}}$ |

(b) Positive uniaxial crystals $\left(n_{e}>n_{o}\right)$

Table 1: Type I, II and III phase-matching conditions in uniaxial crystals.

It is important to notice that when the energy conservation relation (42) is taken into account, the BPM condition (59) reduces to three unknowns: the pump wavelength $\lambda_{p}$, the signal wavelength $\lambda_{s}$, and the direction in the crystal $\theta$.

It is common to set the pump wavelength to a given value, such as a typical common laser wavelength, and to look for the phase-matching signal wavelength $\lambda_{s, P M}$ at different phase matching angles $\theta_{P M}$. The curve giving the phase-matching wavelengths as a function of the phase matching angle is called the angular tuning curve of the crystal. But the other option is to keep the angle constant (so that the effective coefficient is maximum for example) and to look for the phase-matching signal wavelength at different pump wavelengths.

### 2.1.2 Effective coefficient

It is clear from Equation (39) that the effective coefficient should not vanish in order to have an efficient generation of a new optical wave. In BPM, the effective coefficient is given by Equation (29) as a contraction product between the second order nonlinear susceptibility tensor and the unit vectors of the polarization waves $\overrightarrow{\mathbf{e}_{\mathbf{p}}^{-}}(\theta, \phi), \mathbf{e}_{\mathrm{s}}^{\overrightarrow{+},-}(\theta, \phi), \mathbf{e}_{\mathbf{i}}^{\overrightarrow{,},-}(\theta, \phi)$ :

$$
\begin{equation*}
\chi_{e f f}=\overrightarrow{\mathbf{e}_{\mathbf{p}}^{-}}(\theta, \phi) \cdot \underline{\underline{\chi^{(2)}}} \cdot \cdot \mathbf{e}_{\mathbf{s}}^{\overrightarrow{+},-}(\theta, \phi) \otimes \overrightarrow{\mathbf{e}_{\mathbf{i}}^{+,-}}(\theta, \phi) \tag{6o}
\end{equation*}
$$

The second order susceptibility tensor for DFG has in the most general case 27 independent coefficients. Under Kleimann [14] and ABDP symmetries [10], the dispersion of the second order susceptibility is neglected and it is valid to calculate the effective coefficient of any three-wavemixing process with the contracted tensor $\underline{\underline{d^{(2)}}}$ corresponding to Second Harmonic Generation, and that has only 18 components. This tensor writes:

$$
\underline{\underline{d^{(2)}}}=\left(\begin{array}{llllll}
d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16}  \tag{61}\\
d_{21} & d_{22} & d_{23} & d_{24} & d_{25} & d_{26} \\
d_{31} & d_{32} & d_{33} & d_{34} & d_{35} & d_{36}
\end{array}\right)
$$

The number and position of zero coefficients $d_{i j}=0$ are imposed by the symmetry of the crystal [15]. In addition, under Kleinmann symmetry, some relations between the non-zero $d_{i j}$ coefficients can be derived [14]:

$$
\begin{equation*}
d_{21}=d_{16}, d_{25}=d_{36}, d_{26}=d_{12}, d_{31}=d_{15}, d_{32}=d_{24}, d_{34}=d_{23}, d_{35}=d_{13}, d_{36}=d_{14} \tag{62}
\end{equation*}
$$

In the case of an uniaxial crystal, the polarization vectors are given in Equation (17) for the ordinary and extraordinary rays, and the effective coefficients can be worked out for different crystal classes. We will be using these coefficients several times in this dissertation. That is why we recall here the effective coefficients for all the uniaxial crystal classes when the walk-off angles are neglected [9].

| Crystal classes | Negative crystals Type I: $\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{o}$ |
| :---: | :---: |
|  | Positive crystals Type II and III: $\lambda_{p}^{o}, \lambda_{s}^{o}, \lambda_{i}^{e}$ and $\lambda_{p}^{o}, \lambda_{s}^{e}, \lambda_{i}^{o}$ |
| $4,4 m m, 6,6 m m$ | $d_{15} \sin \theta$ |
| $\overline{6} m 2$ | $d_{22} \cos \theta \sin 3 \phi$ |
| $3 m$ | $d_{15} \sin \theta-d_{22} \cos \theta \sin 3 \phi$ |
| $\overline{6}$ | $\left(d_{11} \cos 3 \phi-d_{22} \sin 3 \phi\right) \cos \theta$ |
| 3 | $\left(d_{11} \cos 3 \phi-d_{22} \sin 3 \phi\right) \cos \theta+d_{15} \sin \theta$ |
| 32 | $d_{11} \cos \theta \cos 3 \phi$ |
| $\overline{4}$ | $\left(d_{14} \sin 2 \phi+d_{15} \cos 2 \phi\right) \sin \theta$ |
| $\overline{4} 2 m$ | $d_{36} \sin \theta \sin 2 \phi$ |


| Crystal classes | Negative crystals Type II and III: $\lambda_{p}^{e}, \lambda_{s}^{e}, \lambda_{i}^{o}$ and $\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{e}$ |
| :---: | :---: |
|  | Positive crystals Type I: $\lambda_{p}^{o}, \lambda_{s}^{e}, \lambda_{i}^{e}$ |
| $4,4 m m, 6,6 m m$ | 0 |
| $\overline{6} m 2$ | $d_{22} \cos ^{2} \theta \cos \phi$ |
| $3 m$ | $d_{22} \cos ^{2} \theta \cos 3 \phi$ |
| $\overline{6}$ | $\left(d_{11} \sin 3 \phi+d_{22} \cos 3 \phi\right) \cos ^{2} \theta$ |
| 3 | $\left(d_{11} \sin 3 \phi+d_{22} \cos 3 \phi\right) \cos ^{2} \theta$ |
| 32 | $d_{11} \cos ^{2} \theta \sin 3 \phi$ |
| $\overline{4}$ | $\left(d_{14} \cos 2 \phi-d_{15} \sin 2 \phi\right) \sin 2 \theta$ |
| $\overline{4} 2 m$ | $d_{36} \sin 2 \theta \cos 2 \phi$ |

Table 2: Effective coefficients of positive and negative uniaxial crystals for the three types of phase matching, when walk off is neglected and under Kleinmann assumption [9].

### 2.1.3 Angular acceptances and noncritical phase matching

For values $\theta$ close to the phase matching angle $\theta_{P M}$, the interference function described in Equation (39) has not dropped substantially, meaning that the conversion efficiency can still be non negligible. This range of $\theta$ angles is called the angular acceptance of the crystal. It can be worked out with a Taylor Young expansion of the phase mismatch around the value $\theta_{P M}$ :

$$
\begin{equation*}
\left.\left.\Delta k(\theta) \approx \Delta k\left(\theta_{P M}\right)+\left(\theta-\theta_{P M}\right) \frac{\partial \Delta k}{\partial \theta}\right)_{\theta=\theta_{P M}}+\frac{1}{2}\left(\theta-\theta_{P M}\right)^{2} \frac{\partial^{2} \Delta k}{\partial \theta^{2}}\right)_{\theta=\theta_{P M}} \tag{63}
\end{equation*}
$$

The first nonzero term of this expansion is related to the acceptance of the nonlinear process. If the first order term dominates, then the condition (45) writes:

$$
\begin{equation*}
\left.\left|\theta-\theta_{P M}\right| \leq \frac{2 \pi}{L}\left[\frac{\partial \Delta k}{\partial \theta}\right)_{\theta=\theta_{P M}}\right]^{-1} \tag{64}
\end{equation*}
$$

And the acceptance of the crystal varies as the inverse of the length of the crystal. If the first order term is null then the second order term dominates, and the condition (45) writes:

$$
\begin{equation*}
\left|\theta-\theta_{P M}\right| \leq \sqrt{\left.\frac{4 \pi}{L}\left[\frac{\partial^{2} \Delta k}{\partial \theta^{2}}\right)_{\theta=\theta_{P M}}\right]^{-1}} \tag{65}
\end{equation*}
$$

The acceptance of the crystal varies then as the inverse of the square root of the length of the crystal.

The first case corresponds to a so-called critical phase matching situation (See Figure 8a), whereas the second case is a noncritical phase-matching situation (See Figure 8b). These two situations are very different in terms of tuning strategy for example. A very critical case will be favored when a wide range of wavelengths must be covered with a very small change in the angle of propagation. The noncritical phase-matching situation has to be favored when a wide range of wavelengths can be accessed with a broader change in angle. The angular tuning rate in noncritical phase-matching situations is of course much lower, yielding better control as well as higher accuracies.

It can be shown that noncritical phase-matching in an uniaxial crystal is achieved whenever the phase-matching angle lies in the (xy) plane of the crystal. In this case $\theta_{P M}=90^{\circ}$ and the walk-off angle $\rho\left(\theta_{P M}\right)$ given in Equation (15) vanishes. This situation is very favorable because the waves do not suffer from any spatial deviation, which allows a higher conversion efficiency due to a longer interacting length. Besides, the noncritical phase-matching scheme is very favorable when dealing with pointing instabilities.


Figure 8: Angular critical (a) versus Angular noncritical phase-matching (b) schemes.

### 2.1.4 Conclusion on BPM

Birefringent Phase-Matching enabled the first experimental achievement of Second Harmonic Generation in the history of nonlinear optics. It allows the efficient generation of additional optical waves provided several conditions are fulfilled: the BPM phase matching-condition $\Delta k_{B P M}=0$ is necessary but far from being sufficient; the effective coefficient $\chi_{\text {eff }}$ must also be taken into account: the higher the amplitude of $\chi_{e f f}$, the stronger the interaction. The parametric conversion is not possible in any direction where this effective coefficient vanishes.

### 2.2 QUASI-PHASE MATCHING

Quasi-Phase matching (QPM) was foreseen since the early days of nonlinear optics [10], but achieved experimentally only in 1992 [16]. In this section, we give two different but equivalent representations of Quasi-Phase-Matching, and we derive the conversion efficiency of a QPM process. The main advantages of QPM will be stressed.

### 2.2.1 Physical representation

When the phase-matching condition between three waves at $\omega_{p}, \omega_{s}$ and $\omega_{i}$ is not fulfilled ( $\Delta k \neq$ 0 ), the intensity of the wave at $\omega_{i}$ cannot grow monotonically in the crystal. Its amplitude oscillates (see Figure 9) because the interference between the nonlinear polarisation $P^{(2)}\left(\omega_{i}=\omega_{p}-\omega_{s}\right)$ and the field radiated at the same frequency $E\left(\omega_{i}\right)$ is successively constructive and destructive. Among other alternatives [10, 17], the most promising solution to overcome this problem consists in switching the sign of the nonlinear polarisation every coherence length (See equation 40). On the first coherence length, the interference is still constructive, but over the second coherence length, instead of interfering destructively with the nonlinear polarisation, the electric field will now interfere constructively with $-P^{(2)}\left(\omega_{i}\right)$. Thanks to the periodic switching, the interference can be constructive all along the crystal length, and QPM eventually ensures the growth of the idler wave in a DFG process even if the phase matching condition is not fulfilled (See Figure 9). The QPM period $\Lambda_{Q P M}$ must be set equal to twice this coherence length in order to ensure a proper compensation of these phase shifts. This QPM condition writes:

$$
\begin{equation*}
\Lambda_{Q P M}=2 L_{c}=\frac{2 \pi}{|\Delta k|} \tag{66}
\end{equation*}
$$

In ferroelectric materials, the inversion of the sign of the nonlinear coefficient is done by flipping the spontaneous polarisation of the material using a strong external electric field through a high voltage applied to electrodes deposited on the surface of the oriented material [16]. This method is called electric-field poling. After such a process, the material consists of domains with


Figure 9: Intensity of a DFG wave generated in three different phase matching conditions $\Delta k_{B P M}=$ 0 (blue), $\Delta k_{B P M} \neq 0$ (red), and $\Delta k_{Q P M}=0$ (green).
polarizations successively flipped by $180^{\circ}$, which leads to a successive reversal of the sign of the effective coefficient with the same periodicity $\Lambda_{Q P M}$ (See Figure 10).

This physical representation of QPM is good enough to provide some physical insight on QPM. It is nevertheless limited and cannot account for neither the conversion efficiency of a QPM process nor the appearance of higher order QPM processes. A mathematical representation based on the Fourier Transform is much more helpful in grasping the wealth of QPM.


Figure 10: Modulation of the direction of the spontaneous polarization $\vec{P}_{s}$ and of the sign of the effective coefficient $\chi_{\text {eff }}$ of an ideal periodically poled material, i.e. with a duty ratio of 0.5 .

### 2.2.2 First-order QPM

### 2.2.2.1 Mathematical representation

Quasi-Phase Matching relies on the spatial modulation of the effective coefficient along the direction of propagation. It is useful to incorporate this dependency of the effective coefficient in the coupled Equations (33) to get:

$$
\left\{\begin{array}{l}
\frac{\partial a_{i}}{\partial \xi}=j \kappa(\xi) a_{p} a_{s}^{*} e^{-j \Delta k \xi}  \tag{67}\\
\frac{\partial a_{s}}{\partial \xi}=j \kappa(\xi) a_{p} a_{i}^{*} e^{-j \Delta k \xi} \\
\frac{\partial a_{p}}{\partial \xi}=j \kappa(\xi) a_{i} a_{s} e^{j \Delta k \xi}
\end{array}\right.
$$

In the case of DFG, and under the UPA, the complex amplitude of the field at $\omega_{i}$ at the exit of the crystal of length $L$ is given by the line integral:

$$
\begin{equation*}
a_{i}(L)=a_{i}(0)+\int_{0}^{L} \frac{\partial a_{1}}{\partial \xi} d \xi \tag{68}
\end{equation*}
$$

or

$$
\begin{equation*}
a_{i}(L)=j a_{p, 0} a_{s, 0} T F_{\kappa}(\Delta k) \tag{69}
\end{equation*}
$$

where $T F_{\kappa}$ is the Fourier Transform of the grating along the direction of propagation. The relation between the phase-mismatch and the QPM grating is now clear: the complex amplitude of the wave at $\omega_{i}$ will be non zero only if the Fourier component of the spatial susceptibility profile at $\Delta k$ is different from zero. And reciprocally, any susceptibility profile that can be engineered with a non zero Fourier component at the value $\Delta k$ will allow the growth of a wave at $\omega_{i}$. It is practically very difficult to make structures where the nonlinear coefficient is continuously modulated and for which the Fourier Transform is a mere Dirac peak at $\Delta k$. An easier approach is the realization of a periodic door-like profile sketched in Figure (10), where the nonlinear coefficient is switched periodically. The spatial modulation of such a QPM grating is given by:

$$
\begin{equation*}
\kappa(\xi)=\kappa_{0}(-1)^{E\left(\xi / L_{c}\right)} \tag{70}
\end{equation*}
$$

where $E$ is the floor function.
And the Fourier Transform of such a structure is given by:

$$
\begin{align*}
T F_{\kappa}(u)= & \frac{2}{\pi} \kappa_{0} \delta\left(u-\frac{2 \pi}{\Lambda_{\mathrm{QPM}}}\right)-\frac{2}{3 \pi} \kappa_{0} \delta\left(u-\frac{2 \pi}{3 \Lambda_{\mathrm{QPM}}}\right)  \tag{71}\\
& +\ldots+(-1)^{m}\left(\frac{2}{(2 m+1) \pi}\right) \kappa_{0} \delta\left(u-\frac{2 \pi}{(2 m+1) \Lambda_{Q P M}}\right)
\end{align*}
$$

where $\delta$ is the Kronecker symbol. It has a infinite number of components all of which can participate in the QPM process. Fortunately enough, only one Fourier component usually satisfies the QPM condition. When it is the first component, the QPM is said to be of the first order. When it is the $\mathrm{m}^{\text {th }}$ component that is involved, the QPM process is said to be of the m -th order.

The first-order QPM condition is exactly equivalent to the condition given in Equation (66). Since the amplitude of the first Fourier component in Equation (71) is $\frac{2}{\pi} d_{\text {eff }} \approx 0.64 d_{\text {eff }}$, the complex amplitude of the wave grown at $\omega_{i}$ given in Equation (69) is reduced by the same factor. And the intensity of the wave is reduced by $\left(\frac{2}{\pi}\right)^{2}$ i.e. almost $40 \%$ :

$$
\begin{equation*}
I_{i}(L)=\left(\frac{2}{\pi}\right)^{2} \kappa_{0} I_{p, 0} I_{s, 0} L^{2} \operatorname{sinc}^{2}\left(\left(\Delta k-\frac{2 \pi}{\Lambda_{Q P M}}\right) \frac{L}{2}\right) \tag{72}
\end{equation*}
$$

From this equation, first order QPM is seen to be formally equivalent to BPM using the proper expression of the effective coefficient in $\kappa_{0}$. For a perfect door-like profile, and a first order QPM process, the effective coefficient writes:

$$
\begin{equation*}
d_{Q P M}=\frac{2}{\pi} d_{e f f} \tag{73}
\end{equation*}
$$

And the QPM phase-mismatch is given by:

$$
\begin{equation*}
\Delta k_{Q P M}=\Delta k-\frac{2 \pi}{\Lambda_{Q P M}} \tag{74}
\end{equation*}
$$

We have plotted in Figure (9) the typical profile of the generated idler wave when the phasematching condition is fulfilled, when it is not fulfilled and when the first order QPM condition is met. These curves are given for the same effective coefficient.

### 2.2.2.2 Main advantages

QPM presents several advantages over BPM that make it a versatile and widely used technique nowadays. One of the most noticeable achievements of QPM is the extension of parametric conversion to isotropic crystals. This extension is made possible because in QPM, three waves of the same polarizations are allowed to interact efficiently. More specifically, the polarization of the pump wave is not predetermined by the structure of the crystal. This has far reaching consequences : the three polarizations of the waves in interaction can be chosen so that the higher component of the second order nonlinear susceptibility tensor is solicited. As a consequence, QPM does enhance the conversion efficiency of a parametric process, contrary to what could be guessed from Equation (73). For example, we give here the full second-order susceptibility tensor of $\mathrm{LiNbO}_{3}$ [12]: the coefficient $d_{33}$ is more than fives times higher than the other coefficients, which can represent a 25 fold increase in efficiency of conversion compared to what is possible in BPM. The reduction factor $(2 / \pi)^{2}$ is then more than compensated. In KTP, the $d_{33}$ factor is also 5 times higher than the other coefficients [18].

$$
\underline{\underline{d^{(2)}}}=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & -4.35 & -2.1 \\
-2.1 & 2.1 & 0 & -4.35 & 0 & 0 \\
-4.35 & -4.35 & -27.2 & 0 & 0 & 0
\end{array}\right)
$$

Table 3: Contracted second order susceptibility tensor of $\mathrm{LiNbO}_{3}$ in $\mathrm{pm} / \mathrm{V}$, after [12].
Following Equation (29), $d_{33}$ is solicited i.e.

$$
\begin{equation*}
d_{e f f}=d_{33} \tag{75}
\end{equation*}
$$

if the three interacting waves are all polarized along the $z$ direction. When propagating in the (xy) plane, the QPM condition in a uniaxial crystal (whatever its sign) therefore writes:

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{i}\right)}{\lambda_{i}}=\frac{1}{\Lambda_{Q P M}} \tag{76}
\end{equation*}
$$

### 2.2.3 Duty ratio

For an ideal sample such as the one sketched in Figure (10), the size of the domains with a positive sign $\left(L_{+}\right)$, and a negative sign $\left(L_{-}\right)$is the same so that the duty ratio $\eta$ defined as:

$$
\begin{equation*}
\eta=\frac{L_{+}}{L_{+}+L_{-}} \tag{77}
\end{equation*}
$$

is equal to 0.5 :

$$
\begin{equation*}
\eta_{\text {ideal }}=0.5 \tag{78}
\end{equation*}
$$

Unfortunately, the poling process may result in structures where the sizes of the positive and negative domains are not equal. The duty ratio can therefore be different from its optimal value of 0.5 . When this duty ratio deviates from 0.5 , the effective coefficient of a first order QPM process decreases $[16,19]$ (see Figure 12) according to :

$$
\begin{equation*}
d_{Q P M}(\eta)=d_{Q P M}\left(\eta_{\text {ideal }}\right) \sin (\pi \eta) \tag{79}
\end{equation*}
$$

where $d_{Q P M}\left(\eta_{\text {ideal }}\right)$ was given in Equations (73).

### 2.2.4 Higher order QPM

An additional interest in QPM comes from the fact that different parametric mixing processes can be envisioned with a single grating sample since there are some non-vanishing higher order Fourier components of the susceptibility profile. For an ideal QPM structure, the amplitude of the $(2 m+1)^{\text {th }}$ order Fourier component is given in Equation (71). The corresponding effective coefficient is:

$$
\begin{equation*}
d_{2 m+1}=\frac{2}{(2 m+1) \pi} d_{e f f} \tag{80}
\end{equation*}
$$

And the corresponding QPM period is:

$$
\begin{equation*}
\Lambda_{2 m+1}=(2 m+1) \Lambda_{Q P M}=(2 m+1) \frac{2 \pi}{\Delta k} \tag{81}
\end{equation*}
$$

Even if the efficiency of such higher order QPM processes drops sharply with the order $m$, it can be interesting to use such possibilities for characterization purpose for example. By choosing the proper QPM period, it may also be possible to achieve phase matching for different QPM processes in one monograting sample. We have sketched in Figure (11) the evolution of an idler wave in a QPM material with an ideal duty ratio $\eta=0.5$ (see Equation 78) for different QPM odd orders. When the $\mathrm{m}^{\text {th }}$ order QPM is considered, the idler wave is forced to grow every m coherence lengths.

The effective coefficient of a $\mathrm{m}^{\text {th }}$ order QPM process is of course still dependent on the quality of the grating. For a duty ratio $\eta$, its amplitude is modified according to [16, 19]:

$$
\begin{equation*}
d_{m}(\eta)=\frac{2}{m \pi} \sin (m \pi \eta) d_{e f f} \tag{82}
\end{equation*}
$$

This equation shows that the absolute value of all the even coefficients decreases when the duty ratio deviates from its ideal value of o.5: for a first order QPM process, it is reduced by $20 \%$ for a duty ratio of 0.3 (See Figure 12). This implies that the conversion efficiency is decreased by almost $35 \%$. Conversely, when the duty ratio worsens, it is interesting to see that the effective coefficient of even order terms increases and can be non-zero: mathematically speaking, some new nonzero even order terms appear in the Fourier expansion, thus opening new QPM possibilities. In Figure (12), we have plotted the effective coefficient of a first and of a second order QPM process in $5 \% \mathrm{MgO}:$ PPLN. The second order term is forbidden in an ideal structure with a duty ratio of 0.5 but it becomes possible as soon as the duty ratio deviates from its optimal value. The effective coefficient of a second order QPM process can be seen to be maximum for $\eta=0.25$. In the range of duty ratios $\eta \in[0.2 ; 0.3]$, the effective coefficients of the first and second orders are comparable.

### 2.2.4.1 Tunable QPM

Besides this gain in efficiency, QPM introduces one additional degree of engineering to the parametric processes. Engineering samples with different QPM periods has eased the way to tunable parametric generation. Samples with multigratings or with a fan shape grating have been the first solutions put ahead. Later on, the advent of angular quasi-phase matching has allowed continuous and very broad tunability in QPM crystals cut as spheres or cylinders. Part III will make great use of the wide and continuous tuning capability of a $5 \% \mathrm{MgO}:$ PPLN crystal engineered as a partial cylinder. The tunability of QPM devices will be addressed there.

### 2.2.4.2 Conclusion on QPM

QPM has undoubtedly contributed to a renewal of the field of nonlinear optics. It has not only increased the conversion efficiency of parametric processes but also allowed more phase-matching scenarii. The possibility to use three interacting waves with the same polarization is fundamental in QPM devices and has allowed isotropic materials to be used [20]. The tunability of QPM devices is now a clear advantage over solid state laser sources [7].


Figure 11: Illustration of the generation of an idler wave under different phase-matching or quasiphase matching conditions. The effective coefficient is the same for all these curves, and the duty ratio is $\eta=0.5$. The coherence length $L_{c}$ is given by Equation (66).


Figure 12: Absolute value of the effective coefficient of a first and second order QPM process in $5 \% \mathrm{MgO}:$ PPLN as a function of the duty ratio $\eta$. The $d_{33}$ coefficient is equal to -25.2 $\mathrm{pm} / \mathrm{V}$ after [12].

3

OPTICAL PARAMETRIC OSCILLATION

In the first section of this chapter we have seen that Optical Parametric Amplification leads to the amplification of one wave and to the generation of another wave. Optical Parametric Oscillation consists in the generation of two new waves (the signal and the idler) from only one pump wave in a nonlinear crystal inserted inside a resonating cavity. The principle of an OPO is very similar to a laser operation where an amplification medium provides gain at the resonated wavelength: the oscillation kicks off as soon as the gain of the resonated wave(s) in the medium is above the reflection and propagation losses. But one major difference between a laser and an OPO is that the amplification of the resonating wave(s) in an OPO takes place through the instantaneous nonlinear process of Optical Parametric Amplification that we described previously. Oscillation is possible if the pumping intensity is high enough for the nonlinear gain to overcome the losses of the cavity. Another major distinction between laser and OPOs is that an Optical Parametric Oscillator does not depend on resonant transitions, which implies that an OPO can be theoretically tuned over a wider spectral range. This is done when the phase-matching condition can be fulfilled over a wide range of wavelengths, the limitations of the tunability being set by either the transmission of the mirrors or that of the crystal.

However, the classical treatment of OPA that we provided (see section 1.3.1) is not able to predict the purely quantum phenomenon of parametric fluorescence, an elementary process playing the same role as spontaneous emission in a laser and being the cornerstone of parametric oscillation. A semi-quantum derivation can be used to predict the number of signal and idler photons spontaneously emitted by a nonlinear crystal. From there, rate equations of an Optical Parametric Oscillator are derived, and the two regimes of operation of an OPO are clearly identified.

There exists many different configurations of OPOs depending on the number of resonated waves and on the level of recycling of the pump. OPOs have been used in CW, low repetition rate nanosecond regime or high repetition rate picosecond regime. Optical Parametric Oscillation has been developed as soon as 1965 by Giordmaine and Miller [21] and CW OPOs were demonstrated 3 years later by Smith [22]. Reaching the threshold of an OPO is no longer a challenge nowadays. Commercial devices are available, and so far the record output for a CW OPO is 17.5 W [23]. On the other hand, in the nanosecond regime, more than half a joule have been obtained from a 10 mm thick $5 \% \mathrm{MgO}$ :PPLN OPO [24]. These two world records illustrate the progress in Optical

Parametric Oscillators that were made possible thanks to the use of improved QPM materials. The main characteristics of CW and nanosecond OPOs are compared in this work.

### 3.1 PARAMETRIC FLUORESCENCE

A semi-quantum treatment must be used to explain the "first" spontaneous splitting of a pump photon in a pair of signal and idler photons. An illuminating treatment of quantum fluctuations and parametric processes was given in 1966 by Yariv. Following his work [25, 26], we now derive the expressions of the numbers of signal and idler photons produced by parametric amplification in a semi-quantum approach.

We consider that the pump field can be treated classically whereas the signal and idler fields are quantized, and we assume that phase-matching is realized, which considerably simplifies the calculations. Rather than the classical expressions of their amplitudes, the creation $a^{\dagger}$ and annihilation $a$ operators shall be used [26,27]. If the fields are initially in the state $<\Psi(0) \mid$, then the average number of signal and idler photons after a time $t$ are given by:

$$
\begin{align*}
& <n_{s}(t)>=<\Psi(0)\left|a_{s}^{\dagger}(t) a_{s}(t)\right| \Psi(0)>  \tag{83}\\
& <n_{i}(t)>=<\Psi(0)\left|a_{i}^{\dagger}(t) a_{i}(t)\right| \Psi(0)> \tag{84}
\end{align*}
$$

And the time dependence of the operators can be solved thanks to the equation of motion in the Heisenberg representation:

$$
\begin{equation*}
\frac{d a_{s}}{d t}=-\frac{i}{\hbar}\left[a_{s}, \mathcal{H}\right] \tag{85}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d a_{i}}{d t}=-\frac{i}{\hbar}\left[a_{i}, \mathcal{H}\right] \tag{86}
\end{equation*}
$$

The Hamiltonian $\mathcal{H}$ describing the system of a strong coherent pump field in quantized signal and idler fields, under phase matching conditions can be written as the sum of the unperturbated Hamiltonian and of the interaction Hamiltonian taking into account the nonlinear coupling between the classical undepleted pump and the two other fields:

$$
\begin{equation*}
\mathcal{H}=\hbar \omega_{s}\left(a_{s}^{\dagger} a_{s}+\frac{1}{2}\right)+\hbar \omega_{i}\left(a_{i}^{\dagger} a_{i}+\frac{1}{2}\right)+\frac{1}{2} \hbar G_{0}\left(a_{s} a_{i} e^{i \omega_{p} t}+a_{s}^{\dagger} a_{i}^{\dagger} e^{-i \omega_{p} t}\right) \tag{87}
\end{equation*}
$$

where the coefficient $G_{0}$ is proportional [28, 27] to the gain coefficient given in Equation (49) through :

$$
\begin{equation*}
G_{0}^{2}=\gamma_{0}^{2} \frac{c^{2}}{n\left(\omega_{s}\right) n\left(\omega_{i}\right)} \tag{88}
\end{equation*}
$$

And equations (85), (86) and (87) provide the system of coupled equations describing the evolution of the operators:

$$
\begin{gather*}
\frac{d a_{s}}{d t}=-i \omega_{s} a_{s}-\frac{1}{2} i G_{0} a_{i}^{\dagger} e^{-i \omega_{p} t}  \tag{89}\\
\frac{d a_{i}^{\dagger}}{d t}=i \omega_{i} a_{i}^{\dagger}+\frac{1}{2} i G_{0} a_{s} e^{i \omega_{p} t} \tag{90}
\end{gather*}
$$

These equations give the temporal evolution of the operators and are exactly what we would have obtained if the temporal evolution of the fields in a cavity had been considered [27] classically. The time dependency of the operators takes a similar expression compared with Equation (51):

$$
\begin{gather*}
a_{s}(t)=\left[a_{s}(0) \cosh \left(G_{0} t\right)-i a_{i}^{\dagger}(0) \sinh \left(G_{0} t\right)\right] e^{-i \omega_{s} t}  \tag{91}\\
a_{i}^{\dagger}(t)=\left[a_{i}^{\dagger}(0) \cosh \left(G_{0} t\right)+i a_{s}(0) \sinh \left(G_{0} t\right)\right] e^{i \omega_{i} t} \tag{92}
\end{gather*}
$$

It is a linear combination of cosh and sinh functions. But contrary to the classical case, the expression of the number of photons is not simply the sum of the number of photons amplified in each field. Because of the non-commutativity of operators, i.e:

$$
\begin{equation*}
\left[a_{l}(t), a_{m}^{\dagger}(t)\right]=a_{l}(t) a_{m}^{\dagger}(t)-a_{m}^{\dagger}(t) a_{l}(t)=\delta_{l m} \tag{93}
\end{equation*}
$$

then the average number of photons given in Equations (83) and (84) writes [25]:

$$
\begin{align*}
& <n_{s}(t)>=\left[n_{s, 0} \cosh ^{2}\left(G_{0} t\right)+n_{i, 0} \sinh ^{2}\left(G_{0} t\right)\right]+\sinh ^{2}\left(G_{0} t\right) \\
& <n_{i}(t)>=\left[n_{s, 0} \sinh ^{2}\left(G_{0} t\right)+n_{i, 0} \cosh ^{2}\left(G_{0} t\right)\right]+\sinh ^{2}\left(G_{0} t\right) \tag{94}
\end{align*}
$$

When, the number of idler photon at $t=0$ is neglected ( $n_{i, 0}=0$ ), we get:

$$
\begin{align*}
& <n_{s}(t)>=n_{s, 0} \cosh ^{2}\left(G_{0} t\right)+\sinh ^{2}\left(G_{0} t\right) \\
& <n_{i}(t)>=n_{s, 0} \sinh ^{2}\left(G_{0} t\right)+\sinh ^{2}\left(G_{0} t\right) \tag{95}
\end{align*}
$$

Compared with expressions (52) obtained in the case of classical parametric amplification these quantum expressions contain an additionnal term, i.e. $+\sinh ^{2}\left(G_{0} t\right)$, in the expression of the amplified fields. Even when no signal or idler are incident on the crystal, the generation of an idler and of a signal photon is still possible. The non-coherent zero-point fluctuations are responsible for the generation of the "first" photons in an OPO. These "first" photons are then
amplified classically following Equation (52). Parametric fluorescence can be seen as an analogy of spontaneous emission in a real laser system [29], but they arise from different elementary processes: parametric fluorescence depends on the real part of the second order electric susceptibility, while the spontaneous emission is governed by the imaginary part of the first order electric susceptibility.

### 3.2 A LASER-LIKE PROCESS

### 3.2.1 Cavity stability and mode matching of an OPO

The simpler OPO configuration (See Figure 13a) which is not strictly speaking stable is made of two plane mirrors with a crystal cut as slab. This configuration has the main advantage of its simplicity since it does not require too much care in the alignment procedure, but it is not very selective. Even though operation of OPOs with unstable resonator configurations has been reported [30], cavity stability is an important requirement of Optical Parametric Oscillators since it improves the quality of the profiles of the generated beams. Practically, the stability of an OPO can be achieved thanks to different cavity architectures. The use of a slab crystal with concave mirrors is a good option (See Figure 13b). When a crystal cut as slab is used, the stable configuration is achieved if the criterion of stability is valid [29]. When the crystal inserted in the cavity is cut as a cylinder, the shape of the crystal itself is the stabilizing element. Plane mirrors can then be used in this case (See Figure 13c), with a cavity still exhibiting a good filtering effect [31].


Figure 13: Examples of simple configurations of OPO cavities.
For a given stable cavity configuration, only the modes that remain identical after one round trip are allowed to resonate. These eigenmodes of the cavity impose a comb of circular frequencies (or wavelengths) likely to be amplified. These eigenfrequencies will be amplified only if the parametric gain at these frequencies is above the reflection and propagation losses.

As in any other resonator, the coupling between the source term and the eigenmodes dictates the efficiency of the transfer between the waves. In an OPO where the signal is resonant, the polarization wave driving the signal at $\lambda_{s}$ must be expanded in terms of cavity modes. As a consequence, only a fraction of the generated signal field will be coupled into the modes of the resonator. Much work has been done on the optimal conditions of focusing in an OPO [32, 33]. The optimal overlap corresponds to the pump beam and the resonant signal having the same confocal parameters. It was also shown that a poor overlap between the driving nonlinear polarization
and the resonant Gaussian modes can be qualitatively taken into account through a coefficient of coupling $g_{s}$ that reduces the gain coefficient. This coefficient $g_{s}$ is given as a function of the pump and signal beam radii by [33]:

$$
\begin{equation*}
g_{s}=\frac{w_{p}^{2}}{w_{p}^{2}+w_{s}^{2}} \leq 1 \tag{96}
\end{equation*}
$$

Taking into account such a coefficient is equivalent to considering a reduced parametric gain coefficient $\gamma_{0, O P O}$ given by:

$$
\begin{equation*}
\gamma_{0, \mathrm{OPO}}^{2}=g_{s} \gamma_{0}^{2} \leq \gamma_{0}^{2} \tag{97}
\end{equation*}
$$

### 3.2.2 CW OPO

Singly Resonant Optical Parametric Oscillators (SROPO) where only one of the two generated waves is resonated, drastically reduces stability issues of Doubly Resonant OPOs (DROPO) but at the price of higher pump thresholds. In this work, we will focus only on singly resonant OPOs. They are much simpler and cheaper to build than doubly resonant OPOs.

We have sketched on Figure (14) the profiles of the intensity of the signal and idler waves inside an OPO made of plane mirrors with a crystal cut as a slab and without recycling of the pump. This sketch is shown for a pump input energy above threshold so that oscillation of the signal wave is possible.


Figure 14: Schematic view of the signal (red) and idler (blue) intensity profiles in an Optical Parametric Oscillator above threshold. The parametric gain compensates exactly for the losses at the resonated signal wavelength. The idler and signal classical intensities are given in Equations (54). The reflection and transmission coefficients of the two mirrors are R and T with clear indexations.

We now want to derive the basic equation of the threshold of a CW SROPO. To do so, we get back to the classical picture of optical parametric amplification. The OPA gain Equation (54) is:

$$
\begin{equation*}
I_{s}(L)=I_{s}(0) \cosh ^{2}\left(\gamma_{0} L\right) \tag{98}
\end{equation*}
$$

The threshold of a CW OPO can be worked out by putting that the gain on the resonated wave matches the losses $R_{s}=R_{1, s} R_{2, s}$ of the cavity at the same wavelength (see Figure 14):

$$
\begin{equation*}
R_{s} \cosh ^{2}\left(\gamma_{0} L\right)=1 \tag{99}
\end{equation*}
$$

where $\gamma_{0}$ is given in Equation (49).
The pump threshold intensity is therefore:

$$
\begin{equation*}
I_{p, \text { th }}=\hbar \omega_{p}\left[\frac{1}{\kappa L} \cosh ^{-1}\left(\frac{1}{\sqrt{R_{s}}}\right)\right]^{2} \tag{100}
\end{equation*}
$$

where $\kappa$ was given in Equation (32).
The full expressions of the output of a CW OPO were derived by Rosencher and Fabre [34], by resorting to the exact solution of the coupled equations [10]. The expression of signal intensity at the output of the crystal was also derived. It is given through an implicit formula of the pump power that accounts for pump back conversion processes [34].

### 3.2.3 Gain clamping

When the pump power is increased above the threshold value, a process similar to the gain clamping in lasers does take place. Yariv has shown that when the steady state is reached, the pump power inside the cavity cannot exceed its threshold value [35] : if the intracavity pump power is lower than its threshold value, then the oscillation is not be possible because there is not be enough parametric gain on the signal; on the other hand, if the pump power is higher than its threshold value, then the intracavity signal power cannot increase with time because of the steady state regime. The conservation of power law then states that the whole pump power above this threshold $\left.P_{p}-P_{p}\right)_{t h}$ value must be converted in signal and idler photons. Because of the Manley Rowe relation, the parametric annihilation of one pump photon must result into the creation of one idler and one signal photons. And the following energy relation holds inside the cavity:

$$
\begin{equation*}
\frac{P_{s}}{\omega_{s}}=\frac{P_{i}}{\omega_{i}}=\frac{\left.P_{p}-P_{p}\right)_{t h}}{\omega_{p}} \tag{101}
\end{equation*}
$$

This relation is of course valid only inside the resonator. The output powers must take into account the respective transmission coefficients of the cavity.

### 3.3 SINGLY RESONANT OPOS IN THE NANOSECOND REGIME

Nanosecond OPOs have several advantages over CW OPOs. As the peak power is higher, the nonlinear gain coefficient is higher and the threshold is lower. But, nanosecond OPOs also have some drawbacks. The pulse takes some time to build up from zero to threshold which may prevent oscillation for too short pulses. In the nanosecond regime, the linewidths emitted by an OPO are also larger than in a CW OPO. The required linewidth depends of course on the applications targeted with the generated wavelengths. But since pulsed OPOs have lower thresholds, it is usually possible to insert filtering elements inside the cavity without quenching oscillation.

### 3.3.1 The two models

Two different approaches have been taken to derive the main properties of pulsed nanosecond OPOs. The first one is typically the one used by by Brosnan and Byer [32]. Their model makes extensive use of the "constant at each pass" approximation. In this approximation, the pump pulse is divided into small time steps with a length equal to the round-trip time of the signal in the cavity. This model has been the first modelization of the temporal dynamics of a pulsed OPO. A more recent model by Godard et al. [36] uses the exact solutions of the coupled equations to derive the threshold, build-up time as well as efficiency of an OPO. Despite heavier mathematics, this model provides very good insight on the dynamics of pulsed nanosecond OPOs, and especially close to threshold.

### 3.3.2 Model with analytical solutions

The model developed by Godard et al. resorts to the exact solutions of the coupled equations $[36,34]$. The intensity of the signal at the ouput of the crystal of length $L, I_{s}(L)$, was given as a function of the input $I_{s}(0)$ and for any pump values $I_{p}(0)$ [10]. With the notations used in this work, it writes:

$$
\begin{equation*}
I_{s}(L)=I_{s}(0)\left[1-s n^{2}\left(j \kappa L \sqrt{\left.\frac{I_{p}(0)}{\hbar \omega_{p}} \right\rvert\,} \frac{-\omega_{p} I_{s}(0)}{\omega_{s} I_{p}(0)}\right)\right] \tag{102}
\end{equation*}
$$

As the intuitive time constant of an OPO is the round trip time of the signal given by:

$$
\begin{equation*}
\tau=\frac{L_{c a v}+\left(n\left(\lambda_{s}\right)-1\right) L}{c} \tag{103}
\end{equation*}
$$

where $L_{\text {cav }}$ is the cavity length. It can be shown that the output power of an OPO at the signal wavelength $I_{s, \text { out }}$ must satisfy the first order differential equation [36]:

$$
\begin{equation*}
\frac{d}{d t}\left(I_{s, \text { out }}\right)+\frac{1}{\tau} I_{s, \text { out }}=\frac{-R}{\tau(1-R)} I_{s, \text { out }} s n^{2}\left(j \kappa L \sqrt{\frac{I_{p}(t)}{\hbar \omega_{p}}} \left\lvert\, \frac{-R \omega_{p} I_{s, \text { out }}}{(1-R) \omega_{s} I_{p}(t)}\right.\right) \tag{104}
\end{equation*}
$$

This equation has the big advantage of giving direct access to the time dependence of the output of a nanosecond OPO as a function of the time dependent pump input $I_{p}(t)$ and reflectivity at the signal $R$. It can be solved using standard mathematical softwares. For a refractive index close to $\mathrm{n}=2.5$, and a crystal of length $\mathrm{L}=40 \mathrm{~mm}$ inside a cavity of length $L_{\text {cav }}=60 \mathrm{~mm}$, the round trip time is approximately $\tau=0.4 \mathrm{~ns}$. A 10 ns pulse corresponds to about 25 roundtrips then. The signal wave is not instantaneously amplified from noise to the threshold values. It takes a few round trips for the signal to reach the required level of amplification. Figure (15) shows the typical profiles of the signal and pump pulses, as well as the build-up time of the signal beam, as measured by Bjorkholm and co-workers at the output of their first singly resonant OPO [37]. The model by Godard and Rosencher allowed the derivation of the expression of the build up time of a SRO in the case of a square input pump pulse [36].


Figure 15: Temporal profiles of the pump and resonated signal wave of the first singly resonant $\mathrm{LiNbO}_{3} \mathrm{OPO}$ (continuous lines). The build up time corresponds to the delay between the onset of the pump pulse and the onset of the signal pulse. These graphs are taken from [37]. The dashed line in Figure (a) corresponds to the pump profile without oscillation while the dashed line in Figure (b) corresponds to the difference between the two waveforms of Figure (a). The agreement between the solid and dashed lines in Figure (b) illustrates that the depletion of the pump in Figure (a) is directly related to the growth of the signal wave.

### 3.3.3 Oscillation threshold

Pulsed nanosecond OPOs are more difficult to modelize than CW OPOs because of the time dependent gain function induced by the propagating pump pulse. Nevertheless, the threshold of an OPO can still be roughly worked out, given some approximations. Brosnan and Byer [32] have obtained Equation (105) for the threshold of a SRO with recycling of the pump. This formula is derived by assuming that at each pass in the crystal, the pump intensity is constant. This is equivalent to assuming that the round trip duration is much shorter than the pump pulse duration $\tau$. The pump energy fluence at threshold $J_{0}$ then writes:

$$
\begin{equation*}
J_{0}=\frac{2.25 \tau}{4 \kappa g_{s} L^{2}}\left[\frac{L}{2 c \tau} \ln \left(\frac{P_{n}}{P_{0}}\right)+2 \alpha L+\ln \left(\frac{1}{\sqrt{R}}\right)+\ln 4\right]^{2} \tag{105}
\end{equation*}
$$

$\kappa$ is the gain coefficient given in Equation (32). And $g_{s}$ is the coupling factor that accounts for the mode-matching of the nonlinear polarization at $\lambda_{s}$ with the eigenmodes of the cavity as given in Equation (96). The factor 4 accounts for the recycling of the pump. The term $\frac{P_{n}}{P_{0}}$ is related to the level of amplification to reach threshold: Brosnan and Byer assumed that this level of amplification should be 33 dB in the case of OPOs.The absorption losses are included in the absorption coefficient $\alpha$. The reflection of the cavity is given through the R coefficient that is the product of the reflectivities of the input and output mirros.

If we put Equation ( 105 ) under the form

$$
\begin{equation*}
4 \kappa g_{s} L^{2} J_{0}=2.25 \tau\left[\frac{L}{2 c \tau} \ln \left(\frac{P_{n}}{P_{0}}\right)+2 \alpha L+\ln \left(\frac{1}{\sqrt{R}}\right)+\ln 4\right]^{2} \tag{106}
\end{equation*}
$$

a clear competition appears between gain and losses at stake under the threshold of an OPO. On the left side of equation ( 106), the gain term is typical of a second order nonlinear phase-matched conversion process. It is given by:

$$
\begin{equation*}
\text { Gain }=4 J_{0} \kappa g_{s} L^{2} \tag{107}
\end{equation*}
$$

On the right side of Equation (105), the total losses are given by:

$$
\begin{equation*}
\text { Losses }=2.25 \tau\left[\frac{L}{2 c \tau} \ln \left(\frac{P_{n}}{P_{0}}\right)+2 \alpha L+\ln \left(\frac{1}{\sqrt{R}}\right)+\ln 4\right]^{2} \tag{108}
\end{equation*}
$$

This formula has been able to give only rough estimates of the threshold of pulsed nanosecond OPOs so far. This can be owed to the fact that this model assumes perfect collimation of the pump, and neglects the divergence of the beams. A better analysis should include the effects of angular and spectral acceptances. The main advantage of this formula is to give a physical interpretation of the balance between the losses and the gain in an Optical Parametric Oscillator.

The first Part of this dissertation deals with the basic elements of theory of three-wave mixing processes in nonlinear uniaxial crystals. The phase-matching (or quasi-phase-matching) condition and the amplitude of the effective coefficient drive their efficiency. The expression of the DFG intensity has been recalled in the realistic cases of undepletion of one or two input waves. Optical Parametric Oscillators artificially increase the interaction length in the crystal and thus enhance this conversion efficiency.

These elements of theory will find direct applications in the following Parts of this dissertation whose focus is on Difference Frequency Generation and Optical Parametric Oscillation. The second Part of this work is indeed dedicated to the study of the phase-matching conditions of the new nonlinear crystal $\mathrm{CdSiP}_{2}$. Optical Parametric Oscillation with a $1.064 \mu \mathrm{~m}$ pump has been reported under noncritical phase matching condition [38], and Difference Frequency Generation can be phase-matched up to $9.5 \mu \mathrm{~m}$ in this crystal [39].

Part II

CDSIP $_{2}: ~ A ~ P R O M I S I N G ~ I N F R A R E D ~ N O N L I N E A R ~ C R Y S T A L ~$

## 4

## INTRODUCTION

Parametric down conversion of laser pulses appears nowadays as one of the most promising routes to the generation of tunable coherent radiation above $3 \mu \mathrm{~m}$ where very few other kinds of laser sources are available. Tunable coherent sources at always longer wavelengths require the use of a nonlinear crystal where the down conversion parametric process described in Part I can take place. The choice of a nonlinear crystal gets down to a compromise between different characteristics, among which: a high figure of merit, a good transmission window covering the working wavelengths, and a high optical damage threshold. So far, mainly five crystals have exhibited a good enough tradeoff between these three requirements to become "available" commercially: $\mathrm{ZnGeP}_{2}, \mathrm{AgGaS}_{2}, \mathrm{AgGaSe}_{2}, \mathrm{CdSe}$ and GaSe . Nonetheless, the search for new nonlinear crystals whose phase-matching properties can either better match the available pump laser wavelengths or allow longer wavelengths to be generated is still desirable [5]. The new infrared nonlinear crystal $\mathrm{CdSiP}_{2}$ was recently identified as a very promising solution with this respect. Because of its high (negative) birefringence and on the basis of early reports on the value of its band gap ( $\lambda_{G}=506 \mathrm{~nm}$ [40]), noncritical phase-matching with a $1.064 \mu \mathrm{~m}$ pump wavelength with limited two photon absorption had been predicted and achieved experimentally [41, 42] in this crystal. An extensive characterization of the phase-matching directions of $\mathrm{CdSiP}_{2}$ has been carried out at the Néel Institute using the sphere method [43, 44]. Based on these new measurements [45], two methods are proposed in this work to provide reliable new Sellmeier equations for this crystal. The first method that we implemented relies upon the simultaneous fit of the measured phase-matching curves [39] and was applied previously to other crystals [46, 47]. Another new method is also proposed. It provides a direct determination of the values of the ordinary and extraordinary refractive indices in the mid-infrared from the DFG phase-matching angles measurements. These two methods are compared in this work. Lastly, on the basis of the new Sellmeier equations for $\mathrm{CdSiP}_{2}$, we investigate the phase-matching conditions through which a broadband infrared supercontinuum [48] can be generated. We also perform a comparison with other infrared nonlinear crystals. The $\mathrm{CdSiP}_{2}$ crystal we studied was provided by Pete Schunemann from BAE System, Nashua NH, USA within a collaboration.

## PHASE-MATCHING PROPERTIES OF CDSIP 2

### 5.1 INTRODUCTION

The nonlinear optical crystal $\mathrm{CdSiP}_{2}$ (CSP) belongs to the tetragonal crystal system with point group $\overline{4} 2 m$, and the optical frame coincides with the crystallographic frame. Its lattice constants are $a=5.68 \AA, c=10.431 \AA$, and the unit cell number is $Z=4$. It was grown in the past in small sizes that did not allow measurements of essential physical properties. Recently, high optical quality crystals of CSP with sizes reaching $70 \times 25 \times 8 \mathrm{~mm}^{3}$ were grown successfully from the melt via the horizontal gradient freeze technique [41, 42] by using high purity starting materials. Even more recently, the growth of 35 mm long $\mathrm{CdSiP}_{2}$ crystals using the modified vertical Bridgman method has been reported [49]. Important physical characteristics, including transparency, birefringence, and thermo-mechanical properties have already been measured and can be found in the literature [42]. One noticeable advantage of $\mathrm{CdSiP}_{2}$ over other NLO materials is its high thermal conductivity: it was measured to be $13.6 \mathrm{~W} . \mathrm{m}^{-1} . \mathrm{K}^{-1}$, which is ten times higher than that of $\mathrm{AgGaS}_{2}$. This makes CSP very attractive for future high average power mid-IR OPO applications where thermal issues are involved.

CSP is an optically negative uniaxial chalcopyrite so that angular non-critical type I phasematching is possible in contrast to the positive $\mathrm{ZnGeP}_{2}$ (ZGP) which is the only commercially available II-IV-V $V_{2}$ type chalcopyrite. Indeed, the effective coefficient for Type I DFG $\left(\lambda_{p}^{o}, \lambda_{s}^{e}, \lambda_{i}^{e}\right)$ in a


Figure 16: Pictures of $\mathrm{CdSiP}_{2}$ crystals
$\overline{4} 2 m$ positive crystal such as $\mathrm{ZnGeP}_{2}$ vanishes for $\theta=90^{\circ}$, whereas it is maximum for Type I DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{o}\right)$ for a $\overline{4} 2 m$ negative uniaxial crystal such as $\mathrm{CdSiP}_{2}$ (See Table 2) when $\theta=90^{\circ}$ and $\phi=45^{\circ}$. The birefringence $\left(n_{e}-n_{o}\right)$ of CSP was found to be -0.051 near $2 \mu \mathrm{~m}$ [42]. An isotropic point, i.e. $n_{e}=n_{0}$, was also observed close to the band-edge : at room temperature this point occurs at $2.41 \mathrm{eV}(514.5 \mathrm{~nm})$ and near this point, optical activity can be observed [51].

The absorption coefficient of CSP is shown on Figure (17) and compared to that of ZGP. On the one hand, the band gap of CSP is larger than ZGP and pumping at shorter wavelength is possible, but on the other hand, because of three phonon absorption starting around $6.6 \mu \mathrm{~m}$, the spectrum of CSP does not extent much above $8.5 \mu \mathrm{~m}$. As any absorption of the idler beam generated from DFG in the crystal can be detrimental in terms of heat deposition in the crystal and in terms of conversion efficiency, the use of CSP to Band III applications (from 8 to $12 \mu \mathrm{~m}$ ) seems compromised.


Figure 17: Comparison between the absorption coefficient of $\mathrm{CdSiP}_{2}$ and $\mathrm{ZnGeP}_{2}$. This graph is taken from [42].

The lower transmission wavelength of a nonlinear crystal is a counterintuitive but very important feature for infrared generation. Two photon absorption (TPA) consists in the detrimental nonlinear absorption process of two photons at the same energy [27,52]. In a semiconducting crystal, TPA happens whenever the pump field is intense enough to trigger the nonlinear absorption of two pump photons at the same wavelength $\lambda_{p}$. In terms of wavelengths, the condition to avoid TPA in a semiconducting materials with a bandgap $E_{G}$ (and corresponding wavelength $\lambda_{G}$ ) writes:

$$
\begin{equation*}
\lambda_{p}>\frac{4 \pi \hbar c}{E_{G}}=2 \lambda_{G} \tag{109}
\end{equation*}
$$

The shorter the cut-on wavelength, the shorter the minimum pump wavelength. For example, pumping with a Nd:YAG laser at $\lambda_{p}=1.064 \mu \mathrm{~m}$ requires a band gap higher than 2.33 eV . The most recent measurements of the value of the band-gap of $\mathrm{CdSiP}_{2}$ were made on samples of improved crystalline quality and yielded $E_{G}=2.08 \mathrm{eV}$ [53] which is lower than earlier estimates
[40] that gave $E_{\mathrm{G}}=2.45 \mathrm{eV}$. These new measurements are therefore important since they suggest that TPA at $1.064 \mu \mathrm{~m}$ in $\mathrm{CdSiP}_{2}$ could have been underestimated so far. This was indeed confirmed experimentally by two-photon absorption measurements [53]. The TPA absorption coefficients $\beta$ (see [52] for a definition) of an ordinary and extraordinary polarized $1.064 \mu \mathrm{~m}$ pump were extrapolated from the decrease in transmission of the samples with increasing pump intensities (See Figure 18). The authors found $\beta=2.6 \mathrm{~cm} / \mathrm{GW}$ for an ordinary polarized pump beam at $1.064 \mu \mathrm{~m}$, showing that this detrimental phenomenon cannot be neglected in the picosecond or femtosecond regime.


Figure 18: Two-photon absorption indirect measurement in a 12.1 mm long AR -coated $\mathrm{CdSiP}_{2}$ crystal. The transmission at $1.064 \mu \mathrm{~m}$ is plotted as a function of the laser intensity. The absorption and TPA coefficients were obtained from the fit of the data shown in dashed line. This graph is taken from [53].

Due to its orientation symmetry class, the only nonzero component of the second order electric susceptibility tensor of CSP far from any transition is $d_{z x y}=d_{z y x}$ or $d_{36}$ in the contracted form. It was measured using femtosecond pulses near $4.6 \mu \mathrm{~m}$ [54]. A comparison with ZGP yielded $d_{36}(C S P)=1.07 d_{36}($ ZGP $)$ with a relative error estimate of $\pm 5 \%$. Assuming $d_{36}=75 \mathrm{pm} / V$ for ZGP at $9.6 \mu \mathrm{~m}$ [55], it was then found $d_{36}=84.5 \mathrm{pm} / V$ for CSP at $4.56 \mu \mathrm{~m}$. At this wavelength, the value of its nonlinear figure of merit FOM is:

$$
\begin{equation*}
F O M=\frac{d_{36}^{2}}{n^{3}} \approx 250 \mathrm{pm}^{2} / V^{2} \tag{110}
\end{equation*}
$$

For the sake of comparison, the nonlinear figures of merit $\frac{d^{2}}{n^{3}}$ of the main nonlinear crystals are presented in Figure (19) as a function of their short cut-on wavelength. On this logarithmic plot, most nonlinear crystals fall on a line with a slope between 4 and 5 . And the interest in $\mathrm{CdSiP}_{2}$ can be seen from its relatively high figure of merit compared to its short wavelength cut-on, since it falls slightly above the other crystals.


Figure 19: Effective figure of merit of the main nonlinear crystals as a function of their wavelength cut-on, from [56]

The ordinary and extraordinary principal refractive indices of $\mathrm{CdSiP}_{2}$ were measured using the minimum deviation technique between $0.66 \mu \mathrm{~m}$ and $5 \mu \mathrm{~m}$ (See Figure 20), using the prism shown in Figure (16b). The following dispersion Sellmeier equations were obtained [42], where the wavelength is expressed in microns :

$$
\begin{align*}
& n_{o}^{2}(\lambda)=3.0811+\frac{6.2791 \lambda^{2}}{\lambda^{2}-0.10452}-0.0034888 \lambda^{2} \\
& n_{e}^{2}(\lambda)=3.4343+\frac{5.6137 \lambda^{2}}{\lambda^{2}-0.11609}-0.0034264 \lambda^{2} \tag{111}
\end{align*}
$$

### 5.2 ANGULAR NONCRITICAL PHASE-MATCHING WITH A 1.064 $\mu \mathrm{M}$ PUMP WAVELENGTH

Today, the Nd:YAG laser is one the most widespread infrared lasers. As angular noncritical phase-matching (ANCPM) i.e. $\theta=90^{\circ}$ is a highly desired phase-matching scheme (see figure 8 b and discussion thereof), the prospect of ANCPM with a pump wavelength at $1.064 \mu \mathrm{~m}$ is very attractive [5].

Quasi-phase-matching with a $1.064 \mu \mathrm{~m}$ pump wavelength is of course the best example of ANCPM with a Nd:YAG laser pump. But, most QPM materials are oxides and cannot transmit above $5 \mu \mathrm{~m}$ so that direct and efficient generation from $1.064 \mu \mathrm{~m}$ to wavelengths longer than 5


Figure 20: Measured and extrapolated values of the principal refractive indices of CSP, from [42]
$\mu \mathrm{m}$ is not possible. Birefringent phase-matching in materials with a longer transmission in the infrared is the other alternative.

Because of its high band gap, TPA at $1.064 \mu \mathrm{~m}$ is also limited in $\mathrm{AgGaS}_{2}$. But ANCPM Type I DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{0}, \lambda_{i}^{o}\right)$ is only possible in this crystal with pump wavelength below $0.9 \mu \mathrm{~m}$. A beautiful application of this feature is CW OPO operation with $\lambda_{p}=0.845 \mu \mathrm{~m}$ [57]. On the other hand, highly critical phase-matching $\left(\theta=45.1^{\circ}\right)$ has been achieved in a $1.064 \mu \mathrm{~m}$ pumped $\mathrm{AgGaS}_{2}$ OPO and resulted in an impressive idler tuning range [58].

The first report of ANCPM Optical Parametric Oscillation with a $1.064 \mu \mathrm{~m}$ pump wavelength involved a solid solution of $\mathrm{Cd}_{x} \mathrm{Hg}_{1-x} \mathrm{Ga}_{2} \mathrm{~S}_{4}$. Tuning the idler was obtained thanks to a translation of the pump beam along the composition gradient. This tuning scheme is very original but resulted in a limited idler tuning range from 2.85 to $3.27 \mu \mathrm{~m}$ [59].

The first device reported with CSP was such an ANCPM nanosecond OPO pumped at $1.064 \mu \mathrm{~m}$ [38]. The phase-matched signal wavelength was measured to be $1.285 \mu \mathrm{~m}$, with the corresponding idler at $6.193 \mu \mathrm{~m}$. The maximum idler output was 0.47 mJ for an incident pump pulse energy of 21.7 mJ corresponding to a pump to idler conversion efficiency of $2.2 \%$. Later on, temperature tuning of the idler from $6.12 \mu \mathrm{~m}$ to $6.55 \mu \mathrm{~m}$ was also demonstrated [60] in a CSP OPO with a 1 ns pump pulse duration. Synchronously pumped OPOs were also reported in collinear [23] or noncollinear [61] configurations. Eventually, Optical Parametric Generation was demonstrated in seeded [50] or unseeded [62] conditions. The seeding process drastically reduced the bandwidth of the idler [50] down to less than 1 nm . Note that seeding was made possible thanks to the temperature tuning that enabled the perfect matching between the diode laser seeding wavelength and the parametric fluorescence.


Figure 21: Picture of the 4.99 mm diameter oriented $\mathrm{CdSiP}_{2}$ sphere, polished to optical quality, used for the phase-matching studies and stuck on a goniometric head.

### 5.3 CDSIP 2 PHASE-MATCHING CURVES

Before Pierre Brand's PhD at Néel Institute [45], phase-matching studies of $\mathrm{CdSiP}_{2}$ had been restricted to Type I ANCPM with $\theta=90^{\circ}$ and $\phi=45^{\circ}$. Besides this attractive phase-matching scheme, it is interesting to investigate other phase-matching directions of $\mathrm{CdSiP}_{2}$ for which the idler wavelength could be higher than $6.15 \mu \mathrm{~m}$. Moreover, the full characterization of the phasematching directions of $\mathrm{CdSiP}_{2}$ could lead to the refinement of the Sellmeier equations of this new crystal as done previously in our team [46, 47].

### 5.3.1 Experimental set-up

The experimental set-up used to measure the phase-matching directions in the CSP sphere that is shown in Figure (21) was described extensively in Pierre Brand's PhD thesis [45]. A multistage parametric source from Excel Technology and Light Conversion is used. The first stage delivers 15 ps pulses at $1.064 \mu \mathrm{~m}$ and with a repetition rate of 10 Hz . An infrared tunable beam is then obtained thanks to a noncollinear DFG stage between the $1.064 \mu \mathrm{~m}$ pump beam and the idler beam generated from a 355 nm pumped LBO OPG-OPA and tunable between 0.7 and $2.4 \mu \mathrm{~m}$. The DFG crystal is $\mathrm{AgGaS}_{2}$ cut at $\theta=45^{\circ}$ and $\phi=45^{\circ}$. The generated DFG beam is tunable between 2 and $10 \mu \mathrm{~m}$ and its energy per pulse decreases from about $200 \mu \mathrm{~J}$ at $2 \mu \mathrm{~m}$ down to a few $\mu \mathrm{J}$ at 10 $\mu \mathrm{m}$. It is then coupled inside the CSP sample cut and polished as a sphere, with or without the $1.064 \mu \mathrm{~m}$ input beam depending on whether SHG or DFG experiments are performed.

The focalisation issue is very critical when DFG and SHG phase-matching directions are measured in a sphere [44, 45]. Indeed, because of its curved surface, a sphere of radius R is equivalent to a thick converging boule lens with focal length given by:

$$
\begin{equation*}
f_{\text {sphere }}(\lambda)=\frac{n(\lambda) R}{2(n(\lambda)-1)} \tag{112}
\end{equation*}
$$

This focal length is shorter than the radius of the sphere as soon as the index is higher than 2. For CSP the indices are close to 3 (see Figure 20) meaning that the focus point of a plane wave incident on the sphere will be in the bulk of the crystal, which could damage the crystal. In order to avoid any surface and bulk damage, the beams must hit the sphere with a slightly diverging profile while propagating along the diameter. If the input beam focal point is located at a distance $2 f_{\text {sphere }}$ from the center of the sphere, then parallel propagation of the beam inside the sphere is achieved. This is the best configuration, not only in terms of a lower pump intensity, but also in terms of accuracy in the measurements of the phase-matching directions. This topic has already been extensively covered in [44] or [45].

### 5.3.2 Measurement of the phase-matching directions

$\mathrm{CdSiP}_{2}$ being optically negative, phase-matching can be achieved only if the highest frequency wave is polarized extraordinarily, because this polarization is associated with the lower refractive index in the considered direction (See Equation 59). The conversion efficiency of the two types of SHG and the three types of DFG is the highest when the BPM conditions given in Table (4) are fulfilled i.e. when the beams propagate along the phase-matching directions marked out by the phase-matching angles $\theta_{P M}$.

|  | BPM condition |
| :---: | :---: |
| SHG Type II | $n_{e}\left(\frac{\lambda_{\omega}}{2}, \theta_{P M}\right)=\frac{1}{2}\left(n_{o}\left(\lambda_{\omega}\right)+n_{e}\left(\lambda_{\omega}, \theta_{P M}\right)\right)$ |
| SHG Type I | $n_{e}\left(\frac{\lambda_{\omega}}{2}, \theta_{P M}\right)=n_{o}\left(\lambda_{\omega}\right)$ |
| DFG Type I | $\frac{n_{e}\left(\lambda_{p}, \theta_{P M}\right)}{\lambda_{p}}=\frac{n_{o}\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n_{o}\left(\lambda_{i}\right)}{\lambda_{i}}$ |
| DFG Type II | $\frac{n_{e}\left(\lambda_{p}, \theta_{P M}\right)}{\lambda_{p}}=\frac{n_{e}\left(\lambda_{s}, \theta_{P M}\right)}{\lambda_{s}}+\frac{n_{o}\left(\lambda_{i}\right)}{\lambda_{i}}$ |
| DFG Type III | $\frac{n_{e}\left(\lambda_{p}, \theta_{P M}\right)}{\lambda_{p}}=\frac{n_{o}\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n_{e}\left(\lambda_{i}, \theta_{P M}\right)}{\lambda_{i}}$ |

Table 4: Second Harmonic Generation and Difference Frequency Generation phase-matching conditions in a negative uniaxial crystal such as CSP.

The measurement of the SHG and DFG phase-matching curves has to be carried out in the planes of the dielectric frame where the effective coefficient of the considered interaction does not vanish, and if possible where it reaches the highest value. In the case of DFG or SHG in CSP, the expressions of the different effective coefficients were given in Table (2):

$$
\begin{align*}
d_{e f f}^{\text {DFG Type I }} & =d_{e f f}^{\text {SHG Type I }}=d_{36} \sin \theta \sin 2 \phi  \tag{113}\\
d_{e f f}^{\text {DFG Type II,III }} & =d_{e f f}^{\text {SHG Type II }}=d_{36} \sin 2 \theta \cos 2 \phi
\end{align*}
$$

Type I and Type II SHG as well as Type I and Type III DFG have been measured (See Figures 22 and 23). No Type II DFG could be found. The measurements of Type I DFG and Type I SHG were done in the plane $\phi=30^{\circ}$, because the plane $\phi=45^{\circ}$ was not accessible in the sphere due to a dead angle (see Figure 21). Measurements of Type III DFG as well as Type II SHG were done in the plane $\phi=0^{\circ}$.

In addition, the DFG phase-matching directions were measured by maximizing the SFG intensity between the idler beam tunable above $6 \mu \mathrm{~m}$ and the pump beam at $1.064 \mu \mathrm{~m}$. Since SFG and DFG phase-matching directions are equivalent when keeping the same set of wavelengths, it is more convenient to generate SFG because it is in the range $1-1.3 \mu \mathrm{~m}$ where detection is much simpler.

These measurements provide the first extensive characterization of the SHG and DFG phasematching directions of $\mathrm{CdSiP}_{2}$. The DFG measurements were performed up to $9.5 \mu \mathrm{~m}$ which is well above the onset of the three-phonon absorption of CSP (See Figure 17). Figures (22) and (23) show that the SHG phase-matching directions are in good agreement with the calculations derived from Equations (111) and that were obtained from the fit of the indices measured with the minimum deviation technique. The calculations and measurements of the DFG curves do exhibit some discrepancies higher than the $0.5^{\circ}$ experimental accuracy. It is the goal of the next section to provide new Sellmeier equations for $\mathrm{CdSiP}_{2}$ that match our measurements and that could eventually lead to a better prediction of the phase-matching angles in future experiments.


Figure 22: Type I SHG $\left(\lambda_{\omega}^{o}, \lambda_{2 \omega}^{e}\right)$ and Type II SHG $\left(\lambda_{\omega}^{0, e}, \lambda_{2 \omega}^{e}\right)$ tuning curves of $\mathrm{CdSiP}_{2}$. Squares stand for experimental data. The green curves correspond to calculations from Equations (111).


Figure 23: Type I DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{o}\right)$ and type III DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{e}\right)$ tuning curves of $\mathrm{CdSiP}_{2}$ with a pump at $\lambda_{p}=1.064 \mu \mathrm{~m}$. Squares are the experimental data. The green curves correspond to calculations from Equations (111).

## 6

## IMPROVING SELLMEIER EQUATIONS FOR CDSIP 2

The direct measurements of phase-matching directions using the sphere method are highly valuable since these data can be used directly when a crystal has to be oriented for a specific targeted frequency conversion process. The goal of this section is to take advantage of all the measurements performed on $\mathrm{CdSiP}_{2}$ to provide new and more accurate Sellmeier equations for this crystal over its entire transparency range. Two different and separate methods have been implemented to do so. In the first part of this section, the same method that was used for RTP, RTA and CTA [46] as well as for YCOB [47] is implemented. It is referred to as the "classical method". On the other hand, the "new method" uses a different approach and strives to determine the values of the principal refractive indices directly from the phase-matching angles measurements. This chapter therefore constitutes a comparison between these two methods. It also includes some calculations that relate the accuracy of the measurements of refractive indices to that of the calculations of the phase-matching angles. As far as we know, such calculations have never been reported. They provide useful insight to interpret the results obtained with the "classical" and "new" methods.

### 6.1 SIMULTANEOUS FIT OF THE PHASE-MATCHING CURVES

In order to derive new Sellmeier coefficients of $\mathrm{CdSiP}_{2}$, the first method that we carried out is the simultaneous nonlinear fit of the four phase-matching curves. In this section, the procedure to do so is described, and the results obtained with this "classical method" are discussed.

### 6.1.1 The "classical" method

The method used for the nonlinear fit of the phase-matching curves is now described. First of all, we assume that the ordinary and extraordinary dispersion formulas can be well described by a two independent oscillators Sellmeier expression in the transparency range of the crystal:

$$
\begin{equation*}
n_{o, e}^{2}(\lambda)=A_{0, e}+\frac{B_{0, e} \lambda^{2}}{\lambda^{2}-C_{0, e}}+\frac{D_{0, e} \lambda^{2}}{\lambda^{2}-E_{0, e}} \tag{114}
\end{equation*}
$$

Since $\mathrm{CdSiP}_{2}$ is known to be optically isotropic for $\bar{\lambda}=0.5145 \mu \mathrm{~m}$ [51], the ten Sellmeier coefficients must satisfy the condition:

$$
\begin{equation*}
A_{o}+\frac{B_{0} \bar{\lambda}^{2}}{\bar{\lambda}^{2}-C_{o}}+\frac{D_{o} \bar{\lambda}^{2}}{\bar{\lambda}^{2}-E_{o}}=A_{e}+\frac{B_{e} \bar{\lambda}^{2}}{\bar{\lambda}^{2}-C_{e}}+\frac{D_{e} \bar{\lambda}^{2}}{\bar{\lambda}^{2}-E_{e}} \tag{115}
\end{equation*}
$$

And we decide here to express the coefficient $B_{e}$ as a function of the other nine coefficients. A nonlinear algorithm is then implemented in order to find the values of these nine coefficients fitting at best the phase-matching curves of Figures (22) and (23).

The phase-matching angles for Type I SHG and Type I DFG can be expressed analytically as a function of the principal refractive indexes through:

$$
\begin{equation*}
\sin ^{2}\left(\theta_{P M}^{\text {SHG TypeI }}\right)=\frac{n_{o}\left(\lambda_{\omega}\right)^{-2}-n_{o}\left(\frac{\lambda_{\omega}}{2}\right)^{-2}}{n_{e}\left(\frac{\lambda_{\omega}}{2}\right)^{-2}-n_{o}\left(\frac{\lambda_{\omega}}{2}\right)^{-2}} \tag{116}
\end{equation*}
$$

And

$$
\begin{equation*}
\sin ^{2}\left(\theta_{P M}^{D F G} \text { Type } I\right)=\frac{\left(\frac{\lambda_{p}}{\lambda_{s}} n_{o}\left(\lambda_{s}\right)+\frac{\lambda_{p}}{\lambda_{i}} n_{o}\left(\lambda_{i}\right)\right)^{-2}-n_{o}\left(\lambda_{p}\right)^{-2}}{n_{e}\left(\lambda_{p}\right)^{-2}-n_{o}\left(\lambda_{p}\right)^{-2}} \tag{117}
\end{equation*}
$$

But for type II SHG, and type III DFG, only numerical estimates can be obtained for the phasematching angles $\theta_{P M}^{\text {SHG Type II }}$ and $\theta_{P M}^{D F G ~ T y p e ~ I I I ~}$ since the BPM condition involves two extraordinary indexes. By plugging Equation (114) in the analytical and numerical expressions of the phasematching angles and by numerically evaluating the phase-matching angles for different sets of the nine Sellmeier coefficients, it is possible to find their values that fit the four phase-matching curves simultaneously. The algorithm implemented is the nonlinear Levenberg Marquardt algorithm as we did in previous studies of the same kind [46]. The Matlab code and some details regarding the theory of this algorithm can be found here [63]. The convergence of the simultaneous fit of the four phase-matching curves is not an easy thing to obtain though. As it is fairly easy to fit the four phase-matching curves separately, the idea to succeed in the convergence of the simultaneous fit is to look for a set of nine Sellmeier coefficients that is a linear combination of the parameters fitting the curves separately. This procedure has a priori no mathematical justification but it allows us to derive some sets of parameters that fit first two out of four curves, then three out of four curves and eventually the simultaneous fit of the four phase-matching curves.

Practically speaking, this process leads to the convergence of the algorithm, and the four phase-matching curves are fitted successfully. It yields the first set of "good" parameters of the simultaneous fit. Nevertheless, unrealistic values of the refractive indices $n \approx 8$ are obtained with the new coefficients. In order to correct for these unrealistic values, a multiplication factor was applied to all the Sellmeier coefficients. This coefficient was chosen to match the values of the indices with the values measured on prism at $1.064 \mu \mathrm{~m}$. Because the phase-matching conditions remain unchanged when the same multiplicative factor is applied to the ordinary and
extraordinary refractive indices (see Equations 116 and 117 for example), such a procedure does not affect the phase-matching angles. The choice of $1.064 \mu \mathrm{~m}$ was arbitrary.

Figures (25) and (24) display the results of the fit in terms of predicting the phase-matching angles of $\mathrm{CdSiP}_{2}$ with these new dispersion equations. They are as good as the Equations (111) to predict the SHG phase-matching curves, but much better in terms of type III DFG. However, even if the type I DFG is improved, it is still not perfect.

### 6.1.2 Results and discussion

The resulting new Sellmeier equations are:

$$
\begin{align*}
& n_{o}^{2}(\lambda)=3.72202+\frac{5.91985 \lambda^{2}}{\lambda^{2}-0.06408}+\frac{3.92371 \lambda^{2}}{\lambda^{2}-2071.59}  \tag{118}\\
& n_{e}^{2}(\lambda)=4.68981+\frac{4.77331 \lambda^{2}}{\lambda^{2}-0.08006}+\frac{0.91879 \lambda^{2}}{\lambda^{2}-496.71}
\end{align*}
$$

where $\lambda$ is in microns. The refractive indices obtained with these new Sellmeier coefficients are valid between $2.5 \mu \mathrm{~m}$ and $9 \mu \mathrm{~m}$ and plotted in Figure (26). They can be compared with the equations from the values measured on prism. It is clear that these new Sellmeier coefficients suffer from two main problems. First, the corresponding birefringence value differs from two previous measurements on $\mathrm{CdSiP}_{2}[42,40]$. Second, the values of the principal refractive indexes obtained with these new coefficients deviate by a factor of 0.02 from the measurements performed using the minimum deviation technique. However, the value of the ANCPM idler that can be calculated from Equations (118) with a 1064 nm pump at $21^{\circ} \mathrm{C}$ is $6.10 \mu \mathrm{~m}$. This value is in perfect agreement with the latest NCPM idler value reported for $\mathrm{CdSiP}_{2}$ [23]. The Sellmeier Equations (111) overestimate this value and predict an idler wavelength at $6.18 \mu \mathrm{~m}$.


Figure 24: Type I SHG $\left(\lambda_{\omega}^{o}, \lambda_{2 \omega}^{e}\right)$ and type II SHG $\left(\lambda_{\omega}^{0, e}, \lambda_{2 \omega}^{e}\right)$ tuning curves of $\mathrm{CdSiP}_{2}$. The red curves are calculated with Equations (118) from this work. The green curves still correspond to calculations from Equations (111).


Figure 25: Type I DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{o}\right)$ and type III DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{e}\right)$ tuning curves of $\mathrm{CdSiP}_{2}$ with a pump at $\lambda_{p}=1.064 \mu \mathrm{~m}$ The red curves are calculated with Equations (118) from this work. The green curves still correspond to calculations from Equations (111).


Figure 26: Comparison between the principal refractive indices obtained by Schunemann (Equations 111) and those obtained from the classical method (Equations 118).

### 6.2 DETERMINATION OF REFRACTIVE INDICES ABOVE $6 \mu \mathrm{M}$

In this section, the "new method" that we have designed is presented and applied to CSP. Its starting point is the fact that the discrepancy between the experimental phase-matching curves and the calculations from Equation (111) is more noticeable on the DFG curves than on the SHG curves (See Figures 22 and 23). As the DFG experiments solicit the indices at the pump wavelength $1.064 \mu \mathrm{~m}$, the signal wavelength between $1.2 \mu \mathrm{~m}$ and $1.3 \mu \mathrm{~m}$ and the corresponding idler wavelength in the range 6-9.5 $\mu \mathrm{m}$ where no refractive index measurements have been reported (See Figure 20), it is legitimate to assume that the discrepancies observed in Figure (23) arise from this lack of measurements at long wavelengths. In this section, we will present a new method of determination of the principal refractive indices of CSP above $6 \mu \mathrm{~m}$ which relies on a careful exploitation of the measured DFG phase-matching angles.

### 6.2.1 The new method

Here we show that a proper exploitation of the DFG phase-matching angles measured with the sphere method can give access to the values of the principal ordinary and extraordinary refractive indices at the idler wavelengths for which DFG has been measured, if we assume that the refractive indices are known in the range of pump and signal wavelengths.

The main idea of this method is that if we want to determine the two principal indices at a given wavelength $\lambda_{i}, n_{o}\left(\lambda_{i}\right)$ and $n_{e}\left(\lambda_{i}\right)$, it is sufficient to know two values of the extraordinary index $n_{e}\left(\lambda_{i}, \theta_{1}\right)$ and $n_{e}\left(\lambda_{i}, \theta_{2}\right)$ at the same idler wavelength $\lambda_{i}$ but corresponding to two different angles $\theta_{1}$ and $\theta_{2}$. These two values are indeed related to the two unknowns of our problem $n_{o}\left(\lambda_{i}\right)$ and $n_{e}\left(\lambda_{i}\right)$ through the expression of the extraordinary index in a uniaxial crystal at $\theta_{1}$ and $\theta_{2}$ (see equation 14) :

$$
\left\{\begin{array}{l}
n_{e}\left(\lambda_{i}, \theta_{1}\right)=\left(\frac{\cos ^{2} \theta_{1}}{n_{o}^{2}\left(\lambda_{i}\right)}+\frac{\sin ^{2} \theta_{1}}{n_{e}^{2}\left(\lambda_{i}\right)}\right)^{-1 / 2}  \tag{119}\\
n_{e}\left(\lambda_{i}, \theta_{2}\right)=\left(\frac{\cos ^{2} \theta_{2}}{n_{o}^{2}\left(\lambda_{i}\right)}+\frac{\sin ^{2} \theta_{2}}{n_{e}^{2}\left(\lambda_{i}\right)}\right)^{-1 / 2}
\end{array}\right.
$$

And it turns out that this system has a unique solution in terms of $n_{o}\left(\lambda_{i}\right)$ and $n_{e}\left(\lambda_{i}\right)$ if $\theta_{1} \neq \theta_{2}$, which can be found by inverting a $2 \times 2$ matrix. The principal ordinary index is given by:

$$
\begin{equation*}
n_{o}\left(\lambda_{i}\right)^{-2}=\frac{\sin ^{2} \theta_{2} n_{e}\left(\lambda_{i}, \theta_{1}\right)^{-2}-\sin ^{2} \theta_{1} n_{e}\left(\lambda_{i}, \theta_{2}\right)^{-2}}{\cos ^{2} \theta_{1} \sin ^{2} \theta_{2}-\cos ^{2} \theta_{2} \sin ^{2} \theta_{1}} \tag{120}
\end{equation*}
$$

While the expression of the principal extraordinary index is:

$$
\begin{equation*}
n_{e}\left(\lambda_{i}\right)^{-2}=\frac{-\cos ^{2} \theta_{2} n_{e}\left(\lambda_{i}, \theta_{1}\right)^{2}+\cos ^{2} \theta_{1} n_{e}\left(\lambda_{i}, \theta_{2}\right)^{2}}{\cos ^{2} \theta_{1} \sin ^{2} \theta_{2}-\cos ^{2} \theta_{2} \sin ^{2} \theta_{1}} \tag{121}
\end{equation*}
$$

In our case, we obtain the two values of the extraordinary index at $\theta_{1}$ and $\theta_{2}$ by exploiting the type I DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{o}\right)$ and type III DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{e}\right)$ tuning curves measured experimentally. The corresponding BPM conditions that we use were given in Table (4):

$$
\left\{\begin{align*}
n_{0}\left(\lambda_{i}\right) & =\frac{\lambda_{i}}{\lambda_{p}} n_{e}\left(\lambda_{p}, \theta_{P M}^{I}\right)-\frac{\lambda_{i}}{\lambda_{s}} n_{o}\left(\lambda_{s}\right)  \tag{122}\\
n_{e}\left(\lambda_{i}, \theta_{P M}^{I I I}\right) & =\frac{\lambda_{i}}{\lambda_{p}} n_{e}\left(\lambda_{p}, \theta_{P M}^{I I I}\right)-\frac{\lambda_{i}}{\lambda_{s}} n_{o}\left(\lambda_{s}\right)
\end{align*}\right.
$$

If the refractive indices of CSP are known in the range of pump and signal wavelengths (from measurements on prisms or interferometric measurements for example), and the phasematching angles $\theta_{P M}^{I}$ and $\theta_{P M}^{I I I}$ have been measured experimentally, it is possible to determine $n_{o}\left(\lambda_{i}\right)=n_{e}\left(\lambda_{i}, \theta=0\right)$ and $n_{e}\left(\lambda_{i}, \theta_{P M}^{I I I}\right)$ from Equations (122).

On Figure (23) one sees that type I DFG is possible for an idler wavelength between 6.15 and 9.5 $\mu \mathrm{m}$, while type III DFG is only possible above $8 \mu \mathrm{~m}$. For idler wavelengths where type I only is possible (i.e. between 6.15 and $8 \mu \mathrm{~m}$ ) the ordinary refractive index is the only principal index that can be determined directly. For idler wavelengths where both type I and type III have been found (i.e. above $8 \mu \mathrm{~m}$ ), the principal extraordinary refractive index can also be obtained by putting $\theta_{1}=0$ and $\theta_{2}=\theta_{P M}^{I I I}$ in Equation (121):

$$
\begin{equation*}
n_{e}\left(\lambda_{i}\right)=\left(\frac{n_{e}\left(\lambda_{i}, \theta_{P M}^{I I I}\right)^{-2}-n_{o}\left(\lambda_{i}\right)^{-2} \cos ^{2} \theta_{P M}^{I I I}}{\sin ^{2} \theta_{P M}^{I I I}}\right)^{-1 / 2} \tag{123}
\end{equation*}
$$

Table (5) gives the resulting values of the principal ordinary and extraordinary refractive indices at the idler wavelength based on the values of the refractive index at the signal and pump wavelengths measured on a prism. The ordinary refractive index is given from 6.15 up to 9.5 $\mu \mathrm{m}$, whereas the value of the extraordinary refractive index is given only above $8 \mu \mathrm{~m}$. It is worth stressing here that these two values are the only ones that are in agreement with both the measurements made using the minimum deviation technique and the direct measurement of the phase-matching angles.

Since the determinations that we perform here are based in part on the values of refractive indices determined using the prism technique, we cannot expect a better accuracy for our results. Because of the centimetrical size of the prism, and because of the range of pump and signal wavelengths considered here ( 1 to $1.3 \mu \mathrm{~m}$ ), the accuracy of these measurements is quite good and can be estimated to be lower than 0.0005 (see section 6.3 .3 for more numerical justification). For a conservative accuracy of $0.5^{\circ}$ on the measurements of the phase-matching angles, the error bars can be computed according to the formulas (122) and (123). The experimental error bars are then between five and ten times higher than the accuracy on the measurements on the prisms, this ratio coming primarily from the ratios between the wavelengths in Equation (122). In our case, the error bars end up in the range 0.002 to 0.005 . Despite such error bars (that could be reduced with a better precision in the phase-matching angle measurements), Table (5) shows that these new values differ significantly from the values extrapolated from prism measurements.

| $\lambda_{i}(\mu \mathrm{~m})$ | New method |  |  |  | Extrapolation from <br> prism method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta_{P M}^{I}\left({ }^{\circ}\right)$ | $\theta_{P M}^{I I I}\left({ }^{\circ}\right)$ | $n_{0}\left(\lambda_{i}\right)$ | $n_{e}\left(\lambda_{i}\right)$ | $n_{o}$ | $n_{e}$ |
| 6.15 | 90 |  | $3.041(6)$ |  | 3.0407 |  |
| 6.2 | 84.5 |  | $3.042(3)$ |  | 3.0403 |  |
| 6.3 | 80 |  | $3.044(5)$ |  | 3.0395 |  |
| 6.5 | 77 |  | $3.043(2)$ |  | 3.0378 |  |
| 6.75 | 74.8 |  | $3.039(6)$ |  | 3.0357 |  |
| 7 | 72.5 |  | $3.037(5)$ |  | 3.0336 |  |
| 7.25 | 69.5 |  | $3.039(2)$ |  | 3.0314 |  |
| 7.5 | 67.5 |  | $3.038(7)$ |  | 3.0291 |  |
| 7.75 | 66.2 |  | $3.036(1)$ |  | 3.0268 |  |
| 7.95 |  | 86 |  |  |  |  |
| 8 | 64.5 | 84.5 | $3.035(9)$ | $2.971(3)$ | 3.0244 | 2.9730 |
| 8.1 |  | 83 |  |  |  |  |
| 8.25 | 63.5 | 80.7 | $3.032(9)$ | $2.966(3)$ | 3.0220 | 2.9706 |
| 8.5 | 62.5 | 77.1 | $3.030(3)$ | $2.963(8)$ | 3.0195 | 2.9681 |
| 8.75 | 62 | 74.5 | $3.025(2)$ | $2.961(3)$ | 3.0169 | 2.9655 |
| 9 | 61.5 | 72.5 | $3.020(2)$ | $2.958(4)$ | 3.0143 | 2.9629 |
| 9.25 | 60.5 | 71.3 | $3.018(5)$ | $2.953(0)$ | 3.0115 | 2.9601 |
| 9.5 | 59.5 | 70.2 | $3.017(3)$ | $2.947(5)$ | 3.0088 | 2.9574 |

Table 5: DFG phase-matching angles and principal refractive indices of CSP determined between 6.15 and $9.5 \mu \mathrm{~m}$ with the new method. The extrapolated values from Equations (111) are shown for comparison.

### 6.2.2 Comments

We would like to stress here, that this method is nothing else than the inversion of the expression of the extraordinary refractive index. What is new to us is the way to obtain the values of the extraordinary refractive index at different angles. The use of the DFG phase-matching angles is a direct way to relate the index of the material at long wavelengths based on the values of the indices at short wavelengths. Such direct measurements of the DFG phase-matching angles can only be obtained with the sphere or cylinder method, that find here a beautiful fundamental application.

It is worth mentioning that with very little modifications, this method should be applicable to many more DFG types, and many more nonlinear crystals. Moreover, we find it very powerful to determine the refractive indices of a crystal in remote part of the spectrum where no sources are available.

Eventually, note that the determination of the two principal refractive indices of a crystal at a given idler wavelength will be all the more accurate as more values of the extraordinary index at different angles are known. A very nice way to obtain these different values is by measuring the phase-matching curves at different pump wavelengths, for example.

### 6.2.3 Results and discussion

Once the values of the two refractive indices were obtained for wavelengths above $6 \mu \mathrm{~m}$, we looked for new Sellmeier equations in agreement with both the measurements made using the minimum deviation technique and our latest values between 6.15 and $9.5 \mu \mathrm{~m}$. Two separate and independent fits (see Figure 27) of the ordinary and extraordinary refractive indices yielded the new Sellmeier coefficients displayed in Equation (124). The resulting dispersion curves do reconcile the measurements made on prism and our new measurements.

They are given by:

$$
\begin{align*}
& n_{o}^{2}(\lambda)=2.59322+\frac{6.75619 \lambda^{2}}{\lambda^{2}-0.09928}-0.00267 \lambda^{2} \\
& n_{e}^{2}(\lambda)=3.65508+\frac{5.39945 \lambda^{2}}{\lambda^{2}-0.11911}-0.00389 \lambda^{2} \tag{124}
\end{align*}
$$

These new dispersion curves match better not only our new values of refractive indices but also the values measured on prism. This makes these equations a priori more reliable than those obtained from the classical method (See Figure 26). The tuning curves predicted with these new Sellmeier equations were calculated and are shown in Figure (28) and (29). The strength of the new method to predict the DFG tuning curves is clear: there is an obvious improvement in the prediction of the DFG tuning curves (See Figure 28). On the other hand, these new Sellmeier coefficients worsen the prediction of the SHG phase-matching angles (See Figure 29). This new


Figure 27: Refractive indices of $\mathrm{CdSiP}_{2}$ determined with our new method and comparison between the new Sellmeier equations given in Equation (124) and the extrapolation above $6 \mu \mathrm{~m}$ of the Sellmeier equations (111).
discrepancy can be attributed to the fact that the large corrections imposed on the indices at the idler wavelengths (above $6 \mu \mathrm{~m}$ ) have substantially modified the refractive indices in the range 3 to $5 \mu \mathrm{~m}$, and by the same extent the SHG phase-matching angles. As a result, this new method does not turn out to be more successful than the "classical" method in terms of predicting all the phase-matching directions measured experimentally. Nevertheless, the strongest argument in favor of this new method is the unicity of the values of the two indices that we can determine. This determination is straightforward and does not require a complicated and nonlinear algorithm involving 12 parameters.

### 6.3 Refractive index accuracy and phase-matching measurements

The work presented so far illustrates how difficult it can be to obtain Sellmeier equations capable to predict both the values of the principal refractive indices and the phase-matching angles of a nonlinear crystal. The measurements performed by Schunemann et al. show that the prediction of the DFG phase-matching angles is problematic even when good measurements are made on a centimetric prism. The comparison between all the Sellmeier equations available for CSP given in [48] has stressed upon the fact that the prediction of both SHG and DFG phase-matching angles is still an issue in CSP. The case of $\mathrm{CdSiP}_{2}$ presented in this dissertation is by no mean an isolated case in the field of phase-matching metrology, as suggested by the controversy on the phase-matching angle of SHG at $10.6 \mu \mathrm{~m}$ in ZGP [64]. It is widely acknowledged that the principal refractive indices must be known with an accuracy in the order of $\delta n= \pm 10^{-4}$ to predict


Figure 28: Type I DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{o}\right)$ and type III DFG $\left(\lambda_{p}^{e}, \lambda_{s}^{o}, \lambda_{i}^{e}\right)$ tuning curves of $\mathrm{CdSiP}_{2}$ with a pump at $\lambda_{p}=1.064 \mu \mathrm{~m}$ The purple curves are calculated with Equations (124). The green curves still correspond to calculations from Equations (111).


Figure 29: Type I SHG ( $\lambda_{\omega}^{o}, \lambda_{2 \omega}^{e}$ ) and type II SHG ( $\lambda_{\omega}^{o, e}, \lambda_{2 \omega}^{e}$ ) tuning curves of $\mathrm{CdSiP}_{2}$. The purple curves are calculated with Equations (124). The green curves still correspond to calculations from Equations (111).
the phase-matching angles with an accuracy better than $0.5^{\circ}$. In this work we want to discuss this statement: we provide an exhaustive and qualitative analysis that relates the accuracy of the principal refractive indices to that of the phase-matching angle calculations. As far as we know, such a study has never been reported, mostly because of the heavy and tedious calculations it requires. We have carried out all these calculations and we present now some of the results that we obtained with a specific focus on negative uniaxial crystals such as CSP.

### 6.3.1 Example of calculation procedure

We develop here the classical uncertainty calculation procedure that we carried out. For the sake of clarity, we chose to present only the calculation for Type I DFG in CSP.

We first assume that the phase-matching condition is fulfilled. And this constitutes the zero ${ }^{\text {th }}$ order of our calculation:

$$
\begin{equation*}
\frac{n_{e}\left(\lambda_{p}, \theta_{P M}\right)}{\lambda_{p}}=\frac{n_{o}\left(\lambda_{s}\right)}{\lambda_{s}}+\frac{n_{o}\left(\lambda_{i}\right)}{\lambda_{i}} \tag{125}
\end{equation*}
$$

When small variations $\delta n_{o}^{p}, \delta n_{e}^{p}, \delta n_{o}^{s}$, and $\delta n_{o}^{i}$ of the principal refractive indices $n_{o}\left(\lambda_{p}\right), n_{e}\left(\lambda_{p}\right)$, $n_{o}\left(\lambda_{s}\right)$, and $n_{o}\left(\lambda_{i}\right)$ are taken into account, the phase-matching angle is varied by a small amount $\delta \theta_{P M}$. The phase-matching condition (125) can then be rewritten as:

$$
\begin{equation*}
\frac{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)+\delta n_{e x}\left(\lambda_{p}, \theta_{P M}\right)}{\lambda_{p}}=\frac{n_{0}\left(\lambda_{s}\right)+\delta n_{o}^{s}}{\lambda_{s}}+\frac{n_{0}\left(\lambda_{i}\right)+\delta n_{o}^{i}}{\lambda_{i}} \tag{126}
\end{equation*}
$$

And in order to relate the variation of the phase-matching angle, $\delta \theta_{P M}$, to the variations $\delta n_{o}^{p}$, $\delta n_{e}^{p}, \delta n_{0}^{s}$, and $\delta n_{0}^{i}$, we first need to differentiate the expression of the extraordinary index given in Equation (14):

$$
\begin{equation*}
n_{e x}(\lambda, \theta)=\left[\frac{\cos ^{2} \theta}{n_{o}^{2}(\lambda)}+\frac{\sin ^{2} \theta}{n_{e}^{2}(\lambda)}\right]^{-1 / 2} \tag{127}
\end{equation*}
$$

The subsript -ex means that we refer to the spatially dependent value of the extraordinary index and not to the principal value of the extraordinary index. Small variations of the principal refractive indices $\delta n_{o}$ or $\delta n_{e}$ and of the angle $\delta \theta$ will modify $n_{e x}$ through its partial derivatives and according to :

$$
\begin{equation*}
\delta n_{e x}(\lambda, \theta)=\frac{\partial n_{e x}}{\partial \theta} \delta \theta+\frac{\partial n_{e x}}{\partial n_{o}} \delta n_{o}+\frac{\partial n_{e x}}{\partial n_{e}} \delta n_{e} \tag{128}
\end{equation*}
$$

The three partial derivatives in Equation (128) can be worked out and one finds :

$$
\delta n_{e x}(\lambda, \theta)=\frac{1}{2} \sin (2 \theta)\left(n_{e}(\lambda)^{-2}-n_{o}(\lambda)^{-2}\right) n_{e x}(\lambda, \theta)^{3} \delta \theta+\cos ^{2} \theta \frac{n_{e x}(\lambda, \theta)^{3}}{n_{o}(\lambda)^{3}} \delta n_{o}+\sin ^{2} \theta \frac{n_{e x}(\lambda, \theta)^{3}}{n_{e}(\lambda)^{3}} \delta n_{e}
$$

By plugging this equation into Equation (126) and developing $n_{e x}\left(\lambda_{p}, \theta\right)$ one finds:

$$
\begin{aligned}
\frac{1}{2} \sin \left(2 \theta_{P M}\right)\left(n_{e}\left(\lambda_{p}\right)^{-2}-n_{o}\left(\lambda_{p}\right)^{-2}\right) n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3} \delta \theta_{P M} & +\cos ^{2} \theta_{P M} \frac{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3}}{n_{o}\left(\lambda_{p}\right)^{3}} \delta n_{o}^{p}+\sin ^{2} \theta_{P M} \frac{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3}}{n_{e}\left(\lambda_{p}\right)^{3}} \delta n_{e}^{p} \\
= & \lambda_{p}\left(\frac{\delta n_{o}^{s}}{\lambda_{s}}+\frac{\delta n_{o}^{i}}{\lambda_{i}}\right)
\end{aligned}
$$

For $\theta_{P M} \neq 90^{\circ}$, and this is an important assumption for the following work that we present here, we then get:

$$
\delta \theta_{P M}=\frac{-\cos ^{2} \theta \frac{n_{e x}^{3}\left(\lambda_{p}, \theta_{P M}\right)}{n_{o}\left(\lambda_{p}\right)^{3}} \delta n_{o}^{p}-\sin ^{2} \theta \frac{n_{e x}^{3}\left(\lambda_{p}, \theta_{P M}\right)}{n_{e}\left(\lambda_{p}\right)^{3}} \delta n_{e}^{p}+\lambda_{p}\left(\frac{\delta n_{o}^{s}}{\lambda_{s}}+\frac{\delta n_{o}^{i}}{\lambda_{i}}\right)}{\frac{1}{2} \sin \left(2 \theta_{P M}\right)\left(n_{e}\left(\lambda_{p}\right)^{-2}-n_{o}\left(\lambda_{p}\right)^{-2}\right) n_{e x}^{3}\left(\lambda_{p}, \theta_{P M}\right)}
$$

After some simplifications, it then comes:

$$
\begin{align*}
\delta \theta_{P M}= & \frac{1}{\Delta n\left(\lambda_{p}\right)}\left(-\frac{\cot \theta_{P M}}{2} \delta n_{o}^{p}-\frac{\tan \theta_{P M} n_{o}\left(\lambda_{p}\right)^{3}}{2} \frac{n_{e}\left(\lambda_{p}\right)^{3}}{} \delta n_{e}^{p}\right)  \tag{129}\\
& +\frac{1}{\Delta n\left(\lambda_{p}\right)}\left(\frac{\lambda_{p}}{\lambda_{s}} \frac{1}{\sin 2 \theta_{P M}} \frac{n_{o}\left(\lambda_{p}\right)^{3}}{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3}} \delta n_{o}^{s}+\frac{\lambda_{p}}{\lambda_{i}} \frac{1}{\sin 2 \theta_{P M}} \frac{n_{o}\left(\lambda_{p}\right)^{3}}{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3}} \delta n_{o}^{i}\right)
\end{align*}
$$

where we have used the value of the birefringence at the pump wavelength :

$$
\begin{equation*}
\Delta n\left(\lambda_{p}\right)=n_{e}\left(\lambda_{p}\right)-n_{o}\left(\lambda_{p}\right) \tag{130}
\end{equation*}
$$

The expression (129) gives directly the change in the phase-matching angle $\delta \theta_{P M}$ due to small variations of the refractive indices $\delta n_{o}^{p}, \delta n_{e}^{p}, \delta n_{o}^{s}$, and $\delta n_{o}^{i}$. And the partial derivatives of the phase-matching angle are (now !) easily obtained by identifying Equation (129) with:

$$
\begin{equation*}
\delta \theta_{P M}=\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{p}\right)} \delta n_{o}^{p}+\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{s}\right)} \delta n_{o}^{s}+\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{i}\right)} \delta n_{o}^{i}+\frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{p}\right)} \delta n_{e}^{p}+\frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{s}\right)} \delta n_{s}^{s}+\frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{i}\right)} \delta n_{e}^{i} \tag{131}
\end{equation*}
$$

### 6.3.2 Matrix formalism and results for CSP

For DFG, the partial derivatives of the phase-matching angle with respect to the refractive indices can be summarized in a matrix $J_{D F G}$ that we define as:

$$
J_{D F G}=\left(\begin{array}{cc}
\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{p}\right)} & \frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{p}\right)}  \tag{132}\\
\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{s}\right)} & \frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{s}\right)} \\
\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{i}\right)} & \frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{i}\right)}
\end{array}\right)
$$

- For type I DFG, the corresponding matrix is obtained directly from Equations (129) and (131). It writes:

$$
J_{D F G \text { TypeI }}=\frac{1}{\Delta n\left(\lambda_{p}\right)}\left(\begin{array}{cc}
-\frac{\cot \theta_{P M}}{2} & -\frac{\tan \theta_{P M}}{2} \times \frac{n_{o}\left(\lambda_{p}\right)^{3}}{n_{e}\left(\lambda_{p}\right)^{3}}  \tag{133}\\
\frac{\lambda_{p}}{\lambda_{s}} \times \frac{1}{\sin 2 \theta_{P M}} \times \frac{n_{o}\left(\lambda_{p}\right)^{3}}{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3}} & 0 \\
\frac{\lambda_{p}}{\lambda_{i}} \times \frac{1}{\sin 2 \theta_{P M}} \times \frac{n_{o}\left(\lambda_{p}\right)^{3}}{n_{e x}\left(\lambda_{p}, \theta_{P M}\right)^{3}} & 0
\end{array}\right)
$$

where $\Delta n\left(\lambda_{p}\right)=n_{e}\left(\lambda_{p}\right)-n_{o}\left(\lambda_{p}\right)$.

- The matrix corresponding to type III DFG was also obtained in a similar manner. It writes:

$$
J_{\text {DFG TypeIII }}=\frac{1}{\left(\Delta n_{\text {DFG III }}\right)}\left(\begin{array}{cc}
-\frac{\lambda_{s}}{\lambda_{p}} \frac{\cot \theta n_{e x}\left(\lambda_{p}, \theta\right)^{3}}{2} \frac{\lambda_{s}}{n_{o}\left(\lambda_{p}\right)^{3}} & -\frac{\tan \theta n_{e x}\left(\lambda_{p}, \theta\right)^{3}}{\lambda_{p}} \frac{1}{2} \frac{n_{e}\left(\lambda_{p}\right)^{3}}{}  \tag{134}\\
\frac{1}{\sin 2 \theta} & 0 \\
\frac{\lambda_{s}}{\lambda_{i}} \frac{\cot \theta n_{e x}\left(\lambda_{i}, \theta\right)^{3}}{2} \frac{\lambda_{s}}{n_{o}\left(\lambda_{i}\right)^{3}} & \frac{\tan \theta n_{e x}\left(\lambda_{i}, \theta\right)^{3}}{\lambda_{i}} \frac{2}{n_{e}\left(\lambda_{i}\right)^{3}}
\end{array}\right)
$$

where

$$
\begin{equation*}
\Delta n_{D F G I I I}=\frac{\lambda_{s}}{\lambda_{p}} \frac{n_{e x}\left(\lambda_{p}, \theta\right)^{3}}{n_{o}\left(\lambda_{p}\right)^{3}} \Delta n\left(\lambda_{p}\right)-\frac{\lambda_{s}}{\lambda_{i}} \frac{n_{e x}\left(\lambda_{i}, \theta\right)^{3}}{n_{o}\left(\lambda_{i}\right)^{3}} \Delta n\left(\lambda_{i}\right) \tag{135}
\end{equation*}
$$

Similarly to the case of DFG , we can use a $2 \times 2$ matrix $J_{S H G}$ to represent the results of the uncertainty on the types I and II SHG phase-matching angles. This matrix is chosen as:

$$
J_{S H G}=\left(\begin{array}{cc}
\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{\omega}\right)} & \frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{\omega}\right)}  \tag{136}\\
\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{2 \omega}\right)} & \frac{\partial \theta_{P M}}{\partial n_{e}\left(\lambda_{2 \omega}\right)}
\end{array}\right)
$$

- For Type I SHG, we obtained the following matrix:

$$
J_{S H G I}=\frac{1}{\Delta n\left(\lambda_{2 \omega}\right)}\left(\begin{array}{cc}
\frac{1}{\sin 2 \theta_{P M}} \times \frac{n_{o}\left(\lambda_{2 \omega}\right)^{3}}{n_{e x}\left(\lambda_{2 \omega}, \theta\right)^{3}} & 0  \tag{137}\\
-\frac{\cot \theta_{P M}}{2} & -\frac{\tan \theta_{P M}}{2} \frac{n_{o}\left(\lambda_{2 \omega}\right)^{3}}{n_{e}\left(\lambda_{2 \omega}\right)^{3}}
\end{array}\right)
$$

where $\Delta n\left(\lambda_{2 \omega}\right)$ is the birefingence at $\lambda_{2 \omega}$.

- For Type II SHG, the matrix has four non-vanishing elements and writes :

$$
J_{S H G ~ I I}=\frac{1}{\left(\Delta n_{S H G ~ I I}\right)}\left(\begin{array}{cc}
\frac{1}{\sin 2 \theta_{P M}}+\frac{\cot \theta_{P M}}{2} \times \frac{n_{e x}\left(\lambda_{\omega}, \theta_{P M}\right)^{3}}{n_{0}\left(\lambda_{\omega}\right)^{3}} & \frac{\tan \theta_{P M}}{2} \times \frac{n_{e x}\left(\lambda_{\omega}, \theta_{P M}\right)^{3}}{n_{e}\left(\lambda_{\omega}\right)^{3}}  \tag{138}\\
-\cot \theta_{P M} \frac{n_{e x}\left(\lambda_{2 \omega}, \theta_{P M}\right)^{3}}{n_{o}\left(\lambda_{2 \omega}\right)^{3}} & -\tan \theta_{P M} \frac{n_{e x}\left(\lambda_{2 \omega}, \theta_{P M}\right)^{3}}{n_{e}\left(\lambda_{2 \omega}\right)^{3}}
\end{array}\right)
$$

where

$$
\begin{equation*}
\Delta n_{S H G ~ I I}=2 \frac{n_{e x}\left(\lambda_{2 \omega}, \theta_{P M}\right)^{3}}{n_{0}\left(\lambda_{2 \omega}\right)^{3}} \Delta n\left(\lambda_{2 \omega}\right)-\frac{n_{e x}\left(\lambda_{\omega}, \theta_{P M}\right)^{3}}{n_{0}\left(\lambda_{\omega}\right)^{3}} \Delta n\left(\lambda_{\omega}\right) \tag{139}
\end{equation*}
$$

Once again, the most important aspect of this (heavy) formalism is probably that it allows to separate the contributions of the different principal refractive indices to the error made on the prediction of the phase-matching angle. For example for type I DFG, a small variation of the principal ordinary refractive index at the idler wavelength $\delta n_{o}^{i}$ leads to a variation of the phase-matching angle $\left.\delta \theta_{P M}\right)_{n_{o}^{i}}$ given by :

$$
\begin{equation*}
\left.\delta \theta_{P M}\right)_{n_{o}^{i}}=\frac{\partial \theta_{P M}}{\partial n_{o}\left(\lambda_{i}\right)} \delta n_{o}^{i} \tag{140}
\end{equation*}
$$

Using the matrix $J_{D F G}$ TypeI in Equation (133) one finds:

$$
\begin{equation*}
\left.\delta \theta_{P M}\right)_{n_{o}^{i}}=\frac{1}{\Delta n\left(\lambda_{p}\right)} \times \frac{\lambda_{p}}{\lambda_{i}} \times \frac{1}{\sin 2 \theta_{P M}} \times \frac{n_{o}\left(\lambda_{p}\right)^{3}}{n_{e x}\left(\lambda_{p}, \theta\right)^{3}} \delta n_{o}^{i} \tag{141}
\end{equation*}
$$

The role of the birefringence must be stressed here. Equation (141) shows that in crystals with a large birefringence, the change (or uncertainty) in the phase-matching angles due to variations (or uncertainties) on the refractive indices will be lower. It also shows that the phase-matching angles of crystals with a large birefringence are more tolerant to refractive indices uncertainties. In the case of CSP, the birefringence is large [42]: $n_{e}-n_{o} \approx-0.05$, and it can be expected that small uncertainties in the values of the refractive indices will not impact too much the calculations of the phase-matching angles.

### 6.3.3 Numerical results

We now use the analytical results obtained previously to shine a new light on the work presented so far on the phase-matching angles in CSP. It is important to mention that the contribution of
the different refractive indices given in the J matrices above are strictly speaking depending on the wavelength at which the measurements are done (through either the dispersion of the birefrigence or the dispersion of the indices). Nevertheless, in the case of SHG, the variations of these contributions and especially of the ratio of the refractive indices appearing in the J matrices in Equations (137) and (138) are very small. As a consequence, the angular dependency of these contributions will be only analyzed in the case of a fixed fundamental wavelength at 6 $\mu \mathrm{m}$. This wavelength corresponds to an "average" value of the fundamental SHG phase-matching wavelengths of CSP as shown on Figure (22). As for the DFG, the dispersion of the contributions cannot usually be neglected. It turns out that when the idler and signal wavelengths are far from degeneracy, the terms in the J matrices (133) and (134) are much less dispersive and the angular dependency takes over. We will then consider an idler wavelength of $8 \mu \mathrm{~m}$ for the calculations shown thereafter, since the two types of DFG have been measured for this idler wavelength in CSP (see Figure 23).
Lastly, the acceptable level of accuracy for the phase-matching measurements will be $0.5^{\circ}$.

### 6.3.3.1 Second Harmonic Generation

In this section we assume that all the refractive indices are measured (or determined) with an accuracy of $\delta n= \pm 0.0001$. And we want to compare the overall error it induces in the prediction of the phase-matching angles.

We start with type I SHG. We have plotted on Figure (30) the absolute values of the individual contributions of the three principal refractive indices to the phase-matching angle accuracy. These contributions are given as a function of the phase-matching angle and for a fundamental wavelength of $\lambda_{\omega}=6 \mu \mathrm{~m}$.

We see that the contributions of the three principal refractive indices are equivalent and remain below $0.15^{\circ}$ when the phase-matching angle is between $45^{\circ}$ and $60^{\circ}$, with the corresponding overall accuracy ( sum of errors) falling below $0.3^{\circ}$. Above $60^{\circ}$, the contribution of the principal ordinary refractive index at $\lambda_{2 \omega}$, has decreased to below $0.05^{\circ}$ and this refractive index does not impact much the phase-matching angle calculations. On the other hand, the phase-matching angle is more strongly affected by the uncertainties in the values of the ordinary index at $\lambda_{\omega}$ and of the extraordinary index at $\lambda_{2 \omega}$, so that their contributions dominate in the overall error $\delta \theta_{P M}$. This is a general feature that we have identified: there is always one or two principal refractive indices whose measurements limit the accuracy of the phase-matching angle calculations more than the others.

The phase-matching angles of Type I SHG in CSP have been found to lie in the range $40^{\circ}-60^{\circ}$ (see Figure 22). Around $\theta_{P M}=45^{\circ}$, the contributions of the three refractive indices can be seen to be equivalent. For the same theoretical uncertainty $\delta n= \pm 0.0001$ the phase-matching uncertainty is $\delta \theta_{P M}=0.23^{\circ}$.

Type II SHG on the other hand is much more demanding, mostly because the phase-matching angles are much closer to $90^{\circ}$. We have plotted the same curves as Figure (30) for Type II SHG on Figure (31). In the range where type II SHG phase-matching angles were measured, the same error


Figure 30: Plot of the absolute values of the different contributions of the principal refractive indices to the phase-mismatch error as a function of the phase-matching angle for type I SHG in $\mathrm{CdSiP}_{2}$. An error of o.ooot is assumed on each refractive index, the fundamental wavelength is set at $6 \mu \mathrm{~m}$ for the calculations presented here. The birefringence is -0.05 .
$\delta n= \pm 0.0001$ results in an uncertainty of about $1.2^{\circ}$ on the phase-matching angle. But contrary to Type I SHG, the contributions of the four indices are not equivalent, $n_{e}\left(\lambda_{2 \omega}\right)$ having a much stronger contribution than the others.

Based on these results it is possible to determine the maximum allowable uncertainty on each refractive index that would result in a prediction of the SHG phase-matching angles with an accuracy better than $0.5^{\circ}$. The results are shown for a fundamental wavelength at $6 \mu \mathrm{~m}$ in Table (6). As expected, the refractive indices with the higher contributions have the tightest requirements. For Type I SHG, there is only the refractive index at $\lambda_{\omega}$ that must be known with a good accuracy. For Type II SHG, three of the four indices must be known with an accuracy of 0.0025 . This is the consequence of higher phase-matching angles as shown on Figure (31).

|  | Type I SHG | Type II SHG |
| :---: | :---: | :---: |
| $\theta_{P M}$ | $43^{\circ}$ | $77^{\circ}$ |
| $\delta n_{o}\left(\lambda_{\omega}\right)$ | $4.5 \times \mathbf{1 0}^{-4}$ | $2.0 \times 10^{-4}$ |
| $\delta n_{e}\left(\lambda_{\omega}\right)$ | Infinite | $2.3 \times 10^{-4}$ |
| $\delta n_{o}\left(\lambda_{2 \omega}\right)$ | $1 \times 10^{-3}$ | $1.6 \times 10^{-3}$ |
| $\delta n_{e}\left(\lambda_{2 \omega}\right)$ | $1 \times 10^{-3}$ | $\mathbf{1 . 2 \times 1 0 ^ { - 4 }}$ |

Table 6: Maximum uncertainties on the principal refractive indices that can be tolerated if an accuracy better than $0.5^{\circ}$ is targeted on the SHG phase-matching angles. The fundamental wavelength is $\lambda_{\omega}=6 \mu \mathrm{~m}$.. The numbers appearing in bold heading are the most stringent requirements.


Figure 31: Plot of the absolute values of the different contributions of the principal refractive indices to the phase-mismatch error as a function of the phase-matching angle for type II SHG in $\mathrm{CdSiP}_{2}$, when an error of o.0001 is assumed on each refractive index. The birefringence is -0.05, and the fundamental wavelength is set at $6 \mu \mathrm{~m}$ for the calculations presented here.

Based on these calculations, we now try to give an estimation of the accuracy of the measurements made by Schunemann on prism. The difference between the calculations from Equation (111) and the measurements of the SHG phase-matching angles are shown on Figure (32). For Type I SHG, and except at $43^{\circ}$, these differences are randomly distributed around $0^{\circ}$, with an amplitude that does not exceed $0.7^{\circ}$ (see Figure 32). Since for uncertainties of 0.0001, the scattering of the phase-matching angles is predicted to be about $0.13^{\circ}$ (see Figure 30), the accuracy of the measurements on prism can then be assessed to be at least as good as $\pm 0.0004$ or $\pm 0.0005$ over the range of wavelengths solicited in type I SHG (i.e. between 2 and $8 \mu \mathrm{~m}$ ). The fact that the measurements are performed over the range 40 to $60^{\circ}$ must be stressed: predicting type I SHG phase-matching angles around $45^{\circ}$ is the least problematic situation. In this range, the uncertainties on the refractive indices induce small modifications of the phase-matching angles. As for Type II SHG, calculations made with Equations (111) predict the phase-matching angles with a constant error of $0.5^{\circ}$ and a random distribution of amplitude about $0.7^{\circ}$ (see Figure 32). The index with the strongest contribution is $n_{e}\left(\lambda_{2 \omega}\right)$. And one sees on Figure (31) how critical this value is. An uncertainty or mistake as low as o.0001 would induce an error on the calculation of the phase-matching angle between 0.5 and $1^{\circ}$. The other indices have smaller contributions, and a scattering of the measurements of $0.7^{\circ}$ remains possible with uncertainties in the range of 0.0004 . This value probably constitutes the average accuracy of the measurements made on prism between 2 and $8 \mu$ m.


Figure 32: Deviations between the SHG phase-matching angles from our measurements and the calculations from Equations (111).

### 6.3.3.2 Difference Frequency Generation

We now present the numerical simulations for Type I DFG. The theoretical uncertainty on the indices is still taken as $\delta n= \pm 0.0001$ for the numerical simulations. Figure (33) gives the separate and overall contributions of the different refractive indices involved in the phase-matching calculations. The phase-matching angles of Type I DFG are in the range $60^{\circ}$ to $90^{\circ}$ as shown on Figure (23).

An accuracy as good as o.0001 on all the refractive indices induces an error on the calculation of the phase-matching angles smaller than $0.5^{\circ}$ if the phase-matching angle is below $75^{\circ}$, and between $0.5^{\circ}$ and $1.5^{\circ}$ for $\theta_{P M}>75^{\circ}$. The two refractive indices that contribute the most to the uncertainty of the phase-matching angle calculations are $n_{o}\left(\lambda_{s}\right)$ and $n_{e}\left(\lambda_{p}\right)$. This seems to confirm our analysis from Section (6.2.3) where we have found that the hypothesis of a mistake on the values of the indices at long wavelengths was not satisfactory to account for the discrepancies observed in Figure (23). The accuracy of $n_{o}\left(\lambda_{s}\right)$ and $n_{e}\left(\lambda_{p}\right)$ is actually dominating the accuracy with which one can predict the DFG phase-matching angles. This finding is even more strongly supported by the analysis of the different contributions of the refractive indices to Type III DFG phase-matching calculations, as shown on Figure (34). In the range where Type III DFG measurements have been performed, the extraordinary refractive index at the pump wavelength can be seen to have an impact almost five times stronger than the other indices on the uncertainty of the phase-matching angles.

We have plotted on Figure (35) the discrepancy between the measurements of the DFG phasematching angles and the results obtained from calculations with Equations (111). In these measurements it is important to see that since the pump wavelength is fixed, $n_{e}\left(\lambda_{p}\right)$ and $n_{o}\left(\lambda_{p}\right)$


Figure 33: Plot of the absolute values of the different contributions of the principal refractive indices to the phase-mismatch error as a function of the phase-matching angle for type I DFG in $\mathrm{CdSiP}_{2}$, when an error of o.0oo1 is assumed on each refractive index. The birefringence is -0.05.
are constant, while $n_{o}\left(\lambda_{s}\right), n_{o}\left(\lambda_{i}\right), n_{e}\left(\lambda_{s}\right), n_{e}\left(\lambda_{i}\right)$ change because of the changes of the phasematching wavelengths. It is therefore legitimate to assume that the amplitude of the scattering of the deviations observed on Figure (35) arise from a scattering of the values of the refractive indices over the range of signal and idler, while the constant deviations of these measurements are due to a mistake on the value of the indices at the pump wavelength.

We will not go further in the numerical analysis of the deviations between the experimental and calculated DFG phase-matching angles because of the experimental uncertainties involved in the measurements on sphere. However, we believe that such an analysis could lead to the implementation of a fast and efficient algorithm that makes the best use of the phase-matching angle measurements to refine the values of the refractive indices of a crystal.


Figure 34: Plot of the absolute values of the different contributions of the principal refractive indices to the phase-mismatch error as a function of the phase-matching angle for type III DFG in $\mathrm{CdSiP}_{2}$, when an error of o.ooot is assumed on each refractive index. The birefringence is -0.05 .


Figure 35: Deviations between the DFG phase-matching angles measurements and the calculations from Equations (111).

The first part of this work consisted in the simultaneous fit of the four tuning curves measured experimentally. The convergence of a nonlinear algorithm yielded a first set of new Sellmeier coefficients for CSP (Equations 118) that predicts the SHG phase-matching curves with a very good accuracy, as well as the DFG tuning curves with a better overall accuracy than any other coefficients [48] proposed for CSP including Equations (111). Nevertheless, the birefringence obtained with these coefficients is substantially lower than what was measured previously in $\mathrm{CdSiP}_{2}$. The values of the principal refractive indices are also higher by 0.2 than what was measured on prisms.

As a consequence, in the second part, we tried to reconcile the measurements made on sphere and the measurements made on prism. A new method has been proposed to do so. We assumed that the measurements of the refractive indices on prisms were correct between 1 and $1.3 \mu \mathrm{~m}$, and by combining properly the BPM conditions it was possible to determine the values of the refractive indices of the crystal above $6 \mu \mathrm{~m}$ in agreement with the DFG phase-matching directions. Sellmeier Equations (124) were then obtained from the fits of both the values measured on prism and the new values determined with our new method. These Sellmeier coefficients are in good agreement with the refractive indices measured by Schunemann on prism up to $3 \mu \mathrm{~m}$, and they turn out to be the best coefficients to predict the DFG tuning curves measured on $\mathrm{CdSiP}_{2}$. However they are unable to predict the SHG tuning curves obtained experimentally when the fundamental wavelength is above $5 \mu \mathrm{~m}$.

As it was very difficult to obtain new Sellmeier equations giving both a good estimate of the values of the refractive indices and a good prediction of the phase-matching directions, we decided to investigate more in depth the relation between the accuracy of the refractive index measurements and that of the calculations of the phase-matching angles. The analytical expressions of the partial derivatives of the phase-matching angles that we obtained turn out to be very useful for the interpretation of the phase-matching curves. We have separated the different contributions of all the principal refractive indices involved in the calculations of the phase-matching angles and found that their different contributions vary strongly with the phase-matching angle. We emphasized the role of the birefringence in these calculations: we have seen that crystals with a large birefringence are more tolerant towards uncertainties of the refractive indices. Thanks to to its high birefringence, CSP is a very favorable case when the phase-matching must be predicted. For SHG in this crystal, when the phase-matching angle is near $45^{\circ}$, an accuracy of 0.0004 on all the refractive indices is good enough to predict the phase-matching angles within $0.5^{\circ}$. On the other hand, when the phase-matching gets closer to $70^{\circ}$, there is always one or two principal refractive indices that limit the accuracy more than the others. And it is the uncertainty on these indices that should be taken into account when one wants to predict the SHG phase-matching angles with a good accuracy. For Type II SHG it is the refractive index at the fundamental wavelength that must be determined with the best accuracy. The case of DFG phase-matching angles is even more demanding in terms of accuracy on the refractive indices. We have estimated that an accuracy of
o.0004, which is generally sufficient to predict the SHG phase-matching angles, is by no means capable of predicting the DFG phase-matching angles with a good accuracy. We advocate that measuring the DFG phase-matching directions with another pump wavelength should solve the too high dependency of the phase-matching angles on the ordinary and extraordinary refractive index at the pump wavelength.

## 7

## INFRARED SUPERCONTINUUM GENERATION IN CSP

In this short chapter, we adress another topic: we investigate the conditions required to generate the broadest spectrum in a BPM crystal, and we apply these results to CSP.

### 7.1 INTEREST OF A SUPERCONTINUUM

Broadband as a lamp, bright as a laser [65]... Supercontinuum sources bridge the gap between classical incoherent but wide spectrum lamps and laser with a good spatial coherence and a high brightness. By combining the properties of these two types of light sources, supercontinua are expected to become highly useful in many different fields including gas detection or metrology [65]. Multispectral imaging has already opened new possibilities in the the field of microscopy [66]. Supercontinuum in the visible spectrum is now available commercially [67]. Photonic fibers provide single mode operation with very little pointing instability which are highly desirable features. The main physical mechanisms responsible for broadening in photonic crystal fibers have been identified [68]. Nevertheless, the longest wavelength of a supercontinuum generated in a photonic fiber is intrinsically limited by the onset of absorption of the fiber material. In the case of ZBLAN fiber, the spectra are typically restricted to below $4.5 \mu \mathrm{~m}$ [69]. New solutions leading to supercontinuum spanning the mid-infrared are still needed. Pumping an OPO at degeneracy with femtosecond pulses [70] is a very promising solution. Intracavity spectroscopy in broadband degenerate OPOs was recently applied successfully to the detection of traces of the main greenhouse gases [71], and could lead to applications in human breath analysis. Other options to generate mid-IR supercontinua are the use of chirped QPM gratings [72] or non-collinear phase-matching [73]. In this work we investigate the possibilities of using collinear birefringent phase-matching. It is shown that a good choice of the pump wavelength and BPM angle can lead to a "superdegeneracy" [48].

### 7.2 THEORETICAL TREATMENT

Here we are interested in deriving the conditions leading to the parametric generation of a spectrum as broad as possible in the transparency range of a second order nonlinear crystal. Only collinear type I DFG interactions are considered because Type I spectral acceptances are greater
than Type II and Type III. Let $\omega_{p}, \omega_{s}$ and $\omega_{i}$ be the pump, signal and idler circular frequencies, with $\omega_{p}=\omega_{s}+\omega_{i}$. Type I collinear phase-mismatch $\Delta k^{I}$ writes:

$$
\begin{equation*}
\Delta k^{I}=k^{-}\left(\omega_{p}, \theta\right)-k^{+}\left(\omega_{s}, \theta\right)-k^{+}\left(\omega_{i}, \theta\right) \tag{142}
\end{equation*}
$$

For a given pump frequency $\overline{\omega_{p}}$, in a given direction of propagation $\bar{\theta}$, the phase mismatch can be expanded around degeneracy $2 \omega_{s} \rightarrow \overline{\omega_{p}}$ as:

$$
\Delta k^{I}\left(\omega_{s}, \bar{\theta}\right) \underset{\omega_{s} \rightarrow \overline{\omega_{p}} / 2}{\approx}\left\{\begin{array}{c}
\Delta k^{I}\left(\frac{\overline{\omega_{p}}}{2}, \bar{\theta}\right)  \tag{143}\\
\left.-\left(\omega_{s}-\frac{\overline{\omega_{p}}}{2}\right)^{2} \frac{\partial^{2} k^{+}}{\partial \omega^{2}}\right)_{\overline{\omega_{p}} / 2} \\
\left.-\frac{1}{12}\left(\omega_{s}-\frac{\overline{\omega_{p}}}{2}\right)^{4} \frac{\partial^{4} k^{+}}{\partial \omega^{4}}\right)_{\overline{\omega_{p}} / 2}
\end{array}\right.
$$

If the direction of propagation $\bar{\theta}$ is chosen as the phase-matching direction at degeneracy, i.e.:

$$
\begin{equation*}
\Delta k^{I}\left(\frac{\overline{\omega_{p}}}{2}, \bar{\theta}\right)=0 \tag{144}
\end{equation*}
$$

then, the first term in Equation (143) vanishes and in the most general case, the Taylor Young expansion becomes:

$$
\begin{equation*}
\left.\Delta k^{I}\left(\omega_{s}, \bar{\theta}\right) \underset{\omega_{s} \rightarrow \widetilde{\omega_{p}} / 2}{\approx}-\left(\omega_{s}-\frac{\overline{\omega_{p}}}{2}\right)^{2} \frac{\partial^{2} k^{+}}{\partial \omega^{2}}\right)_{\overline{\omega_{p}} / 2} \tag{145}
\end{equation*}
$$

The phase-matching is therefore of a second order type, which is the usual case around degeneracy. But this expression is valid only if the second order derivative does not vanish. When it vanishes, i.e. for a specific pump frequency $\omega_{p}^{*}$ that satisfies the following relation:

$$
\begin{equation*}
\left.\frac{\partial^{2} k^{+}}{\partial \omega^{2}}\right)_{\omega_{p}^{*} / 2}=0 \tag{146}
\end{equation*}
$$

In this case, and only in this case, the phase-mismatch is given by a fourth order term with much smoother variations:

$$
\begin{equation*}
\left.\Delta k\left(\omega_{s}, \bar{\theta}\right) \underset{\omega_{s} \rightarrow \omega_{p}^{*} / 2}{\approx}-\frac{1}{12}\left(\omega_{s}-\frac{\omega_{p}^{*}}{2}\right)^{4} \frac{\partial^{4} k^{+}}{\partial \omega^{4}}\right)_{\omega_{p}^{*} / 2} \tag{147}
\end{equation*}
$$

And Equations (144) and (146) are the two mathematical conditions on the phase-matching angle and pump wavelength required to generate a supercontinuum in a BPM crystal. Physically
speaking, the condition (146) states that the signal and idler must be generated close to the zero dispersion wavelength (ZDW), $\lambda_{\text {ZDW }}$, of the higher index of a crystal, and given by:

$$
\begin{equation*}
\left.\frac{d^{2} n^{+}}{d \lambda^{2}}\right)_{\lambda_{Z D W}}=0 \tag{148}
\end{equation*}
$$

The pump wavelength for which the supercontinuum is possible, $\lambda_{p}^{*}$, must be computed as half this ZDW (See Figure 36a):

$$
\begin{equation*}
\lambda_{p}^{*}=\frac{\lambda_{Z D W}}{2} \tag{149}
\end{equation*}
$$

Once this pump wavelength has been determined, the optimal phase-matching angle, $\theta_{P M}^{*}$, can be calculated or determined experimentally as the phase-matching angle of type I SHG for this specific fundamental ZDW (See Figure 36b).

For $\mathrm{CdSiP}_{2}$, it is surprising to notice that the zero dispersion wavelengths calculated from Equations (111) and (118) are respectively $4.868 \mu \mathrm{~m}$ and $4.873 \mu \mathrm{~m}$. The optimal pump wavelengths $\lambda_{p}^{*}$ calculated with two different sets of Sellmeier equation for this crystal are therefore very close and between $2.434 \mu \mathrm{~m}$ and $2.436 \mu \mathrm{~m}$. The optimal phase-matching angle is $42.8^{\circ}$. The spectrum that can be generated in this crystal when such a pump wavelength and such a phase-matching direction are used is shown on Figure (37). This spectrum spans roughly from 3.7 up to $7 \mu \mathrm{~m}$.

### 7.3 COMPARISON BETWEEN INFRARED NONLINEAR CRYSTALS

### 7.3.1 Optimal parameters

The ability to produce a supercontinuum from commercially available lasers or "classical" lasers can be a strong argument when choosing a new nonlinear infrared material. We have computed the main conditions for such a supercontinuum to be generated in different BPM and QPM materials. In the case of QPM, instead of an optimal phase-matching angle, there is an optimal QPM period that must be chosen.

|  | $\lambda_{p}^{*}(\mu \mathrm{~m})$ | $\theta_{P M}^{*}\left({ }^{\circ}\right)$ | $d_{\text {eff }}(\mathrm{pm} / \mathrm{V})$ | References |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{CdSiP}_{2}$ | 2.43 | 42.8 | $84.1 / 57.2$ | $[39,54]$ |
| $\mathrm{ZnGeP}_{2}$ | 2.63 | 46.7 | $77.8 / 77.6$ | $[55,74]$ |
| $\mathrm{AgGaS}_{2}$ | 2.04 | 30.9 | $13.1 / 6.7$ | $[75,76]$ |
| AgGaSe | 2 | 2.86 | 40.0 | $31.0 / 19.9$ |
| OP-GaAs | 3.29 | $\Lambda^{*}=173 \mu \mathrm{~m}$ | $91 / 57.9$ | $[79,78]$ |

Table 7: Comparison between the optimal parameters leading to the generation of an infrared supercontinuum in uniaxial BPM materials and OP-GaAs.

Table (7) shows that the optimal phase-matching angles for BPM materials usually lie in the range $30-50^{\circ}$ where the walk-off angle is the highest. This is a detrimental aspect of supercontinuum

(a) Determination of the optimal pump wavelength $\lambda_{p}^{*}=\frac{\lambda_{\text {ZDW }}}{2}$ in $\mathrm{CdSiP}_{2}\left(n^{+}=n_{0}\right)$ based on Equations (118). The value of the ZDW is found as the wavelength for which the first order partial derivative of the higher refractive index reaches an extremum.


Figure 36: Practical determination of $\lambda_{p}^{*}$ and $\theta_{P M^{*}}$ for generating a mid-IR supercontinuum in $\mathrm{CdSiP}_{2}$


Figure 37: Normalized spectrum of the mid-IR Type I supercontinuum that can be generated in a 1 cm long CSP crystal oriented at $\theta_{P M}^{*}=42.8^{\circ}$. The pump wavelength must be $\lambda_{p}^{*}=$ $2.43 \mu \mathrm{~m}$.
generation in birefringent crystals because the interaction length will be reduced. The intrinsic noncriticity of quasi-phase-matching is very favorable compared with BPM here. OP-GaAs clearly stands out of the list of candidates, and several demonstrations of supercontinuum generation have been reported at Stanford University including an OPG spanning from 3 to $9 \mu \mathrm{~m}$ [81] and an OPO from 4.4 up to $5.4 \mu \mathrm{~m}$ [70].

### 7.3.2 Spectral acceptances

Depending on the applications and on the temporal regime of the pump source, different expressions of the spectral acceptance can be worked out. The first case is typical of low gains. In that case the spectral acceptance is imposed by the shape of the interference function in Equation (39) and fulfills:

$$
\begin{equation*}
\operatorname{sinc}^{2}\left(\frac{\Delta k L}{2}\right) \geq 0.405 \tag{150}
\end{equation*}
$$

When combined with Equation (147), the spectral accpetance at low gains writes:

$$
\begin{equation*}
\Delta \lambda_{\text {low gains }}=\frac{2}{\pi c}\left(\lambda_{p}^{*}\right)^{2}\left(\frac{9.72}{L \beta_{4}}\right)^{1 / 4} \tag{151}
\end{equation*}
$$

In the case of higher intensities, the equation ruling the gain of an OPG was given in Equations (50) and (55). The spectral acceptance can be taken as the bandwidth across which the gain coefficient is higher than half its maximal value (FWHM) which writes [73]:

$$
\begin{equation*}
\Delta k \leq\left(\frac{4 \gamma_{0} \ln 2}{L}\right)^{1 / 2} \tag{152}
\end{equation*}
$$

When combined with Equation (147), this yields the spectral acceptance at high gains:

$$
\begin{equation*}
\Delta \lambda_{\text {high gains }}=\frac{2}{\pi c}\left(\lambda_{p}^{*}\right)^{2}\left(\frac{24}{\beta_{4}}\right)^{1 / 4}\left(\frac{\gamma_{0} \ln 2}{L}\right)^{1 / 8} \tag{153}
\end{equation*}
$$

In every case, the coefficient $\beta_{4}$ is given by (see Equation 147):

$$
\begin{equation*}
\left.\beta_{4}=\frac{\partial^{4} k^{+}}{\partial \omega^{4}}\right)_{\omega_{p}^{*} / 2} \tag{154}
\end{equation*}
$$

Its amplitude drives the bandwidth of the fourth-order parametric process. It can be calculated numerically with available Sellmeier equations of a crystal. Moreover, since the gain coefficient increases with the pump intensity (See Equation 49), the high gain FWHM given in Equation (153) will also increase with the pump intensity. This dependency of the FWHM on the pump intensity could provide an efficient way to extrapolate the value of the coefficient $\beta_{4}$ from the values of FWHM measured at different pump intensities. Such direct measurements of $\beta_{4}$ are valuable tools when designing a supercontinuum source. Based on available Sellmeier equations for the different materials under comparison, we calculated the high gain spectral linewidths of a supercontinuum generated in the main nonlinear infrared crystals available commercially (See Table 8). Note that such a supercontinuum is not possible in CdSe for which no Type I DFG is possible.

|  | $\beta_{4}\left(10^{-54} \mathrm{~s} / \mathrm{m}\right)$ | $\gamma_{0}\left(\mathrm{~cm}^{-1}\right)$ | $\Delta \lambda_{\text {high gains }}(\mu \mathrm{m})$ <br> (Eq. 153) |
| :---: | :---: | :---: | :---: |
| $\mathrm{CdSiP}_{2}$ | 18 | 12.0 | 3.6 |
| $\mathrm{ZnGeP}_{2}$ | 37 | 14.5 | 3.5 |
| $\mathrm{AgGaS}_{2}$ | 9.7 | 2.4 | 2.3 |
| $\mathrm{AgGaSe}_{2}$ | 4.5 | 4.5 | 0.9 |
| $\mathrm{OP}-\mathrm{GaAs}$ | 130 | 8.0 | 3.7 |

Table 8: Broadband continuum phase-matching parameters for the four birefringent chalcopyrite crystals considered and OP-GaAs High gain bandwidths are given for $\mathrm{L}=1 \mathrm{~cm}, I_{p, 0}=$ $1 \mathrm{GW} / \mathrm{cm}^{2}$ and parameters in Table (7). References used for the calculations of $\beta_{4}$ are the same as in Table (7).

| Laser material | Wavelengths |
| :---: | :---: |
| $N d^{3+}: Y A G$ | $1.064 \mu \mathrm{~m}$ |
| $E r^{3+}: Y A G$ | $1.645 \mu \mathrm{~m} ; 2.94 \mu \mathrm{~m}$ |
| $H o^{3+}: Y A G$ | $2.09 \mu \mathrm{~m}$ |
| $\mathrm{He} / \mathrm{Ne}$ | $3.39 \mu \mathrm{~m}$ |
| $\mathrm{Cr}^{2+}: \mathrm{ZnSe}$ | tunable from 2.4 to $2.6 \mu \mathrm{~m}$ |
| $E r^{3+}: Y S G G$ | $2.79 \mu \mathrm{~m}$ |
| $\mathrm{Tm}^{3+}: Y A G$ | $2.0 \mu \mathrm{~m}$ |

Table 9: Main infrared laser lines wavelengths [6, 82, 83].

### 7.4 INFRARED PUMP LASERS

The availability of commercial or classical laser wavelengths corresponding to the optimal pump wavelengths calculated above will probably be the major argument in the choice of a given material. In Table (9), we have summarized the wavelengths of the main infrared lasers, some of which may not be commercially available.

The generation of a supercontinuum was performed in a nanosecond OPO with a $\mathrm{ZnSe}: \mathrm{Cr}^{2+}$ pump laser tuned at $2.35 \mu \mathrm{~m}$ and a $\mathrm{ZnGeP}_{2}$ crystal cut at $\theta=49.5^{\circ}, \phi=0^{\circ}$ [84]. The linewidth of the OPO was only $1.2 \mu \mathrm{~m}$ which turns out to be smaller than what we calculated above. This can come from the fact that the optimal parameters that we calculated in Table (7) are somewhat different from those used in this experiment, and that the linewidth of such a supercontinuum is probably limited by the reflectivity of the OPO mirrors.

The tunable $\mathrm{Cr}^{2+}: \mathrm{ZnSe}$ laser could be also perfectly matched with a $\mathrm{CdSiP}_{2}$ crystal to build a compact mid-IR supercontinuum. If the wavelength of this laser is set at $2.43 \mu \mathrm{~m}$, a broadband source spanning 3.5 to $6.5 \mu \mathrm{~m}$ (See Figure 37) could be obtained. Femtosecond $\mathrm{Cr}^{2+}: \mathrm{ZnSe}$ lasers have been recently built [85], and the very high peak powers make the prospect of Optical Parametric Generators (OPG) based on CSP even more appealing. OPGs are better suited than OPOs when a very broadband spectrum must be generated because there is no cavity to restrict the supercontinuum linewidth.

## CONCLUSION

The new nonlinear crystal CSP has been successfully grown in large enough sizes to allow optical parametric devices to be built. The interest in this crystal lies in its high figure of merit compared with its wide band gap. Angular noncritical temperature-tuned phase-matching is possible with a $1.064 \mu \mathrm{~m}$ pump wavelength enabling continuous tuning of the idler between 6.1 and $6.5 \mu \mathrm{~m}$. Such a range of wavelengths may prove highly useful for future surgery applications [86]. Pumping at $1.064 \mu \mathrm{~m}$ is a strong advantage for this crystal compared to $\mathrm{ZnGeP}_{2}$. Nevertheless, two-photon absorption at $1.064 \mu \mathrm{~m}$ in $\mathrm{CdSiP}_{2}$ was recently found to be stronger than the primary estimations, primarily because of an overestimation of the band gap of CSP.

The extensive characterization of the phase-matching properties of CSP has been carried out using the sphere method. The phase-matching directions of SHG and DFG with a $1.064 \mu \mathrm{~m}$ pump wavelength have been measured directly. Two new sets of Sellmeier equations have been proposed in this work. The first set of Sellmeier equations was obtained through the simultaneous fit of the four phase-matching curves [39]. Despite the fact that these coefficients predict a birefringence (-0.03) lower than what has been reported for CSP (-0.05), they do a better job to predict the NCPM idler wavelength at room temperature.The second set of coefficients (Equation 124) takes advantage of a somewhat underestimated capability of the sphere method. The determination of the refractive indices is possible in the mid to far infrared when the DFG phase-matching directions are combined properly. Contrary to the SHG tuning curves, the DFG phase-matching curves of CSP are very well predicted by these coefficients.

An exhaustive analysis of the impact of uncertainties in the measurements of the refractive indices upon the calculations of the phase matching angles has been presented for the case of a negative uniaxial crystal such as CSP. The large birefringence of CSP makes this crystal less sensitive to the uncertainties on the values of the refractive indices. We have also shown numerically that for a given uncertainty, predicting the phase-matching angles at large $\theta$ angles is more difficult. The direct measurement of the DFG phase-matching angles provides valuable information with this respect. We believe that measuring the DFG tuning curves at different pump wavelengths can pave the way to a powerful and reliable method of refinement of the dispersion equations of nonlinear crystals.

Lastly, we have identified that type I DFG in a $\mathrm{CdSiP}_{2}$ crystal cut at $\theta=42.8^{\circ}$ and $\phi=45^{\circ}$ and pumped with a $\mathrm{ZnSe}: \mathrm{Cr}^{2+}$ laser emitting at $2.43 \mu \mathrm{~m}$ could generate an infrared supercontinuum
spectrum spanning from 3.5 to $7 \mu \mathrm{~m}$. Optical Parametric Generation seems the most convenient way to do so. The interest in femtosecond $\mathrm{ZnSe}: \mathrm{Cr}^{2+}$ lasers is clear. Noncritical phase-matching with a Nd:YAG laser pump wavelength and the prospect of a supercontinuum pumped by a $\mathrm{ZnSe}: \mathrm{Cr}^{2+}$ laser make CSP very well suited for operation with available lasers, which is of course highly desirable when compact and coherent sources have to be designed.

## Part III

WIDELY AND CONTINUOUSLY TUNABLE OPTICAL PARAMETRIC OSCILLATOR BASED ON A 5\%MGO:PPLN CRYSTAL CUT AS PARTIAL CYLINDER

## INTRODUCTION

This third Part is devoted to the experimental realization of the widely and continuously tunable optical parametric oscillator that will be the cornerstone of the all-parametric source described in the fourth Part of this dissertation. This optical parametric oscillator is based on a 5 -mm-thick crystal of $5 \% \mathrm{MgO}:$ PPLN that was periodically-poled at the Institute for Molecular Science at Okazaki in Japan and then cut and polished to optical quality as a partial cylinder in Grenoble, France. The interest of using a QPM crystal cut as a cylinder was already demonstrated ten years ago: this is the best way to achieve a wide, agile and continuous tunability with a monograting QPM sample. However, in these experiments the conversion efficiencies were low and limited by the optical damage threshold of the materials: because of the small thickness of the cylinders it was necessary to strongly focus the beams. In this work, two main steps have been taken to increase the output of a cylindrical OPO: firstly, the advent of 5 -mm-thick samples allows one to increase the size of the beams in the OPO which leads to higher energetical output while avoiding damage; secondly, it is the first time that a partial cylinder is used in a frequency converter device.

Periodical poling of thick QPM materials in the transverse dimensions is a desperate need in nonlinear optics and a challenge in materials science. However, few crystals have been so far successfully poled on more than 5 mm . The first part of this chapter is therefore devoted to a quick overview of the massive QPM crystals and to the challenge of achieving a good and homogeneous grating structure over the entire thickness. $5 \% \mathrm{MgO}$ :PPLN was the first crystal in which the inversion of the domains was reported on the full 5 mm thickness. The second part of this chapter then addresses the different steps necessary to build the partial cylinder OPO from the design of the partial cylinder to the optimization of the cavity. The choice of making a partial cylinder is driven by the need of both a high conversion efficiency and of a wide tuning range. The process to make such a partial cylinder is revealed and illustrated. The design of the resonating cavity is carefully described with great emphasis put on the search for the conditions of an operation of the OPO without any optical damage. Once the conditions of a safe operation are found, the output curves of the OPO are given. We demonstrate that the energetical performance of our partial cylinder OPO is similar to that of a 5 -mm-thick $5 \% \mathrm{MgO}:$ PPLN crystal cut as a slab. It is the first time that more than 2 mJ have been generated on the entire tuning range of a cylindrical OPO. The spectral and spatial properties of the signal beam generated in the OPO are presented and analyzed to obtain useful information on the performance of the partial cylinder OPO.

## 9

5-MM-THICK PERIODICALLY POLED 5\%MGO:PPLN CYLINDERS

### 9.1 MASSIVE QPM MATERIALS

### 9.1.1 $5 \% M g O: P P L N$ versus other QPM materials

Homogeneous poling of QPM materials with a wide aperture is nowadays a challenge at the edge of materials science [7] and driven by the need of always higher energetical optical parametric sources. The interest in large aperture QPM materials comes from the possibility of using beams with larger dimensions which lets one work with higher energetical pump input and thus higher output while avoiding damaging the sample. A few materials have been recently successfully poled with thickness above 3 mm , among which PPRTA [87], PPRKTP [88], $5 \% \mathrm{MgO}$ :PPLN [89] and PPMgLT [90]. Commercial devices based on 1-mm-thick PPKTP or 3 -mm-thick $5 \% \mathrm{MgO}$ :PPLN samples are now available [91, 92]. The challenge in making thick periodically poled materials is two-fold. First of all, the electrical voltages required to switch the spontaneous polarisation increases with the crystal thickness. The electric field required to switch the polarisation over 1 mm is known as the coercive electric field of the material, and most of the recent work has focused on the search for lower coercive field materials. We give in Table (10) the values of the coercive field for the most common QPM materials. Since periodic-poling of massive samples requires high voltage power amplifiers delivering more than 20 kV per electrical pulse, the availability of higher power amplifiers is expected to become the limiting factor in the making of thicker periodically poled materials.

The second challenge in making such crystals is to keep the propagation of the domains vertical throughout the poling process [95]. Any deviation in the direction of propagation of the walls of the domains will result in inhomogeneous grating structures such as those depicted on Figure (38). Such defects in the propagation of the domains have been observed in situ by Kuroda et al. [95]. Inhomogeneous domains are detrimental not only because of a reduced effective gain coefficient associated with a duty ratio different from the ideal value of 0.5 (see section 2.2.3), but also because of the spectral inhomogeneities in the profile of the generated beams.

One major advantage of periodically-poled lithium niobate crystals (PPLN) is their transmission in the infrared. Even though oxide based materials are limited to Band II applications below $5 \mu \mathrm{~m}$, the transmission of lithium niobate crystals extents further in the infrared than KTP,

| QPM Material | Coercive field | Reference |
| :---: | :---: | :---: |
| PP-LN | $22 \mathrm{kV} / \mathrm{mm}$ | $[93]$ |
| PP-KTP | $2.3 \mathrm{kV} / \mathrm{mm}$ | $[94]$ |
| PP-RKTP | $3.7 \mathrm{kV} / \mathrm{mm}$ | $[88]$ |
| PP-RTA | $1.8 \mathrm{kV} / \mathrm{mm}$ | $[94]$ |
| $5 \%$ MgO:PPLN | $4.45 \mathrm{kV} / \mathrm{mm}$ | $[95]$ |
|  | $3.4 \mathrm{kV} / \mathrm{mm}$ at T $=120^{\circ} \mathrm{C}$ | $[89]$ |
| $7 \%$ MgO:PPLT | $3.4 \mathrm{kV} / \mathrm{mm} \mathrm{at} \mathrm{T}=23^{\circ} \mathrm{C}$ | $[90]$ |
|  | $2.0 \mathrm{kV} / \mathrm{mm}$ at $\mathrm{T}=150^{\circ} \mathrm{C}$ |  |

Table 10: Coercive field of the main QPM materials. Unless specified, these values are given at room temperature $T=21^{\circ} \mathrm{C}$.


Figure 38: Illustration of the different vertical profiles of thick periodically poled materials with the corresponding vertical variation of the effective coefficient. The ideal case (a) is an effective coefficient without any vertical variation. This picture is taken from [24].


Figure 39: Transmission spectra in the mid infrared for the extraordinary polarization (along the z-axis) of 1-mm-thick samples: $5 \% \mathrm{MgO}:$ PPLN (green), PPLT (blue) and $7 \% \mathrm{MgO}:$ PPLT (red). This graph is taken from [103].
which is limited to $4.5 \mu \mathrm{~m}$ [96]. $5 \% \mathrm{MgO}$ :PPLN transmits very well up to $5 \mu \mathrm{~m}$ from where the transmission starts decreasing as shown on Figure (39). On this graph, we have also represented the transmission spectra of two periodically-poled lithium tantalate crystals: $7 \% \mathrm{MgO}:$ PPLT and PPLT. These two crystals have a better transmission in the infrared than $5 \% \mathrm{MgO}:$ PPLN, as well as a lower coercive field (See Table 10).

Generation of an idler beam in the absorption band of a crystal reduces the interaction length and necessarily deposits heat in the crystal. Nevertheless, idler wavelengths as long as $6.6 \mu \mathrm{~m}$ have been generated in PPLN crystals [97, 98]. Figure (39) shows that PPLT is more promising than $5 \% \mathrm{MgO}$ :PPLN when one is trying to generate wavelengths above $6 \mu \mathrm{~m}$.

Another important criteria of comparison between different QPM materials used in nanosecond OPO is of course the optical damage threshold. For $5 \% \mathrm{MgO}$ :PPLN it was found to be $95 \mathrm{MW} / \mathrm{cm}^{2}$ [89]. It is lower than that of PPKTP by a factor of 2 [99]. Periodically-poled undoped $\mathrm{LiNbO}_{3}$ crystals have been shown to be subject to a photorefractive damage, a phenomenom that is considerably reduced under doping with $5 \% \mathrm{MgO}$ [100] or at higher temperature [101]. On the other hand, although PPKTP crystals are not subject to photorefractive damage, green-light induced infrared absorption (GRIIRA) has been identified in this material. Of course, the optical damage threshold value of a sample should be discussed in the light of the value of the effective coefficient of the parametric process. In the case of QPM, it is fair to compare the value of the $d_{33}$ coefficient of the different ferroelectric materials that are considered: for KTP this coefficient is equal to $15.4 \mathrm{pm} / \mathrm{V}$ [102, 18]; it is smaller in amplitude than that of $5 \% \mathrm{MgO}$ doped $\mathrm{LiNbO}_{3}$ that has been measured to be $-25.2 \mathrm{pm} / \mathrm{V}$ [12].

### 9.1.2 Phase-matching properties of $5 \% M g O: P P L N$

The calculation of the quasi-phase-matching properties requires an accurate knowledge of the refractive indices of the crystal. In the case where the spontaneous polarization $\vec{P}_{s}$ is collinear to the $z$ axis, the strongest nonlinear coefficient $d_{33}$ is solicited (See section 2.2.2.2) if the three interacting waves are polarized along this $z$ direction, i.e. the polar axis. This DFG between three extraordinary polarized waves is called Type 0 . Based on previous measurements using the minimum deviation technique [104, 105], Paul et al. have provided a reliable Sellmeier equation for the extraordinary refractive index of $5 \% \mathrm{MgO}:$ PPLN [106]. This dispersion relation was obtained by fitting additional experimental QPM phase-matching curves of an OPG pumped at $1.064 \mu \mathrm{~m}$ in a 12 channel multigratings sample.

The Sellmeier equation for the extraordinary refractive index obtained by Paul et al. [106] that we will be using extensively in this work is :

$$
\begin{equation*}
n_{e}^{2}(\lambda, T)=a_{1}+b_{1} f(T)+\frac{a_{2}+b_{2} f(T)}{\lambda^{2}-a_{3}^{2}}+\frac{a_{4}+b_{3} f(T)}{\lambda^{2}-a_{5}^{2}}-a_{6} \lambda^{2} \tag{155}
\end{equation*}
$$

where the temperature T is given in ${ }^{\circ} \mathrm{C}$, and the wavelength in microns. It is valid over the whole transparency range of the crystal. The coefficients appearing in Equation (155) are:

| Coefficient | Value |
| :---: | :---: |
| $a_{1}$ | 5.319725 |
| $a_{2}$ | 0.09147285 |
| $a_{3}$ | 0.3165008 |
| $a_{4}$ | 100.2028 |
| $a_{5}$ | 11.37639 |
| $a_{6}$ | 0.01497046 |
| $b_{1}$ | $4.753469 \times 10^{-7}$ |
| $b_{2}$ | $3.310965 \times 10^{-8}$ |
| $b_{3}$ | $2.760513 \times 10^{-5}$ |

and

$$
f(T)=(T-24.5)(T+570.82)
$$

Based on this Sellmeier equation, it is possible to compute the solutions of the collinear quasi-phase-matching equation in $5 \% \mathrm{MgO}:$ PPLN at $T_{0}=21^{\circ} \mathrm{C}$, i.e.:

$$
\begin{equation*}
\frac{n_{e}\left(\lambda_{p}, T_{0}\right)}{\lambda_{p}}-\frac{n_{e}\left(\lambda_{s}, T_{0}\right)}{\lambda_{s}}-\frac{n_{e}\left(\lambda_{i}, T_{0}\right)}{\lambda_{i}}=\frac{1}{\Lambda_{Q P M}} \tag{156}
\end{equation*}
$$

to find the first order Type 0 QPM phase-matching curve of an OPO or OPG with a pump wavelength of $1.064 \mu \mathrm{~m}$. This curve is shown on Figure (40).


Figure 40: First order QPM DFG tuning curve of $5 \% \mathrm{MgO}:$ PPLN with $\lambda_{p}=1.064 \mu \mathrm{~m}$ and $T=21^{\circ} \mathrm{C}$.

This Sellmeier equation should predict the signal wavelength of a $5 \% \mathrm{MgO}: \mathrm{PPLN}$ OPO with an accuracy below 4 nm far from degeneracy and below 10 nm closer to degeneracy [106]. Idler wavelengths longer than $4 \mu \mathrm{~m}$ are obtained for QPM periods smaller than $29 \mu \mathrm{~m}$ and this will be one of our target in this work.

### 9.2 TUNABLE QUASI-PHASE-MATCHED OPO

The first experimental demonstration of QPM OPO dates back to the year 1994 at Stanford University [93, 107] and was accomplished thanks to advances in the field of electric periodical poling. Since then, QPM OPO have been reported in many different materials, and the state of the art in this field has been changing rapidly [7] because of a fierce competition between laboratories and quick transfer to companies worldwide. This section is by no means an extensive review of the work on this topic, but provides some insight on the different tunability strategies that have been implemented in nanosecond QPM OPOs. Note that Optical Parametric Oscillation has been achieved in almost any possible temporal regime from CW to femtosecond regime [93, 108], with synchronous pumping at high repetition rates for pulse durations in the picosecond or femtosecond regime. The engineering of QPM periods offers great possibilities in terms of tuning the OPO output wavelengths.

### 9.2.1 Multigratings and fan QPM samples

The use of multigrating QPM samples [109] such as shown on Figure (41) is an interesting prospect for the generation of coherent tunable radiation. It was demonstrated very soon after
the realization of the first QPM OPO and takes advantage of the versatility of the lithography process used to make the gratings. A continuous tuning can be obtained if the temperature of the sample is controlled [89]. Multigrating MgO:PPLN samples are commercially available [92, 110]. As far as we know, 2D structures such as fan-shaped gratings or multigratings in massive QPM crystals exceeding 3 mm thickness have not been reported. It is expected that the engineering of QPM structures such as a fan or a multigrating will be more difficult in thicker samples. The other option that takes advantage of the versatility of the lithography process is the use of a fan shaped grating [111]. This type of grating provides a continuous tunability of the idler and signal beams emitted by the OPO. The angle at which the fan grating "opens" should not be too big in order to avoid spectral inhomogeneities over the transversal section of the generated beams. In this case, it is the width of the sample that ultimately limits the tuning range that can be achieved with a single crystal.

### 9.2.2 Cylindrical crystals

The theory of Angular Quasi-Phase-Matching [31, 112] (AQPM) has been developed and experimentally validated first in 2D in a cylindrical PPKTP OPO [113] and a cylindrical PPLN OPG [114] and then in ${ }_{3} \mathrm{D}$ in a $5 \% \mathrm{MgO}$ :PPLN sphere [45]. The interest in this technique stems from the enhanced tunability obtained when the beams propagate no longer perpendicularly to the inverted domains. In the case of the first cylindrical OPO, the PPKTP crystal was 0.5 mm -thick. It was cut and polished as a full cylinder with a diameter of 12.1 mm [115]. We denote by $\phi$ the angle between the pump wavevector $\vec{k}_{p}$ and the direction perpendicular to the grating (with period $\Lambda_{0}$ ) as shown on Figure (42a). When the cylinder is rotated the effective QPM period $\Lambda_{e f f}(\phi)$ seen by the pump is:

$$
\begin{equation*}
\Lambda_{e f f}(\phi)=\frac{\Lambda_{0}}{\cos \phi} \tag{157}
\end{equation*}
$$

The collinear condition for 2D AQPM was given in [112] and writes:

$$
\begin{equation*}
\frac{n_{e}\left(\lambda_{p}\right)}{\lambda_{p}}-\frac{n_{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n_{e}\left(\lambda_{i}\right)}{\lambda_{i}}=\frac{1}{\Lambda_{e f f}(\phi)}=\frac{\cos \phi}{\Lambda_{0}} \tag{158}
\end{equation*}
$$

The corresponding angular tunability obtained wth a cylindrical PPKTP OPO is shown on Figure (42b).

### 9.3 OUR SAMples

### 9.3.1 From slabs to partial cylinders

The samples that we used in this work are 5 -mm-thick $5 \% \mathrm{MgO}:$ PPLN crystals [89]. The poling was performed in the group of Professor Taira at the Institute for Molecular Science (IMS) in


Figure 41: Examples of grating engineering in PPLN samples available commercially [92].

(a) Sketch of a full cylinder such as the one used in previous devices including a PPLN cylindrical OPG [114] or a cylindrical PPKTP OPO [113].

(b) Experimental tunability measured with the first cylindrical PPKTP OPO [113]. The continuous line corresponds to the noncollinear case, while the dashed line corresponds to the collinear case. (see Figure 58)

Figure 42: Interest in full cylinders QPM materials for widely tunable infrared radiation.

Okazaki. Because of the decreasing coercive field with increasing temperature, these samples have been poled at $120^{\circ} \mathrm{C}$. The electric tension that was necessary to achieve the periodical flipping of the domains over the 5 mm thickness is approximately 17.5 kV [116]. Three samples whose characteristics are given in Table (11) have been obtained within a collaboration between our group and the group of IMS. The QPM grating of these samples is tilted with an angle $\psi$ with respect to the normal of the slabs [117], as shown on Figure (43). The dimensions of the slabs that we received from Japan are $\mathrm{W}=16 \mathrm{~mm}$ and $\mathrm{L}=40 \mathrm{~mm}$.


Figure 43: Sketch of a QPM crystal with domains tilted with respect to the normal of the sample (left) and of a crystal with a "classical" grating perpendicular to the faces of the crystal (right).

|  | Sample A | Sample B | Sample C |
| :---: | :---: | :---: | :---: |
| QPM period $\Lambda_{0}$ | $28 \mu \mathrm{~m}$ |  | $26 \mu \mathrm{~m}$ |
| Tilt angle $\psi$ | $20^{\circ}$ |  | $30^{\circ}$ |
| Technical name | PF $_{145}$ | PF146 $_{146}$ | PF $_{171}$ |

Table 11: Characteristics of the three $5 \% \mathrm{MgO}$ :PPLN crystals cut as partial cylinders. The parameters used are shown on Figure (43).

When a partial cylinder is made out of these slabs (see Figure 44), the resulting partial cylinder has an aperture angle $\Theta$ whose value is dictated by the diameter of the cylinder D and the width W of the sample. Note that D is usually a little smaller than L . In our case, $\mathrm{D}=38 \mathrm{~mm}$ while L $=40 \mathrm{~mm}$, because 2 mm were "lost" during the machining and polishing process. The aperture angle of the partial cylinder is then given by:

$$
\begin{equation*}
\Theta=2 \arctan \frac{W}{D} \tag{159}
\end{equation*}
$$

And in our case, we find:

$$
\begin{equation*}
\Theta=45.6^{\circ} \tag{160}
\end{equation*}
$$

The maximal corresponding effective QPM period is therefore:

$$
\begin{equation*}
\Lambda_{\max }=\frac{\Lambda_{0}}{\cos (\Theta)} \tag{161}
\end{equation*}
$$

For sample A and B with $\Lambda_{0}=28 \mu \mathrm{~m}$, we get:

$$
\begin{equation*}
\Lambda_{\max }=40.0 \mu \mathrm{~m} \tag{162}
\end{equation*}
$$

meaning that when the angle $\phi$ is varies over $\Theta$, the QPM period is increased from $\Lambda_{0}=28 \mu \mathrm{~m}$ up to $\Lambda_{\max }=40.0 \mu \mathrm{~m}$. Based on Figure (40), this is sufficient to cover the widest tuning range allowed by such a sample. Note that the tuning range is only limited by the shortest signal wavelength and corresponding longest idler wavelength that can be generated at $\phi=0^{\circ}$, i.e. along the x -axis. The smaller $\Lambda_{0}$, the wider the tunability.


Figure 44: Sketch of the design of a partial cylinder in a sample with a tilted QPM grating.
From Figure (40), one sees that a variation of QPM period from 28 to $33 \mu \mathrm{~m}$ is large enough to cover the entire tuning range of the sample. Actually, for sample A with $\Lambda_{0}=28 \mu \mathrm{~m}$, since the QPM condition is lost for $\Lambda_{Q P M}>32.4 \mu \mathrm{~m}$, the minimum aperture angle needed to cover the widest tuning range is smaller than $\Theta$. It is $\Delta \phi=30.1^{\circ}$, as shown on Figure (45).


Figure 45: Schematic view of a partial cylinder such as the one used in this work.

The interest of using a crystal with a tilted grating can be seen from Figures (43) and (44). In the case of a "classical" sample without any tilt, only half the aperture angle would be useful to tune the wavelengths. But when a tilted grating is used, the QPM period keeps increasing when the crystal is rotated, and the corresponding tuning range is wider.

### 9.3.2 Making the partial cylinders

The setup used to make the cylinders was designed by Bertrand Ménaert and Benoit Boulanger [115]. It is sketched on Figure (46). Since it is easier to directly cut a full cylinder instead of a partial one, we stuck two slabs of silica on each side of the $5 \% \mathrm{MgO}:$ PPLN rectangular sample. We then obtained a $40 \times 40 \times 5 \mathrm{~mm}^{3}$ square in which a full cylinder can be cut. This square sample was finally stuck at the top of a stiff arm held by a goniometric head. The head was screwed to a motorized home-made rotating arm in order to be able to sweep onto a Logitech PM5 polishing plate as shown in Figure (46). Precession and centering settings were based on the tilt and translation of the goniometric head. A laser allowed us to align the revolution axis of the stiff arm with the $z$-axis of the samples with an accuracy of $\pm 0.1^{\circ}$. The cylindrical shape and the optical quality of the side surfaces were obtained by polishing the side of the sample using different abrasives of decreasing grain sizes. After this process, the two silica parts were removed leading to the partial cylinders of $5 \% \mathrm{MgO}$ :PPLN shown in Figure (47). The entire process to make one partial cylinder takes about one month. Making three such samples would not have been possible without the strong commitment of Jérôme Debray.

(a) Samples A (left) and C (right) after being made and polished as partial cylinders, and sample B (middle) before making process.

(b) Sample B where most measurements were made.

Figure 47: Pictures of 5 mm thick partial cylinders
We now discuss two defects that may result from the machining of the partial cylinders. These difficulties are worth being mentioned since we truly hope that they will spare much time to anyone willing to make even better partial cylinders. The first defect does not have any implications on the OPO conversion efficiency, and results from a poor design of the glass pieces shown in Figure (48). Measuring the glass pieces should be done very carefully because different


Figure 46: Experimental setup used to make and polish a full cylinder.
widths of the glass pieces will result in a poor centering of the partial cylinder and thus in a reduced aperture angle. In our case, the glass pieces were 12 -mm-wide and $40-\mathrm{mm}$-long initially, so that the resulting diameter of the cylinder (after polishing) is 38 mm . Measuring the glass pieces was done with an accuracy of $+/-1 \mathrm{~mm}$. The potential reduction of the aperture angle is only $2^{\circ}$. Note that if the glass pieces are not wide enough, the length of the cylinder will be reduced. If the glass pieces are too wide, the machining of the cylinder will take too long.

Another defect of the current apparatus used to make the cylinders is the defect of conicity. Indeed, it turned out that instead of having perfect parallel faces, one cylinder (sample C) had tilted faces. This defect is depicted on Figure (49), and comes from the fact that the stiff arm holding the cylinder had not reached yet the required horizontal position when we stopped the machining of the cylinder. This defect of conicity can be easily avoided by leaving the process last longer so that the dimension screw and the stop screw depicted on Figure (46) are perfectly aligned. However, it is difficult to monitor this defect of conicity, which can only be revealed once an $\mathrm{He} / \mathrm{Ne}$ laser is autocollimated on the polished face of the cylinder. It will be useful to improve the current system by adding an option that gives this information during the machining. We chose the sample A to carry out all the measurements presented in this chapter since it had the smallest conicity defect. The autocollimation of the sample was good to within 1 mm on a 50 cm arm, so that the defect of conicity is below $0.1^{\circ}$.


Figure 48: Effect of a poor (a) and optimal (b) design of the glass pieces on the aperture angle of the partical cylinder.


Figure 49: Exagerated schematic view of the origin of the conicity defect. The good situation is depicted on the left: the stiff arm has reached its horizontal position. On the right, the stiff arm has not yet reached its horizontal position.

## 10

EXPERIMENTAL SET-UP AND TUNABILITY

In this section, we present the experimental setup of the partial cylinder OPO, as well the tunability of the beams generated from such a device. The method implemented to measure the signal and idler wavelengths is emphasized. The last section is devoted to the debate on the collinear versus noncollinear QPM configuration.

### 10.1 EXPERIMENTAL SET-UP

The experimental setup of a partial cylinder OPO is shown on Figure (50). In this section, we deal with the pump focalisation first, then with the choice of the mirrors and eventually with the cavity stability. The following notations are used in this work: $d$ is the distance between the partial cylinder and the mirrors, while $D_{0}$ is the distance from the cylindrical lens to the input mirror (see Figure 50). The center of the cavity is taken as the reference plane for future ABCD matrix calculations.

### 10.1.1 Pump focalisation

The pump beam that we use is emitted from a $10-\mathrm{Hz}-$ repetition rate and a $10-\mathrm{ns}$-FWHM Nd:YAG laser Surelite from Continuum. This laser can provide up to 300 mJ per pulse but we inserted a hole inside the cavity in order to reduce both the size of the TEM00 mode and the pulse energy. This spatial filtering also improves the beam quality factor. The maximum available energy is therefore limited to 10 mJ in the experiments reported in this chapter.


Figure 50: Schematic view of the cylindrical OPO from sample A and B.


Figure 51: Configuration of focalisation of the pump beam.

The main drawback of a partial cylinder OPO is the need to focus the pump beam in the plane of rotation of the crystal because of the curvature of the two faces [44]. In the case of a crystal cut as cylinder or partial cylinder, cylindrical lenses can be used because the pump beam needs only be focused in the horizontal plane. The beam size in the vertical direction can then be kept maximum so that the pump intensity on the crystal is reduced. The extraordinary refractive index of the $5 \% \mathrm{MgO}:$ PPLN crystal at $\lambda_{p}=1.064 \mu \mathrm{~m}$ is 2.1472 [106]. And the focal length of a partial cylinder [44] with radius $\mathrm{R}=19 \mathrm{~mm}$ is :

$$
\begin{equation*}
f_{c y l}\left(\lambda_{p}\right)=\frac{n^{e}\left(\lambda_{p}\right) R}{2\left(n^{e}\left(\lambda_{p}\right)-1\right)}=17.8 \mathrm{~mm} \tag{163}
\end{equation*}
$$

This focal length is shorter than the radius of the partial cylinder because the index at the pump is greater than 2. Following Pierre Brand's PhD thesis [45], there exists an optimal position of the lens $D_{0}=D_{\text {opt }}$ where the propagation of the pump beam inside the partial cylinder is nearly parallel [44] (see Figure 51). This optimal position must take into account the presence of the input mirror, but does not vary with the position of this input mirror since it is the optical path between the lens and the cylinder that determines the value of $D_{o p t}$.

In our case, when the mirror to partial cylinder distance is $\mathrm{d}=15 \mathrm{~mm}$, the lens must be positioned at

$$
\begin{equation*}
D_{o p t}=72.4 \mathrm{~mm} \tag{164}
\end{equation*}
$$

At the first order, the size of the pump beam inside the partial cylinder can be worked out with the classical formula of the telescope:

$$
\begin{equation*}
w_{p, c y l}=\frac{f_{l e n s}}{2 f_{c y l}} w_{p, 0} \tag{165}
\end{equation*}
$$

Before the cylindrical lens, the pump beam is nearly TEM $_{00}$ with a beam waist radius $w_{p, 0}=$ 2 mm , so that the transversal dimension of the pump beam in the partial cylinder is:

$$
\begin{equation*}
w_{p, c y l}=0.42 \mathrm{~mm} \tag{166}
\end{equation*}
$$

Our pump beam is then elliptical inside the partial cylinder with a horizontal beam waist radius of 0.42 mm and a vertical beam waist radius of 2 mm . These values must be compared to the dimensions of the pump beam that were used in a cylindrical $500 \mu \mathrm{~m}$ thick PPKTP OPO [113]. After proper focalisation, the pump beam transverse dimensions were $50 \mu \mathrm{~m}$ and $250 \mu \mathrm{~m}$. The use of a 5 -mm-thick sample lets us work with 67 times lower pump intensities. Note that increasing the beam spot size in the horizontal direction can still be done by increasing the focal length.

### 10.1.2 Cavity design and alignement

The transmission spectra of our cavity mirrors in the range 1.3-2.8 $\mu \mathrm{m}$ are shown on Figure (52). At the pump wavelength $\lambda_{p}=1.064 \mu \mathrm{~m}$ (not shown on Figure (52)), the input mirror is highly transmitting ( $\mathrm{T}>97 \%$ ) while the output mirror is highly reflecting ( $\mathrm{T}>99 \%$ ) . The cylindrical OPO is therefore singly resonant at the signal wavelength, with one recycling of the pump. The choice of these mirrors will be discussed later on in this work (see section 11.1.1). But let us stress now that this cavity is designed to have a high reflectivity at short QPM signal wavelengths where the nonlinear gain (see Equation 49) is the smallest.

The better the shape of the partial cylinder, the easier the alignment of the cavity. For a partial cylinder without any defect of conicity, the alignement of the cavity gets down to three main steps. First of all, the partial cylinder has to be perfectly centered on a goniometric head such as shown in Figure (53). Aligning the axis of rotation of the partial cylinder with the axis of rotation of the goniometer is performed using a microscope with an accuracy of $15 \mu \mathrm{~m}$. Then, the partial cylinder is centered by making sure that a He-Ne laser collinear to the pump beam is not deviated when propagating through the crystal.

For a pump energy of 2 mJ , the oscillation is "immediately" obtained if the two mirrors are nearly autocollimated. Oscillation in the cavity can be recognized from the emission of an orange (reddish) beam from the crystal that corresponds to the non phase-matched sum-frequencygeneration between the signal and the pump beams. In addition to this orange beam, there is always some residual green at 532 nm exiting the cavity, and corresponding to the non-phasematched second harmonic generation of the pump. The orange beam provides a very convenient way to align the cavity in the vertical direction. We have found experimentally that the brighter this beam, the higher the conversion efficiency of the OPO. It is worth mentioning that when the cavity is optimized, the intensity of the green beam has sharply decreased while the intensity of the orange beam has increased, showing that the pump beam is preferentially downconverted into the QPM signal wavelength. A finer alignement procedure of the cavity in the horizontal plane can also be done by using a spectrometer in the range $1.35-1.7 \mu \mathrm{~m}$ to reduce the linewidth

(a) Transmission spectrum of the input mirror used in this work. This mirror is made of $\mathrm{BK}_{7}$ and absorbs the idler wavelengths above $2.7 \mu \mathrm{~m}$.

(b) Transmission spectrum of the output coupler used in this work. This mirror is made of $\mathrm{CaF}_{2}$ and has transmission above $2.8 \mu \mathrm{~m}$ superior to $85 \%$.

Figure 52: Transmission spectra of the input and output mirrors used in this work.
of the emitted signal beam. This reduction in linewidth corresponds to a better alignment of the different passes of the resonating signal in the crystal.

The alignment procedure can be a little trickier when the partial cylinder exhibits some of conicity. Instead of using autocollimated mirrors, the best empirical solution that we have found consists in aligning the cavity on the non-phase-matched 532 nm beam. A good way to do so is to set the output mirror first and then to optimize the cavity with the entrance coupler so that the reflections of the 532 nm beam inside the cavity are not too much spaced apart. The procedure of alignement is then similar to what we described above.


Figure 53: Picture of the partial cylinder inserted inside the resonating cavity. The partial cylinder is stuck on a goniometric head for fine centring settings.

### 10.1.3 Cavity stability

In this section we give the analytical expression of the ABCD matrix corresponding to the round trip propagation of a gaussian beam in a symmetrical cavity made of two plane mirrors and of a cylinder (partial or full). If we take the center of the cavity as the reference plane (see Figure 50), the ABCD matrix for a round trip $M_{R T}$ can be worked out in the horizontal plane following the guidelines given in [29]:

$$
M_{R T}=\left[\left(\begin{array}{cc}
1 & \frac{R}{n\left(\lambda_{s}\right)} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{1-n\left(\lambda_{s}\right)}{R} & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 2 d \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{1-n\left(\lambda_{s}\right)}{R} & 1
\end{array}\right)\left(\begin{array}{cc}
1 & \frac{R}{n\left(\lambda_{s}\right)} \\
0 & 1
\end{array}\right)\right]^{2}
$$

which gives
$M_{R T}\left(\lambda_{s}\right)=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)=\left(\begin{array}{cc}\frac{R+(2 d+R)\left(1-n\left(\lambda_{s}\right)\right)}{n\left(\lambda_{s}\right) R} & \frac{2(d+R)}{n\left(\lambda_{s}\right)^{2}} \\ \frac{2\left(1-n\left(\lambda_{s}\right)\right)\left(R+d\left(1-n\left(\lambda_{s}\right)\right)\right.}{R^{2}} & \frac{2-n\left(\lambda_{s}\right)}{n\left(\lambda_{s}\right)}+\frac{2 d\left(1-n\left(\lambda_{s}\right)\right) n\left(\lambda_{s}\right)}{n\left(\lambda_{s}\right) R}\end{array}\right)^{2}$

The cavity is stable whenever the condition

$$
\begin{equation*}
\left|\frac{A+D}{2}\right|<1 \tag{168}
\end{equation*}
$$

is valid. We have plotted this condition for three different signal wavelengths and for a mirror to partial cylinder distance d varying from 0 up to 18 mm on Figure (54). It can be seen that the cavity is stable for any wavelengths of interest in this work and for any values of d below 17 mm .


Figure 54: Stability condition of the cavity studied in this work.

### 10.2 MEASURING THE DOWN-CONVERTED WAVELENGTHS

Two different methods have been used to measure the signal and idler wavelengths generated in the OPO.

The first method is a direct measurement of the signal wavelength. It is performed with a NIRQuest spectrometer whose spectral response covers the range o.9-1.72 $\mu \mathrm{m}$. This spectrometer is well suited for measuring the signal wavelength, $\lambda_{s}$, far from degeneracy. Its resolution is $\delta \lambda_{s}= \pm 2 \mathrm{~nm}$. The idler wavelength, $\lambda_{i}$, can be calculated using the conservation of energy: the error on the idler wavelength $\delta \lambda_{i}$ increases with the wavelength. By differentiating the relation

$$
\begin{equation*}
\frac{1}{\lambda_{i}}=\frac{1}{\lambda_{p}}-\frac{1}{\lambda_{i}} \tag{169}
\end{equation*}
$$

we find:

$$
\begin{equation*}
\delta \lambda_{i}=\left(\frac{\lambda_{i}}{\lambda_{s}}\right)^{2} \delta \lambda_{s} \tag{170}
\end{equation*}
$$

At degeneracy, the idler and signal wavelengths are equal and there is no difference in the error bars on the signal and idler. But when the idler reaches $4 \mu \mathrm{~m}$ for example, the corresponding signal is $1.45 \mu \mathrm{~m}$ and the error bar on the measurement of the idler is 7.6 times higher than that of the signal. At $4 \mu \mathrm{~m}$, the error bar is close to 15 nm . It even reaches 25 nm at $4.8 \mu \mathrm{~m}$.

Another method has therefore been used to improve the accuracy of our measurements. It turns out that there are four new wavelengths that can be detected at the exit of the cavity and in the range 0.5 to $0.85 \mu \mathrm{~m}$. The first wavelength is of course the 532 nm beam, but we use the three other upconverted wavelengths as shown on Figure (Fig 55) to measure the signal and idler wavelengths of the OPO. These three wavalengths correspond to the non-phase-matched sum-frequency generation between the pump and the signal, second harmonic generation of the signal and sum-frequency generation between the idler and the pump. The energy conservation can be used to relate these three separate values to the single QPM signal wavelength generated in the OPO. By averaging the three different values of the signal corresponding to each upconverted wavelength, the accuracy of our measurement of the single signal wavelength is improved (see Table 12). This method has three other advantages. First of all, since the three up-converted wavelengths always lie in the range $0.6-1 \mu \mathrm{~m}$, measurements can be performed on the entire tuning range of the OPO and especially closer to degeneracy than with the previous method. Then, this method is much quicker and much more convenient to implement than the use of grating spectrometer. Eventually, it will not be difficult to integrate this procedure under a LabView interface.

| Raw measurements | SFG signal + pump (nm) | $657.3 \pm 0.3$ |
| :---: | :---: | :---: |
|  | SHG signal $(\mathrm{nm})$ | $770.6 \pm 0.3$ |
|  | SFG idler + pump $(\mathrm{nm})$ | $860.3 \pm 0.3$ |
| Average signal wavelength $\lambda_{s}(\mathrm{~nm})$ |  | $1720 \pm 1$ |
| Average idler wavelength $\lambda_{i}(\mathrm{~nm})$ |  | $2791 \pm 3$ |

Table 12: Typical measurement procedure of the signal and idler wavelengths generated from the OPO. The pump wavelength is $1.064 \mu \mathrm{~m}$.

### 10.3 WIDE AND CONTINUOUS TUNABILITY

Using the second method described above and sample A for which $\Lambda_{0}=28 \mu \mathrm{~m}$, we were able to measure the signal and idler wavelengths for every angle of rotation of the partial cylinder OPO. At every angle, the four up-converted wavelengths are detected as shown on Figure (55), and the signal and idler wavelengths of the OPO are determined within an accuracy of 1 nm for the signal and 3 nm for the idler.


Figure 55: Visualisation of the trace of the visible spectrometer at the output of the OPO for two different angles of rotation of the cylinder. The first angle corresponds to the blue peaks. The second angle corresponds to the pink peaks. At each angle, four up-converted wavelengths are shown, and only the peak at 532 nm remains constant when the cylinder is rotated.

The measured tuning range is shown on Figure (56). It extends from $1.42 \mu \mathrm{~m}$ up to $4.4 \mu \mathrm{~m}$. The calculated curve on Figure (56) assumes a collinear QPM scheme meaning that the three interacting wavelengths fulfill the QPM relation [112]:

$$
\begin{equation*}
\frac{n_{e}\left(\lambda_{p}, T_{0}\right)}{\lambda_{p}}-\frac{n_{e}\left(\lambda_{s}, T_{0}\right)}{\lambda_{s}}-\frac{n_{e}\left(\lambda_{i}, T_{0}\right)}{\lambda_{i}}=\frac{\cos \phi}{\Lambda_{0}} \tag{171}
\end{equation*}
$$

where $T_{0}=21^{\circ} \mathrm{C}$ is the controlled room temperature.
The tunability displayed on Figure (56) is continuous since it is obtained through the continuous rotation of the crystal inside the cavity. The accuracy on the $\phi$ angle is limited by the goniometer on which the partial cylinder is mounted. It is between $0.25^{\circ}$ and $0.5^{\circ}$. Motorized rotations are available commercially with much finer rotation steps. No temperature tuning nor temperature control is used in this experiment.

The tuning rate is a very important characteristics of our partial cylinder OPO and it corresponds to the rate at which the signal or idler are modified when the crystal is rotated in the cavity. This tuning rate is the lowest at the bottom and top of the tuning curve, where it is easier to work. When the signal and idler get closer to degeneracy, the tuning rate increases very quickly and it becomes very difficult to work with a signal above $1.8 \mu \mathrm{~m}$. Numerically speaking, a tunability of 150 nm (between 1.42 and $1.57 \mu \mathrm{~m}$ ) is obtained with a rotation of about $25^{\circ}$. The corresponding tuning rate is as low as 6 nm per degree, and the crystal can then be positioned at any signal wavelength in this range within 1 nm with our manual goniometer.


Figure 56: Type 0 angular QPM curve of the $5 \% \mathrm{MgO}$ :PPLN cylinder at room temperature $T_{0}=$ $21^{\circ} \mathrm{C}$; (e) refers to the extraordinary polarization. The angular accuracy is between $0.25^{\circ}$ and $0.5^{\circ}$. The calculation uses Sellmeier equations (155) from [106].

The spectra of the signal and idler get very broad closer to degeneracy for $\lambda_{s} \approx \lambda_{i} \approx 2.128 \mu \mathrm{~m}$, and this is another reason to work far from that point. The spectral properties of our OPO will be discussed extensively at the end of this Part.

### 10.4 COLLINEAR OR NON COLLINEAR QPM ?

Quasi-phase-matching with a tilted grating is a controversial and exciting issue. The controversy deals with the QPM configuration of the wavevectors. We have sketched the two possible configurations under debate on Figure (57). In the collinear QPM scheme, the three beams are all collinear because the QPM length that contributes to the parametric process is the effective QPM length given in Equation (157) and shown in yellow on Figure (57a). The three beams share the same direction for their $\vec{k}$ vectors. This representation of angular QPM [112] is in line with the underlying idea of QPM that consists in imposing a $\pi$ phase shift to the polarization wave every coherence length along the direction of propagation. This is the configuration that we have considered so far in this work. On the other hand, in the non-collinear QPM configuration [7], the grating vector is always perpendicular to the domains. The idler wavevector $\vec{k}_{i}$ adapts itself to close the vectorial QPM relation imposed by the QPM vector and the signal wave vector $\vec{k}_{s}$ which is set by the resonating cavity (See Figure 57b). This representation is more in line with a "diffraction-like" process. This controversy has of course a fundamental interest but also practical consequences. It is important to make sure that the signal and idler beams emitted from the OPO are collinear for the future alignment of the dual source described in Part IV.


Figure 57: Comparison between the momentum conservation relation in a collinear (a) and non collinear (b) QPM schemes. The wavevector of the resonating signal is imposed by the cavity.

Let us remind that the equation ruling the collinear QPM condition writes:

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{i}\right)}{\lambda_{i}}=\frac{\cos \phi}{\Lambda_{0}} \tag{172}
\end{equation*}
$$

In the case of noncollinear QPM, Equation (172) is no longer valid. There are two unknowns in the QPM condition: the direction of propagation of the idler beam that makes an angle $\alpha$ with the pump beam direction of propagation and the idler wavelength itself. The two equations ruling the non-collinear QPM momentum conservation can be easily worked out, and lead to a slight modification of the collinear QPM equation given in (172). They write:

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{i}\right)}{\lambda_{i}} \sqrt{1-\left(\frac{\lambda_{i} \sin \phi}{\Lambda_{0} n^{e}\left(\lambda_{i}\right)}\right)^{2}}=\frac{\cos \phi}{\Lambda_{0}} \tag{173}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin \alpha=\frac{\lambda_{i}}{n^{e}\left(\lambda_{i}\right) \Lambda_{0}} \sin \phi \tag{174}
\end{equation*}
$$

We have added on Figure (58) the solution of the noncollinear phase-matching Equation (173) to the tuning curve that we measured. The deviation between the collinear case and the noncollinear case is low and increases with the signal wavelength. We see that the collinear case is in better agreement with our measurements, and especially towards degeneracy. This better agreement


Figure 58: Comparison between the collinear (Equation 171) and the non collinear QPM solution (Equation 173) in terms of predicting the generated wavelengths of the $5 \%$ cylindrical OPO. Sellmeier equations (155) are used.
between the collinear case and the measured phase-matching curves of a cylindrical QPM OPO is here reported for the second time. Indeed, the same discrepancy between the collinear and the noncollinear case was already observed in the first QPM cylinder OPO [113] as shown on Figure (42b).

On the other hand, Liang and al. carried out a study dealing with an OPO where the pump beam propagates in a QPM crystal cut as a slab with $60^{\circ}$ tilted domain walls and $\Lambda_{0}=13.6 \mu \mathrm{~m}$ [118]. An external angle of $12.6^{\circ}$ between the pump and the idler was measured. This deviation of the idler beam was found to be in good agreement with the internal angle of $5.8^{\circ}$ predicted by Equation (174). We have plotted the internal deviation angle $\alpha$ solution of Equations (173) and (174) as a function of the angle of rotation $\phi$ for the same parameters as used in our experiment. We see that there is no deviation $\left(\alpha=0^{\circ}\right)$ between the pump and the idler when the beams propagate perpendicularly to the grating (i.e. $\phi=0^{\circ}$ ). The deviation angle then increases with the angle $\phi$ up to reaching a maximum when the tilt angle is close to $24 \cdot 5^{\circ}$. This is where we would expect the signal to be the most separated from the idler. For the parameters used in our experiment, the maximum deviation angle would remain below $1.3^{\circ}$ on the entire tuning range. The deviation angle $\alpha$ would be 5 times smaller than the angle measured by Liang and al., mostly because our principal QPM period is larger than that used by these authors in [118].

We tried to image a spatial separation between the different beams of our OPO with a Pyrocam camera from Ophir Photonics to discriminate between the collinear and noncollinear case. But this turned out to be much more difficult than what we had imagined. First of all, since our OPO


Figure 59: Plot of the angle $\alpha$ between the signal and the idler beam in the case of a noncollinear QPM configuration (See Figure 57b). The QPM period used for calculations here is $\Lambda_{0}=28 \mu \mathrm{~m}$, which corresponds to sample A.
recycles the pump back in the cavity, it is impossible to image the pump at the output of the cavity. And we must image the signal and the idler beams. Far from degeneracy the signal and idler can be easily separated with a Ge filter but the angle $\alpha$ given in Figure 59 is very small. Closer to degeneracy, the wavelengths are too close to be separated. Moreover, separating the signal and idler is all the more difficult as the beams are elliptically focused and rapidly diverging at the output of the cavity. As a result, we could not find any deviation between the signal and the idler beams.

One additional comment can be done: in the experiment done by Liang et al., the noncollinear QPM case was considered in the case of a nondegenerate three wave process where the signal and idler are different and distinguishable. The reader is free to ask himself what would be the QPM configuration in a degenerate non-collinear OPO. Since at degeneracy the signal and idler are no longer distinguishable, what is the wavelength that is free to adapt itself to close the QPM relation shown on Figure (57) ? Is there part of the signal that is resonated and part of the signal that is not ? Collinear QPM seems more likely to reconcile the symmetry imposed by a degenerate OPO.

## II

## RAMPING UP THE GENERATED ENERGY

In the previous section, we have seen that cutting a crystal as a partial cylinder is as good a solution as a full cylinder to achieve a wide and continuous tunability of a QPM OPO. This section is now devoted to the energetical performances of our OPO.

We first analyze the intracavity signal damage phenomenom that we identified as the main problem to ramp up the conversion efficiency. We address this issue by increasing the cavity length of the OPO. By taking into account additional constraints related to the recycling of the pump, we are eventually able to find the optimal cavity length for which the crystal does not suffer any damage and for which the conversion efficiency is high. We then compare the energetical conversion efficiency of our partial cylinder OPO to that of a slab OPO.

### 11.1 INTRACAVITY SIGNAL DAMAGE

Intracavity signal damage corresponds to the damage of the crystal inside the cavity because of a too high intensity of the resonating signal beam. This detrimental phenomenom can be due to either a too high resonating signal energy stored in the cavity, or to a too small resonating signal beam radius. There are basically two convenient ways to tackle this issue. The first one is to use mirrors with lower reflectivity. This is not the route chosen in this work, and we justify our choice of mirrors in the first part of this section. The other available option is to increase the signal beam waist radius. This can be done in the partial cylinder OPO by increasing the cavity length.

### 11.1.1 Choice of the mirrors

The choice of the mirrors for our partial cylinder OPO is not easy for at least two different reasons. First of all, since the beams generated in the OPO are elliptically focused, the mirrors should have a quite high damage threshold. Then, as the tunability of the signal wavelength is broad, the best solution is potentially to use broadband mirrors. But this is usually done at the price of a lower damage threshold or higher cost. In this work, we have tested four different sets of mirrors including those whose spectra are shown on Figure (52), and three other sets of mirrors cordially loaned by Pr Taira from IMS.

We have found that the set of mirrors whose transmissions are given on Figure (52) gave the best result in terms of overall energy generated on the full tuning range. Each set of mirrors


Figure 6o: Reflectivity of the cavity used for the partial cylinder OPO cavity.
coming from Japan is optimized for a given range of signal and idler wavelengths: we have found that the conversion efficiency of the OPO with these mirrors is usually higher in the ranges of wavelengths for which the reflection coefficients have been optimized, but much lower in other ranges. In addition, the mirrors from IMS have a lower damage threshold. Lastly, note that using only one set of mirrors on the entire tuning range of our OPO is very convenient from a practical point of view.

We have plotted the reflectivity of the cavity with "our" mirrors on Figure (60): the cavity is highly reflective at the signal in the range 1.4-1.65 $\mu \mathrm{m}$ with an overall reflection coefficient higher than $90 \%$. Above $1.65 \mu \mathrm{~m}$, its reflectivity decreases. We clearly see here the consequences of our choice of set of mirrors: despite a better overall conversion efficiency and a higher damage threshold, the very high reflectivity of our mirrors in the range 1.4-1.65 $\mu \mathrm{m}$ is detrimental in terms of intracavity signal damage since more than $90 \%$ of the signal energy is trapped inside the cavity. The last option to reduce the risk of intracavity signal damage is therefore to increase the size of the beam waist of the resonating signal.

We believe that there is still a lot of improvement that can be done in the choice of the mirrors of the cavity. Such a wide tunability of the OPO can be seen as a potential problem (or opportunity...) here, because broadband and resistant mirrors need to be used.

### 11.1.2 Increasing the signal beam radius in the cavity

The Gaussian profile of the resonating signal inside the cavity of the partial cylinder OPO can be worked out by looking for the Gaussian beam that is reproduced identical to itself after one round trip [29]. To do so, the ABCD matrix given in Equation (167) is highly useful. We present here the simulations that we obtained regarding the size of the horizontal waist radius of the resonating signal (Figure 61).


Figure 61: Effect of the cavity length on the horizontal beam profile of the resonating signal. The black dotted lines represents the faces of the cylinder, and the full lines corresponds to the profile inside the crystal. The signal wavelength is $1.67 \mu \mathrm{~m}$ in these simulations and the $M^{2}$ coefficient is assumed to be 1 .

One sees that when the cavity length is increased, the size of the resonating signal inside the partial cylinder OPO is also increased. In terms of intracavity signal damage, the intensity inside the crystal can be reduced by a factor of four when the cavity length is increased, resulting in a decrease of the intensity on the surface of the partial cylinder by a factor of 2.5 . This explains why we have chosen this solution to reduce the risk of intracavity signal damage. Modifying the cavity length has another effect on the horizontal resonating profile: the shorter the cavity, the smaller the divergence of the beams at the output of the OPO.

### 11.2 CAVITY LENGTH OPTIMIZATION

Increasing the cavity length of an OPO usually decreases the conversion efficieny because the number of passes in the crystal is reduced. In this section we investigate the effects of increasing the cavity length of our partial cylinder OPO. We first deal with the consequences of the recycling of the pump on the risk of damaging the crystal or the mirrors. Then, we present the experimental results on the influence of the cavity length on the energetical performances of the OPO. These two discussions are useful in determining the optimal cavity length for which the risk of damaging the crystal or the mirrors is the lowest while the conversion efficiency is the highest.

### 11.2.1 Constraints induced by the pump recycling

Reflecting the pump on the output mirror of an OPO has the clear advantage of artificially doubling the parametric interaction length since the down-conversion of the pump photons can now take place on the first and backward passes. It turns out that in our case, recycling the pump can lead to damaging the back surface of the partial cylinder.

We have sketched the profile of the pump beam inside the cavity on its forward and backward passes on Figure (62) for three mirror to partial cylinder distances d. On these figures, the pump beam propagates from left to right on the first pass (shown in red), and from right to left on the backward pass (shown in blue). The solid line represents the profile of the pump inside the partial cylinder, while the dashed lines represent the profile of the pump between the partial cylinder and the mirrors. The center of the cavity is still chosen as $z=0$. The mirrors are represented by thick vertical black lines.

We assume that the cylindrical lens is located at the optimal distance $D_{\text {opt }}$ so that the pump beam is parallel on its first pass as shown in Figure (51). But because of the curvature of the second face of the cylinder and because of the plane surface of the output coupler, the pump beam is no longer parallel on the backward pass. The position of the focal point actually depends on the distance betwen the cylinder and the output coupler, d . We see that when the cavity length is increased from 1 mm up to 15 mm , the focal point of the pump is translated from the center of the cavity to the surface of the output coupler. The pump beam propagates over $2 d$ between the exit of the partial cylinder on its first pass and its re-entrance in the partial cylinder on the backward pass. When the following condition

$$
\begin{equation*}
2 d=2 f_{c y l}-R \tag{175}
\end{equation*}
$$

is satisfied, the pump beam is focused right on the back surface of the cylinder.
Numerically, this corresponds to

$$
\begin{equation*}
d=8.25 \mathrm{~mm} \tag{176}
\end{equation*}
$$

And this is the situation shown on Figure (62b). As a "safety" margin, we will consider that the cavity length d should not be between 5 and 10 mm . The two other cases shown on Figure (62a) and Figure (62c) correspond to a very short cavity with $d=1 \mathrm{~mm}$, and a long cavity with $\mathrm{d}=15$ mm , respectively.

(a) Mirror to cylinder distance $\mathrm{d}=1 \mathrm{~mm}$. The pump beam is focused inside the cylinder.

(b) Mirror to cylinder distance $\mathrm{d}=8.25 \mathrm{~mm}$. The pump beam is focused right on the surface of the cylinder.

(c) Mirror to cylinder distance $\mathrm{d}=15 \mathrm{~mm}$. The pump beam is focused between the cylinder and the output mirror.

Figure 62: Horizontal profile of the pump beam inside the cavity on its first and reflected pass for three different cavity lengths.

### 11.2.2 Energetical conversion efficiency and thresholds

We have performed a series of measurements of the unfiltered output energy of the OPO versus input pump energy at different cavity lengths as shown in Figure (63). Above threshold, each curve was fitted with a two parameter linear relation (See equation 101):

$$
\begin{equation*}
E_{\text {out }}=\eta\left(E_{p}-E_{p, t h}\right) \tag{177}
\end{equation*}
$$

which gives a straightforward access to the values of the pump energy threshold $E_{p, \text { th }}$ and OPO conversion efficiency $\eta$.


Figure 63: Effect of the cavity length on the output energy of the cylindrical OPO. Only three measured (squares) and fitted (dashed) curves are shown for more clarity. The signal wavelength is $1.67 \mu \mathrm{~m}$.

These two parameters are then given as a function of the cavity length on Figure (64), which shows that there are basically two different regimes of operation for the cylindrical OPO. The first regime corresponds to short cavity lengths: the threshold of the OPO is low and constant throughout this range whereas the conversion efficiency is almost constant too. This regime extends from the shortest cavity lengths up to a distance $d$ that we found to be between 12.5 mm and 15 mm . The second regime is obtained for cavities longer than that. There, the corresponding efficiency of the OPO drops sharply while the threshold of the OPO increases almost linearly so that the energetical performance is poor in this regime.

If we want to keep a good conversion efficiency, the mirror to cylinder distance d should belong to the so-called "short cavity regime". On the other hand, we see on Figure (61) that the longer the cavity length, the bigger the size of the signal beam in the cavity. The best tradeoff between a low risk of intracavity signal damage and a good conversion efficiency corresponds to a mirror to


Figure 64: Effect of the cavity length on the threshold (blue circles) and energy efficiency (green triangles) of the OPO. The lines are guides for the eyes.
cylinder distance $d$ between 12.5 mm and 15 mm . In the rest of this work, we will then choose $\mathrm{d}=$ 15 mm .

### 11.3 PARTIAL CYLINDER OPO EFFICIENCY

In this section, the cavity length is set at $\mathrm{d}=15 \mathrm{~mm}$, and we report the efficiency of the OPO at several signal wavelengths.

### 11.3.1 Generated energy

The unfiltered OPO output energy versus pump input energy was measured for three different rotation angles corresponding to three different signal wavelengths: $1.497 \mu \mathrm{~m}, 1.65 \mu \mathrm{~m}$ and 2.02 $\mu \mathrm{m}$ as shown on Figure (65). The pump energy is varied from 0 to 10 mJ .

The corresponding pump thresholds in energy and fluence, as well as conversion efficiencies $\eta$ are given in Table (13). The pump thresholds in energy are between 1.1 and 1.9 mJ . We have obtained conversion efficiencies as high as $32.7 \%$ close to $2 \mu \mathrm{~m}$, and above $23 \%$ on the entire tuning range of the OPO. These conversion efficiencies are the highest ever reported for cylindrical devices. Our strategy of a thick partial cylinder OPO is validated by these results.

We have measured separately the idler and signal contributions to the unfiltered output by measuring the generated energy after two different filters. The results are shown in Figure (66). These curves show that when the pump energy is about 5 mJ , our source delivers more than 0.5


Figure 65: Best output versus input curves of the cylindrical OPO measured at three different sets of signal and idler wavelengths with the same set of mirrors ( $\mathrm{n}^{\circ} 4$ and $\mathrm{n}^{\circ} 31$ ).

| Signal <br> Wavelength $(\mu \mathrm{m})$ | Idler wavelength <br> $(\mu \mathrm{m})$ | Pump energy <br> threshold $(\mathrm{mJ})$ | Pump intensity <br> fluence $\left(\mathrm{mJ} / \mathrm{cm}^{2}\right)$ | Conversion <br> efficiency $\eta$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.497 | 3.68 | 1.26 | 44.5 | $23.5 \%$ |
| 1.67 | 2.93 | 1.16 | 41.0 | $27.0 \%$ |
| 2.02 | 2.25 | 1.87 | 66.1 | $32.7 \%$ |

Table 13: Thresholds and efficiency of the OPO at three different signal wavelengths.
mJ at $3.7 \mu \mathrm{~m}$. These conversion efficiencies above $3 \mu \mathrm{~m}$ were our initial target in terms of future DFG experiments in small crystals.

The stability of the OPO output was also measured. The standard deviation of the generated energy for 100 pulses is constant over the tuning range and scales with the pump laser stability, i.e. between 2 to $3 \%$. We have also checked that the non-phase matched upconverted wavelengths measured at the output of the OPO do not account for more than $5 \%$ of the unfiltered output.

Contrary to most OPO curves usually reported, the top of the output curves shown in Figure (65) does not correspond to the surface damage of the sample. Even though it was very tempting to keep increasing the pump energy, we did not try to do so because the availability of about 500 $\mu \mathrm{J}$ around $4 \mu \mathrm{~m}$ was our initial target in terms of generated energy for future DFG experiments, and we did not take the risk to damage a so unique sample.

We have also measured the unfiltered output of the OPO as a function of the rotation angle. The results are displayed on Figure (67). The pump input energy used for these experiments is 5 mJ and corresponds to a moderate and routine value. The output of the OPO increases from 600 $\mu \mathrm{J}$ at $1.41 \mu \mathrm{~m}$ up to 1.4 mJ at degeneracy where it reaches its maximum. Note that this curve has been obtained without tilting the mirrors of the cavity. We could also assess the influence of the presence of $\mathrm{OH}^{-}$impurities on the OPO conversion efficiency. These impurities cause some idler


Figure 66: Signal and idler conversion efficiency for a signal wavelength at $1.489 \mu \mathrm{~m}$ and the idler at $3.728 \mu \mathrm{~m}$.
absorption around $2.9 \mu \mathrm{~m}$, and the idler absorption translates into a drop of efficiency as high as $30 \%$.

### 11.3.2 Comparison with a slab and discussion

The values of the pump fluence thresholds of our partial cylinder OPO (in $\mathrm{mJ} / \mathrm{cm}^{2}$ ) are given in Table (13) and fall in the range $40-70 \mathrm{~mJ} / \mathrm{cm}^{2}$, which is still almost an order of magnitude higher than what our colleagues from IMS obtained in similar slab samples [89]: in 2005, optical parametric oscillation close to $2 \mu \mathrm{~m}$ was obtained with a fluence threshold around $6 \mathrm{~mJ} / \mathrm{cm}^{2}$. However, because of the different pump profiles and cavity mirrors used in their experiment, we find it difficult to compare our values with these values.

That is why we performed another comparison at Néel Institute between a slab OPO and our partial cylinder OPO. The slab used for comparison (PF 147) comes from the same batch as our partial cylinder A (PF 145), but contrary to our cylinder, it is anti-reflection coated. The QPM period and tilt of the grating are identical for the two samples. In order to perform a fair comparison, the slab was inserted in the same cavity as that of the partial cylinder OPO, but we removed the focusing cylindrical lens in the case of the slab OPO. The comparison between the output energy curves obtained with the partial cylinder and the slab is shown on Figure (68). We found that the output energy of the two devices is very similar. The threshold of the slab OPO $(1.16 \mathrm{~mJ})$ is somewhat smaller than that of the cylindrical OPO $(1.26 \mathrm{~mJ})$, but the efficiency of the cylindrical OPO ( $\eta=23.5 \%$ ) is somewhat higher than that of the slab OPO ( $\eta=22.7 \%$ ). Despite equivalent generated energies, the pump intensity focused in the partial cylinder is between 15 and 20 times higher than that in the slab OPO. The origin of this need fo a higher intensity in the


Figure 67: Output energy of the partial cylinder OPO as a function of the angle of rotation. The pump energy is 5 mJ .
case of the cylindrical OPO stems probably from a poor coupling between the waves in the cavity. Assessing the overlap between the pump and resonating signal wave in a partial cylinder OPO is not something easy because of the profiles of the pump beam over its two passes. Nevertheless, ABCD matrix calculations show that for a 15 mm cavity length, the horizontal beam waist radius of a resonating signal around $1.5 \mu \mathrm{~m}$ is about $130 \mu \mathrm{~m}$, while the pump beam waist is around 420 $\mu \mathrm{m}$ (See Figure 69). Such a discrepancy undoubtedly alters the efficiency of the OPO since only the center of the pump beam is likely to be efficiently coupled in the resonating signal mode.

More calculations should be performed to give a quantitative assessment of the coupling between the waves and find the optimal combination of cylindrical focal length and mirror curvatures.


Figure 68: Comparison between the output energy of the uncoated partial cylinder OPO and the antireflection coated slab OPO at the same QPM wavelength $\lambda_{s}=1.497 \mu \mathrm{~m}$.


Figure 69: Spatial overlap between the pump and the resonating signal beams for $\mathrm{d}=15 \mathrm{~mm}$ and a signal wavelength $\lambda_{s}=1.497 \mu \mathrm{~m}$.

## 12

## SPECTRAL CHARACTERIZATIONS OF THE OPO

This chapter is dedicated to the spectral characterizations of the signal beams generated by the partial cylinder OPO. We first present the measurements of the linewidth of the signal beam at three different wavelengths and pump intensities. Then, we analyze several interesting features of the experimental curves in order to get some new insight on the performance of the partial cylinder OPO. This spectral analysis comes to supplement the previous results on the conversion efficiency and performance of the OPO.

### 12.1 RAW MEASUREMENTS

We now describe briefly the procedure that was implemented for the measurements of the spectral linewidths of the generated signal beam at three different angles of rotation and several pump energies (see Figures (70), (71) and (72)). For each angle of rotation, we first measure the signal wavelength with the usual method described in Table (12) and a low pump energy of 2 mJ . Then, we record the spectrum of the signal beam with a Chromex 250 SM spectrometer and an InGaAs photodiode DET 410 from Thorlabs, at different pump energies. The spectra measured with the Chromex spectrometer were found to be consistently shifted by $25 \pm 1 \mathrm{~nm}$ from our measurements with the first method. Such a deviation was attributed to a constant error on the calibration of the spectrometer, and as a consequence, the spectra showed thereafter are given taking into account this constant deviation. Their resulting accuracy is $\pm 1 \mathrm{~nm}$.

Figures (70), (71) and (72) show the results of these measurements for $2 \mathrm{~mJ}, 6 \mathrm{~mJ}$ and 10 mJ pump energies while Table (14) summarizes the main characteristics of all the measurements we performed.

Based on these measurements, we will now develop an extensive analysis of the spectral properties of the signal beam. It is organized as follows: first of all, two main characteristic features of these spectra are analyzed: the shift of the QPM wavelength and the broadening of the spectrum when the pump energy is increased. An effective interaction length in agreement with the linewidths of the spectra measured at the two shorter signal wavelengths 1.43 and $1.64 \mu \mathrm{~m}$ (Figures 70 and 71 ) will be found. The second part of the analysis focuses more specifically on the third set of spectra measured close to $2 \mu \mathrm{~m}$ as shown on Figure (72). The "chaotic" shape of these spectra will be analyzed in detail and highly valuable information will be obtained.


Figure 70: Spectrum of the generated signal around $1.43 \mu \mathrm{~m}$ for different pump intensities.


Figure 71: Spectrum of the generated signal around $1.64 \mu \mathrm{~m}$ for different pump intensities.


Figure 72: Spectrum of the generated signal around $2.05 \mu \mathrm{~m}$ for different pump intensities.

| Pump <br> Energy (mJ) | Figure (70) |  | Figure (71) |  | Figure (72) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { QPM } \\ & \text { wavelength } \\ & (\mu \mathrm{m}) \end{aligned}$ | $\begin{gathered} \text { FWHM } \\ (\mathrm{nm}) \end{gathered}$ | QPM wavelength ( $\mu \mathrm{m}$ ) | $\begin{aligned} & \text { FWHM } \\ & (\mathrm{nm}) \end{aligned}$ | QPM wavelength ( $\mu \mathrm{m}$ ) | $\begin{aligned} & \text { FWHM } \\ & (\mathrm{nm}) \end{aligned}$ |
| 2.0 | 1.429 | 2.5 | 1.628 | 8.0 | 2.012 | 46 |
| 4.0 | 1.4295 | 3.35 | 1.6297 | 10.1 | Not measured |  |
| 6.0 | 1.4295 | 4.1 | 1.6305 | 11.85 | 2.008 | 89 |
| 8.0 | 1.430 | 4.65 | 1.631 | 13.4 | Not measured |  |
| 10.0 | 1.430 | 4.7 | 1.631 | 18.2 | 2.024 | 107 |

Table 14: Spectral properties of the signal beams measured experimentally. The QPM signal wavelength is taken as the wavelength for which the spectral density is the highest.

### 12.2 INCREASE IN TEMPERATURE

A common feature to the three sets of spectra displayed on Figure (70), (71) and (72) is the shift of the QPM wavelength when the pump energy is increased. Experimentally, the QPM wavelength was found to increase by $1 \mathrm{~nm}, 3 \mathrm{~nm}$ and 12 nm at $1.43 \mu \mathrm{~m}, 1.628 \mu \mathrm{~m}$ and $2.01 \mu \mathrm{~m}$ when the pump energy is increased from 2 mJ up to 10 mJ respectively. This shift of the QPM signal wavelength can be related to an increase of the temperature of the crystal, which is legitimate since no temperature control is implemented in our device.

When the temperature of a QPM crystal is changed, the refractive indices as well as the QPM period may vary a priori. However, the expansion coefficient of $5 \% \mathrm{MgO}$ :PPLN given in [106] suggests that the QPM period cannot be modified by more than $0.05 \%$ when variations of temperature smaller than $30^{\circ}$ are considered. Since small temperature variations are considered in


Figure 73: Effect of the temperature on the QPM signal wavelength at a fixed QPM period of 31.32 $\mu \mathrm{m}$ corresponding to a QPM signal of $1.628 \mu \mathrm{~m}$ at $\mathrm{T}=21^{\circ} \mathrm{C}$. Sellmeier equations from reference [106] have been used.
this section, this remark allows us to neglect the variations of the QPM period.The temperature dependence of the refractive indices, i.e. the thermo-optical effect, will only be used to relate the shift of the QPM wavelength to an increase in the temperature of the crystal. Based on Equation (155), we could calculate the theoretical variations of the QPM signal wavelength between 15 ${ }^{\circ} \mathrm{C}$ and $35^{\circ} \mathrm{C}$. At $1.429 \mu \mathrm{~m}$ and 1.635 nm the temperature tuning rates are constant and equal respectively to $0.11 \mathrm{~nm} /{ }^{\circ} \mathrm{C}$ and $0.5 \mathrm{~nm} /{ }^{\circ} \mathrm{C}$ (see Figure 73). The 1 nm and 3 nm shifts in wavelength observed experimentally therefore would correspond to an increase in temperature of $10{ }^{\circ} \mathrm{C}$ at $1.429 \mu \mathrm{~m}$ and $6^{\circ} \mathrm{C}$ at $1.628 \mu \mathrm{~m}$. Around $2 \mu \mathrm{~m}$, the temperature tuning rate increases much faster with the wavelength as shown on Figure (74): it is $0.7 \mathrm{~nm} /{ }^{\circ} \mathrm{C}$ at $21^{\circ} \mathrm{C}$, but it becomes infinite when the upper QPM temperature is reached. It is more difficult to assess the temperature increase close to $2 \mu \mathrm{~m}$ because the shift in QPM wavelength is not determined accurately. Nevertheless, a shift of 12 nm as seen on Table (14) corresponds to a rise of temperature of about $17^{\circ} \mathrm{C}$.

The variations of these temperature changes with the QPM signal wavelength suggest that they cannot be only attributed to a stronger pump energy. A higher absorption coefficient at the idler wavelength ( $4.15 \mu \mathrm{~m}$ versus $3.0 \mu \mathrm{~m}$ ) could explain the difference between the temperature rise at $1.43 \mu \mathrm{~m}$ and $1.64 \mu \mathrm{~m}$. The fact that the temperature rise is higher at $2.0 \mu \mathrm{~m}$ than at $1.429 \mu \mathrm{~m}$ and $1.628 \mu \mathrm{~m}$ is more surprising: it does not correlate with a higher reflectivity of the mirrors (see Figure 60). It is maybe due to the fact that the idler wavelength is no longer absorbed by the input mirror (See figure 52) but reflected inside the cavity closer to degeneracy, which would increase the conversion efficiency and thus rise even more the temperature.

### 12.3 SPECTRAL LINEWIDTH STUDIES

In addition to a small shift of the QPM signal wavelength at higher pump energy, the linewidth of the spectrum also increases with the pump energy. In this section, we give theoretical justification


Figure 74: Effect of the temperature on the QPM signal wavelength for a fixed QPM period of 32.35 $\mu \mathrm{m}$ corresponding to a signal wavelength of $2.01 \mu \mathrm{~m}$ at $\mathrm{T}=21^{\circ} \mathrm{C}$. Sellmeier equations from reference [106] have been used.
of the model that we use to analyse the values of the linewidth measured experimentally at low pump energy, and at higher energies.

### 12.3.1 Gain function of an OPO

The spectral properties of the signal emitted by an OPO have been studied both theoretically $[33,32]$ and experimentally $[119,120]$ in the past, and the model to determine the FWHM of the signal generated by and OPO is now well established. We use such a model following the main ideas given in [33].

The expression of the gain function of an Optical Parametric Amplifier was derived in the first chapter of this dissertation (see Equation 52). It writes:

$$
\begin{equation*}
G_{O P A}=\frac{I_{s}(L)}{I_{s}(0)}=1+\frac{\gamma_{0}^{2}}{\sqrt{\gamma_{0}^{2}-\left(\frac{\Delta k}{2}\right)^{2}}} \sinh ^{2}\left(\sqrt{\left.\gamma_{0}^{2}-\left(\frac{\Delta k}{2}\right)^{2} L\right)}\right. \tag{178}
\end{equation*}
$$

where $\mathbf{L}$ is the length of the sample and $\gamma_{0}$ is the amplification coefficient given in Equation (49):

$$
\begin{equation*}
\gamma_{0}^{2}=\frac{8 \pi^{2} d_{e f f}^{2}}{\lambda_{s} \lambda_{i} n\left(\lambda_{s}\right) n\left(\lambda_{i}\right) n\left(\lambda_{p}\right)} Z_{0} I_{p, 0} \tag{179}
\end{equation*}
$$

When plugging the value of the effective coefficient

$$
\begin{equation*}
\left|d_{e f f}\right|=\frac{2}{\pi}\left|d_{33}\right|=16.0 \mathrm{pm} / \mathrm{V} \tag{180}
\end{equation*}
$$

based on measurements from [12], in Equations (178) and (179), it is possible to compute the gain function of an Optical Parametric Amplifier for a crystal of $5 \% \mathrm{MgO}:$ PPLN of length L and for any arbitrary values of the signal wavelength and pump energy. At small energies, the gain function has the classical "sinc" dependency. But at higher gains, the gain function broadens, and the FWHM is increased. An Optical Parametric Oscillator can be regarded formally as a succession of several OPAs in series. And the gain function of such a device is then given by:

$$
\begin{equation*}
G_{O P O}=\left(G_{O P A}\right)^{M} \tag{181}
\end{equation*}
$$

where M is the number of round trips of the signal in the cavity before reaching threshold [32]. A higher number of passes in the crystal tends to reduce the linewidth of the generated beams.

Note that this model is oversimplified since it neglects the divergence of the beams and assumes a perfect QPM grating without any transversal variations or inhomogeneities. Moreover, it assumes that the interaction between the beams takes place over the entire length of the sample. This might not be the case so that we allow L to be the interaction length rather than the crystal length. A shorter interaction length inevitably broadens the spectra generated in the cavity.

### 12.3.2 Analysis of our measurements

In this section we try to relate the linewidth of the spectra measured experimentally to the prediction of the model that we just presented. The interaction length of the sample L as well as the number of passes in the crystal will be adjusted to match the shape of the gain function calculated from Equations (181) to our experimental spectra.

It turns out that the linewidths of the signal wavelengths at $1.43 \mu \mathrm{~m}$ and $1.65 \mu \mathrm{~m}$ are in good agreement with a single pass $(M=1)$ model of Optical Parametric Amplification considering a reduced interaction length in the crystal sample. We have shown on Figure (75) that the best agreement is obtained for a length $\mathrm{L}=13 \mathrm{~mm}$ if $\lambda_{s}=1.43 \mu \mathrm{~m}$ and for a length $\mathrm{L}=19 \mathrm{~mm}$ if $\lambda_{s}=1.64 \mu \mathrm{~m}$. In every case, the spectrum calculated for a single pass and $\mathrm{L}=38 \mathrm{~mm}$, which corresponds to the diameter D of the partial cylinder, is also shown for the sake of comparison. The effect of a reduced interaction length is the broadening of the spectra as shown on Figure (75).

These conclusions on a shorter interaction length are somehow surprising because the interaction length is much reduced compared with the partial cylinder diameter $\mathrm{D}=38 \mathrm{~mm}$. At $1.43 \mu \mathrm{~m}$, the effective interaction length derived from the fit of the spectral profiles is close to one third of the crystal diameter. It increases to one half of the diameter of the cylinder at $1.64 \mu \mathrm{~m}$. In addition, the fact that the best agreement was obtained for a single pass gain model is also surprising. In order to further check the validity of the single pass gain model, we investigated the effect of an increase of the pump energy on the linewidth of the spectra. We have compared the spectra measured at 10 mJ pump energy to the single pass OPA gain function given in Equation (178) and for a pump intensity corresponding to 10 mJ . The results are plotted on Figures (76a) and (76b). It turns out that the gain function of the single pass OPA does not widen as fast as the

(a) The best agreement is obtained for $\lambda_{s}=1.428 \mu \mathrm{~m}$ when an interaction length $\mathrm{L}=13 \mathrm{~mm}$ is considered in Equation (178).

(b) The best agreement is obtained at $\lambda_{s}=1.64 \mu \mathrm{~m}$ when an interaction length $\mathrm{L}=19 \mathrm{~mm}$ is considered in Equation (178).

Figure 75: Determination of the effective length of interaction in the crystal from the fit of the signal spectral profile at $1.43 \mu \mathrm{~m}$ (a) and $1.64 \mu \mathrm{~m}$ (b). The pump energy is 2 mJ corresponding to a pump intensity of $7 \cdot 5 \mathrm{MW} / \mathrm{cm}^{2}$.
real spectra when the pump energy is increased. Even though the broadening of the left wing of the spectrum is fairly well predicted by our model, the discrepancy between the calculations and the experiments are mostly seen on the right wing of the spectra: the upper part of the spectra broadens much faster than the lower part.

The role of temperature fluctuations identified in the previous section deserves more investigation with this respect. One way to check for the influence of the temperature would be to carry out the same analysis with the same crystal but with a regulated temperature. Another hypothesis could be the contribution of the divergence of the beam, the different "rays" over the beam aperture propagating at different effective QPM periods due to the asymetry of the grating geometry. We also think that it would be interesting to check the distribution of wavelengths over the beam cross section. This would be a highly efficient way to probe the quality of the QPM grating but also to make sure that the asymmetrical broadening does not come from spectral inhomogeneities over the beam profiles.

Eventually, if we take $L=15 \mathrm{~mm}$ as an average interaction length, we found that $\mathrm{M}=11$ round trips for the signal at low pump energy and $\mathrm{M}=7$ round trips at 10 mJ pump energy give the best agreement between the spectra measured experimentally and the calculations from Equation (181), as shown on Figure (77).

(a) Spectral broadening around $1.43 \mu \mathrm{~m}$. The length of the crystal used for calculation corresponds to that determined on Figure (75) i.e. $\mathrm{L}=13 \mathrm{~mm}$ here.

(b) Spectral braodening around $1.64 \mu \mathrm{~m}$. The length of the crystal used for calculation corresponds to that determined on Figure (75) i.e. $\mathrm{L}=19 \mathrm{~mm}$ here.

Figure 76: Effect of the pump energy on the linewidth of the signal.


Figure 77: Determination of the effective length of interaction in the crystal from the fit of the signal spectral profile at $2.01 \mu \mathrm{~m}$. The pump energy is 2 mJ corresponding to a pump intensity of $7.5 \mathrm{MW} / \mathrm{cm}^{2}$.

This section develops a more subtle analysis of the third set of spectra measured close to $2 \mu \mathrm{~m}$. We draw two very important conclusions from this analysis.

### 12.4.1 Simultaneous QPM

A (not so careful) observation of the spectra displayed on Figure (72) shows an intriguing dip at $2.043 \mu \mathrm{~m}$ making the full spectra look somewhat "chaotic". We have long thought that this dip in the spectrum was coming from a defect on the grating of the Chromex spectrometer used in the measurements. It turns out that this dip actually provides some very important conclusions on the performances of the partial cylinder OPO.

Figure (78) shows the experimental and calculated angular tuning curves of the partial cylinder OPO as well as the phase-matching curve of the second order SFG process between the signal of the OPO and the $1.064 \mu \mathrm{~m}$ pump. In terms of energy conservation relation, the first order DFG corresponds to:

$$
\begin{equation*}
\hbar \omega_{p} \underset{D F G}{\vec{~}} \hbar \omega_{s}+\hbar \omega_{i} \tag{182}
\end{equation*}
$$

while the SFG process corresponds to :

$$
\begin{equation*}
\hbar \omega_{p}+\hbar \omega_{s} \underset{S F G}{\vec{~}} \hbar \omega_{S F G} \tag{183}
\end{equation*}
$$

Let us recall here that a second order QPM process is a QPM process for which the QPM period is not equal to twice the coherence length as in a first order QPM process (see section 2.2.3) but to four times the coherence length. Such a second order QPM process is possible only if the duty ratio $\eta$ deviates from its ideal value of 0.5 (see Figure 12).

We see that there is a signal wavelength close to $2 \mu \mathrm{~m}$ and an angle $\phi$ close to $30^{\circ}$ for which the two phase-matching curves intersect. As a consequence, for this specific direction of propagation, there are two processes simultaneously quasi-phase-matched and a pump photon has basically two "options": it can either split into a signal and an idler photons through the QPM DFG condition, but it can also fusion with a signal photon to create a photon of higher energy through the SFG QPM condition. The intensity at the specific signal wavelength for which these two QPM conditions are fulfilled is reduced because such signal photons are consumed through the SFG process, but also because some pump photons are consumed in the SFG process which in turn decreases the conversion efficiency of the DFG. The dip in the spectrum corresponds exactly to the wavelength for which these two processes are quasi-phase-matched simultaneously.

These simultaneous QPM processes have already been reported experimentally: such a dip in a broad spectrum close to $2 \mu \mathrm{~m}$ was observed at $2.044 \pm 0.002 \mu \mathrm{~m}$ [121] but with a lower intensity than in our case. This previous value of the signal wavelength is then in perfect agreement with the value that we measured on Figure (72).


Figure 78: Simultaneous QPM between the first order DFG and the second order SFG between the pump at $1.064 \mu \mathrm{~m}$ and the signal of the OPO. Equation 155 is used for the calculations.

### 12.4.2 Collinear versus noncollinear QPM (second proof)

We now advocate that this simultaneous QPM condition can be a very efficient criteria to discriminate between the collinear and the noncollinear QPM configurations. In this section, we solve the condition for simultaneous QPM in the collinear and noncollinear QPM configurations. And we show that our measurements are closer to the simultaneous QPM phase-matching in the collinear case.

The first order collinear QPM DFG equation is the classical equation used in this chapter:

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{i}\right)}{\lambda_{i}}=\frac{\cos \phi}{\Lambda_{0}} \tag{184}
\end{equation*}
$$

The second order QPM SFG condition is now investigated. We said previously that the second order QPM period, $\Lambda_{S F G}^{2 n d}$, is four times the coherence length of the SFG process:

$$
\begin{equation*}
\Lambda_{S F G}^{2 n d}=4 L_{c, S F G}=\frac{4 \pi}{\Delta k_{S F G}} \tag{185}
\end{equation*}
$$

so that when we impose that the second order QPM period is the effective QPM period $\Lambda_{e f f}(\phi)$, we find:

$$
\begin{equation*}
\Delta k_{S F G}=\frac{4 \pi \cos \phi}{\Lambda_{0}} \tag{186}
\end{equation*}
$$

from which the second order collinear QPM SFG condition writes:

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{S F G}\right)}{\lambda_{S F G}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{\cos \phi}{\left(\frac{\Lambda_{0}}{2}\right)} \tag{187}
\end{equation*}
$$

The common solution to Equations (184) and (187) gives the condition for which these two parametric processes are simultaneously quasi-phase-matched. We find graphically $\phi=30.11^{\circ}$ and $\lambda_{s}=2.05 \mu \mathrm{~m}$, as shown on Figure (79).

A similar reasoning can be performed to find the angle and wavelength for which simultaneous QPM is possible in the case of a noncollinear QPM configuration. The first order noncollinear QPM DFG equation was given in Equation (173):

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{i}\right)}{\lambda_{i}} \sqrt{1-\left(\frac{\lambda_{i} \sin \phi}{\Lambda_{0} n^{e}\left(\lambda_{i}\right)}\right)^{2}}=\frac{\cos \phi}{\Lambda_{0}} \tag{188}
\end{equation*}
$$

As for the second order QPM SFG equation, it is now the SFG that will adapt both its direction of propagation and wavelength to close the vectorial QPM relation, and not the idler as in the case of DFG. The resulting equation ruling this process is therefore :

$$
\begin{equation*}
\frac{n^{e}\left(\lambda_{S F G}\right)}{\lambda_{S F G}} \sqrt{1-\left(\frac{\lambda_{S F G} \sin \phi}{\left(\frac{\Lambda_{0}}{2}\right) n^{e}\left(\lambda_{S F G}\right)}\right)^{2}}-\frac{n^{e}\left(\lambda_{s}\right)}{\lambda_{s}}-\frac{n^{e}\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{\cos \phi}{\left(\frac{\Lambda_{0}}{2}\right)} \tag{189}
\end{equation*}
$$

And the solution of the simultaneous noncollinear QPM is $\phi=29.56^{\circ}$ and $\lambda_{s}=2.032 \mathrm{~nm}$, as shown on Figure (79).

We have compared the theoretical values of collinear and noncollinear simultaneous QPM conditions to our experimental results in Table (15). Experimentally, we found that the signal wavelength at which the two processes are simultaneously phase-matched is $2.043 \mu \mathrm{~m}$. The corresponding phase-matching angle is $30.5^{\circ} \pm 0.5^{\circ}$. The experimental simultaneous QPM phasematching angle is therefore more than $1^{\circ}$ off the noncollinear QPM condition. It is only $0.4^{\circ}$ off the theoretical value of the collinear solution. Even with angular error bars of $0.5^{\circ}$ the agreement with the collinear solution is better. We do believe that this discussion provides the second proof of a collinear QPM configuration in the partial cylinder OPO. This constitutes one of the main conclusions of the present dissertation.

### 12.4.3 Grating characterization

We have given in Part I some clues about higher order QPM processes. We especially mentioned on Figure (12) that the effective coefficient of a second order QPM process vanishes when the duty ratio of a QPM sample is exactly 0.5 , and that it has the highest amplitude when the duty ratio

(a) Simultaneous collinear quasi-phase-matching between the first order DFG process and the second order SFG process in a $5 \% \mathrm{MgO}:$ PPLN crystal with $\Lambda_{0}=28 \mu \mathrm{~m}$.

(b) Simultaneous noncollinear quasi-phase-matching between the first order DFG process and the second order SFG process in $5 \% \mathrm{MgO}:$ PPLN with $\Lambda_{0}=28 \mu \mathrm{~m}$.

Figure 79: Comparison between the conditions for collinear or noncollinear simultaneous QPM.

|  | Collinear QPM case |  | Noncollinear case (calculation) | Experimental values |
| :---: | :---: | :---: | :---: | :---: |
|  | Calculation | Ref.[121] |  |  |
| Signal wavelength $(\mathrm{nm})$ | 2050 nm | $2044 \pm 2 \mathrm{~nm}$ | 2032 nm | $2043 \pm 2 \mathrm{~nm}$ |
| $\text { QPM angle } \phi$ $\left(^{\circ}\right)$ | $30.11^{\circ}$ | Not relevant | $29.56^{\circ}$ | $30.5 \pm 0.5{ }^{\circ}$ |

Table 15: Comparison between the simultaneous QPM parameters in collinear and noncollinear QPM configurations.


Figure 80: Experimental acceptance of the second order SFG process between the signal and the pump wavelength at $1.064 \mu \mathrm{~m}$. The pump energy is 6 mJ .
is 0.25 . In this section, we investigate the quality of the grating of our sample by analyzing the spectral acceptance of the second order QPM SFG process that we have identified. We have plotted on Figure (80) the spectrum shown on Figure (72) but rotated by $180^{\circ}$, so that the amplitude of the dip is more clearly visible.

We have plotted on Figure (81) the normalized amplitude of the dip shown on Figure (80) for wavelengths between 2.02 and $2.07 \mu \mathrm{~m}$. Its varies with the signal wavelength as a classical interference function describing low gain parametric conversion processes. If we assume that this normalized amplitude is also the normalized SFG intensity, we can compare this function to theoretical predictions. Based on Sellmeier equations (155), the theoretical acceptance of the QPM SFG between the signal of the OPO and the pump beam, is found to match the shape of the experimental interference function if an interaction length $L=4.2 \mathrm{~mm}$ is considered for this SFG process. This is an important conclusion when it comes to assessing the quality of the grating of our sample. We see that the interaction length for this second order SFG process is about one


Figure 81: Comparison between the experimental and theoretical acceptance curves of the secondorder SFG between the OPO signal wavelength and the pump. The best agreement is obtained for an interaction length $\mathrm{L}=4.2 \mathrm{~mm}$.
fourth the interaction length $\mathrm{L} \approx 16 \mathrm{~mm}$ that we had found previously from the fit of the linewidths of the signal beams. If we consider a QPM crystal with an average duty ratio $\eta$ such that about one fourth of its interaction length has a duty ratio of 0.25 and the three other fourths have a duty ratio of 0.5 , we would find :

$$
\begin{equation*}
\eta=0.44 \tag{190}
\end{equation*}
$$

### 12.5 CONCLUSION ON THE SPECTRAL PROPERTIES

Let us now summarize the results of the spectral analysis that we have performed so far. First of all, we have potentially identified thermal effects in the cylindrical crystal that lead to a shift of the spectrum of the generated signal wave when the pumping energy is increased. These shifts are higher closer to $2 \mu \mathrm{~m}$ than between 1.43 and $1.64 \mu \mathrm{~m}$. The subsequent analysis of the linewidth of the signal beams generated in the OPO have shown that far from degeneracy, the linewidths of the signal are higher than what a simple model of optical parametric amplification in a 38 mm long crystal would suggest. A reduced interaction length between 13 and 19 mm gave better adequation between this simple model and the linewidths measured experimentally.

Then, we could analyze the spectral properties of two competitive QPM processes in the crystal. Indeed, there is one signal wavelength for which the SFG with the pump beam at $1.064 \mu \mathrm{~m}$ is simultaneously quasi-phase-matched with the DFG of the OPO. We confirmed the value of the signal wavelength of $2.043 \mu \mathrm{~m}$ measured by our japanese colleagues. On the other hand, we found that this parasitic process was more intense than what they observed previously. However, the
spectral acceptance of this SFG parasitic process correlates well with an interaction length $\mathrm{L}=4.2$ mm , and we have tried to relate this interaction length to a deviation of duty ratio from the ideal value of 0.5 .

This chapter reports on the first $5 \% \mathrm{MgO}$ :PPLN optical parametric oscillator based on 5 mm thick partial cylinder with an aperture angle of $45.6^{\circ}$. The tunability achieved with this sample is the highest that can be expected from a monograting QPM sample. It involves only the mechanical rotation of the cylinder, and is therefore truly continuous and agile. It extends from $1.42 \mu \mathrm{~m}$ up to $4.4 \mu \mathrm{~m}$. The efficiency of the partial cylinder OPO is the highest reported so far for such a device. More than 2.7 mJ have been generated close to degeneracy. And about 2 mJ can be obtained on the entire tuning range. The energetical performance of our OPO has been found to be equivalent to that of a slab OPO. The intensity required to achieve the same efficiency is nevertheless almost 15 times higher in the case of our cylindrical OPO. A poor coupling between the interacting waves inside the resonator can be responsible for this inferior performance: the small size of the resonating signal beam is intrinsically due to the plane mirrors of the cavity. However, the extensive analysis of the spectral properties of the signal generated from the OPO suggests another reason. We have indeed shown that a low interaction length between the signal and the pump beams could explain the linewidths of the generated beams.

In addition to the better agreement between the experimental tuning curve measured in this work and the calculations made under the collinear QPM condition, we were also able to show that the second order QPM SFG of the signal at $2.043 \mu \mathrm{~m}$ with the pump wavelength cannot be explained by a noncollinear QPM configuration of the waves in the OPO. This result is important and validates the theory of Angular Quasi-Phase-Matching. It is also very important for the next Part of this dissertation where the beams of the OPO will be used in DFG experiments. From now on, we will consider that the idler beams are all emitted in the same direction when the partial cylinder is rotated in the cavity.

Part IV
DUAL WAVELENGTH SOURCE FOR VERSATILE DIFFERENCE FREQUENCY GENERATION EXPERIMENTS

## INTRODUCTION

At this stage of the dissertation, we have mostly dealt with parametric infrared generation below $8 \mu \mathrm{~m}$ for $\mathrm{CdSiP}_{2}$ (Part II), and below $5 \mu \mathrm{~m}$ for $5 \% \mathrm{MgO}$ :PPLN (Part III). In this final Part, we tackle the issue of parametric infrared generation in the range 8-12 $\mu \mathrm{m}$, which corresponds to Band III of transmission of the atmosphere.

We first list the specifications of a source that could lead to a powerful characterization of new nonlinear infrared crystals. Then, we compare these requirements to the existing strategies that have been designed so far to generate infrared coherent radiation above $8 \mu \mathrm{~m}$. A critical analysis will demonstrate that none of these strategies are fully satisfying when exploratory search and early identification of new and small-sized nonlinear infrared crystals is targeted. We have built a versatile DFG source that should better answer this need. It uses two $5 \% \mathrm{MgO}$ :PPLN partial cylinder OPOs running in parallel.

We have shown previously that a single OPO based on a 5 -mm-thick $5 \% \mathrm{MgO}$ :PPLN crystal cut as a partial cylinder is well suited for the generation of a continuously tunable coherent beam over the range 1.4-4.4 $\mu \mathrm{m}$ with good conversion efficiencies. When two such partial cylinder OPOs are pumped in parallel, DFG experiments between two widely and independently tunable beams can be performed. And we will show in this final Part that the use of two partial cylinder QPM OPOs makes our strategy much more versatile than any other DFG strategy implemented so far: thanks to the independence of polarizations and wavelengths between the two beams, any parametric mixing process can be investigated. Two different DFG experiments in Band III are reported.

## 13

THE NEED FOR A NEW TOOL FOR CHARACTERIZING INFRARED CRYSTALS

In this section we list the ideal characteristics of a source that could contribute efficiently to an exploratory search and early identification of nonlinear infrared materials. Then, we compare these requirements to existing DFG setups.

### 13.1 SPECIFICATIONS

Figure (82) compares the main nonlinear infrared materials for parametric infrared generation above $8 \mu \mathrm{~m}$ on the basis of their long wavelength cut-off and minimum pump wavelength for which two-photon absorption (TPA) is avoided (see Equation 109). This figure confirms that the nonlinear infrared crystals that transmit above $8 \mu \mathrm{~m}$ and that can be pumped with a Nd:YAG laser are scarce. It also shows that most crystals for parametric generation above $8 \mu \mathrm{~m}$ require pump wavelength at least above 1.2-1.4 $\mu \mathrm{m}$. This first requirement of using longer pump wavelengths for parametric infrared generation was already mentioned on Figure (18) where it was shown that a high nonlinear figure of merit correlates perfectly with small values of the band gap.

It turns out that a pump wavelength in the range 1.2-1.4 $\mu \mathrm{m}$ is usually not long enough to make the best characterizations of most nonlinear infrared crystals. For example, infrared supercontinuum generation requires pump wavelength in the range 2-3 $\mu \mathrm{m}$ (see Table 7). Furthermore, we believe that a tool that could simulate the phase-matching properties of a crystal at different pump wavelengths corresponding to the emission line of mid-infrared lasers (see Table 9) is very valuable. As a consequence, an efficient characterization tool for nonlinear infrared crystals requires a wide and continuous tuning of the pump wavelength possibly in the range $2-3 \mu \mathrm{~m}$.

Last but not least, it is important for our our new experimental tool to be suited for the characterizations of small crystals. Indeed, it is somewhat unrealistic to expect the first growth attempts of a new nonlinear crystal to yield large size and high quality crystals. Therefore, the low nonlinear gain in small crystals rules out strategies such as pump tunable OPO or OPG as characterization tools. As a consequence, pump tunable DFG is the only available option when the phase-matching properties of a small nonlinear infrared crystal must be characterized.


Figure 82: Comparison between some nonlinear infrared materials for Band III applications on the basis of their infrared cut-off wavelength and minimum pump wavelength for which TPA is avoided (twice their band gap). These datas are taken from [9].

### 13.2 SOURCES FOR DFG: STATE OF THE ART

In this section, we now compare some solutions that have been implemented to perform DFG experiments in nonlinear infrared materials. We discuss the interest in these experimental setups in the light of the main requirement listed above: a wide and continuous tunability of the pump above $1.4 \mu \mathrm{~m}$ and possibly in the range $2-3 \mu \mathrm{~m}$.

### 13.2.1 OPO or OPG at degeneracy

Mixing together the signal and idler generated from the same OPO (or OPG) in a DFG crystal has been early recognized as a very promising solution to the generation of tunable infrared coherent radiation [122, 123, 124]. Near degeneracy, the signal and idler wavelengths get closer and by mixing these two beams in a suitable nonlinear crystal, DFG in Band III can be easily obtained. Such a strategy was implemented to generate tunable infrared DFG up to $24 \mu \mathrm{~m}$ in CdSe crystals [122], as shown on Figure (83b). It was also implemented in CdGeAs2: DFG between the signal and idler of an OPG pumped by a (Cr,Er):YSGG laser emitting at $2.8 \mu \mathrm{~m}$ yielded a tunability between 7 and $20 \mu \mathrm{~m}$ [125].

These devices are very compact and have given unprecedented results in terms of tunability of the generated DFG beam [122, 125]. However, we advocate that such a strategy is not fully adequate when the goal is to characterize nonlinear infrared crystals. First of all, the pump wavelength that can be used for these DFG experiments is restricted to a limited range near


Figure 83: Sketch of the apparatus for DFG between the signal and idler beams emitted from the same OPO (a) and corresponding tuning curve (b) obtained by Hanna et al. [122] when DFG between the signal and idler beams from a proustite OPO pumped at $1.064 \mu \mathrm{~m}$ is performed in CdSe.
degeneracy. Then, one of the main drawbacks of this strategy is the poor control over the polarizations of the waves for the DFG. Actually, the polarizations of these two incident waves are dictated by the type of phase-matching that is used in the OPO crystal, and when the two types of phase-matching in the OPO and in the DFG crystal do not match, it is difficult to control the polarization of the two waves independently [11].

Eventually, in this strategy, the two incident wavelengths $\lambda_{1}=\lambda_{s}$ and $\lambda_{2}=\lambda_{i}$ (see Figure 83a) for the DFG must fulfill the classical energy conservation relation :

$$
\begin{equation*}
\lambda_{1}^{-1}+\lambda_{2}^{-1}=\lambda_{p}^{-1} \tag{191}
\end{equation*}
$$

where $\lambda_{p}$ is the pump wavelength of the OPO or OPG. This implies that the two wavelengths cannot be tuned independently, which inevitably limits the DFG experiments that can be performed.

### 13.2.2 Non-parametric sources

Other solutions have therefore been implemented in order to improve the control over both the wavelengths and polarizations of the beams used for the DFG. Such a control is usually obtained thanks to two independent arms.

### 13.2.2.1 Two dye lasers tunable around 700 nm

As far as we know, the first DFG setup with independent control of the wavelengths was built in 1992 [126]. It is a CW DFG setup between two beams emitted by different dye lasers (see Figure 84a). The main interest in this apparatus is that the two beams emitted by the dye lasers are both tunable independently in the ranges $0.58-1.1 \mu \mathrm{~m}$ and $0.58-0.9 \mu \mathrm{~m}$, respectively. CW DFG
experiments could be performed in a AGS crystal cut for angular noncritical DFG (see Figure 84b). On the other hand, this setup has two major limitations : first of all, the incident wavelengths for the DFG are in the range o.5-1.1 $\mu \mathrm{m}$, then, because of the operation in the CW regime, we find this setup inadequate for small size crystals.


Figure 84: Experimental setup allowing DFG experiments between two dye lasers (a). The corresponding angular noncritical tunability obtained in AGS is shown on Figure (b). These graphs are taken from [126].

### 13.2.2.2 DFG between two laser diodes

Another option to increase the wavelengths for the DFG is to use two beams emitted from two different laser diodes, as shown on Figure (85a). This setup was implemented to demonstrate the first QPM DFG process in OP-GaAs (See Figure 85b). In terms of characterizations, this setup can prove useful only if the nonlinear crystal can be phase-matched over the limited tuning range of the laser diodes. Since the period of a QPM material can be engineered, this setup is better suited for QPM crystals than BPM crystals.


Figure 85: Experimental setup allowing DFG experiments between two diode lasers (a). The corresponding spectral acceptance that was measured in OP-GaAs is shown on Figure (b). These graphs are taken from [127].

### 13.2.3 Two independent arms

More recently, the need to perform DFG experiments at longer pump wavelength in nonlinear infrared crystals led to the design of a new source for DFG experiments in ZnGeP 2 . This source uses a pump wavelength at $2.128 \mu \mathrm{~m}$, with a narrow spectral linewidth and a tunable signal in the range $2.6-4 \mu \mathrm{~m}$. The potentialities of this source for spectroscopic applications were demonstrated. However, its main limitation comes from the fact that the pump wavelength is not tunable at all.


Figure 86: Experimental set-up used to perform DFG experiments in $\mathrm{ZnGeP}_{2}$ (a). The tunability of the signal and DFG wavelengths are shown on (b). These graphs are taken from [128].

### 13.3 CONCLUSION

This brief comparison between the existing setups used for performing DFG experiments reveals that a source with two independent arms is the most promising route when versatile DFG experiments need to be performed. However, we believe that the existing setups presented here do not meet one of the most important requirements for nonlinear infrared materials characterization which is the ability to perform DFG experiments at any pump wavelength in the mid-infrared.

## 14

## DUAL WAVELENGTH SOURCE WITH TWO OPOS IN PARALLEL

Based on the limitations of existing setups that we identified, we now justify our decision to build a source with two partial cylinder OPOs running in parallel. Then, we discuss some experimental challenges related to the conception of such a source. The corresponding DFG results are given in the two next two chapters.

### 14.1 OUR SOLUTION: PRINCIPLE

We take advantage of the encouraging results presented in Part III with a single $5 \% \mathrm{MgO}:$ PPLN partial cylinder OPO and build an all-parametric source with two such OPOs, as shown on Figure (87). We believe that the wide and continuous tunability of these two devices is well-suited for the design of a source dedicated to the early characterization of nonlinear crystals. The combination of two partial cylinder OPOs in parallel leads to the following advantages listed below:

- Contrary to the operation of an OPO close to degeneracy, the wavelengths of the beams emitted from the first partial cylinder OPO are not related to the wavelengths emitted from the second OPO through the energy conservation relation.
- The beams emitted from the two OPOs are widely tunable between 1.4 and $4.4 \mu \mathrm{~m}$ (See Figure 56), which is adapted to most nonlinear infrared crystals shown on Figure (82). More specifically, the idler beam of these OPOs being tunable between 2.1 and $4.4 \mu \mathrm{~m}$, our source increases the pump wavelengths at which DFG experiments can be performed.
- We have given strong arguments supporting the collinear QPM configuration (see Part III) in the partial cylinder OPO. This is very important because contrary to all the devices involving rotation of crystals cut as slabs, the rotation of the cylinder will not modify the direction of propagation of the beams. As a consequence, there is no need to compensate for the effects of refraction, and this makes our source easier to use and align.
- The polarizations of the beams emitted from each OPO are also independent. This means that it is very easy to rotate the polarization of the beam emitted by one of the OPO without modifying that of the beam emitted by the second OPO. This has a tremendous advantage because any type of parametric mixing (Type 0, I, II or III) can be considered: this makes our source ideal in the context of the characterization of BPM as well as QPM new nonlinear materials.


Figure 87: Sketch of the dual wavelength source based on two cylindrical OPOs. The pump wavelength is $\lambda_{p}=1.064 \mu \mathrm{~m}$.

- Eventually, the output of these two OPOs (see Figure 66) is high enough to perform DFG experiments in small crystals.
As far as we know, the experimental realization of such a dual wavelength source for DFG has not been reported. The first trace of this concept dates back to 2000 [129] when it was patented at the NASA. At that time, terahertz wave generation was targeted and birefringent phase-matched (BPM) OPOs pumped at 355 nm were considered. However, we are not aware of the realization of this source. The apparatus that we have built is very different for two reasons at least. First of all, we have been using QPM OPOs and not BPM OPOs. Then, the interest of pumping the two OPOs at $1.064 \mu \mathrm{~m}$ leads to a reduction of the overall quantum defect between the DFG photons and the primary pump photons at $1.064 \mu \mathrm{~m}$.


### 14.2 EXPERIMENTAL APPARATUS OF THE DUAL WAVELENGTH SOURCE

Building such a source took quite some time, and in this section, we give a hint about some of the challenges that had to be tackled in order to perform DFG experiments.

### 14.2.1 Experimental set-up

The experimental apparatus of the dual wavelength source is shown on Figure (87). We use the same Nd:YAG laser at $1.064 \mu \mathrm{~m}$ as the one taken to pump the partial cylinder OPO described in Part III. Its maximum output energy per pulse is now 16 mJ . The pump beam is splitted in two parts of equal energy to pump simultaneously the two identical partial cylinder OPOs. The tuning curve of each OPO is shown on Figure (56), and the energetical properties of this device are given on Figures (65), (66) and (67): for 5 mJ pump energy in the OPOs, about $200 \mu \mathrm{~J}$ incident energy is available for the DFG experiments. Based on the conclusions from Figure (58) and the discussion
in section (12.4.2), we now consider that the signal and the idler beams of each OPO are emitted collinearly. They are both extraordinary polarized, which corresponds to a vertical direction of polarization on the table of experiments. The wavelength emitted from the first OPO and used for DFG will be labelled as $\lambda_{1}$, while the wavelength emitted by the second OPO and used for DFG will be labelled as $\lambda_{2}$, as shown on Figure (87).

Two $\mathrm{CaF}_{2}$ spherical lenses of $200-\mathrm{mm}$-focal length are positioned at the output of each OPO in order to correct for the divergence of the generated beams. The positioning of these lenses is performed so that the orange (reddish) spot generated in the cavity (and corresponding to the non-quasi-phase-matched SFG between the signal and the pump) is as parallel as possible after propagation in these lenses. We are aware that this method of positioning might not be ideal especially when we are working with the idler beam of the OPO. It is somehow justified because of the lack of an infrared camera and because of the easy visual criteria of alignment it involves.

Using a spherical lens does correct for the astigmatism of the beams generated in the OPO. The spatial profile of the $1.42 \mu \mathrm{~m}$ signal beam emitted by the first OPO (OPO 1 on Figure 87) was characterized after a second spherical lens of 150 mm . The knife-edge method was implemented to do so, and the resulting profiles were fitted with an erf function to yield the beam waist radius along the direction of propagation. The results are shown on Figure (88): the signal beam is more strongly focused in the horizontal plane and has an elliptical cross-section. These measurements allowed us to extract the values of the $\mathrm{M}^{2}$ factor of the signal beam in these two directions. We found that the $\mathrm{M}^{2}$ factor was $8.5 \pm 1.0$ in the horizontal plane where the beam is the more focused, and $28 \pm 2$ in the vertical direction. Along the vertical direction, this value is in agreement with typical values of OPOs based on PPLN slabs [130]. In the horizontal direction, it is likely that a filtering effect due to a higher selectivity of the cavity leads to a much lower $\mathrm{M}^{2}$ factor, as previously reported in the group during the PhD thesis of Olivier Pacaud who worked on the first cylindrical OPO [31, 115].

It is after these two lenses that we can incorporate some selective filters or half-wave plates, as shown on Figure (87). In the rest of this work, we consider only the idler beams emitted by the two partial cylinder OPOs. Anti-reflection coated Germanium filters from Thorlabs are used.

We think that two cylindrical $\mathrm{CaF}_{2}$ lenses on each arm of the dual wavelength source with different focal lengths might be better suited to correct for the astigmatism of the beams generated in the partial cylinder OPO.

### 14.2.2 Beam combiner issue

In our apparatus, the "price to pay" for using two OPOs in parallel is the need to get the beams at $\lambda_{1}$ and $\lambda_{2}$ together. The optical element on which the two beams recombine is therefore a key element of our setup. In this section, we justify our choice of a dichroic mirror.

The choice of the optical element where the beams at $\lambda_{1}$ and $\lambda_{2}$ are forced to recombine is primarily imposed by the range of wavelengths and states of polarizations of the beams that need to be mixed in the DFG crystal. In addition, this choice must take into account the efficiency


Figure 88: Horizontal and vertical signal beam profiles of the signal at $1.42 \mu \mathrm{~m}$ and for a pump energy of 3 mJ . The zero of the abscissa corresponds to the position of the $150-\mathrm{mm}$-focal lens.
of recombination i.e. the ratio between the energy of the two waves that are recombined in comparison with their incident energy, and of course the commercial avalibility.

The simplest option to recombine two beams at different wavelengths is a dichroic mirror (See Figure 89a), with cut-on wavelength $\lambda_{C}$. By using one beam in reflexion and one beam in transmission, two beams can be easily recombined. And since the dichroic mirror can be used at $45^{\circ}$, the two beams hit the mirror with perpendicular directions of propagation, which is probably the most convenient solution in terms of alignment. The higher the contrast between the reflected and transmitted intensities the better this option in terms of overall efficiency of recombination. Furthermore, this solution has the huge advantage of allowing beams with any polarizations to be recombined. But since the cut-off wavelength $\lambda_{C}$ dictates the maximum value of the first wavelength $\lambda_{1}$ as well as the minimum value of the second wavelength $\lambda_{2}$, this technological solution limits the range of wavelengths that can be recombined. It is especially limited when wide tuning of $\lambda_{1}$ or $\lambda_{2}$ is required, or when very close wavelengths must be recombined.

When closer wavelengths must be recombined, it is better to use polarizing elements that allow two beams in different polarization states to be recombined. Contrary to the use of a dichroic mirror, this solution can be very broadband. However, it will limit the DFG experiments to the types for which the two incident beams are cross-polarized, thus excluding Type 0 in QPM materials for example. Two types of polarizing elements can be imagined. The first one is a rutile polarizer, while the second one is a Germanium thin slab positioned at Brewster angle. The interest of using a Germanium thin slab comes from the fact that the recombination efficiency is high, even for the S-polarized wavelength in reflection thanks to the high refractive index of

Germanium ( $\mathrm{n} \approx 4.0$ at $3 \mu \mathrm{~m}$ ). It is also a cheap solution available commercially. Due to the low dispersion of Germanium around $3 \mu \mathrm{~m}$, the Brewster angle is not much dispersive, and the average value of the Brewster angle, i.e. $\theta_{B}=76^{\circ}$ at $3 \mu \mathrm{~m}$ should be satisfactory for a wide range of wavelengths.

In our work, we have chosen a dichroic mirror from Laseroptik that is specially designed for Er:YAG laser cavities. The transmission spectrum of such a mirror is shown on Figure (90). Since an Er:YAG laser emits at $2.94 \mu \mathrm{~m}$, these mirrors are highly reflective between 2.5 and $3.2 \mu \mathrm{~m}$. And this will correspond to the range of our first wavelengths $\lambda_{1}$ used in the following experiments (See Figure 87). The wavelengths $\lambda_{2}$ can fall anywhere between 3.5 and $4.5 \mu \mathrm{~m}$, where the mirror has a moderate transmission ( $\mathrm{T}>60 \%$ ). Let us stress that these two ranges of wavelengths for $\lambda_{1}$ and $\lambda_{2}(2.5-3.2 \mu \mathrm{~m}$ and 3.5-4.5 $\mu \mathrm{m})$ are well suited to generate infrared coherent radiation in Band III. For example, the energy conservation between one beam at $\lambda_{1}=3 \mu \mathrm{~m}$ and one beam $\lambda_{2}$ at 4 $\mu \mathrm{m}$ results in a DFG wavelength at $12 \mu \mathrm{~m}$.

### 14.3 OPTIMIZATION OF THE SPATIAL OVERLAP

Making sure that the beams overlap spatially has not been something easy, mostly because of the lack in the lab of technological solutions to "see" the two idler beams emitted from the OPOs. A Spiricon camera was cordially lent by Antoine Godard from ONERA to realize the spatial overlap between the two idlers, but because of the divergence of the beams and the low idler energy at which the alignement was made, it was difficult to get a good result. Rather than using the pyroelectric camera, we used a classical procedure from our group: instead of performing a direct DFG between one beam at $\lambda_{1}$ and one beam at $\lambda_{2}$, we optimize the SFG efficiency between the two same beams in a crystal whose phase-matching properties are well-known. Performing such an experiment has the main advantage of generating a SFG wavelength that can be easily detected with more standard methods. We chose another $5 \% \mathrm{MgO}$ :PPLN crystal as the SFG crystal, as shown on Figure (91). It is a $40-\mathrm{mm}$-long crystal with an aperture window of $5 \times 5 \mathrm{~mm}^{2}$, provided by Pr T. Taira [89]. This sample has a classical QPM grating structure perpendicular to the faces of the crystal, and its QPM period is $\Lambda_{0}=32.3 \mu \mathrm{~m}$.

For each set of wavelengths $\left(\lambda_{1}, \lambda_{2}\right)$, we optimize the intensity of the SFG through the optimization of the spatial overlap between these two beams. Figure (92) shows the SFG phase-matching wavelength $\lambda_{3}$ that we measured with different sets of wavelengths $\lambda_{1}$ and $\lambda_{2}$, after the optimization of the overlap. Let us stress that the SFG crystal is not rotated throughout this procedure, and that this procedure is a demonstration of the potential of this source to perform bi-tunable SFG (or DFG) in a crystal cut as a slab without any rotation.


Figure 89: Comparison of two solutions for recombing a beam at $\lambda_{1}$ with a beam at $\lambda_{2}$.


Figure 90: Transmission spectrum of the dichroic mirror with unpolarized light and at $45^{\circ}$. The range of wavelength $\lambda_{1}$ corresponds to the range where the dichroic is highly reflective at $45^{\circ}$ while the range of wavelengths $\lambda_{2}$ corresponds to the highest transmission at $45^{\circ}$.


Figure 91: Experimental set-up used for the optimization of the spatial overlap between the two idler beams emitted from the two OPOs.


Figure 92: Bi-tunable first order SFG in a $5^{\%} \% \mathrm{MgO}: \operatorname{PPLN}$ sample with QPM period $\Lambda_{0}=32.3 \mu \mathrm{~m}$

The experimental apparatus of the dual wavelength source has been presented. The main challenge of this all- parametric source is the need to recombine the beams emitted by the two OPOs. To do so, an alignment procedure based on the optimization of the SFG between the two independent beams has been designed. This procedure ensures a good spatial overlap between the two beams. Strictly speaking, the temporal overlap between the two pulses should also be optimized, because the build-up time of the two OPOs could be different and lead to small temporal delay between the two pulses. The successful SFG experiments were a satisfactory validation of the fact that, for the purpose of a proof of principle, no delay line is needed to combine the two pulses together. In fact, since the two OPOs used in these experiments are similar, we can expect that the build up time of the two pulses is equivalent in the two OPOs. This should be checked in future characterizations of this source. The influence of the temporal profile and delay between two pulses on the DFG conversion efficiency has been modelled by Godard et al. [131].

## 15

## ANGULAR NONCRITICAL DFG IN CADMIUM SELENIDE

In this chapter, we give the first DFG results obtained with our source. We start by presenting the optical properties of the material used for the experiments: Cadmium Selenide (CdSe).

### 15.1 CDSE OPTICAL PROPERTIES

Cadmium Selenide has been identified since the early days of nonlinear optics as a very good candidate for parametric infrared generation [132]. The main advantages of this crystal include a mature technology that allows the growth of crystals with sufficiently large sizes for OPOs and a transmission window extending from 0.75 up to $25 \mu \mathrm{~m}$, which enables the parametric generation of infrared coherent radiation up to $25 \mu \mathrm{~m}$. CdSe crystals have a wurtzite structure with 6 mm point group. It is an optically uniaxial positive crystal $\left(n_{e}>n_{o}\right)$.

The refractive indices of CdSe have been measured by three different groups in the 6o's [133, 134, 135]. And there are two sets of Sellmeier equations available for this crystal. The first set of analytical Sellmeier equations were provided by Bhar et al. in 1972 [136]. A few years later, based on additionnal phase-matching measurements performed by Hanna et al. [122] and Weiss et al. [137], Bhar proposed another set of Sellmeier equations [138] valid a priori in the range 1-12 $\mu \mathrm{m}$. These are the equations that we will be using:

$$
\begin{align*}
& n_{o}^{2}(\lambda)=4.2243+\frac{1.7680 \lambda^{2}}{\lambda^{2}-0.2270}+\frac{3.1200 \lambda^{2}}{\lambda^{2}-3380} \\
& n_{e}^{2}(\lambda)=4.2009+\frac{1.8875 \lambda^{2}}{\lambda^{2}-0.2171}+\frac{3.6461 \lambda^{2}}{\lambda^{2}-3629} \tag{192}
\end{align*}
$$

The birefringence of CdSe, $n_{e}-n_{0}$, is between 0.012 and o.020 over the range 1 and $12 \mu \mathrm{~m}$. This birefringence is very weak, and too low for example to allow phase-matched SHG of a $\mathrm{CO}_{2}$ laser at $10.6 \mu \mathrm{~m}$. The only type of DFG allowed in this crystal is Type III, i.e. $\left(\lambda_{p}^{o}, \lambda_{s}^{e}, \lambda_{i}^{o}\right)$. The effective coefficient of this interaction (see Table 2) is given by:

$$
\begin{equation*}
d_{e f f}=d_{15} \sin \theta \tag{193}
\end{equation*}
$$

It is important to notice that this effective coefficient does not depend on the polar angle $\phi$, contrary to CSP for example. For CdSe, $d_{15}$ has been measured at $10.6 \mu \mathrm{~m}$ [139] and is equal to:

$$
\begin{equation*}
d_{15}=18 \mathrm{pm} / V \tag{194}
\end{equation*}
$$

The BPM condition for type III DFG in this crystal writes:

$$
\begin{equation*}
\frac{n_{o}\left(\lambda_{p}\right)}{\lambda_{p}}=\frac{n_{e}\left(\lambda_{s,} \theta\right)}{\lambda_{s}}+\frac{n_{o}\left(\lambda_{i}\right)}{\lambda_{i}} \tag{195}
\end{equation*}
$$

In addition of a longer interaction length thanks to a vanishing walk-off angle, the choice of angular noncritical phase-matching (ANCPM) in CdSe is very interesting since the effective coefficient of Type III DFG reaches its maximum for $\theta=90^{\circ}$ (See Equation 193).

### 15.2 PUMP WAVELENGTH FOR OUR EXPERIMENTS

OPO in CdSe was demonstrated with many different pump wavelengths including $\lambda_{p}=$ $1.833 \mu \mathrm{~m}[132], \lambda_{p}=1.85-1.97 \mu \mathrm{~m}$ [140], $\lambda_{p}=2.05 \mu \mathrm{~m}$ [141], $\lambda_{p}=2.36 \mu \mathrm{~m}$ [142], $\lambda_{p}=2.79 \mu \mathrm{~m}$ [143, 144], $\lambda_{p}=2.87 \mu \mathrm{~m}$ [137], or the idler of a KTA OPO at $\lambda_{p}=3.45 \mu \mathrm{~m}$ [145]. Such numerous attempts at different pump wavelengths can find an explanation in the fact that there is an optimal range of pump wavelengths for which the tunability of CdSe is the widest, as we will see now.

We have represented on Figure (93) the ANCPM idler wavelength obtained for $\theta=90^{\circ}$ in CdSe at different pump wavelengths. It can be seen that the lowest idler wavelength that can be generated in this ANCPM configuration falls slightly below $8 \mu \mathrm{~m}$ and is obtained for a pump wavelength in the range 2.4-2.9 $\mu \mathrm{m}$. This is the range of pump wavelengths that we have chosen for the two DFG experiments presented in this section.

Let us stress that such a freedom of choice in the pump laser wavelength used for our DFG experiments is probably one the nicest features of the dual wavelength source that we have built. It allows us to measure the phase-matching properties of a crystal at any pump wavelength and more specifically at wavelengths corresponding to the emission line of mid-IR lasers (See Table 9) . Note that this feature of our dual source is made possible thanks to the continuous tunability of the beams emitted from the partial cylinder OPOs.

### 15.3 DFG RESULTS

In this section, DFG experiments in a $40-\mathrm{mm}$-long CdSe sample oriented at $\theta=90^{\circ}$ are reported. The sample used for these experiments was cordially loaned by Antoine Godard from ONERA. It was previously bought from Moltech. We describe briefly the experimental setup, before presenting the results obtained in terms of spectral acceptances and DFG conversion efficiency.


Figure 93: Variations of the minimum idler wavelength that can be generated in CdSe as a function of the pump wavelength. This idler wavelength is obtained for Type III DFG ANCPM ( $\theta=90^{\circ}$ ).

### 15.3.1 Experimental set-up

The experimental set-up used for the DFG experiments is shown on Figure (94).
The main difference between the apparatus used for SFG and DFG (see Figures 91 and 94) is that the polarizations of the incident waves must be cross-polarized to achieve Type III DFG in CdSe. An easy way to make sure that the beams are cross-polarized in the previous SFG experiments is to rotate the polarization of the second beam up to the point where the SFG signal disappear.

The DFG beam is detected with a PEM MCT detector from Vigo whose spectral response extends up to $11 \mu \mathrm{~m}$. This detector was loaned by Antoine Godard from ONERA too. A long-pass filter $(\lambda>7.3 \mu \mathrm{~m})$ from Thorlabs is used to filter out the two incoming wavelengths at the output of the crystal. But several verifications are made to make sure that the voltage measured with the Vigo comes from the DFG generated in the crystal. First of all, we verify that when we switch off the two partial cylinder OPOs successively, the voltage vanishes. This rules out any leaks of the incident wavelengths through the long-pass filter. Secondly, we check that the voltage at the oscilloscope can be switched off when the polarization of the second beam is rotated. The positions for which the voltage decreased below the noise level of the detector ( 1.5 mV ) were found to be in perfect agreement with the neutral lines of the half wave plate, which confirms that no DFG was generated when the second beam was vertically polarized (ordinary polarization for the CdSe crystal).


Figure 94: Experimental apparatus used for the first experiments of DFG in CdSe.

### 15.3.2 Angular noncritical phase-matching wavelengths

In this section we present the results of spectral acceptances obtained for two different pump wavelengths at $\lambda_{1}=2.72 \mu \mathrm{~m}$ and $\lambda_{1}=2.79 \mu \mathrm{~m}$. In each case, we tune the wavelength $\lambda_{2}$ by rotating the OPO 2 (See Figure 94), and we measure the voltage from the MCT detector. The wavelength $\lambda_{2}$ for which the generated intensity is maximum corresponds to the phase-matching wavelength $\lambda_{2, P M}$. The results are shown on Figure (95). For the sake of comparison, we have also plotted the calculated normalized DFG intensity in the (unrealistic) case of a monochromatic pump beam and for a crystal length $L=40 \mathrm{~mm}$.

The ANCPM wavelengths corresponding to pump wavelengths at $\lambda_{1}=2.72 \mu \mathrm{~m}$ and $\lambda_{1}=$ $2.79 \mu \mathrm{~m}$ were found to be $4.1 \mu \mathrm{~m}$. and $4.27 \mu \mathrm{~m}$, respectively. Table (16) compares the ANCPM idler wavelengths measured experimentally to the calculations from Equation (192).

|  |  | ANCPM DFG wavelength $\lambda_{\text {DFG }}$ ( $\mu \mathrm{m}$ ) |  |
| :---: | :---: | :---: | :---: |
|  |  | This work | Calculation with Equation (192) |
| First beam | $\lambda_{1}=2.72 \mu \mathrm{~m}$ | $8.08 \pm 0.08$ | 7.88 |
| wavelength | $\lambda_{1}=2.79 \mu \mathrm{~m}$ | $8.05 \pm 0.04$ | 7.93 |

Table 16: Comparison between the calculated and measured DFG phase-matching wavelengths of CdSe at $\theta=90^{\circ}$.

It shows that there is a small discrepancy between the ANCPM DFG wavelength that we measured and the one calculated from Equation (192). For a pump wavelength $\lambda_{1}=2.72 \mu \mathrm{~m}$, the discrepancy between the calculations from Equations (192) and our measurements is 50 nm . It is


Figure 95: Experimental spectral acceptances of the CdSe crystal measured at two different pump wavelengths The calculations are based on Sellmeier Equations (192). The indices o and e stand for the ordinary and extraordinary polarizations.


Figure 96: Pump-tunable tuning curve of a CdSe synchronously-pumped OPO with a crystal cut for ANCPM. The deviation between the experimental values and the calculation from Equation (192) is about 100 nm . This graph is taken from [140].

30 nm at $2.79 \mu \mathrm{~m}$ (See Figure 95). Watson et al. in 2003 [140] already reported an overestimation of the ANCPM idler wavelength of a synchronously-pumped OPO with a tunable pump wavelength between 1.8 and $1.9 \mu \mathrm{~m}$ as shown on Figure (96). In our case, the discrepancy between the calculated and experimental idler wavelengths is 200 nm at $\lambda_{1}=2.72 \mu \mathrm{~m}$ and 120 nm at $\lambda_{1}=2.79$ $\mu \mathrm{m}$. Nevertheless, a non-collinearity between the two incident beams cannot be ruled out.

### 15.3.3 Conversion efficiency

In this section we present the DFG conversion efficiency obtained in the 40 -mm-long CdSe crystal oriented for ANCPM. The pump wavelength $\lambda_{1}$ is set at $2.72 \mu \mathrm{~m}$, while the second wavelength $\lambda_{2}$ is set to the phase-matching wavelength, i.e. 4.1 $\mu \mathrm{m}$ as shown on Figure (95a), and we measure the DFG energy $E_{D F G}$ for different combinations of incident energies $E_{1}$ and $\mathrm{E}_{2}$. These two incident energies are both varied through an increase of the pumping level in the two partial cylinder OPOs. $E_{1}$ and $E_{2}$ are measured right before the uncoated CdSe crystal with a pyroelectric detector PE-10 from Ophir, while the DFG energy $E_{D F G}$ is measured with a calibrated pyroelectric Molectron detector J4-09 after the long pass filter positioned at the ouput of the CdSe crystal. The results showing the DFG energy $E_{D F G}$ as a function of the incident energies $E_{1}$ and $E_{2}$ on the crystal are shown on Figure (97).

The DFG energy can be seen to increase with the energy of the two beams at $\lambda_{1}$ and $\lambda_{2}: 500 \mathrm{~nJ}$ of DFG were obtained for an overall incident energy of $E_{1}+E_{2}=250 \mu \mathrm{~J}$. But contrary to what is expected from a low gain DFG process with two monochromatic incident beams (See equation 39), the DFG energy does not increase linearly with the energy $\mathrm{E}_{2}$ : there is like a saturation effect of the generated energy $E_{D F G}$ when $E_{2}$ is increased. Note that since we are only considering the variations in DFG energy following the variations of one incident beam, we do not expect a square but a linear dependence of the DFG energy.

Based on these measurements, we calculated the energy conversion efficiency $\eta$ defined as:

$$
\begin{equation*}
\eta=\frac{E_{D F G}}{E_{1}+E_{2}} \tag{196}
\end{equation*}
$$

for different input energies $E_{2}$ as shown on Figure (98). It turns out that for the three levels of energy $E_{1}$ considered in this work, the conversion efficiency exhibits similar variations with the energy at the second wavelength $E_{2}$ : when $E_{2}$ is increased, the conversion efficiency increases sharply first, then reaches a maximum point and eventually decreases slowly. The maximum efficiencies that we measured are $0.18 \%, 0.2 \%$ and $0.21 \%$ for $E_{1}=25 \mu \mathrm{~J}, E_{1}=75 \mu \mathrm{~J}$, and $E_{1}=125$ $\mu \mathrm{J}$ respectively.

By taking into account the Fresnel losses of the two incident waves at the entrance of the uncoated crystal ( $18 \%$ for $\mathrm{n}=2.45$ at these wavelengths) as well as the Fresnel losses of the DFG at the exit of the crystal, the overall conversion efficiency is actually 1.5 times higher than what we did measure. It is slightly above 0.3 \% then. This efficiency should be compared with what was done in previous DFG experiments in similar CdSe crystals and in the nanosecond regime. In his PhD dissertation, Gabriel Mennerat reported $0.78 \%$ conversion efficiency at $12 \mu \mathrm{~m}$ [11]: about 1.1 mJ was generated for a total input of 140 mJ . Andreou et al. measured $5 \mu \mathrm{~J}$ at $16 \mu \mathrm{~m}$ for 4 mJ input energy, which gives a conversion efficiency of $0.13 \%$ [124]. On the other hand, Godard et al. [131] measured higher conversion efficiencies of $2.5 \%$ since $25 \mu \mathrm{~J}$ was generated at $12 \mu \mathrm{~m}$ for 1 mJ input energy. Note that in the picosecond regime, Dhirani et al. measured about $40 \mu \mathrm{~J}$ at 11 $\mu \mathrm{m}$ for an incident overall energy of 0.7 mJ [146], corresponding to a conversion efficiency of 5.7 $\%$. Our measurements therefore lie in the low range of conversion efficiencies measured for DFG experiments in CdSe .

In addition, it is curious to notice on Figure (98) that the maximum conversion efficiency is obtained when the two energies $E_{1}$ and $E_{2}$ are more or less balanced. Indeed, the highest conversion efficiency is obtained for the following sets of input energies: $E_{1}=25 \mu \mathrm{~J}, E_{2}=18 \mu \mathrm{~J}$; $E_{1}=75 \mu \mathrm{~J}, E_{2}=68 \mu \mathrm{~J}, E_{1}=125 \mu \mathrm{~J}, E_{2}=98 \mu \mathrm{~J}$. Such a saturation of the conversion efficiency has already been observed previously by Gabriel Mennerat [11]. But in his experimental set-up, the energies of the two incident beams were much higher than ours. And it was not possible to control the energies of the two incident beams independently. It is therefore difficult to compare the saturation effect he observed with our measurements. We believe that the saturation effect observed in our experiments should be linked to the spectral linewidths and divergence of the incident beams. The measurements presented in Part III have shown that when the pump energy of the partial cylinder OPOs is increased, the FWHM of the beams emitted by the OPOs also increases. At low pumping level, it is likely that the FWHM of the beams is below the spectral acceptances of the DFG process. But when the pumping level gets above a certain value, the FWHM of the beams emitted by the OPOs exceeds the spectral acceptances of CdSe leading to a decrease of the conversion efficiency.

A good way to check for the influence of the linewidth of the incident beams on the conversion efficiency would be to make these measurements again at a constant pump level in the partial cylinder OPOs. Optical densities can be used for example to change the energy of the incident


Figure 97: DFG energy as a function of the incident energy $\mathrm{E}_{2}$ for three different levels of energy $\mathrm{E}_{1}$.


Figure 98: DFG conversion efficiency as a function of the input energy $E_{2}$ of the beam at $\lambda_{2}=$ $4.1 \mu \mathrm{~m}$, and for different levels of energy $E_{1}$ of the beam at $\lambda_{1}=2.72 \mu \mathrm{~m}$.
beams. In this case, the linewidths of the incident beams would be constant when their energy is varied.

### 15.4 DISCUSSION

We are convinced that a fully quantitative analysis that relates the spectral acceptance of the DFG process to the linewidths of the incident beams will be useful for a better understanding of the performance of our dual wavelength source, but we did not have enough time to perform such a study. We rather give some basic and physical insight on the consequences of performing DFG with broad spectra.

We have measured the spectral linewidth of the two incident beams of the DFG process for equivalent pumping levels in the partial cylinder OPOs, and Figure (99) gives the results for a pump energy of 3 mJ . The FWHM of the first beam around $2.7 \mu \mathrm{~m}$ is 41 nm , while the FWHM of the second beam is 21 nm .


Figure 99: Experimental spectra of the two beams mixed in the DFG experiment when the same pump energy of 3 mJ is used in the two partial cylinder OPOs.

In order to evaluate the influence of these linewidths on the efficiency of conversion, we have also plotted on Figure (100a) the normalized DFG intensity as a function of the two wavelength $\lambda_{1}$ and $\lambda_{2}$ :

$$
\begin{equation*}
\left.I_{D F G}\left(\lambda_{1}, \lambda_{2}\right)\right)_{n o r m}=\operatorname{sinc}^{2}\left(\frac{\Delta k\left(\lambda_{1}, \lambda_{2}\right) L}{2}\right) \tag{197}
\end{equation*}
$$

where $\Delta k$ is the phase-mismatch of the Type III ANCPM DFG. We see that when the wavelength of the first beam at $\lambda_{1}$ is increased, the corresponding phase-matching wavelength of the second beam increases too. When the wavelength of the first beam is tuned from 2.7 up to $2.73 \mu \mathrm{~m}$, the phase-matching signal wavelength of the second beam varies from 4.11 up to $4.18 \mu \mathrm{~m}$. Based on this graph, it is possible to assess graphically and roughly the useful range of wavelength $\Delta \lambda_{1}$ of the first beam that will efficiently mix with a second beam whose FWHM is 21 nm as shown on Figure (99b). In the first order, this range of wavelength $\Delta \lambda_{1}$ is determined from the two ends of
the region where DFG is the highest and we see that only 17 nm of the incident spectrum can actually participate in the DFG process. We can therefore consider that a linewidth of 40 nm (as shown on Figure 99b) is too large by a factor of 2.5 for the DFG process studied here so that only the center of the spectrum of the first beam participates in the conversion process. Such a useful linewidth is represented on Figure (10ob). Equivalently, this analysis shows that a crystal of 40 mm is slightly too long for our source as it is implemented today. The longest crystals that we can characterize so far are 2.5 times smaller than that i.e. shorter than 16 mm . The implementation of spectral narrowing techniques will solve this current limitation.

We also see from this simple analysis that when the linewidth of the second beam $\Delta \lambda_{2}$ is varied, through an increase of the pumping level of the OPO for example, the range of useful wavelength $\Delta \lambda_{1}$ is also increased. And it is likely that there is an optimal FWHM of the first beam for which the useful range of wavelength $\Delta \lambda_{1}$ can match the real FWHM of the first beam. It would be interesting to investigate whether this optimal situation coincides with the highest conversion efficiency seen on Figure (98). More simulations are required to verify this hypothesis.

### 15.5 CONCLUSION

The first DFG experiments performed with our source have been presented in this chapter. They are similar in principle to the experimental set-up shown on Figure (84b) and for which ANCPM pump tunable DFG was achieved in AGS [126]. The independent tuning of the two incident beams for DFG allows us to choose the direction in the crystal at which the DFG is performed. We have chosen the angular noncritical phase-matching direction because of the vanishing walk-off angle and highest magnitude of the effective coefficient in CdSe.

These experiments validate our DFG strategy but also highlight the limitations of the current setup. The linewidths of the beams emitted by the OPOs are so far too large to perform DFG in large size crystals. Two options can be envisioned to work around this issue: we can either perform DFG in smaller crystals and thus larger spectral acceptances, or implement spectral narrowing techniques. In the next section, we perform DFG in smaller crystals, since this corresponds to one of our specifications for nonlinear infrared materials characterization. The implementation of spectral narrowing techniques is anticipated as future work in our group.

(a) Determination of the "useful" range of pump wavelengths when a signal linewidth of 40 nm is considered.

(b) Comparison between the useful range of pump wavelengths and the actual spectrum.

Figure 100: Influence of the spectral linewidth of the second beam $\Delta \lambda_{2}$ on the range of useful wavelengths $\Delta \lambda_{1}$ of the first beam.

The previous chapter dealt with the first DFG results obtained in a $40-\mathrm{mm}$-long CdSe crystal. This chapter is now devoted to DFG experiments performed in a 5 - mm -diameter CdSe crystal cut as a cylinder. These results constitute the ultimate outcome of this entire dissertation.

```
16.1 CDSE CYLINDER
```

We have been the first group to cut and polish a CdSe crystal as a full cylinder, as shown on Figure (101).


Figure 101: Picture of the oriented 4.9 -mm-diameter CdSe cylinder used for DFG experiments.
The original sample was a $5 \times 5 \times 5 \mathrm{~mm}^{3}$ cube from Cleveland Crystals and kindly provided by Gabriel Mennerat from CEA through a collaboration. The experimental setup to make the full cylinder was described in section 9.3.2. But contrary to the samples of $5 \% \mathrm{MgO}$ :PPLN that were engineered as partial cylinders for the OPOs, the CdSe sample that we received was poorly oriented, so that we had to carry out in a first step the orientation of the upper face of the CdSe cylinder. For a higher tunability of the beam generated through DFG in a cylinder, it is necessary to orient the upper face so that the optical axis, i.e. the 6 -fold symmetry axis, of the crystal lies in the plane of rotation of the cylinder (See Figure 102a). Furthermore, if we want a good accuracy of the orientation of this face, it is better to choose the upper face of the cylinder so that it coincides


Figure 102: Crystallographical orientation of the 4.9 -mm-diameter CdSe cylinder.
with diffracting planes. That is why we have chosen the direction $<110>$ in the CdSe crystal to be the rotation axis of the cylinder. It corresponds to the $x$-axis of the crystal and it has a good diffraction efficiency. As a consequence, the rotation of the cylinder is done in the (yz) plane, as shown on Figure ( 102a). The orientation under X-rays using the Secasi method enabled us to match the axis of rotation of the cylinder with this specific crystallographic direction within an accuracy of $0.05^{\circ}$. The Laue diagram that confirms this orientation is shown on Figure (102b). The z-axis, which corresponds to the 6 -fold symmetry axis can be seen to lie perfectly in the plane of rotation of the cylinder. This Laue diagram also confirms the crystalline surface quality of the cylinder.

### 16.2 PHASE-MATCHING MEASUREMENTS

The experimental setup used for the DFG experiments in the CdSe cylinder is shown on Figure (103). The phase-matching measurements are done by setting the first wavelength $\lambda_{1}$ at 2.79 $\mu \mathrm{m}$ for two main reasons: this wavelength corresponds to the emission line of the ( $\mathrm{Cr}, \mathrm{Er}$ ):YSGG laser and optical parametric oscillation with this laser was reported in 1997 on a CdSe slab [143] oriented at $\theta=73^{\circ}$. Optical parametric generation (OPG) in CdSe was also demonstrated by Vodopyanov [56] at this specific pump wavelength.

Contrary to the experimental set-up used for DFG experiments in the $40-\mathrm{mm}$-long slab, a $\mathrm{CaF}_{2}$ focal length of 50 mm is used. A stronger focusing compensates for the lower conversion efficiency due to the small diameter of the cylinder. Nevertheless, the use of a shorter focal length makes the overlap between the two beams less accurate and also increases the risk of optical damage.


Figure 103: Experimental set-up used for the DFG experiments in the 5 -mm-diameter CdSe cylinder

The optical damage threshold for CdSe was found to be $60 \mathrm{MW} / \mathrm{cm}^{2}$ for 10 ns pulse durations in the case of an uncoated crystal [11, 132].

The alignment of the cylinder is probably the most critical point in this experiment. Unfortunately, since CdSe crystals are not transparent below 750 nm , it is impossible to use a $\mathrm{He} / \mathrm{Ne}$ laser at 633 nm to perform the alignment in transmission. We rather centered the CdSe cylinder on a goniometric head under a microscope with an accuracy of $15 \mu \mathrm{~m}$, before positioning the cylinder as accurately as possible in the center of an $\mathrm{He} / \mathrm{Ne}$ laser spot.

For each angle of rotation, we tune the wavelength of the second beam and find the phasematching wavelength $\lambda_{2, P M}$ for which the voltage measured with the MCT detector reaches a maximum, as shown on Figure (104). Experimentally, we could measure voltages up to 5 mV which are 3 times above the noise level of the MCT detector. The error bars on the measurements on Figure (104) are due to the fluctuations in intensity of the DFG. The exact position of the x-axis of the crystal can be obtained from the position of the maximum in the interpolation of our 18 measurements: it corresponds to an angle of $149.7^{\circ}$ on the goniometer on which the CdSe cylinder is mounted. This value is in good agreement with the value of $150^{\circ} \pm 1^{\circ}$ obtained from X-ray studies.

We have measured the phase-matching wavelengths $\lambda_{2, P M}$ in a range that extends from 3.83 up to $4.18 \mu \mathrm{~m}$ (see Figure 105b) and which corresponds to phase-matching angles $\theta_{P M}$ between $72^{\circ}$ and $90^{\circ}$. The corresponding idler tuning range is $8.3-10.3 \mu \mathrm{~m}$ (see Figure 105a), but measurements at higher DFG wavelengths were not possible because of the lack of an adequate infrared detector above $11 \mu \mathrm{~m}$. Nevertheless, thanks to the very wide tunability of the idler of the second OPO and transmission spectrum of the dichroic mirror shown on Figure (90), there is a priori no limitations


Figure 104: Raw measurements of the phase-matching angles in the CdSe cylinder for a pump wavelength $\lambda_{1}=2.79 \mu \mathrm{~m}$. The error bars are due to the noise of the voltage induced by the fluctuations in intensity of the generated beams. The horizontal error bars are $0.5^{\circ}$.
in the incident wavelengths that can be mixed in the crystal. By mixing any wavelengths between $3.2 \mu \mathrm{~m}$ and $4.18 \mu \mathrm{~m}$, infrared radiation up to $21 \mu \mathrm{~m}$ could be generated as shown on Figures (105b) and (105a). We believe that these measurements are a convincing proof of principle of the interest of cutting a CdSe crystal as a cylinder to generate widely tunable coherent radiation in Band III.

### 16.3 DISCUSSION

The discussion on the validity of our results is now done through a comparison with the results obtained previously by other groups. Optical Parametric Oscillation in a CdSe slab from Cleveland Crystals cut at $\theta=73^{\circ}$ [143, 144] was reported in 1995. Two different values of the phase-matching idler wavelengths in this direction were reported: $9.74 \mu \mathrm{~m}$ and $9.9 \mu \mathrm{~m}$. We have represented on Figure (106) the two experimental data points corresponding to these two idler wavelengths in comparison with our measurements on cylinder. We see that our measurements performed on cylinder agree well with these two values. It is important to stress that the previous measurements made by Allik et al. and our measurements have been both performed on samples from Cleveland Crystals. The measurements performed by Vodopyanov [56] seem to provide a better agreement with calculation from Equations (192). However, neither the orientation nor the origin of the CdSe sample were reported in this paper.


Figure 105: Comparison between the experimental tuning curves and the calculation from Equations (192).


Figure 106: Comparison between the experimental phase-matching values measured by Allik et al. [143] and Rines et al. [144] on a slab cut at $\theta=73^{\circ}$, and the measurements performed in this work on a CdSe cylinder.

On the other hand, we would like to mention the influence of some noncollinearity between the two incident beams on the tuning curve of CdSe. It turns out that a noncollinear angle as small as $0.5^{\circ}$ modifies the phase-matching wavelengths in the same proportion as the discrepancy between our measurements and the calculation in the collinear case shown on Figure (106). A noncollinearity of $0.5^{\circ}$ between the two incident beams is very difficult to check experimentally for the moment since it falls within the experimental error of the alignment procedure of the beams.

### 16.4 CONCLUSION

We presented the ultimate experimental results of this dissertation: a tunable DFG between 8.3 and $10.3 \mu \mathrm{~m}$ has been generated in a 5 -mm-diameter CdSe cylinder. These experiments confirm the potentialities of our strategy to perform DFG experiments in small size nonlinear crystals and at any pump wavelength within the tunability of the partial cylinder OPOs. The use of a crystal of CdSe cut as a cylinder is a very promising route to generate a DFG beam tunable over the entire transmission window of CdSe, i.e. up to $25 \mu \mathrm{~m}$. Cutting a CdSe crystal as a partial cylinder with larger dimensions will enhance the DFG conversion efficiency while keeping a wide and continuous tunability (see Part III).

In this final Part, a quick comparison between the experimental setups for DFG above 8 $\mu \mathrm{m}$ has been given. We found that none of them does actually meet our specifications for the characterization of new materials for parametric infrared generation above $8 \mu \mathrm{~m}$. As a consequence, a new versatile DFG setup that meets better these requirements has been designed and built: a wide and continuous tunability of two independent beams was specifically targeted. Our strategy is based on the use of two $5 \% \mathrm{MgO}$ :PPLN partial cylinder OPOs pumped in parallel and with the same Nd:YAG laser.

We started by a DFG experiment in a $40-\mathrm{mm}$-long CdSe crystal oriented for angular noncritical phase-matching (ANCPM), which is well-suited for Type III DFG in CdSe since it is in this direction that the amplitude of the effective coefficient is the highest. Two different measurements were performed at two different pump wavelengths $\lambda_{p}=2.72 \mu \mathrm{~m}$ and $\lambda_{p}=2.79 \mu \mathrm{~m}$. We advocate that spectral narrowing of the partial cylinder OPOs will not only result in a narrower linewidth, but also in higher DFG conversion efficiencies. More numerical simulations that relate the spectral and spatial performance of the two OPOs to the efficiency of the DFG stage should prove useful.

DFG experiments in a CdSe cylinder were then performed for the first time to our knowledge. By rotating the cylinder over a range of $18^{\circ}$, we were able to tune the DFG wavelength between 8.3 and $10.3 \mu \mathrm{~m}$. The corresponding phase-matching directions are in good agreement with some "recent" measurements [144] performed on CdSe crystals from the same supplier.

The two experiments reported in this chapter are very encouraging and come to validate our unusual DFG strategy. The prospect of DFG experiments with pump wavelengths above $3 \mu \mathrm{~m}$ should lead to the characterizations of new crystals such as $\mathrm{PbIn}_{6} \mathrm{Te}_{10}$ [147], but also to a renewed interest in "older" crystals such as $\mathrm{Tl}_{3} \mathrm{AsSe}_{3}$ [148].

MAIN CONCLUSION

This dissertation deals with the generation of parametric light in the range 1 to $12 \mu \mathrm{~m}$. Parametric infrared generation turns out to be a challenge at the interface between the fields of nonlinear optics and materials science embodied by the two approaches used to achieve efficient frequency conversion. Birefringent Phase-Matching (BPM) in anisotropic materials has been the traditional solution used in most frequency converter devices. But since the 9o's, the quick success of microstructured materials has paved the way for Quasi-Phase-Matching (QPM) even in isotropic materials, leading to a renewed interest in Optical Parametric Oscillators (OPO). The high degree of engineering offered by this technology is now widely recognized as a key competitive advantage. We obtained original results concerning parametric infrared (IR) generation using BPM as well as QPM.

We have built the first OPO pumped by a Nd:YAG laser at $1.064 \mu \mathrm{~m}$ and based on a 5 -mm-thick crystal of $5 \% \mathrm{MgO}$ :PPLN cut as a partial cylinder. This OPO combines a wide and continuous tunability over the range $1.4 \mu \mathrm{~m}-4.4 \mu \mathrm{~m}$ with a good conversion efficiency, up to $30 \%$. Despite the need to resort to pump intensities almost an order of magnitude higher than in a slab OPO, we have shown that the energetical performance of a partial cylinder OPO is now equivalent to that of a slab OPO besides a wider tunability that can be continuously addressed. When the same Nd:YAG laser pumps two such independent OPOs in parallel, we dispose of a highly versatile QPM dual wavelength source with two widely and independently tunable beams. We have built this unique source allowing versatile Difference Frequency Generation (DFG) towards the midand far- IR. We carried out the first BPM DFG experiments with this source in a CdSe slab oriented for angular noncritical phase-matching at two different pump wavelengths, respectively $2.72 \mu \mathrm{~m}$ and $2.79 \mu \mathrm{~m}$. The second set of DFG experiments were performed in a CdSe crystal cut and polished as a 5 -mm-diameter full cylinder. Using a pump wavelength of $2.79 \mu \mathrm{~m}$, we were able to tune the DFG wavelength from $8.3 \mu \mathrm{~m}$ up to $10.3 \mu \mathrm{~m}$ by rotating the crystal over an angular range of $18^{\circ}$. Contrary to all the BPM DFG experiments reported so far in the single crystal CdSe, tuning was achieved while keeping normal incidence of both the incident and generated beams in the crystal. The implementation of spectral narrowing techniques is already anticipated and will contribute to more accurate measurements of the phase-matching directions of a crystal as well as to a higher DFG conversion efficiency.

These experiments with our dual wavelength source are preliminary and encouraging validations of our capability of performing DFG in small crystals and at any pump wavelength between $1.4 \mu \mathrm{~m}$ and $3.5 \mu \mathrm{~m}$. Even though we investigated the promises held by $\mathrm{CdSiP}_{2}$ when it is only pumped with a Nd:YAG laser at $1.064 \mu \mathrm{~m}$, there is tremendous prospect in terms of tunable infrared generation between $3.5 \mu \mathrm{~m}$ and $8 \mu \mathrm{~m}$ when this crystal is pumped around $2.4 \mu \mathrm{~m}$. Such early demonstrations will be highly valuable for future applications requiring compact and tunable sources spanning the infrared spectrum. From a more fundamental point of view, performing DFG experiments at different pump wavelengths in the mid-IR can lead to a highly accurate determination of the values of the refractive indices of a nonlinear crystal. In this dissertation, we have cast the first stone of a method that leads to the determination of the values of the refractive
indices of a nonlinear crystal in the mid- to far- IR. This new method is based on the unique measurements of the DFG phase-matching angles in spheres or cylinders, and should contribute to further advances in the field of phase-matching metrology.

We have already identified two BPM crystals that will undoubtedly benefit from the association of the new analytical and experimental tools developed in this work: $\mathrm{PbIn}_{6} \mathrm{Te}_{10}[147]$ and $\mathrm{Tl}_{3} \mathrm{AsSe}_{3}$ [148]. On the one hand, because of the small band gaps of these crystals, it is necessary to perform DFG experiments with a pump wavelength above $2 \mu \mathrm{~m}$; and our source is so far the only source that allows such measurements. On the other hand, these crystals transmit up to $25 \mu \mathrm{~m}$ and 17 $\mu \mathrm{m}$ respectively, where the lack of IR sources prevents accurate measurements of their refractive indices. Our new analytical method based on the measurements of the DFG phase-matching angles can solve this problem beautifully. Note that these two crystals have been grown recently in large size compatible with the requirements of DFG studies [149, 147], but with not enough good quality for OPO to be demonstrated, thus confirming the interest in our strategy of pump tunable DFG using the sphere or cylinder method.

Lastly, the recent success in the development of Orientation-Patterned Gallium Arsenide (OPGaAs) shows that new QPM techniques can be advantageously implemented when parametric generation in the far IR region is targeted. However, there are still too few materials allowing QPM DFG in the terahertz region. Some demonstrations have been performed in bonded plates of isotropic materials such as ZnSe or GaP , but it is still a long way before this technique reaches the level of maturity of periodic poling. The original DFG strategy implemented in this work can contribute efficiently to the development of these new QPM strategies for far infrared parametric generation, for which we see a future as bright as for mid-IR parametric generation.
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