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## Abstract

This thesis examines, empirically and theoretically, the pro-cyclicality of risk measurements made on historical data. Namely, the effect that risk measurements overestimate the future risk in times of crisis, while underestimating it in quiet times.

As starting point, we lay down a methodology to empirically evaluate the amount of pro-cyclicality when using a sample quantile (Value-at-Risk) process to measure risk. Applying this procedure to 11 stock indices, we identify two factors explaining the pro-cyclical behavior: The clustering and return-to-the-mean of volatility (as modeled by a $\operatorname{GARCH}(1,1)$ ) and the very way of estimating risk on historical data (even when no volatility dynamics are present).

To confirm these claims theoretically, we proceed in two steps. First, we derive bivariate (functional) central limit theorems for quantile estimators with different measure of dispersion estimators. We establish them for sequences of iid random variables as well as for the class of augmented $\operatorname{GARCH}(p, q)$ processes.

Then, we use these asymptotics to theoretically prove the pro-cyclicality observed empirically. Extending the setting of the empirical study, we show that no matter the choice of risk measure (estimator), measure of dispersion estimator or underlying model considered, pro-cyclicality will always exist.

Keywords: pro-cyclicality; quantile estimator; Value-at-Risk; measure of dispersion; volatility; asymptotic distribution; (functional) central limit theorem; correlation; financial markets; risk measure process; GARCH

## Résumé

Cette thèse analyse, d'un point de vue empirique et théorique, la procyclicité des mesures de risque sur les données historiques, i.e. l'effet de surestimation du risque futur en temps de crise, et sa sous-estimation en temps normal.

Nous développons une méthodologie pour évaluer empiriquement le degré de procyclicité, en introduisant un processus de quantiles ('Value-at-Risk') historiques pour mesurer le risque. En appliquant cette procédure à 11 indices boursiers, nous identifions deux facteurs expliquant la procyclicité: le 'clustering' et le retour à la moyenne de la volatilité (tel que modélisée par un $\operatorname{GARCH}(1,1)$ ), mais aussi la façon intrinsèque d'estimer le risque sur des données historiques (même en l'absence de dynamique de la volatilité).

Pour confirmer théoriquement ces arguments, nous procédons en deux étapes. Premièrement, nous démontrons des théorèmes bivariés (fonctionnels) de limite centrale pour les estimateurs de quantiles avec différents estimateurs de dispersion. Comme modèles de base, nous considérons les suites de variables aléatoires iid, ainsi que la classe des processus $\operatorname{GARCH}(p, q)$ augmentés.

Enfin, ces résultats asymptotiques permettent de valider théoriquement la procyclicité observée empiriquement. Généralisant cette étude à d'autres mesures de risque et de dispersion, nous concluons que la procyclicité persistera quel que soit le choix de ces mesures.
mots clés: procycliclité; estimateur de quantile; Value-at-Risk; mesure de dispersion; volatilité; distribution asymptotique; théorème (fonctionnel) de limite centrale; corrélation; marchés financiers; processus de mesure des risques; GARCH
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## List of Conditions
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## Chapter 1

## Introduction

### 1.1 Evolution of the thesis

The starting points of this thesis are two questions tackled in an empirical study on pro-cyclicality, which subsequently led to the development of results on asymptotic bivariate distributions between quantile and measure of dispersion estimators.

Before presenting these questions, we want to contextualize their background first: Since the introduction of risk based capital regulations in banking and insurance, there has been a need for financial institutions to evaluate their risk on the basis of probabilistic models. A first milestone followed from the introduction of the RiskMetrics system by JP Morgan in 1994 (see [97]). JP Morgan identified the capital needed by companies to cover their risk, to be the quantile at a certain threshold of the return distribution of the portfolio. This risk measure was called Value-at-Risk (VaR) and was shortly after included in the banking regulation (see [15]). Subsequently, the axiomatic approach to risk measurement, initiated in the seminal paper by Artzner, Delbaen, Eber, and Heath [8], led, inter alia, to the development of alternative risk measures. Among them the most prominent example is the Expected Shortfall (ES) (see [8], [7], [1], [111]), another risk measure which is widely used nowadays. In view of VaR, ES and other proposed alternatives (as e.g. expectiles, see [100], [87]), the question of the appropriateness of the risk measure to use for evaluating the risk of financial institutions has been heavily debated, especially after the financial crisis of 2008/2009. For a review of the arguments on this subject, we refer e.g. to [37] and [53].

Independently from the choice of adequate risk measures, there is an accepted idea that in times of crisis, risk measurements overestimate the future risk, while they underestimate it in quiet times. This effect is called pro-cyclicality (of risk measurements) and is the phenomenon we are interested in studying.

Note that we have to be careful with the term "pro-cyclicality" as there are different meanings to it. In the literature it is usually viewed from a macro-economic perspective: Pro-cyclicality refers to the effect that the macro-economy is affected by the banks reaction to changing macro-economic conditions, which in return affects the banks performance again (having reinforcing effects on cyclical fluctuations of the macro-economy). For a more thorough literature rewiew from this point of view, see the introduction in [29] (as well as the references in [9], [109]).

Here, we are not looking for modelling the pro-cyclical behavior of risk measurements macroeconomically, but rather to drawing conclusions from statistical analyses on the underlying financial time series itself. While the pro-cyclicality of risk measurements is a known fact, there have been little attempts to study empirically on real financial data the direct relation between risk measure estimates and the state of the financial market (among the few, see Bec and Gollier [17]), and even less to quantify the pro-cyclicality. Thus, the initial questions at the beginning of the thesis are:

Q1 How can we measure and subsequently quantify the pro-cyclicality of risk estimation (on empirical data)?

Q2 What are the factors explaining this effect (using the tool set of statistics, instead of building macroeconomic models)?

To answer the questions $\mathbf{Q 1}$ and $\mathbf{Q 2}$, we set up an empirical study on pro-cyclicality; see [28], [29] for two subsequent versions of this study. Therein we consider the VaR as risk measure and estimate it by a sample quantile, as such a 'historical estimation' is still widely used in practice (see e.g. [103], [58] for surveys on VaR estimation in banks). Then, we introduce a performance indicator to assess the predictive quality of risk estimation, namely (the logarithm of) a ratio of, in this case, sample quantiles (VaR estimates) computed on subsequent samples. To quantify the pro-cyclicality present in the data we look at the behavior of the ratio conditioned on a proxy for the state of the financial market: In our first study, [28], we observe a negative correlation between (the logarithm of) this ratio and the sample standard deviation (used as a proxy for the market state), not only on real data, but also in simulations from identically and independently distributed (iid) and $\operatorname{GARCH}(1,1)$ models.

These empirical findings incentivised us to consider this correlation from a theoretical point of view: First, we look at the joint distribution of the sample quantile with the sample standard deviation (std). But then we realize that this could be embedded in a more general framework. Apart from the (non-parametric) sample quantile, we consider an additional quantile estimator, namely the parametric location-scale quantile estimator. This enables us to relate our work to the empirical findings of Zumbach in [131] and [129] where the author considers the correlation of 'the realized volatilities with the centred volatility increment' (for different underlying data sets and processes) - which can be seen as the correlation between the sample standard deviation and the difference of two location-scale quantile estimators. Similarly, we take other measure of dispersion estimators than the sample standard deviation into account, e.g. the mean absolute deviation around the sample mean (MAD) or median absolute deviation around the sample median (MedianAD). As mentioned, we consider in the empirical study, simulations from iid as well as $\operatorname{GARCH}(1,1)$ models. Hence, the first two theoretical questions arising from this study:

Q3 What is the joint distribution of quantile estimators with measure of dispersion estimators for iid models?

Q4 What is the joint distribution of quantile estimators with measure of dispersion estimators for a $\operatorname{GARCH}(1,1)$ model?

Independently from the fact that these two open questions are motivated from the empirical quantification of pro-cyclicality, we see them as a natural complement to the literature on joint distributions of quantile estimators with measure of location estimators:

For an iid sample, we found that there are two cases of joint asymptotic distributions of the sample quantile with location estimators treated in the literature. On the one hand, there is the case of the sample median. But as the sample median is a sample quantile itself, its joint asymptotics with the sample quantile are included in the well-known asymptotics of a vector of sample quantiles. On the other hand, the joint asymptotics of the sample quantile with the sample mean. They were treated first by Lin (see [91]) and later, with another approach, by Ferguson (see [62]). The latter result has then been used in [20] to introduce a new characterization of the normal distribution and a normality test.

In contrast, joint asymptotics between quantile estimators and measure of dispersion estimators have not yet been considered in full generality in the literature. Nevertheless a few examples exist. For instance, for symmetric location-scale distributions, the MedianAD equals half the interquartile range (IQR) (see e.g [72]), and their sample estimators are asymptotically equivalent, as shown in [71]. Thus, the joint asymptotics of the sample quantile and sample MedianAD for such distributions follow from the asymptotics of a vector of sample quantiles. There are two further implicit contributions of joint asymptotics of the sample quantile with measure of dispersion estimators: Under some symmetry-type
conditions on the underlying distribution, Falk proved in [61] the asymptotic independence of the sample median (i.e. a sample quantile at level 0.5) and the sample MedianAD. Moreover, in [44], the joint asymptotics between the interquartile range and the standard deviation are shown. An explicit contribution can be found in the work of Bos and Janus, [25]. Therein the authors provide the joint asymptotic distribution of the sample quantile with the r -th absolute sample moment in the case of an underlying Gaussian distribution with known mean. Even if they restrict their work to the Gaussian distribution and the mean to be known, this can be considered as an extension to higher moments of the results of [44]. These results of [71], [61], [44], [25], can be seen as special cases of our treatment of joint asymptotic distributions of quantile estimators and measure of dispersion estimators.

Apart from theoretical results in the iid case, we are interested in corresponding results for the $\operatorname{GARCH}(1,1)$. We use in our empirical study a $\operatorname{GARCH}(1,1)$ process to model the volatility and then assess its pro-cyclicality in simulations. However, since the introduction of the ARCH and GARCH processes in the seminal papers by Engle, [54], and Bollerslev, [23], respectively, various GARCH modifications and extensions have been proposed (see e.g. [24] for a non-exhaustive (G)ARCH glossary). Thus, it is appealing to provide a more general theoretical framework that includes a bigger family of GARCH-type processes. We decide to focus on the family of augmented $\operatorname{GARCH}(p, q)$ processes, introduced by Duan in [49], as they contain many well-known GARCH processes as special cases.

Conditions for the stationarity of such GARCH-type processes, as well as (functional) central limit theorems (CLT), have been obtained in various ways by exploiting different dependence concepts (see e.g. the introduction in [89] for additional references). Further, the limit theorems also extend to different sample estimators, as for example: sample moments (e.g. [77] for augmented $\operatorname{GARCH}(1,1)$; [21], [89] for augmented $\operatorname{GARCH}(p, q)$ ), sample autocovariance and sample variance (e.g. [94] for the $\operatorname{GARCH}(1,1) ;[10]$ for augmented $\operatorname{GARCH}(1,1)$ ), or the sample quantile (see e.g. [88] and references therein). Still, joint asymptotics of quantile estimators with measure of dispersion estimators have not been considered yet.

Establishing such bivariate asymptotics, providing answers to the questions Q3 and Q4, is a theoretical contribution on its own. By presenting joint asymptotic results in the iid and augmented $\operatorname{GARCH}(p, q)$ case of quantile estimators (and, more generally, other risk measure estimators), not with measures of location, but measures of dispersion estimators, we hope to offer a useful complement not yet present in the statistical literature.

At the same time, it gives us a foundation to study, from a theoretical point of view, the pro-cyclicality of the VaR observed in our empirical study ([28], [29]). Knowing the joint asymptotics between the sample quantile and the r-th absolute central sample moment, could we deduce the asymptotic distribution of the log-ratio of sample quantiles with the $r$-th absolute sample moment? Stated more generally:
Q5 Can we mathematically prove the pro-cyclicality of risk measurements for underlying iid and augmented $\operatorname{GARCH}(p, q)$ models?

Q6 How does the degree of pro-cyclicality in such models depend on the choice of risk measure (estimator) and measure of dispersion estimator?

With these questions, we come back to the starting point of the thesis, but now from a theoretical point of view. Answering them proves the pro-cyclicality beyond the VaR (i.e. the sample quantile), extending the results to other risk measures like the ES and expectile.

Clearly, it is also of interest to us to see if we could use such theoretical results to add theoretical evidence to the empirical findings of the pro-cyclicality of the VaR in our empirical study. And finally, to see if with all the gained theoretical and empirical insight on pro-cyclicality, we could propose alternative (counter-cyclical) risk measures, that do not suffer from this phenomenon:

Q7 Can we use the results obtained when answering Q5 to strengthen our claims on the reasons for the pro-cyclicality observed in real data (c.f. question Q2)?

Q8 Can we propose a (counter-cyclical) risk measure to overcome the pro-cyclicality of historical risk measurement?

We answer in this thesis the first seven questions, Q1-Q7, giving an empirical quantification and theoretical confirmation (for the group of stochastic models under consideration) of the pro-cyclicality of historical risk measurement. It also opens up the path for new approaches in counter-cyclical risk management and risk measures. It is ongoing work, which should answer Q8.

### 1.2 Structure and content of the thesis

After having motivated the evolution of the eight questions presented, we lay down how they are tackled in this thesis. The thesis has four main chapters corresponding, each, in big parts, to one of the four papers written during my PhD. Nevertheless, these chapters contain more material than the papers, namely, analyses, remarks and links to the appendix for supplementary material, which were not presented in the paper versions, but were part of the study to assess the main results. Further, to outline the main findings and facilitate the transition from one chapter to another without loosing the connecting ideas, we present at the end of each chapter a short, separate summary page with key points and key questions that create a link to subsequent results. We also provide a list indicating related content in the Appendix.

The structure of the thesis reflects the evolution described in the previous section. As explained, my investigations started with an empirical study on the pro-cyclicality of risk measurements, trying to answer questions Q1 and Q2. Consequently, Chapter 2 presents this study whose goals are threefold: First, to introduce a way to measure pro-cyclicality. Then, to quantify it on real data and, thirdly, to find explanations for this effect. Therefore, considering the VaR as risk measure, we start by defining a new indicator, called look-forward ratio to assess the accuracy of risk estimation. It quantifies the difference between the historically predicted VaR and the estimated realized future risk (measured ex post by the VaR realized one year later). If the predicted VaR is close to the realized VaR one year later, then the ratio will be around 1. In the two other cases, it will be either smaller than one (if the prediction is too conservative) or bigger than one (if the predicted VaR is insufficient).

To quantify the pro-cyclicality, we analyse the look-forward ratio conditioned on the current market state. As a proxy for qualifying the market state, we choose the volatility, since the realized volatility is high in times of crisis and low when there is little information hitting the market. Consequently, we assess the pro-cyclicality by computing the correlation between the look-forward ratio and the realized volatility. The first version of our study was based on the sample standard deviation (std) as classical estimator of the realized volatility, see [28]. Here we prefer considering alternatively the sample MAD as measure of realized volatility. The reason to favour the latter is of theoretical nature: While a sample correlation can always be computed, it is only meaningful if its theoretical counterpart is well defined, i.e. the variance of the estimators is finite. In the case of the sample std, this implies the existence of a fourth moment of the underlying distribution, while only a second moment when using the sample MAD. As financial data is known to be heavy tailed (potentially without a finite 4th moment), choosing MAD over std seems more prudent.

Having layed down a methodology to evaluate the amount of pro-cyclicality in the way financial institutions measure risk, we apply it on 11 stock indices of major economies: We observe a negative correlation between the (logarithm of the) look-forward ratio and the sample MAD, confirming and, at the same time, quantifying pro-cyclicality. Put differently, we find that in times of high volatility, the ratio is significantly below 1 , meaning that in times of crisis future risk is overestimated, while it can go even over 3 in times of low volatility, signaling a strong underestimation of future risk in quiet market conditions.

In a third step, we look for factors to characterize this effect. Therefore, we try to find models which, each, can explain a different component of the observed pro-cyclicality: First, we consider an
iid model to check if there is an intrinsic part to the pro-cyclicality that is present, even when the model does not exhibit any form of dynamics and dependence. On the other hand, we choose a $\operatorname{GARCH}(1,1)$ model (fitted on the data). With this choice, we purposely do not aim at fitting as accurately as possible the data, but choosing a simple process to isolate and model the volatility clustering present in the data. Simulating from the iid model, we observe that it produces negative correlation between the log-ratio and the volatility, but with less amplitude than in the real data. Meaning that only part of the pro-cyclicality in the real data can be explained by this. Turning to simulations from the $\operatorname{GARCH}(1,1)$ model, we see that it presents a very similar clustering behavior as in the data and also gives a strong negative correlation between the log-ratio and the volatility. This negative correlation is stronger than that obtained on the real data.

From the analysis of those two simple models, we conclude that the pro-cyclicality can be explained by two factors: (i) the way risk is measured, as a function of quantiles estimated on past observations, and (ii) the clustering and return-to-the-mean of volatility. This chapter formed the basis for the joint works in [28] and [29].

The empirical study was the starting point for the development of the theoretical results in Chapters 3 and 4. Having considered in the previous chapter the correlation between a ratio of VaR estimates and the sample MAD, in these two chapters we look more generally at the joint asymptotics of quantile estimators with measure of dispersion estimators (the MAD and std being examples of it) for the two models considered in the empirical study.

In Chapter 3 we treat the iid case. We consider the sample quantile and the parametric locationscale quantile estimator as two different ways of estimating the quantile. The interest in using these two consistent estimators is their different speed of convergence, which consequently should affect their joint asymptotics with measure of dispersion estimators. Alike, we look at two classes of measure of dispersion estimators, namely, the r-th absolute central sample moment for any integer $r$ (which includes the sample MAD and the sample variance) and the sample MedianAD. We then derive the bivariate asymptotic normality between functions of such quantile estimators and functions of these measure of dispersion estimators. While we treat in this chapter, first the case of the sample quantile, then the one of the parametric location-scale quantile estimator, the approach is in all cases the same: We use the classical bivariate CLT for iid samples. For it to be applicable, the corresponding estimators need to have an (asymptotic) representation in terms of a sum of iid rv's. Such a representation is trivial for the sample mean and sample variance, thus also for the location-scale quantile. For the sample quantile, it is called Bahadur representation (and we use it in the version of [68]). An analogous representation exists for the sample MedianAD ([93]) and sample MAD ([116]). However, for the general r-th absolute central sample moment, we need to establish it, generalising the results of [116] (case $r=1$ ).

Further, recalling the choice of sample MAD over sample std in the previous chapter to have weaker moment conditions, we compare and discuss the (moment and smoothness) conditions on the underlying distribution depending on the choice of quantile and measure of dispersion estimator. This is especially relevant for the choice of corresponding estimators in practice. Besides, we compare the impact of the choice of the quantile estimator and of the measure of dispersion estimator, on the strength of the correlations in their asymptotic distribution when considering, exemplary, the Gaussian and Student-t distributions. Finally, simulations show a good finite sample performance of the asymptotic results. This chapter formed the basis for the joint works in [32] and [31].

Then, in Chapter 4, we treat the joint asymptotics in the case of a family of GARCH models. While we simulated from a $\operatorname{GARCH}(1,1)$ process in the empirical study, from a mathematical perspective, we want to consider a more general framework. At the same time, to establish such joint asymptotics, we need some representation and certain dependence properties to be available or deducable for the estimators considered. The class of augmented $\operatorname{GARCH}(p, q)$ processes seems a good compromise. It was introduced in [49] and includes different GARCH models used in practice.

Analogously to the iid case, to establish any kind of limit theory, we need a sum representation (in terms of functionals of the underlying process) to hold: For the Bahadur representation of the sample quantile, we prove that the representation in [121] is applicable to the class of augmented $\operatorname{GARCH}(p, q)$ processes. Then, as in the iid case, we need to establish the representation for the r-th absolute central sample moment. We prove a representation which holds more generally for ergodic, stationary, shortmemory processes, once again generalising the results of [116] for the MAD. Finally, to establish the bivariate functional central limit theorem (FCLT) between these estimators, we rely on a multivariate FCLT from [11].

The central condition in this multivariate FCLT is the existence of a $\Delta$-dependent (also called ' m dependent') approximation for the representations of our estimators. We show that $L_{2}$-near epoch dependence (NED) (a dependence concept dating back to Ibragimov in [80]) is a sufficient condition to guarantee such $\Delta$-dependent approximations. The reason for relying on the concept of $L_{2}$-NED, is that we can use results by Lee, [89], and Wendler, [121], to show that the representations of our estimators indeed are $L_{2}$-NED. As the results in [89] hold exactly for augmented $\operatorname{GARCH}(p, q)$ processes, this is, retrospectively, one of the reasons to consider this class of GARCH processes.

While the univariate asymptotics of the r-th absolute central sample moment is a novelty on its own, we keep the focus on the bivariate asymptotics - as generalization of the corresponding results in the iid case of Chapter 3. We illustrate the general results by showing, for selected examples of augmented $\operatorname{GARCH}(p, q)$ processes, under which conditions on the moments and parameters of the process the joint asymptotics holds. This chapter formed the basis for the joint work in [30].

In Chapter 5, we bring together the results of the empirical study in Chapter 2 and the theoretical results from Chapters 3 and 4, answering questions Q5 to Q7. In Chapter 2, we observed a negative correlation between the logarithm of the look-forward ratio and the sample MAD on real data and in simulations. Here, we give a mathematical proof confirming this by establishing the joint asymptotic distribution of the logarithm of the look-forward ratio with the measure of dispersion estimator - when assuming either an iid or augmented $\operatorname{GARCH}(p, q)$ model. However, this effect is not only valid for the VaR or MAD: We consider estimators of three different well-known risk measures (VaR, ES, expectile), and the $r$-th absolute centred sample moment (for any integer $r>0$ ), as measure of dispersion estimator, and the two models mentioned. We show that the strength of pro-cyclicality depends on these three factors: The choice of risk measure (estimator), the measure of dispersion estimator and the model considered. But, no matter the choices, the pro-cyclicality will always be present.

In the iid case, because of the construction of the look-forward ratio, these results seem intuitively clear: The realized future risk is estimated on a sample that is disjoint from the one of the historical risk estimator (and the measure of dispersion estimator). Thus, the former estimator should be uncorrelated to the latter two. This implies that the asymptotics with the logarithm of the look-forward ratio can be recovered from the asymptotics between the risk measure estimator and measure of dispersion estimator itself. Nevertheless, anticipating the more involved treatment for dependent processes, we prove this claim formally, even for iid samples. The asymptotic disjointness of two estimators is modeled by considering the first half of the sample to be equal to 0 for the one, and the second half to be 0 for the other estimator. Consequenty, we need to establish the asymptotics with a CLT for non-identically but independently distributed samples. Using this framework, we show that a necessary and sufficient condition to prove the pro-cyclicality is the validity of the asymptotics between the risk measure estimator and the measure of dispersion estimator. This means that for the VaR and our choice of expectile estimator (which is a VaR estimator), we can use the results in Chapter 3. On the contrary, such a CLT between an ES estimator and the r-th absolute central sample moment needs to be established. Using the representation of the ES in [38], we prove this by correspondingly adapting the reasoning of the proof in Chapter 3 for VaR to ES.

For the family of augmented $\operatorname{GARCH}(p, q)$ processes, the results need some more work. In contrast to the iid case, the bivariate FCLT's are not anymore a sufficient (but still necessary) condition for proving
the pro-cyclicality. Indeed, we need two additional assumptions: First, another bound on the dependence behaviour of the underlying process by assuming the process to be strongly mixing with geometric rate. This is due to the fact that, for dependent processes, estimators over disjoint samples are a priori not uncorrelated anymore. To prove an asymptotic uncorrelatedness, we use results on covariance bounds for strongly mixing processes given in [113]. Note that this latter condition on the process is not really restrictive as it has been shown that many GARCH processes fulfill the strong mixing (see e.g. [27], [36]). Second, we need slightly stronger moment conditions on the innovations process (which are imposed due to the use of a CLT for non-stationary, strongly mixing processes).

We show that the results on pro-cyclicality are structurally the same as in the iid case. Also, as in the iid case, we need to prove a FCLT between the ES and the r-th central absolute sample moment. The proof uses the representation for the ES in [38] and an analogous approach as for the VaR in Chapter 4 (needing to prove a Delta-dependent approximation for the ES representation).

We consider two applications in this chapter. As we can derive closed form expressions for the pro-cyclicality in the iid case, we assess how the degree of pro-cyclicality varies for different estimator and distribution choices. Considering, exemplary, the Gaussian and different Student-t distributions, we compare the pro-cyclicality of the VaR, expectile and ES estimators when considering the sample variance or sample MAD as measure of dispersion estimators.

Secondly, we provide additional evidence, using the theoretical results from this chapter, for the empirical observations in Chapter 2. Namely, that, apart from the iid effect, the characteristics of the $\operatorname{GARCH}(1,1)$ model (i.e. the return-to-the-mean and clustering of volatility) create the pro-cyclicality in the data. For this, we consider the empirical residuals of the $\operatorname{GARCH}(1,1)$ process fitted to the data of Chapter 2. Such residuals should form in theory an iid sample. Indeed, we show that its empirically measured pro-cyclicality values fall most of the times in the $95 \%$ confidence intervals for the theoretical iid pro-cyclicality values. In this way we give an answer to Q7. This chapter formed the basis for the joint work in [33].

We conclude and discuss further research perspectives in Chapter 6.
The thesis is supplemented by an extensive Appendix. Foremost, it includes the detailed results of the empirical study and simulations done to assess the obtained results. Further, especially (but not only) the study in Chapter 2 made it necessary to empirically assess various additional claims (e.g. how do the results change when considering weekly instead of daily data, the ES instead of the VaR etc.). Moreover, we present and derive the closed form expressions of the pro-cylicality for Gaussian and Student iid models, as well as a comparative study on GARCH optimization using the programming language R .

The full material is available as online appendix, see [34], and we selected a part of it for the appendix in this document. While it is usually mentioned throughout the text, we also provide at the end of each chapter an overview about which parts of the supplementary material in the appendix are linked to the current chapter.

## Chapter 2

## Quantifying pro-cyclicality: An empirical study

This chapter formed the basis for the joint work in [29] and its previous version [28].

### 2.1 Introduction

The pro-cyclicality of risk measurement is a known fact, it means that in times of crisis, the measurements overestimate the future risk, while they underestimate it in quiet times. Still, there have been little attempts to study empirically on real financial data the pro-cyclicality of risk measure estimates themselves (among the few, see Bec and Gollier [17]), and even less to quantify it. Indeed, this pro-cyclicality is usually assumed to be a consequence of the volatility clustering and its return to the mean. Yet, we may question if this mean-reverting is fast enough to produce pro-cyclicality on a one year horizon, the typical time horizon used in risk management when measuring the risk (see the insurance and banking regulation, i.e. [59], [16]). Thus, our interest and the need to analyse further this effect.

Reiterating the questions from the introduction, this study aims at answering the two questions Q1 and Q2:

Q1 How can we measure and subsequently quantify the pro-cyclicality of risk estimation (on empirical data)?

Q2 What are the factors explaining this effect (using the tool set of statistics, instead of building macroeconomic models)?

The novelty of this work is to propose alternative methods, on the one hand, to quantify the predictive power of risk measurements, and, on the other hand, to explore the issue of pro-cyclicality by quantifying it, then identifying some of its main factors.

Such a study requires a dynamic reformulation of risk measurements departing from a pure static approach. While such an approach holds for any risk measure in question, e.g. be it VaR or ES, we focus here on the example of VaR (nevertheless, a short analysis in the case of the ES can be found in the online-appendix, [34], Appendix A.4). This means departing from estimating quantiles of an unconditional distribution. Clearly, different dynamic extensions already exist in the literature, see e.g. [56], [47]. Here, we focus on the simplest dynamic version of the 'regulatory' risk measure VaR, namely the sample quantile process (SQP) considering the measurement itself as a random process. This notion has been proposed in the context of mathematical finance for options pricing, introduced by Miura [96] in a general context while Akahori [2] looked at it for Brownian Motion, and Embrechts and Samorodnitsky [52] for the class of infinitely divisible stochastic processes. Using the SQP, we estimate it on financial time series and explore its dynamics and ability to predict correctly the future risk.

We conduct our study on 11 stock indices (SI) of major economies to analyse the common behaviors and consider them as realizations of the generating process of financial returns, which we are exploring.

We assume that the sample measurement is an estimation of the future risk of the time series, as commonly done in solvency regulations. We define a new indicator, a look-forward ratio that quantifies the difference between the historically predicted risk and the estimated realized future risk (measured $e x$ post), to assess the accuracy of risk estimation.

Moreover, to take into account the market state, we choose the volatility as a proxy for qualifying it, since the realized volatility is high in times of crisis, and low when there is little information hitting the market. That is why we analyse the look-forward SQP ratio conditioned to the realized volatility. As estimator for the realized volatility, and to ensure a good rate of convergence for it without requiring strong conditions on the underlying process, we use the mean absolute deviation instead of the root mean square deviation (note that the first version of this study was using the std and can be found in the onlineappendix, [34], Appendix A.3). We find a relatively strong (among the indices considered, between $-46 \%$ and $-57 \%$ for a VaR of $99 \%$ ) negative linear correlation between the logarithm of the look-forward ratio and the volatility, as well as a negative rank correlation of the same order (an average over all 11 indices of $-49 \%$ for the Spearman $\rho_{S}$ ). We observe that in times of high volatility, the ratio is significantly below 1 , while it can go even over 3 , in times of low volatility, signaling a strong underestimation of future risk. With these empirical observations, we give an answer to question Q1. Note that [107] shows that historically estimated VaR underestimates the future risk in a high volatility scenario - when looking at short horizons (next day). This is the opposite conclusion to our findings when looking at long horizons (1 year).

To answer question Q2, i.e. looking for factors to characterize this effect, we proceed in two steps. First, we simulate identically and independently distributed (iid) random variables (rv's) and show that it produces a negative correlation between the log-ratio and the volatility as in real data but with less amplitude. Second, we model the stock indices log-returns by $\operatorname{GARCH}(1,1)$, a process that models the volatility clustering present in the data. Note that we use on purpose a simple GARCH to isolate the volatility clustering effect (and not to fit as accurately as possible the data); we take first normal innovations, neglecting the tails, then Student-t innovations, to take them into account. Using Monte Carlo simulations, we show that GARCH presents a very similar clustering behavior as in the data, and gives also a strong negative correlation between the log-ratio and the volatility. This negative correlation is stronger than that obtained on the data. From the analysis of those two simple models, we conclude that the pro-cyclicality can be explained by two factors: (i) the way risk is measured as a function of quantiles estimated on past observations, and (ii) the clustering and return-to-the-mean of volatility.

This chapter is organized in three main sections. In Section 2.2, we quantify the predictive power of risk measures. We start by formally treating the risk measure as a stochastic process introducing the SQP. Then, we explore its empirical behavior on 11 stock indices. Subsequently, we define a new statistics, the look-forward SQP ratio, to explore the ability of the SQP to predict the risk for the future year. Building upon this, in Section 2.3 we quantify the pro-cyclicality on these 11 stock indices. Conditioning the SQP on the realized annual volatility allows us to distinguish between the two main market states: normal versus crisis time. We show quantitatively that the SQP underestimates the risk in times of low volatility, while overestimating it in times of high volatility, confirming the pro-cyclicality of risk measurements. Then, Section 2.4 looks for explanations of this behaviour. We subsequently analyse the results on procyclicality when, first, simulating data from an iid model and, then, from a $\operatorname{GARCH}(1,1)$ model - and compare them to the results obtained from real data. Through this comparison, we identify two factors producing the (pro-cyclicality) effect with the help of these two models. An intrinsic part due to the risk measurement, as seen with iid rv's, the other, due to clustering and return-to-the-mean of the volatility as produced by a $\operatorname{GARCH}(1,1)$ process. We also discuss the influence of the sample size and the data frequency. We summarize the results and discuss their consequences in the conclusion, Section 2.5. Therein we also offer a short list of the takeaways of this chapter, the key questions which follow for us from this study and a list of the content in the appendix which is related to this chapter.

### 2.2 Quantifying the predictive power of risk measures

### 2.2.1 Sample Quantile Process

Since the risk is changing with time, we choose to model it dynamically with a risk measure that is defined as a stochastic process. We use the simplest dynamic extension of the VaR, namely the Sample Quantile Process, first introduced in the context of options pricing (see [96], [2], [52]). Here we do not assume any underlying model, and use directly this dynamic risk measure in its broad definition to check its performance in evaluating the risk on financial data.

## Definitions

Let us quickly recall the definition of the VaR. For a loss random variable $L$ having a continuous distribution function $F_{L}$, the VaR at level $\alpha$ of $L$ is simply the quantile of order $\alpha$ of $L$ :

$$
\begin{equation*}
\operatorname{VaR}_{\alpha}(L)=\inf \{x: \mathbb{P}[L \leq x] \geq \alpha\}=q_{L}(\alpha) . \tag{2.1}
\end{equation*}
$$

The VaR is still predominantly estimated on historical data (see e.g. [103] or [58] for quantitative surveys on this matter), using the empirical quantile $q_{n}(\alpha)$ associated with a $n$-loss sample ( $L_{1}, \ldots, L_{n}$ ) with $\alpha$ $\in(0,1)$ defined by:

$$
\begin{equation*}
\widehat{\operatorname{VaR}}_{n}(\alpha)=q_{n}(\alpha)=\inf \left\{x: \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{\left(L_{i} \leq x\right)} \geq \alpha\right\} . \tag{2.2}
\end{equation*}
$$

Note that our choice of definition (2.2) is such that the VaR equals an order statistics of the data. It would also be possible to obtain the VaR by linear interpolation between two order statistics. This might provide a slightly different value: the smaller the data set and/or the higher the threshold, the more the two quantile definitions usually differ. By construction and given our choice of definition of a quantile, the empirical quantile will then be larger or equal to that obtained by linear interpolation.

For our study we need a dynamic version of the VaR, considering the loss as a stochastic process $L=\left(L_{t}\right)_{t}:(2.3)$ corresponds to the continuous version of the VaR defined in (2.2) on the interval $[t-T, t)$ :

$$
\begin{equation*}
Q_{\alpha, T}(t)=\inf \left\{x: \frac{1}{T} \int_{t-T}^{t} \mathbb{I}_{\left(L_{s} \leq x\right)} d s \geq \alpha\right\} . \tag{2.3}
\end{equation*}
$$

Note that $Q_{\alpha, T}(t)$ is a special case of the Sample Quantile Process $\left(Q_{\mu, \alpha, T, t}(L)\right)_{t \geq 0}$ of $L$ at threshold $\alpha$ which is defined with respect to a random measure $\mu$ on $\mathbb{R}^{+}$, for $0 \leq T<t$, by (see e.g. [2], [52]):

$$
\begin{equation*}
Q_{\mu, \alpha, T, t}(L)=\inf \left\{x: \frac{1}{\int_{t-T}^{t} d \mu(s)} \int_{t-T}^{t} \mathbb{I}_{\left(L_{s} \leq x\right)} d \mu(s) \geq \alpha\right\} . \tag{2.4}
\end{equation*}
$$

Indeed, choosing $\mu$ as the Lebesgue measure gives back (2.3). This is the case on which we focus in this chapter. Nevertheless, note that the introduction of $\mu$ in the general definition (2.4) offers ways to explore the SQP as a predictor of the risk. For instance, in [29], we considered $\mu(s)=\mu_{p}(s)=\left|L_{s}\right|^{p}$, varying $p \in \mathbb{R}$ to study the impact of extreme movements. Here we take $p=0$ to focus on risk measures used in risk management and regulation.

We introduce the empirical estimator of the $\mathrm{SQP},\left(\widehat{Q}_{\alpha, T, t}\right)_{t \geq 0}$, defined, for any $t \geq T$, by

$$
\begin{equation*}
\widehat{Q}_{\alpha, T}(t)=\inf \left\{x: \frac{1}{T} \sum_{t_{i} \in[t-T, t)} \mathbb{I}_{\left(L_{t_{i}} \leq x\right)} \geq \alpha\right\} . \tag{2.5}
\end{equation*}
$$

Note that this choice of estimator corresponds to the 'rolling window VaR' (with rolling window size T).

## Empirical exploration of the SQP

Given this formalism, we are now going to build realized time series of SQP's computed over various stock indices, which we consider as various sample paths of the process. Since our goal is to look at the appropriateness of the VaR calculations done by financial institutions, it seems natural to use stock indices and see how our various SQP's perform on this data.

Data - We consider data from 11 different stock indices which we have retrieved mainly through Bloomberg (and, for the time periods which were not available, through other global finance sources). The data used are the daily closing prices from Friday, January 2, 1987 to Friday, September 28, 2018. Detailed information about the countries and indices used can be found in Table 2.1. The reason for such a large set of indices is the need to see if the process has similar behavior over most of the developed economies. Moreover, we want a relatively long dataset, which is offered by all these stock indices.

Table 2.1: For each index we provide the country, country code, the Bloomberg index (the name under which one can find the index on Bloomberg) and a short description of the index.

| Country | Country Code | Bloomberg Index | Description |
| :---: | :---: | :---: | :---: |
| Australia | AUS | AS30 | The All Ordinaries Index (AOI) is made up of the 500 largest companies listed on the Australian Securities Exchange (ASX) |
| Canada | CAN | SPTSX | The Canada S\&P/TSX Composite Index comprises around $70 \%$ of market capitalization for Toronto Stock Exchange listed companies |
| France | FRA | SBF250 | The CAC All-Tradable Index is a French stock market index representing all sectors of the French economy (traded on Euronext Paris) |
| Germany | DEU | CDAX | CDAX is a composite index of all stocks traded on the Frankfurt Stock Exchange in the Prime Standard and General Standard market segment |
| Great Britain | GBR | ASX | The FTSE All-Share Index (ASX) comprises more than 600 (out of 2000+) companies traded on the London Stock Exchange |
| Italy | ITA | ITSMBCIG | This index is called Comit Globale R it includes all the shares listed on the MTA and is calculated using reference prices |
| Japan | JPN | TPX | The Tokyo Price Index (TPX) is a capitalizationweighted price index of all First Section stocks (1600+ companies) of the Tokyo Stock Exchange |
| Netherlands | NLD | AEX | The AEX index is a stock market index composed of a maximum of 25 of the most actively traded shares listed on Euronext Amsterdam |
| Singapore | SGP | STI | FTSE Straits Times Index (STI) tracks the performance of the top 30 companies listed on the Singapore Exchange |
| Sweden | SWE | OMXAFGX | Sweden OMX Affärsvärldens General Index is a stock market index designed to measure the performance of the Stockholm Stock Exchange |
| United States of America | USA | SPX | S\&P 500 is an American stock market index based on 500 large companies listed on the NYSE or NASDAQ (around $80 \%$ market capitalization) |

As commonly done, we refer to the S\&P 500 index as our main example and focus on this specific index whenever showing figures. Selected results for the other indices are available in the Appendix A.1, all other results in the online-appendix, [34]. For the quantitative evaluation we will usually show both,
the (average) results for each index (considering it as one realization of a stochastic process) as well as the average over all 11 indices with the corresponding standard deviation over the 11 results of each index.

For any time series, let us denote the closing price at time $t$ by $S(t)$ and by $\Delta t$ the interval between two consecutive prices. We focus on daily intervals. We then define the log-return $X_{\Delta t}(t)$ by:

$$
\begin{equation*}
X_{\Delta t}(t)=\ln \left(\frac{S(t)}{S(t-\Delta t)}\right) \tag{2.6}
\end{equation*}
$$

If not specified otherwise, for ease of notation, we will refer to $X_{i}=X_{\Delta t}\left(t_{i}\right)$ as the daily log-return (with $\Delta t=1$ day) at time $t_{i}$. As the risk measures presented are based on the losses, it is, in some situations, of interest to work with the log-return losses instead of the log-returns, simply defined as: $L_{i}=-X_{i}$, the daily log-return loss at time $t_{i}$.

Visualization of the SQP- At first, we focus on a rather qualitative evaluation, illustrated on the S\&P 500. In Figure 2.1, we plot the rolling-window $\mathrm{VaR}_{\alpha}$, at monthly frequency, which are moving around the unconditional VaR (i.e. computed on the overall sample) at the same level $\alpha$, which is a good approximation of the regulatory benchmark. Note that we see the rolling-window VaR as a sample path not only of $\left(\hat{Q}_{\alpha, T}(t)\right)$, but also of the $\operatorname{SQP}\left(Q_{\alpha, T}(t)\right)$ itself. The sample size, $T$, is taken to be 1 year and we consider thresholds $\alpha=95 \%$ and $99 \%$, respectively. We see that the fluctuations of $\left(Q_{\alpha, T}(t)\right)$ around the unconditional VaR can be quite large. Particularly, on the upper side, the movements are more abrupt.


Figure 2.1: Sample Quantile Processes (SQP) rolling every month with $T=1$ year, and thresholds $\alpha=95 \%$ and $99 \%$, respectively. Dashed lines correspond to $\widehat{V a R}_{n}(\alpha)$ computed over the whole sample.

### 2.2.2 Predictive power for the risk using the SQP

We now focus on the main goal namely testing the SQP's ability to assess the estimated future risk correctly - what we call predictive power. Let us briefly point out why this differs from the classical backtesting, which designates a statistical procedure that compares realizations with forecasts. First, recall that, for the VaR, some of the backtesting methods used by European banks and the Basel committee are based on the so-called violation process counting how many times the estimated/forecast $\widehat{V a R}_{n}(\alpha)$ has been violated by realized losses during the following year; those VaR 'violations' should form a sequence of iid Bernoulli variables with probability $(1-\alpha)$ (see e.g. [40] for simple binomial test, [85] for multinomial one). Here instead, we want to assess the risk, thus the quality of estimation. While the
violation ratio in [43] gives a measure of the quality of the estimation (based on the violation process), here we do not question at all if the violation process is in line with the acceptable number of exceptions.

Taking the risk management point of view, we consider the estimated VaR directly as a capital amount (without referring to the confidence interval associated with the estimate). This is why, as pointed out earlier, we propose to interpret this estimate (a statistical number) as an observation of a SQP sample path. We will then judge the relevance of the obtained VaR by testing directly if the capital computed last year (via a VaR estimate) corresponds to that needed this year (the realized future value of the VaR).

Note that it does not mean denying the uncertainty: To cope with it, as well as to show financial strength, a buffer on top of the risk adjusted capital is usually introduced by financial institutions (its evaluation depends on the institution own assessment and not by regulation).

This alternative way of looking at risk (additionally to the violation process), leads subsequently to a new way of assessing the quality of the risk estimation. Moreover, this method for risk quantification can be applied to any other risk measure besides the VaR (as for instance the Expected Shortfall).

## Look-forward SQP ratio

To define a look-forward ratio, we consider the SQP estimator $\left(\widehat{Q}_{\alpha, T}(t)\right)_{t}$, computed according to (2.5) during a period (of length T years) that ends at time $t$; for ease of notation, we omit the hat above in the following.

We measure the quality of the risk estimation by comparing it to the VaR, estimated one year later, i.e. $Q_{\alpha, T_{s}}\left(t+T_{s}\right)$ with $T_{s}=1$ year (the index $s$ stands for 'solvency'). This time period corresponds to that required by most regulators: Explicitly for the next twelve month as in insurance, see [59], and implicitly, as an observation period, for banks, see e.g. [16]. It means to check if the estimate $Q_{\alpha, T}(t)$ is a good estimate at time $t$ of the unknown future value $Q_{\alpha, T_{s}}\left(t+T_{s}\right)$ of the realized risk during that period of time $T_{s}$.

This leads us to introduce a new rv, the look-forward ratio, denoted by $R_{\alpha, T}(t)$, which is a ratio of SQP's and quantifies the difference between the historically predicted risk $Q_{\alpha, T}(t)$ and the estimated realized future risk $Q_{\alpha, T_{s}}\left(t+T_{s}\right)$ computed using the period of time $\left[t, t+T_{s}\right)$ :

$$
\begin{equation*}
R_{\alpha, T}(t)=\frac{Q_{\alpha, T_{s}}\left(t+T_{s}\right)}{Q_{\alpha, T}(t)} \tag{2.7}
\end{equation*}
$$

To be clear, let us look at a simple example. Choosing $\alpha=95 \%, t=$ January 2014, and $T=T_{s}$, the denominator $Q_{95 \%, 1}(t)$ of the ratio $R_{95 \%, 1}(t)$ corresponds then to the empirical estimate of the SQP computed on a 1 year sample from January $2013(=t-T)$ to December 2013 (i.e. the month before $t$, as we are considering the interval $[t-T, t)$ ), which acts as an estimate for the future risk in 2014 (if $T$ would be 3 years, $Q_{95 \%, 3}(t)$ would be computed from January 2011 up to December 2013). The numerator corresponds to the future risk $Q_{\alpha, T_{s}}\left(t+T_{s}\right)$ and is defined as the rolling VaR estimated on the one year sample from January $2014(t)$ until December 2014 (last month before $t+T_{s}$ ).

Consequently, if we look at the values of the ratio $R_{\alpha, T}(t)$, a value near 1 means that the prediction $Q_{\alpha, T}(t)$ correctly assesses the future risk estimated by $Q_{\alpha, T_{s}}\left(t+T_{s}\right)$. Similarly, if the ratio is above 1 , we can say that we have an under-estimation of the future risk, i.e. the observed future risk. And to the contrary, if it is below 1 , we have an over-estimation of the future risk, which would lead to an over-evaluation of the needed capital.

## Assessing the average SQP ratio

Taking a monthly rolling window for the ratios $R_{\alpha, T_{s}}(t)$ (i.e. updating $t$ every month), we compute the average SQP ratio over the whole sample. Here we focus on looking at the overall averages (over the

11 different indices) of the monthly SQP ratios. But results for the 11 different indices on their own are reported in Table 2.2, too.

Table 2.2: SQP ratios (defined in (2.7)) average over the whole historical sample, for $T$ equal to 1 year, for each index and for four different thresholds ( $95 \%, 97.5 \%$, $99 \%$ and $99.5 \%$ ). In the last column, we present the average over all indices $\pm$ the
standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \sigma)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $95.0 \%$ | 1.02 | 1.06 | 1.06 | 1.09 | 1.07 | 1.08 | 1.07 | 1.05 | 1.07 | 1.06 | 1.05 | $\mathbf{1 . 0 6} \pm 0.02$ |
| $97.5 \%$ | 1.01 | 1.08 | 1.05 | 1.08 | 1.07 | 1.10 | 1.07 | 1.05 | 1.06 | 1.06 | 1.06 | $\mathbf{1 . 0 6} \pm 0.02$ |
| $99.0 \%$ | 1.02 | 1.08 | 1.04 | 1.08 | 1.08 | 1.11 | 1.09 | 1.11 | 1.07 | 1.06 | 1.07 | $\mathbf{1 . 0 7} \pm 0.03$ |
| $99.5 \%$ | 1.06 | 1.09 | 1.04 | 1.07 | 1.08 | 1.17 | 1.07 | 1.11 | 1.08 | 1.05 | 1.08 | $\mathbf{1 . 0 8} \pm 0.04$ |

We see, in Table 2.2, that all the averages over the 11 indices of the look-forward ratios are clearly different from 1, telling us that the future risk is, on average, not well predicted. When comparing these averages for different thresholds, we see that they increase with the threshold but do not change a lot. Furthermore, we clearly see for all four choices of $\alpha$ that the average ratio is above 1 , even when considering two standard deviations around the average value. We find back the well known result that the historical estimation of VaR underestimates the risk (on average).

To complete this analysis, we look at the Root Mean Square (RMS) distance and compute the associated Root Mean Square Error (RMSE), i.e. the average RMS distance of the ratio from a perfect prediction (i.e. ratio of 1 ):

$$
\begin{equation*}
R M S E:=\sqrt{\frac{1}{N} \sum_{j=1}^{N}\left(R_{\alpha, T_{s}}\left(t_{j}\right)-1\right)^{2}}, \tag{2.8}
\end{equation*}
$$

where $t_{1}, \ldots, t_{N}$ are the $N$ time points the ratio is evaluated at. Recall that, as we are working with a monthly rolling window, $N$ equals 12 times the amount of years on which the ratio is tested on. This RMSE measures the "error" of the forecasted risk for a certain sample path.

Table 2.3: Average RMSE (defined in (2.8)) for the SQP ratios (eq. (2.7), with $T=T_{s}$ ) - using historical data for each index. In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \sigma)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95.0 \%$ | 0.36 | 0.45 | 0.44 | 0.50 | 0.48 | 0.54 | 0.51 | 0.46 | 0.47 | 0.43 | 0.44 | $\mathbf{0 . 4 6} \pm 0.05$ |
| $97.5 \%$ | 0.34 | 0.52 | 0.43 | 0.51 | 0.47 | 0.57 | 0.53 | 0.46 | 0.46 | 0.44 | 0.45 | $\mathbf{0 . 4 7} \pm 0.06$ |
| $99 \%$ | 0.36 | 0.55 | 0.39 | 0.50 | 0.51 | 0.60 | 0.57 | 0.70 | 0.51 | 0.47 | 0.51 | $\mathbf{0 . 5 2} \pm 0.09$ |
| $99.5 \%$ | 0.48 | 0.58 | 0.40 | 0.49 | 0.51 | 0.73 | 0.55 | 0.71 | 0.53 | 0.45 | 0.54 | $\mathbf{0 . 5 4} \pm 0.10$ |

When considering the RMSE of the SQP ratio, see Table 2.3, we observe that, on average over the 11 different indices, the error increases with the threshold. Again, the average RMSE is clearly above 0 reaching $50 \%$ of the right value 1 of the SQP ratio. This means that there are high fluctuations of the ratio, for the underestimation of slightly less than $10 \%$ (recall the last column of Table 2.2). This analysis shows that the ratio alone cannot give a fine enough picture of the quality of risk estimation. Indeed, we
want to understand why and in which circumstances we over- or underestimate the risk measured by the SQP throughout the sample. It is what we tackle next.

### 2.3 Pro-cyclicality results on real data

As mentioned in the introduction, pro-cyclicality of risk measurements implies that, when the market is quiet, the future risk is under-estimated, while, during crisis, the future risk is over-estimated. We deal with this problem by first defining an indicator of market states, then evaluating the performance of the risk measure when conditioning it on this indicator.

### 2.3.1 Realized volatility as an indicator of market states

To better understand the dynamic behavior of the ratios, we condition them on past volatility. This is inspired by the seminal empirical study on Foreign Exchange Rates done in [41], where the authors conditioned the returns on past volatility. On the one hand, they showed that after a period of high volatility, the returns tend to be negatively correlated. It means that the volatility should diminish in the future, with a distribution more concentrated around its mean; thus the quantiles should be smaller at given thresholds than current ones. It implies that the future risk would be overestimated when evaluated on this high volatility period. On the other hand, they showed that in times of low volatility, consecutive returns tend to be positively auto-correlated; thus the volatility should increase on the long term, with the consequence in the future of quantiles shifted to the right, meaning that our estimation would underestimate the future risk.

To be able to condition on volatility, we define an empirically measured annualized volatility, $v_{k, T}(t)$, taken over a rolling sample of size $T$ year(s), corresponding to $n$ business days, up to but not including a time $t$. By abuse of notation, we refer with $t-j$ to a point in time $j$ days before time $t$ (for any integer-valued $j$ ), which gives us:

$$
\begin{align*}
v_{k, T}(t) & =\sqrt{n} \times v_{k, n}(t-1), \quad \text { where } v_{k, n}(t-1) \text { denotes a realization of }  \tag{2.9}\\
V_{k, n}(t-1) & :=\left\{\frac{1}{n-1} \sum_{i=t-n}^{t-1}\left|X_{i}-\frac{1}{n} \sum_{i=t-n}^{t-1} X_{i}\right|^{k}\right\}^{1 / k} \tag{2.10}
\end{align*}
$$

and, accordingly, $V_{k, T}(t):=\sqrt{n} \times V_{k, n}(t-1)$,
the $X_{i}$ 's denoting the daily log-returns defined in (2.6), and $k$ playing the role of emphasizing more or less large events. We consider $k=1,2$. If $k=2, v_{2, T}(t)$ is nothing else than the usual empirical standard deviation (denoted std), called in the literature 'realized volatility', whereas if $k=1$, it is the empirical Mean Absolute Deviation around the sample mean (denoted MAD). We may generalize the notion of realized volatility to any $k$ but use it here for $k=1,2$. Note that the notation is chosen such that the annual realized volatility $v_{k, T}(t)$ at time $t$ (January 1,2014 for instance) is computed on the previous $T$ year(s) until $t-1$ included (i.e. until December 31, 2013, in our previous example). We evaluate $v_{k, T}(t)$ on a rolling basis every month. Hereby, we obtain a monthly time series of annual realized volatility $\left(v_{k, T}(t)\right)_{t}$, which can be used as a benchmark of the current market state.

In Figure 2.2, we present $v_{k, T}(t)$ for the S\&P 500 (log-)returns between January 1987 and September 2018 for both a rolling sample of $T=1$ year and of 3 years, as well as for $k=1$ and $k=2$. We also indicate the average annual realized volatility of the index calculated over the whole sample for both $k=1$ and $k=2$ (represented by the dashed lines). Their values are $11.9 \%$ for $k=1$ and $18.1 \%$ for $k=2$. We can see that the volatilities above these benchmarks mostly stand for periods of high instability or crisis (and not only in the USA). The high volatility of the period 1987-1989 is for instance explained


Figure 2.2: Annual realized volatility $v_{k, T}(t)$, defined in (2.9), in percent, for $k=1$ (MAD) and $k=2$ (std), of the S\&P 500 returns over a rolling sample of size $T=1,3$ year(s). The dashed lines represent the sample average (over the whole sample) of the two different measures of the volatility (with the same color code).
by the New York Stock Exchange crash in October 1987. In 1997, Asia was hit by a crisis, as well as Russia in 1998 and Argentina in 1999-2000. In 2001, the United States experienced the bursting of the internet bubble. Following the Lehman Brother's bankruptcy, the period of 2008-2009 was a period of very high volatility. And finally, the sovereign debt crisis in Europe also impacted the S\&P 500 Index in 2011-2012; this is an illustration of the increased dependence between markets during times of crisis. Observing those co-movements in various indices during crises is important for portfolios of financial assets, when looking at pro-cyclicality of the global market. Moreover, we see that the dynamics of both definitions ( $k=1$ and $k=2$ ) in (2.9) are quite similar, while the size of the movements are more pronounced in the case of the estimated std.

We conclude from the analysis above that the annual realized volatility $v_{k, T}(t)$ for $k=1,2$ is a good indicator that reacts well and quickly to various market states. It is thus a reasonable proxy to qualify the times of high risks and to use it to discriminate between quiet periods and periods of crisis. We use it to condition our statistics (the look-forward SQP ratio (2.7)) and see if we can detect different behaviors of the price process (which underlies the risk measure) during these periods in comparison to quiet times, as it was the case for returns in [41]. We now turn to this statistics to look at the ability of the SQP risk measures to correctly predict the future risks, whatever the market state, and to capture the dynamics. Note that to ease the reading in the rest of the chapter, we will use abusively in the text the term 'volatility' for the expression 'annualized realized volatility', $v_{k, T}$ (as well as for the $\mathrm{rv} V_{k, T}$ ).

### 2.3.2 SQP predictive power as a function of volatility

In the case of the S\&P 500, we represent in the same graph the time series of both the volatility $v_{k, T}(t)$ and the SQP ratios, separately for each of the thresholds $95 \%$ and $99 \%$, to compare their behavior over time. We illustrate in Figure 2.3 these dynamics when considering e.g. the case of a 1 -year sample and $k=1$ for the volatility (MAD). One can easily observe on these graphs a strong opposite behavior for SQP ratios (in dark) and for volatility (in light). Also, the dynamic behavior appears clearly.

The realized SQP ratios can differ from 1 either on the upper side or on the lower side. The negative dependence between the realized SQP ratios and the volatility is obvious on both graphs. This particular feature is of importance in our study because it means that when the volatility in year $t$ is high in the market, the realized SQP ratio in year $t$ is quite low. Recalling the definition of the ratio, this situation


Figure 2.3: Time series of SQP Ratios (2.7) (left $y$-axis in dark) and of annualized realized volatility (2.9) for $k=1$ (MAD; right $y$-axis in light) computed over 1 year ( $T=1 y$ ) for $\alpha=95 \%$ (left plot) and $\alpha=99 \%$ (right plot)
means that the risks have been over-evaluated by the SQP calculated in year $t$ (in comparison to the realized risk in year $t+1$ ). Conversely, when the volatility is low in year $t$, the realized SQP ratio is often much higher than 1 in this year, which means that the risks for the year $t+1$ have been underevaluated by the calculation of the SQP in year $t$.

Another way of visualizing the pro-cyclicality is to plot the various realized SQP ratios as a function of volatility. We illustrate the obtained behavior in Figure 2.4, choosing the same parameters as in Figure 2.3. Such figures highlight better the existing negative dependence between these two quantities. The plots of the first row of Figure 2.4 point out that the (negative) dependence is non linear, hence we consider the log-ratios instead (see the plots on the second row), which provides a higher dependence than without the log: We observe that the more volatility there is in year $t$, the lower are the ratios $R_{\alpha, T}(t)$. When the log-ratios are negative, it means that losses in year $t+1$ have been overestimated with the measures calculated in year $t$. In the original scale, we can better quantify the magnitude of the effect: When looking at the case $\alpha=99 \%$, with respect to the overestimation, we can observe ratios below 0.5 for high volatilities (above twice the average of $12 \%$, with MAD), i.e. the risk computed at the height of the crisis is more than twice the size of the risk measured a year later. On the other hand, we see that the underestimation can be very big since the realized ratios for the SQP can be even larger than 3 ; in other words, the risk next year is more than 3 times the risk measured during the current year for this sample. We also observe that the overestimation is very systematic for high volatility, whereas it is not for the underestimation at low volatility. Indeed, in this latter case, we see also values below 1 , while we do not see any value above 1 when the volatility is high (above $20 \%$, close to twice the average over the whole sample). Although we present here only the $S \& P 500$, very similar behaviors are exhibited by all the other indices, see e.g. the Appendix A.1.

Given the highly non-linear behavior of the dependence (as illustrated in Figure 2.4), we choose the logarithm of the SQP ratio (instead of the SQP ratio) to look at the linear Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t)\right), V_{k, T}(t)\right)$ considering the volatility choosing $k=1$ (MAD). We will keep this choice of volatility (MAD) in the rest of the paper. Indeed, an important motivation for this choice, in particular for practical use, is that it implies weaker conditions on the moments of the underlying distribution than when using the classical standard deviation $(k=2)$. For the correlation between the two quantities (the log-ratio and the volatility respectively), the existence of the variance of those estimators is needed. I.e. the existence of a second moment of the underlying distribution in the case of the MAD instead of a fourth moment for the standard deviation. So, from now on, we use the name 'volatility' for 'annualized


FIGURE 2.4: SQP ratios as a function of volatility (MAD): On the left $\alpha=95 \%$ and on the right $\alpha=99 \%$; first row SQP ratios, second row logarithm of SQP ratios
realized MAD' $\left(v_{1, T}\right.$ and the rv $\left.V_{1, T}\right)$.
In Table 2.4, we present the value of $\rho\left(\log \left(R_{\alpha, T}(t)\right), V_{1, T}(t)\right)$ for all indices and as the average over all indices. We see that the correlation is always significantly negative. The average values for the four different thresholds $\alpha$ are very similar and around $50 \%$ (in absolute value).

Another way to present this pro-cyclicality analysis, more in line with the risk management point of view, may be through the volatility binning. Indeed, since we have seen that the SQP is underestimated for low volatility and overestimated for high one, we can show by how much the SQP is over- or underestimated for a hypothetical (represented by the stock index) portfolio of a bank, depending on the volatility bins. To do so, we compute the average SQP ratios in each bin, choosing 5 and 10 uniform volatility bins. Results are illustrated for 5 bins and all indices in Table 2.5.

We observe that the lowest bin underestimates on average the capital for next year by $35 \%$, whereas the highest one overestimates it by $22 \%$. The same holds true for 10 bins (these results can be found in the online-appendix, [34]), but with increasing gaps between the extreme bins (overestimation of $44 \%$ and underestimation of $33 \%$ ). Those numbers are significant from the risk management prospective; it means increasing by more than a third ( 35 or 44 ) the capital amount in periods of low volatility, while decreasing it by more than a fifth ( 22 or 33 ) during crisis periods.

To explore further the non-linear dependence, beyond the logarithm transformation, we also consider the notion of rank correlation, looking for instance at the Spearman $\rho_{S}$.

Table 2.4: Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t)\right), V_{1, T}(t)\right)$ between the logarithm of the SQP ratios and the volatility, for each index and for $T=T_{S}=1$ year, over the whole historical sample, and for four thresholds (95\%, 97.5\%, 99\% and 99.5\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG ( $\pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.51 | -0.46 | -0.50 | -0.49 | -0.52 | -0.58 | -0.52 | -0.50 | -0.51 | -0.50 | -0.50 | $\mathbf{- 0 . 5 1} \pm 0.03$ |
| $95 \%$ | -0.55 | -0.47 | -0.49 | -0.44 | -0.52 | -0.58 | -0.53 | -0.50 | -0.50 | -0.53 | -0.52 | $\mathbf{- 0 . 5 1} \pm 0.04$ |
| $99 \%$ | -0.57 | -0.46 | -0.51 | -0.47 | -0.52 | -0.52 | -0.55 | -0.54 | -0.48 | -0.50 | -0.54 | $\mathbf{- 0 . 5 1} \pm 0.04$ |
| $99.5 \%$ | -0.52 | -0.46 | -0.47 | -0.45 | -0.51 | -0.48 | -0.54 | -0.50 | -0.45 | -0.49 | -0.53 | $\mathbf{- 0 . 4 9} \pm 0.03$ |

Table 2.5: The average SQP ratios (defined in (2.7)) within 5 uniform bins (bin ${ }_{1}, \cdots$, bin $_{5}$ ordered from lowest to highest) of volatility over the whole historical sample, for each index. In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

|  | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \sigma)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| bin $_{1}$ | 1.21 | 1.23 | 1.35 | 1.35 | 1.36 | 1.64 | 1.36 | 1.30 | 1.38 | 1.33 | 1.31 | $\mathbf{1 . 3 5} \pm 0.11$ |
| bin $_{2}$ | 1.09 | 1.03 | 1.06 | 1.13 | 1.17 | 1.11 | 1.15 | 1.33 | 1.24 | 1.09 | 1.09 | $\mathbf{1 . 1 4} \pm 0.08$ |
| bin $_{3}$ | 1.07 | 1.20 | 1.12 | 1.10 | 1.22 | 0.95 | 1.11 | 0.98 | 1.11 | 1.04 | 1.01 | $\mathbf{1 . 0 8} \pm 0.08$ |
| bin $_{4}$ | 0.96 | 0.99 | 0.99 | 1.11 | 0.94 | 0.93 | 1.04 | 0.82 | 0.86 | 1.03 | 1.11 | $\mathbf{0 . 9 8} \pm 0.09$ |
| bin $_{5}$ | 0.77 | 0.87 | 0.78 | 0.74 | 0.68 | 0.79 | 0.73 | 0.83 | 0.79 | 0.81 | 0.74 | $\mathbf{0 . 7 8} \pm 0.05$ |

TAbLE 2.6: Average over all indices of the Spearman $\rho_{S}$ between the volatility and the SQP ratios computed on a 1-year sample for four thresholds $\alpha=$ $95 \%, 97.5 \%, 99 \%$ and $99.5 \%$.

| $\alpha=95 \%$ | $\alpha=97.5 \%$ | $\alpha=99 \%$ | $\alpha=99.5 \%$ |
| :---: | :---: | :---: | :---: |
| $-0.48 \pm 0.05$ | $-0.49 \pm 0.03$ | $-0.49 \pm 0.03$ | $-0.48 \pm 0.03$ |

In Table 2.6, we display only the average Spearman $\rho_{S}$ over all indices as we have seen in the other tables that indices do not differ significantly from one another in their behaviors. In this table, the results confirm those obtained when considering the Pearson correlation between the logarithm of the SQP ratios and the volatility, only the magnitude is slightly lower than for the Pearson correlation.

Now let us turn to the question of why we observe such (negative) dependence. It is the target of the next section, to look for factors that explain empirically the pro-cyclical behavior observed so far.

### 2.4 Pro-cyclicality results on different models

We want to find out empirically the reasons for the under-/over-estimation of risk. To do so, we need to use models able to isolate effects.

The first and simplest model we consider is iid rv's. The reason of such choice is to check if the very way we measure risk, independently of volatility models, creates some negative dependence between the log-ratio and the realized volatility.

Then we explore if the volatility clustering present in the data is fast enough to produce pro-cyclicality. To this aim, we choose the simple $\operatorname{GARCH}(1,1)$ model, to isolate the clustering effect by itself. Indeed, there are many GARCH type models in the literature (e.g. EGARCH, HARCH, HAR, etc...) that might reproduce the empirical regularities of the data better than this choice, but they would mix effects (e.g. EGARCH mixes clustering and skewness, HARCH and HAR mix various clustering at different frequencies); it would render the interpretation much more difficult: from which effect would the pro-cyclicality come? We then calibrate the $\operatorname{GARCH}(1,1)$ to the data, considering first normal innovations, then Student ones to see if there would be any additional effect to the clustering when better calibrating the tails.

### 2.4.1 IID model

Let us consider a rv $X$, with mean $\mu$, finite variance $\sigma^{2}$, distribution function $F_{X}$. We simulate 100 '000 samples each of size $N,\left(X_{1}, \cdots, X_{N}\right)$, with parent rv $X$, from which we estimate, on rolling subsamples of size $n$, the statistics considered so far: the logarithm of the look-forward ratio (2.7), and the volatility (2.10) for $k=1$. To compute those statistics, we produce time series of empirical estimators $\left(Q_{\alpha, T}(t)\right)_{t \geq 0}$ (see (2.5)), with $T=1$ year, corresponding to $n=252$ business days, denoted, for simplicity, by $\left(Q_{\alpha, n}(t)\right)_{t \geq 0}$ and $\left(V_{1, n}(t)\right)_{t}$ (defined in (2.10)), computed on rolling samples updating $t$ every month. We evaluate the empirical Pearson and Spearman correlations between the time series of the logarithm of a ratio of sample quantiles, $\log \left(Q_{\alpha, n}(t+1 y) / Q_{\alpha, n}(t)\right)$, and the time series of the sample volatility $V_{1, n}(t)$. Note that the sample quantiles $Q_{\alpha, n}(t)$ and $Q_{\alpha, n}(t+1 y)$ are computed on subsequent but disjoint samples, i.e. the points in time are $t$ and $t+1 y(t$ plus 1 year), and the sample size $n$ is chosen as $n=252$ (which corresponds to 1 year of data). Hence, those samples are disjoint by construction.

We consider two standard cases for $F_{X}$, the Gaussian and the Student (with 3 or 5 degrees of freedom) distributions, to study the effect of both light and heavy tail distributions.

TABLE 2.7: Averages over 100 '000 repetitions of Pearson and Spearman correlation between $\log \left(Q_{\alpha, n}(t+1 y) / Q_{\alpha, n}(t)\right)$ and $V_{1, n}(t)$ for the IID case using $\alpha=95 \%, 99 \%, 99.5 \%, n=252$ and updating $t$ every month. Two asterisks indicate a negative value for the correlation at the $99 \%$ confidence level, one at $95 \%$, none at the $90 \%$, and $\dagger$ at the $85 \%$. On the right plot, depiction of the empirical averages of the Pearson correlation when using $V_{1, n}(t)$.

|  | Normal sample |  | Student-t sample |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $X \sim \mathcal{N}(\mu, \sigma)$ | $X \sim t(5, \mu, \sigma)$ | $X \sim t(3, \mu, \sigma)$ |  |
|  |  |  |  |  |
| Pearson |  |  |  |  |
| $\alpha=95 \%$ | $-0.34^{\star \star}$ | $-0.37^{\star \star}$ | $-0.35^{\star \star}$ |  |
| $\alpha=99 \%$ | -0.23 | $-0.29^{\star}$ | $-0.33^{\star \star}$ |  |
| $\alpha=99.5 \%$ | $-0.20^{\dagger}$ | $-0.27^{\star}$ | $-0.32^{\star}$ |  |
| Spearman |  |  |  |  |
| $\alpha=95 \%$ | $-0.33^{\star \star}$ | $-0.35^{\star \star}$ | $-0.34^{\star \star}$ |  |
| $\alpha=99 \%$ | -0.22 | $-0.28^{\star}$ | $-0.32^{\star \star}$ |  |
| $\alpha=99.5 \%$ | $-0.19^{\dagger}$ | $-0.26^{\star}$ | $-0.31^{\star \star}$ |  |



The results are displayed in Table 2.7, when taking $N \simeq 8000$ in the simulations (to match the real data sample sizes), thresholds $\alpha=95 \%, 99 \%$ and $99.5 \%$, and the definitions of the volatility for the

MAD ( $k=1$ ). We observe that, at high confidence levels, both Pearson and Spearman correlations are negative and of the same order. Finally, we also observe that the correlation decreases in absolute value when the threshold $\alpha$ increases, as illustrated in the plot of Table 2.7.

Comparing the results in Table 2.7 with those obtained with historical data in Table 2.4, the correlation appears less pronounced in the former (for $\alpha=99 \%$, the Pearson correlation is -0.51 for the average over all the stock indices, compared to -0.29 for Student-t ( $v=5$ ) iid rv's). So, the procyclicality is only partially explained by the way risk is measured. Some part of the negative correlation stays yet not explained. In the next section, we turn to the GARCH model to see if volatility clustering might explain the remaining effect.

### 2.4.2 $\operatorname{GARCH}(1,1)$ model

Fitting the GARCH - In our empirical analysis, we observe volatility clustering that goes, of course, hand in hand with a return to the mean of volatility. Thus, part of the pro-cyclical behavior with volatility might be explained by this clustering, since the measuring is done on a longer time period than the typical clustering size. A natural model, namely the GARCH, comes to mind as it has been developed precisely for modelling volatility clustering. Recall that our goal is not to fit as accurately as possible the data (choosing the latest generation of GARCH type models) but to isolate causes for the pro-cyclical behavior.

Given this aim, we turn to the simplest version of GARCH, the $\operatorname{GARCH}(1,1)$, introduced in [23], to model the log- returns $\left(X_{t}\right)_{t}$ as: $X_{t+1}=\varepsilon_{t} \sigma_{t}$, where the variance $\sigma_{t}^{2}$ of $X_{t}$ satisfies

$$
\begin{equation*}
\sigma_{t}^{2}=\omega+\alpha X_{t}^{2}+\beta \sigma_{t-1}^{2}, \quad \text { with } \quad \omega>0, \alpha \geq 0, \beta \geq 0 \tag{2.12}
\end{equation*}
$$

where, for our purposes, the error terms $\left(\varepsilon_{t}\right)_{t}$ constitute either a Gaussian or a Student-t with $v$ degrees of freedom white noise (with mean 0 and variance 1 ).

To estimate our model, we fit the parameters $\omega, \alpha, \beta$ to each full sample of the 11 indices, using a robust optimization method proposed by Zumbach [130], which is more exact in parameter estimation and more precise in reproducing the average volatility compared to some of the other standard methods used. As a side note, we remark that the robustness is especially important as other optimization methods may not always fulfill the stationarity condition $(\alpha+\beta<1)$ for the GARCH process. A deeper analysis on this issue, comparing the performance of different statistical packages used for GARCH fitting with the software R, can be found in Appendix E.

Even though we consider a simple model, some care is needed to find a good way to optimize the $\operatorname{GARCH}(1,1)$ parameters with the right choice of innovations, in order to reproduce both the clustering effect and the accurate tail behavior present in the data. To do so, we argue on both the maximum likelihood and the $\tau_{\text {cor }}$ criteria, where $\tau_{\text {cor }}$ is a parameter specifying the time decay $\delta t$ of the autocorrelation of the squared $\log$ returns, expressed in terms of $(\alpha, \beta): \tau_{\text {cor }}:=\delta t /|\log (\alpha+\beta)|$ (see Eq. (12) in Zumbach [130]). Let us explain how we arrive at the optimal model: We start with (2.12) optimized with, respectively, Gaussian and Student innovations on the full samples. We observe that the model with Gaussian innovations provides a good fit for the $\tau_{\text {cor }}$ and the mean volatility, whereas the tail is underestimated. Switching from Gaussian to Student innovations increases the likelihood, which is good, but also the $\tau_{\text {cor }}$, worsening the fit of the autocorrelation of the squared log returns. Moreover, the tail is still underestimated particularily for the negative returns (losses). Therefore, we fit the GARCH with Student innovations on the losses only, obtaining reasonable tails, with degrees of freedom $v$ around 5-6, but obviously too short $\tau_{\text {cor }}$ and smaller normalized likelihood. Hence, to optimize both the $\tau_{\text {cor }}$ and the tail, we choose the model combining the GARCH $(1,1)$ parameters obtained with Gaussian innovations on full samples, with Student innovations fitted on the losses only. We check that this model has a better likelihood than the one with Gaussian innovations, and a similar one as for the model optimized on full
samples with Student innovations. Moreover, this model combines a good fit for the $\tau_{\text {cor }}$ and the mean volatility, and a good tail estimation.

TABLE 2.8: Fitting results of the GARCH models, defined in (2.12), for the 11 indices

|  | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gaussian innovations |  |  |  |  |  |  |  |  |  |  |  |
| $\omega\left[10^{-6}\right]$ | 3.45 | 1.11 | 2.54 | 2.18 | 2.42 | 5.29 | 2.21 | 2.78 | 3.29 | 1.81 | 1.70 |
| $\alpha\left[10^{-1}\right]$ | 1.58 | 1.03 | 0.93 | 0.87 | 0.80 | 1.42 | 1.07 | 1.23 | 1.05 | 1.06 | 0.99 |
| $\beta\left[10^{-1}\right]$ | 8.06 | 8.85 | 8.90 | 8.99 | 9.06 | 8.27 | 8.81 | 8.60 | 8.75 | 8.77 | 8.88 |
| $\alpha+\beta$ | 0.96 | 0.99 | 0.98 | 0.99 | 0.99 | 0.97 | 0.99 | 0.98 | 0.98 | 0.98 | 0.99 |
| $\tau_{\text {cor }}^{\text {(days) }}$ | 28 | 86 | 60 | 71 | 70 | 32 | 80 | 60 | 51 | 58 | 76 |
| Fitting Results |  |  |  |  |  |  |  |  |  |  |  |
| Normalized Likelihood | 3.37 | 3.45 | 3.12 | 3.15 | 3.05 | 3.04 | 3.13 | 3.16 | 3.09 | 3.34 | 3.27 |
| $\quad$ Volatility [\%] | 15.7 | 15.5 | 19.5 | 19.7 | 20.6 | 20.9 | 20.9 | 20.4 | 20.6 | 16.3 | 17.9 |
| $\quad$ Historical [\%] | 15.7 | 15.5 | 19.6 | 19.7 | 20.7 | 21.0 | 21.1 | 20.6 | 20.7 | 16.4 | 18.1 |
| Student innovations (fitted |  |  |  |  |  |  |  |  |  |  |  |
| on losses) with |  |  |  |  |  |  |  |  |  |  |  |
| Gaussian GARCH parameters |  |  |  |  |  |  |  |  |  |  |  |
| $\quad$ v | 5.15 | 4.75 | 5.97 | 6.00 | 5.98 | 5.89 | 5.77 | 5.09 | 6.44 | 6.25 | 4.75 |
| Fitting Results |  |  |  |  |  |  |  |  |  |  |  |
| Normalized Likelihood <br> Volatility [\%] | 3.40 | 3.47 | 3.14 | 3.17 | 3.07 | 3.07 | 3.15 | 3.20 | 3.12 | 3.36 | 3.30 |

In Table 2.8, we report the GARCH parameters, as well as the results for $\tau_{\text {cor }}$ and the normalized likelihood (for fair comparison between the samples of different sizes) - for both, the GARCH model with Gaussian innovations as well as the optimized model keeping the Gaussian GARCH parameters $(\omega, \alpha, \beta)$, but considering now Student innovations fitted on the losses only. We see that the optimization gives, in all cases, parameters that fulfill the GARCH stationarity condition. The estimated parameters do not vary much from one index to the other, except for AUS and JPN. Those two indices exhibit the shortest $\tau_{\text {cor }}$. The typical clustering obtained with this fit is between 5 weeks (shortest period for AUS) and 4 months, with an average value of 3 months (a business month contains 21 days), which is short enough to produce pro-cyclicality on a yearly horizon. As can be seen in Figure 2.5 , the $\tau_{\text {cor }}$ for the Gaussian innovations reproduces better the clustering of the data than for the Student ones, which present a too long extent.


Figure 2.5: Autocorrelation function (ACF) of the squared returns of the S\&P500 with the fitted $\tau_{\text {cor }}$ for Gaussian (yellow) and, respectively, Student (red) innovations. The (blue) dashed line represents the $95 \%$ confidence level for no autocorrelation.

Although we do not expect a large variation for the likelihood, as it is not so sensitive to tails, we observe in Table 2.8 a slight increase of the normalized likelihood for all indices, when going from Gaussian to Student innovations; it indicates a consistent improvement in the description of the data.

As an additional check for the goodness of fit, we report in Table 2.8, for each index, the average volatility obtained by simulation of the fitted GARCH (with 1000 replications for each index, considering the same sample size as the original data sample), and compare it with the average annualized historical volatility over the real data. We see that the volatilities of the GARCH reproduce very well (slightly lower) the historical ones on average, when estimated over 1000 replications of the GARCH process, whatever the innovation, although somewhat better for the Gaussian innovations.

Dependence between SQP ratios and annualized realized volatility - Now we consider both the GARCH model with Gaussian innovations and the optimized one with Student innovations (with Gaussian GARCH parameters). Doing so allows us to study separately the effect of clustering from the tail influence. We apply the same statistical analyses as those done on the historical data on each of the 1000 replications for both models, focussing on the dependence between the volatility and the logarithm of the SQP-ratios: All in all, we observe qualitatively similar results with the GARCH simulations as with the historical data and the values are closer to those of the indices than in the case of iid rv's.

As in Section 2.3.2, we first look at the Pearson correlation between the annualized daily volatility (recall, we focus on the MAD) and the logarithm of the SQP ratios computed on a 1-year sample. Those are depicted in Table 2.9: We observe negative correlations of the GARCH for the averages, as for historical data. Yet, they are higher (in absolute value) than for the data (see Table 2.4). Furthermore, the negative correlation is systematically (on average for all indices) decreasing (in absolute value) with the threshold, as in the case of historical data, but more pronounced. Note that the choice of innovations has a weak impact on the correlation values, almost vanishing with higher thresholds. It shows that the tail fatness is not a discriminating factor for pro-cyclicality.

Table 2.9: Average (over all indices and its 1000 repetitions each) Pearson correlation between volatility and logarithm of SQP ratios computed on a 1-year sample, using a $\operatorname{GARCH}(1,1)$ model, and for four thresholds (95, 97.5, 99, and 99.5\%). Standard deviation is computed over the 11 averages of the values obtained for each index.

| $\mathrm{AVG} \pm \sigma$ | $\alpha=95 \%$ | $\alpha=97.5 \%$ | $\alpha=99 \%$ | $\alpha=99.5 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| Gaussian | $-0.63 \pm 0.01$ | $-0.61 \pm 0.01$ | $-0.58 \pm 0.01$ | $-0.57 \pm 0.01$ |
| Student-t | $-0.63 \pm 0.01$ | $-0.62 \pm 0.01$ | $-0.59 \pm 0.01$ | $-0.57 \pm 0.01$ |

As in Figure 2.4, we illustrate the obtained results with the S\&P 500 index when considering one (simulated) sample path of the fitted $\operatorname{GARCH}(1,1)$ model (with Gaussian GARCH parameters and Student innovations). The simulated sample path depicted was chosen such that it is representative of the average behavior observed in the simulation. We look at the various realized SQP ratios (as well as its logarithm), as a function of the volatility; see Figure 2.6. For a better comparison between the GARCH realization and the historical data, we use the same $y$-scale for both. We observe a similar behavior for GARCH (Fig.2.6) and historical data (Fig.2.4):

- The correlation is negative in both cases and the slopes of the linear regression lines look similar.
- The more volatility there is in year $t$, the lower than 1 are the ratios $R_{\alpha, T}(t)$, which means that losses in year $t+1$ have been overestimated with the measures calculated in year $t$.
- This overestimation can result in ratios below 0.5: The risk computed at the height of the crisis, in the realization below, is more than double the size of the risk measured a year later.
- For the underestimation, we see that the realized ratios can be larger than 3; in other words, the risk next year is more than three times the risk measured during the current year for this sample.
- As with the historical data, this overestimation is systematic for high volatility, whereas it is less the case for low volatility.


FIGURE 2.6: SQP ratios as a function of volatility (MAD) for one simulated sample path of the $\operatorname{GARCH}(1,1)$ (that fits the S\&P500): On the left $\alpha=95 \%$ and on the right $\alpha=99 \%$; first row SQP ratios, second row logarithm of SQP ratios

We notice in Figure 2.6, that the linear correlation is not an optimal approximation of the dependence structure (as already observed for historical data, although the correlation is slightly stronger for GARCH). Thus, we consider the logarithm of the SQP ratio to take into account the non linear dependence and, additionally, compute a rank correlation (Spearman)- see Table 2.10.

TAble 2.10: Average (over all indices and its 1000 repetitions each) Spearman's $\rho_{S}$ rank correlation between the volatility and the SQP ratios computed on a 1-year sample, using a $\operatorname{GARCH}(1,1)$ model. Standard deviation is computed over the 11 averages of the values obtained for each index.

| AVG $\pm \sigma$ | $\alpha=95 \%$ | $\alpha=97.5 \%$ | $\alpha=99 \%$ | $\alpha=99.5 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| Gaussian | $-0.61 \pm 0.01$ | $-0.59 \pm 0.00$ | $-0.56 \pm 0.00$ | $-0.55 \pm 0.00$ |
| Student-t | $-0.61 \pm 0.00$ | $-0.60 \pm 0.00$ | $-0.57 \pm 0.01$ | $-0.56 \pm 0.01$ |

For the $\operatorname{GARCH}(1,1)$ model, the rank correlation is of the same order (slightly lower) than the Pearson correlation. This is similar to the historical data (there the differences were a bit more pronounced, especially for low $\alpha$ ). On average (i.e. when looking at the average values obtained for the 11 indices considered) we see, in this case, that the behavior remains similar with respect to $\alpha$ for the Pearson and Spearman correlation. Here also, tail fatness does not matter.

Overall, a simple GARCH model captures pretty well the main features we have seen in the data, with some differences discussed above. We conclude that the clustering of volatility and its return to the mean appear as an important factor of the pro-cyclicality, contrary to the tail fatness. It reinforces the effect of the risk measurement itself, discussed in the iid case.

### 2.4.3 Other influences

Let us eventually discuss three other possible influences on pro-cyclicality: sample sizes, data frequency and type of risk measures.

First, we look at the impact of sample sizes. Recall that we estimate the correlation between the logratio and the realized volatility, $\rho\left(\log \left(R_{\alpha, T}(t)\right), V_{k, T}(t)\right)$, which we can generalize for different sample sizes $T_{1}, T_{2}, T_{3}$ to

$$
\rho\left(\log \left(\frac{Q_{\alpha, T_{1}}\left(t+T_{1}\right)}{Q_{\alpha, T_{3}}(t)}\right), V_{k, T_{2}}(t)\right) .
$$

Nevertheless, the setting of our study gives us natural restrictions on the choice of these three sample sizes, which we discuss in the following. In the study, we chose $T_{1}=T_{s}$ ( $=1$ year), the time frame prescribed by regulation in order to assess the risk of the next year. Hence, increasing or decreasing this sample size $T_{1}$ does not make sense when wanting to assess the pro-cyclicality in regulatory risk measurement. The volatility estimator $V_{k, T_{2}}(t)$ acts as a proxy for the market state. We have seen, in Figure 2.2, that choosing $T_{2}=1,3$ (years) work well for this. However, choosing longer sample sizes than 3 years to evaluate the volatility does not answer any longer our problem as we would not capture anymore the dynamics of the market state: Indeed, the longer the sample size $T_{2}$, the faster $V_{k, T_{2}}$ will converge to the overall sample average killing the dynamics. As a third component, we can vary the sample size $T_{3}$ in the estimate $Q_{\alpha, T_{3}}(t)$ for the future risk. Again, increasing $T_{3}$ too much looses the dynamics, missing the main target of correctly estimating $Q_{\alpha, T_{s}}\left(t+T_{s}\right)$. Also, note that choosing different sample sizes $T_{2} \neq T_{3}$ would deprive the interpretability of our analysis: The volatility estimator at time $t$ should be computed over the same sample as the one for the estimate for the future risk; otherwise, it makes no sense to set these two quantities into relation with each another. Therefore, we keep $T_{1}=T_{s}$ and choose a reasonable and identical sample size for the two other quantities under study, $T_{2}=T_{3}$, no longer than 3 years.

The different claims can be confirmed empirically, see the online-appendix, [34], for details. E.g. when running the method for 5,7 or 10 years we see that the longer the sample size is, the faster the dynamics and the clustering disappear. Similar patterns for 1 and 3 years can be observed in the analysis for the historical data. However, in the GARCH case, we can clearly observe the effects of the clustering: As expected, the longer the sample, the less visible is the clustering, which means a lower dependency of the ratio with volatility than in the case of $T=1$ year. Note also that, the higher the threshold is, the longer the sample needs to be, to see this effect of decreasing correlation.

The second influence we measure is the impact of the data frequency on our statistics. We run the same analysis on weekly data and obtain results for the negative correlation of the same order, see in the online-appendix, [34], Appendix A.2. For the iid case, only the number of points matters, which implies that the longer the frequency is, the larger the time window must be to keep the same number of points for estimation.

The third influence we analyse is the definition of risk measure. When turning from VaR to another popular risk measure such as Expected Shortfall (ES), similar statements can be made. We have seen
above that the volatility clustering reinforces the negative correlation between the SQP ratio and the volatility: There is no reason why this would reverse in the case of ES given the fact that ES can be seen as a weighted average of VaR's (see Emmer, Kratz, and Tasche [53]). Results on the ES may be found in Appendix A.4.

### 2.5 Conclusion

In this empirical study, we explore the appropriateness of measuring risk with regulatory risk measures on historical data, to forecast the risk faced by financial institutions, thereby addressing the pro-cyclicality of risk measurements. We adopt the point of view of risk management and regulation, by looking at the procyclicality of risk measurements/estimations themselves. We do not look for modelling such behavior macro-economically, but rather to draw conclusions from statistical analyses on the underlying financial time series itself. It is thus a quite different point of view compared to the pro-cyclicality analyses in economics. We think that this novel approach complements the various economic studies performed on the topic.

First, we check and quantify empirically, considering 11 stock indices, that risk measures based on VaR are in fact pro-cyclical: In times of low volatility, the risk is underestimated, while in times of crises the risk is overestimated. Although pro-cyclicality of risk models has widely been assumed by market actors, to our knowledge, it was never clearly quantified, nor shown empirically with enough evidence. The identification and quantification of pro-cyclicality is made possible by modelling the risk measure as a stochastic process and conditioning it on volatility to be able to discriminate the different market states. For this, we use the Sample Quantile Process (SQP), a 'dynamic generalization of VaR'. To measure its predictive power, we introduce a new statistics, a look-forward ratio of risk measure estimators. While we only used it for the VaR/SQP, it may be applied to any other risk measure like Expected Shortfall, without restrictions. It is a novel way of measuring the accuracy of risk estimation in line with what is done in risk management practice and complementing the violation process method.

Second, we look for factors explaining this pro-cyclical behavior. To do so, we introduce simple models to isolate effects at the source of pro-cyclicality. We find firstly that measuring risk on past historical data with a quantile, or a quantiles function, is intrinsically pro-cyclical, since even iid random variables present a negative dependence between the look-forward SQP ratio and the volatility. Moreover, the clustering of volatility modelled by a $\operatorname{GARCH}(1,1)$ process with Gaussian or Student innovations reinforces this negative dependence, as the volatility will tend to return to its mean in a much shorter period than a one year horizon ( $\tau_{c o r}$ is typically of only a few weeks). We thus relate secondly and partly this pro-cyclical effect to the volatility clustering present in financial markets.

While answering the two questions layed out in the introduction (Q1 and Q2), this study paves also the way for further explorations, both empirical and theoretical, which naturally led to all further results of the thesis presented in the following chapters. Having presented a very specific setup in the empirical study, the natural question arises of how results change if one modifes one of the parameters: How do the results vary when considering another risk measure (ES), another volatility measure (std), another frequency of data (weekly) or longer time periods $T$ ( 3,5 or 7 years). While we have discussed this briefly in Section 2.4.3, these are all questions dealt with, in the Appendix B. Further, having assessed empirically the correlation between the look-forward ratio and the volatility for an iid and a GARCH $(1,1)$ model, we might ask what we can say from a theoretical perspective: Can we theoretically prove the procyclicality observed empirically? Answering this question means, in a first step, to consider the joint distribution of the sample quantile with the MAD (or std) (recall Q3 and Q4). For the iid model, this is tackled in Chapter 3, generalising the framework by considering also an alternative quantile estimator (apart from the sample quantile) and various estimators of measure of dispersion (other than MAD and
std). Then, in Chapter 4, corresponding results for a big class of GARCH processes, called augmented $\operatorname{GARCH}(p, q)$ processes, are presented.

We then connect in Chapter 5 the empirical findings of the study and the theoretical results on bivariate asymptotic distributions. We theoretically evaluate the correlation of look-forward ratio and volatility measure (when having an underlying iid or augmented $\operatorname{GARCH}(p, q)$ model) and thus prove the existence of pro-cyclicality, irrespective of the risk or volatility measures considered (but, of course, to a varying degree depending on these choices) - in this way coming back to Q5 and Q6.

## Takeaways

- Proposition of a novel way to quantify the predictive power of risk measurements: The lookforward ratio, (2.7), is the ratio between historically predicted risk and (ex post) estimated realized future risk.
- Empirical Quantification of pro-cyclicality by conditioning this look-forward ratio on a measure of volatility (representing the market state): A negative (Pearson and rank) correlation is observed betwee (the logarithm) of the look-forward ratio and the volatility estimator; see Figures 2.3, 2.4 as well as Tables 2.4, 2.6.
- Explanations for the pro-cyclicality by comparing pro-cyclicality in real data with simulation results from two models: There is an intrinsic part due to the risk measurement, as seen with iid rv's, the other part is due to clustering and return-to-the-mean of the volatility as produced by a $\operatorname{GARCH}(1,1)$ process.


## Key questions (to be followed up in the thesis)

- How does the degree of pro-cyclicality depend on our setup choices (risk measure, volatility measure, sample size, data frequency)? Empirical analyses with some alternative choices can be found in the Appendix A (see below for a more precise list).
- Can we mathematically prove this pro-cyclicality of risk measurements? This is treated in Chapter 5 .


## Related contributions in the appendix

- Selected additional tables and figures of this study can be found in Appendix A.1, further material in Appendix A. 1 of the online-appendix.
- The empirical analysis when using weekly instead of daily data can be found in Appendix A. 2 of the online-appendix.
- The empirical analysis when using the std as volatility measure can be found in Appendix A. 3 of the online-appendix.
- Part of the empirical analysis when using the ES as risk measure can be found in Appendix A.4, the full study in Appendix A. 4 of the online-appendix.
- Simulated results with another model (LM-ARCH) can be found in Appendix A. 5 of the onlineappendix.
- An overview how the empirically measured correlation changes with the use of longer sample sizes can be found in Appendix A. 6 of the online-appendix.
- A discussion about the different packages used for fitting a GARCH process with the statistical software R - in comparison with the method of [130] - can be found partially in Appendix E. The full study is in Appendix $E$ of the online-appendix.


## Chapter 3

# Estimators in the IID case: Asymptotic theory 

This chapter formed the basis for the joint work [31] and its previous version [32].

### 3.1 Introduction

In the previous chapter, we empirically observed the negative correlation between the look-forward ratio (a ratio of sample quantiles) with the sample MAD: On log-returns from 11 stock indices, recall Table 2.4, as well as when using an iid or $\operatorname{GARCH}(1,1)$ model; see Tables 2.7 and 2.9.

Consequently, we want to answer the underlying question if we can confirm these empirical observations theoretically. Thus, we focus in a first step on the joint distributions of quantile estimators with measure of dispersion estimators (question Q3). Indeed, we establish such joint asymptotics in bigger generality than only looking at the sample quantile and sample MAD. While we consider in this chapter iid samples, this will be extended to dependent ones in the next chapter.

As quantile estimators we consider, apart from the (non-parametric) sample quantile, also the parametric location-scale quantile estimator. The interest in considering two quantile estimators lies in the fact that, although being both consistent estimators, they have different speeds of convergence. As a result, this impacts the joint asymptotic dependence with the measure of dispersion estimators. By measures of dispersion, we mean well-known quantities as the variance or standard deviation, but also less frequently used ones as, for instance, the mean absolute deviation around the mean (MAD) which we already used in Chapter 2 or the median absolute deviation around the median (MedianAD). The latter two have the advantage of relaxing the asymptotic constraints coming with the use of the sample variance (such as the existence of the fourth moment of the underlying distribution). For a more general and historical overview of measures of dispersion, we refer e.g. to [45].

For a recap of the literature on joint asymptotics of sample quantiles and measures of location, as well as the existing contributions to the asymptotics of quantile estimators and measure of dispersion estimators, we refer back to Section 1.1. We see these bivariate asymptotic results on their own as a complement to the existing statistical literature.

But, clearly, for us these asymptotics will always be naturally linked to the question of risk measure estimation and pro-cyclicality: The sample quantile can be seen as a Value-at-Risk estimator and the functional framework allows us to extend the results to some Expected Shortfall estimators - we will come back to this and the pro-cyclicality issue from a theoretical point of view in Chapter 5.

The structure of this chapter is as follows. We present in Sections 3.2 to 3.4 the main theoretical results about the asymptotic joint distribution and dependence between functions of quantile estimators and functions of measure of dispersion estimators. First, the asymptotics of the sample quantile with the r-th absolute central sample moment or sample MedianAD, respectively in Sections 3.2 and 3.3. Then, the analogous results when now using the parametric location scale quantile estimator instead of the
sample quantile, see Sections 3.4.1 and 3.4.2. In Section 3.5 we discuss the conditions on the underlying distribution under which the theorems hold and address different points regarding the results presented.

In Section 3.6, we focus on two different applications. First, we examine the different behavior of the asymptotics depending on the choice of the quantile estimator and the measure of dispersion. Therefore, we compare the correlations of the asymptotic distribution with the sample quantile versus the parametric location-scale quantile estimator (for each corresponding measure of dispersion). We discuss this in the cases of two frequently used location-scale distributions, the Gaussian and the Student-t, and when considering the variance, MAD and MedianAD as measures of dispersion. Second, we evaluate the finite sample approximation of the theoretical asymptotics: In a simulation study, we compare the sample correlation between quantile estimators and measure of dispersion estimators (each on a finite sample) to the theoretical correlation of the asymptotic distribution- considering distributions with light and heavy tails, respectively. We conclude in Section 3.7, presenting also an overview of related material which can be found in the Appendix B.

## Notation

Let $\left(X_{1}, \cdots, X_{n}\right)$ be a sample of size $n$, with parent random variable (rv) $X$. We denote its ordered sample by $X_{(1)} \leq \ldots \leq X_{(n)}$. Whenever it exists, we introduce the standardised version (with mean 0 and variance 1 ) of $X$, namely $Y:=\frac{X-\mu}{\sigma}$, and correspondingly the cdf, pdf and quantile of order $p$ as $F_{Y}$, $f_{Y}$ and $q_{Y}(p)$.

We consider two different types of dispersion estimators. First, the r-th absolute central sample moment, for any integer $r>0, \hat{m}(X, n, r)=\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}$. It includes as special cases quantities already introduced in Chapter 2 (the sample MAD $\hat{m}(X, n, 1)=\hat{\theta}_{n}$ and the sample variance $\left.\frac{n-1}{n} \hat{m}(X, n, 2)=\hat{\sigma}_{n}^{2}\right)$. Note that we chose $\hat{\theta}_{n}$ with a factor of $\frac{1}{n}$ instead of $\frac{1}{n-1}$ to be in line with the literature (see e.g. [70],[104],[116]), and since it does not matter asymptotically. Second, the sample median absolute deviation around the sample median (MedianAD) $\hat{\xi}_{n}=\frac{1}{2}\left(W_{\left(\left\lfloor\frac{n+1}{2}\right\rfloor\right)}+W_{\left(\left\lfloor\frac{n+2}{2}\right\rfloor\right)}\right)$ where $W_{j}=\left|X_{j}-\hat{v}_{n}\right|, j=1, \ldots, n$, and $\hat{v}_{n}=\frac{1}{2}\left(X_{\left(\left\lfloor\frac{n+1}{2}\right\rfloor\right)}+X_{\left(\left\lfloor\frac{n+2}{2}\right\rfloor\right)}\right)$ (sample median of the original sample).

Then, we consider two quantile estimators. Those estimators are defined as follows, for any order $p \in(0,1)$,

$$
\begin{align*}
q_{n}(p) & =X_{(\lceil n p\rceil)}  \tag{3.1}\\
q_{n, \hat{\mu}, \hat{\sigma}}(p) & =\hat{\mu}_{n}+\hat{\sigma}_{n} q_{Y}(p)\left(\text { and } q_{n, \hat{\sigma}}(p)=\mu+\hat{\sigma}_{n} q_{Y}(p), \text { respectively }\right) \tag{3.2}
\end{align*}
$$

where $\hat{\mu}_{n}$ and $\hat{\sigma}_{n}$ (by abuse of notation) are any estimators of the mean $\mu$ and standard deviation $\sigma$. We choose them to be the sample mean $\bar{X}_{n}$ and the square root of the sample variance $\sqrt{\hat{\sigma}_{n}^{2}}$, respectively.

Recall that the location-scale family of distributions $\mathcal{F}$ is the proper subset of all distributions such that

$$
\begin{equation*}
\text { if } F \in \mathcal{F} \text {, then for any } 0<a<\infty, b \in \mathbb{R}, G(x):=F(a x+b) \in \mathcal{F} \tag{3.3}
\end{equation*}
$$

To have a unified notation, we introduce the quantile estimator $\hat{q}_{n}$ that may represent either the sample quantile $q_{n}$, or the location-scale quantile estimator $q_{n, \hat{\mu}, \hat{\sigma}}$ (or $q_{n, \hat{\sigma}}$ for $\mu$ known) whenever $F_{X}$ belongs to the location-scale family of distributions.

Note that we refer to 'historical estimation' when estimating the quantile with the sample quantile, as it is evaluated on the historical data sample. We introduce on purpose two different ways of estimating the quantile as it has some impact on the covariance and correlation of its asymptotic distribution with the corresponding measure of dispersion (e.g. sample variance, sample MAD or sample MedianAD), thus in practice too. Although both quantile estimators converge to the same quantity, the theoretical quantile, they do not have the same rate of convergence. Using the location-scale quantile estimator, we obtain a better rate of convergence than with the historical estimation, as expected. Hence the interest of investigating this second way of estimation, is to see how this impacts the dependence structure.

In addition, to be consistent in the notation with related results in the literature, we generalise a notation used in [20] and [62]: Assuming that $\eta$ is a continuous real-valued function and that the rv $\eta(X)$ has finite moments up to order $l$, we set, for $1 \leq k \leq l$ and $p \in(0,1)$,

$$
\begin{align*}
\tau_{k}(\eta(X), p) & =\operatorname{Cov}\left(\eta^{k}(X), \mathbb{I}_{\left(X>q_{X}(p)\right)}\right)  \tag{3.4}\\
& =p(1-p)\left(\mathbb{E}\left[\eta^{k}(X) \mid X>q_{X}(p)\right]-\mathbb{E}\left[\eta^{k}(X) \mid X<q_{X}(p)\right]\right) \tag{3.5}
\end{align*}
$$

where the expression (3.5) points out that this quantity involves the truncated moments of both tails. When $\eta$ is the identity function, we abbreviate $\tau_{k}(X, p)$ as $\tau_{k}(p)$.

Conditions used Before stating the main results, let us present the different conditions the underlying random variable $X$ may need to fulfil. Depending on the choice of quantile estimator and measure of dispersion estimator, we impose three different types of conditions: The existence of a finite $2 k$-th moment for any $k>0$, the continuity of $F_{X}$ (or its $l$-th derivative), the $l$-fold differentiability of $F_{X}$ (at a given point or neighbourhood) for any integer $l>0$, and the positivity of the density (at a given point or neighbourhood). Those conditions are named as:
$\left(M_{k}\right)$
$\left(C_{l}^{\prime}\right)$

$$
\mathbb{E}\left[X^{2 k}\right]<\infty
$$

$F_{X}$ is continuous,
$F_{X}$ is $l$-times differentiable,
the 1-th derivative of $F_{X}$ is continuous,
$f_{X}$ is positive.
Note that a standard condition often stated in the literature is $F_{X}$ to be absolutely continuous and strictly monotonically increasing. Clearly, this latter requirement is more general than our conditions $\left(C_{0}\right)$ and $(P)$ almost everywhere.

Finally, to have results as general as possible (in view of statistical applications), we consider functions $h_{1}, h_{2}$ of the estimators that we assume to be continuous real-valued functions with existing derivatives denoted by $h_{1}^{\prime}$ and $h_{2}^{\prime}$ respectively. Note that in fact, to apply the Delta method, it suffices for the derivatives to exist only at the point where they are evaluated at. We will omit recalling it in the conditions of the results. Now we are ready to present the different bivariate asymptotics in the upcoming sections.

### 3.2 Sample quantile and r-th absolute centred sample moment

Let us start with the joint bivariate asymptotics of the sample quantile and the r-th absolute central sample moment.

Theorem 3.1 Consider an iid sample with parent rv X having existing (unknown) mean $\mu$ and variance $\sigma^{2}$. Assume conditions $\left(C_{1}^{\prime}\right),(P)$ at $q_{X}(p)$ each, $\left(M_{r}\right)$ for the correponding integer $r$, as well as $\left(C_{0}\right)$ at $\mu$ for $r=1$. Then the joint behaviour of the functions $h_{1}$ of the sample quantile $q_{n}(p)$ (defined in (3.1)), for $p \in(0,1)$, and $h_{2}$ of the $r$-th sample absolute central moment $\hat{m}(X, n, r)$ (see List of Notations), is asymptotically normal:

$$
\sqrt{n}\binom{h_{1}\left(q_{n}(p)\right)-h_{1}\left(q_{X}(p)\right)}{h_{2}(\hat{m}(X, n, r))-h_{2}(m(X, r))} \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \Sigma^{(r)}\right)
$$

where the covariance matrix $\Sigma^{(r)}=\left(\Sigma_{i j}^{(r)}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution satisfies

$$
\begin{align*}
& \Sigma_{11}^{(r)}=\frac{p(1-p)}{f_{X}^{2}\left(q_{X}(p)\right)}\left(h_{1}^{\prime}\left(q_{X}(p)\right)\right)^{2} ; \quad \Sigma_{22}^{(r)}=\left(h_{2}^{\prime}(m(X, r))\right)^{2} \operatorname{Var}\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right)  \tag{3.6}\\
& \Sigma_{12}^{(r)}=\Sigma_{21}^{(r)}=h_{1}^{\prime}\left(q_{X}(p)\right) h_{2}^{\prime}(m(X, r)) \times \frac{\tau_{r}(|X-\mu|, p)-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right] \tau_{1}(p)}{f_{X}\left(q_{X}(p)\right)} \tag{3.7}
\end{align*}
$$

$m(X, r)$ being defined in the List of Notations and $\tau_{r}$ in (3.4).
The correlation of the asymptotic distribution between the functional $h_{1}$ of the sample quantile and the functional $h_{2}$ of the $r$-th absolute sample moment is - up to its sign $a_{ \pm}=\operatorname{sgn}\left(h_{1}^{\prime}\left(q_{X}(p)\right) \times\right.$ $\left.h_{2}^{\prime}(m(X, r))\right)$ - the same whatever the choice of $h_{1}, h_{2}$ :

$$
\begin{equation*}
\frac{\Sigma_{12}^{(r)}}{\sqrt{\Sigma_{11}^{(r)} \Sigma_{22}^{(r)}}}=a_{ \pm} \times \frac{\tau_{r}(|X-\mu|, p)-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right] \tau_{1}(p)}{\sqrt{p(1-p) \operatorname{Var}\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right)}} \tag{3.8}
\end{equation*}
$$

### 3.2.1 Auxiliary results

To prove Theorem 3.1 we need some auxiliary results first. Namely, we need to find the asymptotics of $\hat{m}(X, n, r)=\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}$ for any integer $r \geq 1$. As such a result might be of interest in its own right, we give it separately in Proposition 3.3. Its proof is based on the following Lemma, which is an adaption from Lemma 2.1 in [116].

Lemma 3.2 Consider an iid sample with parent rv $X$ with finite second moment. Then, for any integer $v \geq 1$, given that, additionally, the $v$-th moment of $X$ exists, letting $n \rightarrow \infty$, it holds that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{v}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right)=\left(\bar{X}_{n}-\mu\right) \times \mathbb{E}\left[(X-\mu)^{v} \operatorname{sgn}(\mu-X)\right]+o_{P}(1 / \sqrt{n}) \tag{3.9}
\end{equation*}
$$

Proof The proof follows the lines of the proof of Lemma 2.1 in [116]. Therein the case $v=0$ was treated and almost sure convergence concluded. Here we consider $v \geq 1$ and only demand convergence to 0 in probability. For consistency, we also use the notation of [116]. Namely, we need the rv's $A_{n}:=$ $\min \left(\bar{X}_{n}, \mu\right), B_{n}:=\max \left(\bar{X}_{n}, \mu\right)$ as well as a partition of $\{1, \ldots, n\}=\mathcal{K}_{n} \cup \mathcal{L}_{n}$ with

$$
\begin{aligned}
\mathcal{K}_{n} & :=\left\{i=1, \ldots, n: A_{n}<X_{i}<B_{n}\right\} \\
\mathcal{L}_{n} & :=\{i=1, \ldots, n\} \backslash \mathcal{K}_{n}
\end{aligned}
$$

As, it holds that $(x-\mu)^{v}\left(\left|x-\bar{X}_{n}\right|-|x-\mu|\right)=(x-\mu)^{v}\left(\bar{X}_{n}-\mu\right) \operatorname{sgn}(\mu-x)$, for any $x \in \mathbb{R} \backslash\left(A_{n}, B_{n}\right)$, we rewrite the left hand side of (3.9) (ignoring the factor $1 / n$ for the moment) as

$$
\begin{align*}
\sum_{i=1}^{n}\left(X_{i}-\mu\right)^{v}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right)= & \left(\bar{X}_{n}-\mu\right) \sum_{i \in \mathcal{L}_{n}}\left(X_{i}-\mu\right)^{v} \operatorname{sgn}\left(\mu-X_{i}\right) \\
& +\sum_{i \in \mathcal{K}_{n}}\left(X_{i}-\mu\right)^{v}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right) \\
= & \left(\bar{X}_{n}-\mu\right) \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{v} \operatorname{sgn}\left(\mu-X_{i}\right)+\tilde{R}_{n} \tag{3.10}
\end{align*}
$$

$$
\text { where } \begin{aligned}
\tilde{R}_{n} & :=\sum_{i \in \mathcal{K}_{n}}\left(X_{i}-\mu\right)^{v}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right)-\left(\bar{X}_{n}-\mu\right) \sum_{i \in \mathcal{K}_{n}}\left(X_{i}-\mu\right)^{v} \operatorname{sgn}\left(\mu-X_{i}\right) \\
& =\sum_{i \in \mathcal{K}_{n}}\left(X_{i}-\mu\right)^{v}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|-\left(\bar{X}_{n}-\mu\right) \operatorname{sgn}\left(\mu-X_{i}\right)\right)
\end{aligned}
$$

Note that, by construction, for $i \in \mathcal{K}_{n}$, it holds that $\left|X_{i}-\mu\right| \leq\left|\bar{X}_{n}-\mu\right|$. Further, for any $x \in \mathbb{R}$, we have that $|\operatorname{sgn}(x)| \leq 1$ and $\left|\left|x-\bar{X}_{n}\right|-|x-\mu|\right| \leq\left|\bar{X}_{n}-\mu\right|$. Thus, we can bound $\tilde{R}_{n}$ as

$$
\left|\tilde{R}_{n}\right| \leq \operatorname{card}\left(\mathcal{K}_{n}\right) \times\left|\bar{X}_{n}-\mu\right|^{v}\left(\left|\bar{X}_{n}-\mu\right|+\left|\bar{X}_{n}-\mu\right|\right)=2 \operatorname{card}\left(\mathcal{K}_{n}\right)\left|\bar{X}_{n}-\mu\right|^{v+1}
$$

where $\operatorname{card}\left(\mathcal{K}_{n}\right)$ denotes the cardinality of the set $\mathcal{K}_{n}$. It is shown in [116] that $\frac{\operatorname{card}\left(\mathcal{K}_{n}\right)}{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0$. Since we know that $\sqrt{n}\left|\bar{X}_{n}-\mu\right|^{v+1} \underset{n \rightarrow \infty}{P} 0$ for any integer $v \geq 1$, we have $\sqrt{n} \frac{1}{n}\left|\tilde{R}_{n}\right| \xrightarrow{P} 0$, i.e. $\frac{\tilde{R}_{n}}{n}=o_{P}(1 / \sqrt{n})$.

Going back to the first term in (3.10), and multiplying it by $\frac{1}{n}$, we obtain by the strong law of large numbers

$$
\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{v} \operatorname{sgn}\left(\mu-X_{i}\right) \underset{n \rightarrow \infty}{\stackrel{a . s .}{\rightarrow}} \mathbb{E}\left[(X-\mu)^{v} \operatorname{sgn}(\mu-X)\right] .
$$

Thus, the result in (3.9) follows.

Now we are ready to state the asymptotic relation between the r-th absolute central sample moment with known and unknown mean, respectively.

Proposition 3.3 Consider an iid sample with parent rv $X$. Then, for any integer $r \geq 1$, given that the $r$-th moment of $X$ exists, and $\left(C_{0}\right)$ at $\mu$ for $r=1$, it holds that, as $n \rightarrow \infty$

$$
\begin{align*}
& \sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}\right) \\
& \quad=\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}\right)-r \sqrt{n}\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]+o_{P}(1) . \tag{3.11}
\end{align*}
$$

Proof We distinguish three different cases for $r$ : Even integers $r, r=1$ and odd integers $r>1$.
Even integers $r$ - In such a case $\left|X_{i}-\mu\right|^{r}=\left(X_{i}-\mu\right)^{r}$ such that we can simply consider the known asymptotics for central moments. E.g. in [90], Example 5.2.7, they conclude that for any even integer $r>1$, as $n \rightarrow \infty$,

$$
\begin{align*}
& \sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{r}-\mathbb{E}\left[(X-\mu)^{r}\right]\right) \\
& \quad=\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{r}-\mathbb{E}\left[(X-\mu)^{r}\right]\right)-r \sqrt{n}\left(\bar{X}_{n}-\mu\right)\left(\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{r-1}\right)+o_{P}(1) \tag{3.12}
\end{align*}
$$

Case $r=1$ - This case is known too. E.g. we can deduce from Lemma 2.1 in [116], that if $\mathbb{E}[X]<\infty$ and $F_{X}$ is continuous at $\mu$, it holds that, as $n \rightarrow \infty$,

$$
\begin{align*}
& \sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|-\mathbb{E}[|X-\mu|]\right) \\
& \quad=\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|-\mathbb{E}[|X-\mu|]\right)+\sqrt{n}\left(2 F_{X}(\mu)-1\right)\left(\bar{X}_{n}-\mu\right)+o_{P}(1) \tag{3.13}
\end{align*}
$$

Note that the continuity of $F_{X}$ at $\mu$, i.e. condition $\left(C_{0}\right)$ at $\mu$, is needed to have the asymptotic normality of $\hat{m}(X, n, r)$, as explained in [116]. This is specific to the case $r=1$.

Odd integer $r>1$ - This is the only case requiring some work. Set $r=2 u+1$, for any integer $u \geq 1$.

By binomial expansion we get $\quad \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{2 u+1}=$

$$
\sum_{i=1}^{n}\left(X_{i}-\mu+\mu-\bar{X}_{n}\right)^{2 u}\left|X_{i}-\bar{X}_{n}\right|=\sum_{k=0}^{2 u}(-1)^{k}\binom{2 u}{k}\left(\bar{X}_{n}-\mu\right)^{k}\left(\sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2 u-k}\left|X_{i}-\bar{X}_{n}\right|\right)
$$

which we write out for $k=0,1$ (and keeping $k \geq 2$ as sum) as:

$$
\begin{align*}
= & \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|\left(X_{i}-\mu\right)^{2 u}-2 u\left(\bar{X}_{n}-\mu\right) \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|\left(X_{i}-\mu\right)^{2 u-1} \\
& +\sum_{k=2}^{2 u}(-1)^{k}\binom{2 u}{k}\left(\bar{X}_{n}-\mu\right)^{k}\left(\sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2 u-k}\left|X_{i}-\bar{X}_{n}\right|\right) \tag{3.14}
\end{align*}
$$

Recall that, for the asymptotics, we need to multiply (3.14) by $\frac{1}{\sqrt{n}}$. Following the analogous argumentation as in [90] for even integers, we conclude that all terms in (3.14) apart from the first two $(k=0,1)$ vanish as $\sqrt{n}\left(\bar{X}_{n}-\mu\right)^{v} \xrightarrow{P} 0$ for $v \geq 2$. Hence, we are left with the analysis of the first two terms of (3.14).

For the first term of (3.14), we multiply it by $1 / n$ and apply Lemma 3.2 with $v=2 u$ such that we have, as $n \rightarrow \infty$,

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2 u} & \left|X_{i}-\bar{X}_{n}\right|=\frac{1}{n} \sum_{i=1}^{n}\left(\left|X_{i}-\mu\right|^{2 u+1}+\left(X_{i}-\mu\right)^{2 u}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right)\right) \\
= & \left.\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{2 u+1}+\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{2 u} \operatorname{sgn}(\mu-X)\right]\right]+o_{P}(1 / \sqrt{n}) \tag{3.15}
\end{align*}
$$

Analgously, for the second term of (3.14), by applying Lemma 3.2 with $v=2 u-1$ (as well as the weak law of large numbers), we get

$$
\begin{align*}
& \frac{1}{n}(-2 u)\left(\bar{X}_{n}-\mu\right) \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2 u-1}\left|X_{i}-\bar{X}_{n}\right| \\
& \quad=\frac{1}{n}(-2 u)\left(\bar{X}_{n}-\mu\right) \sum_{i=1}^{n}\left(\left(X_{i}-\mu\right)^{2 u} \operatorname{sgn}\left(X_{i}-\mu\right)+\left(X_{i}-\mu\right)^{2 u-1}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right)\right) \\
& \quad=-2 u\left(\bar{X}_{n}-\mu\right)\left(\mathbb{E}\left[(X-\mu)^{2 u} \operatorname{sgn}(X-\mu)\right]+o_{P}(1)\right) \\
& \quad-2 u\left(\bar{X}_{n}-\mu\right)\left(\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{2 u-1} \operatorname{sgn}(\mu-X)\right]+o_{P}(1 / \sqrt{n})\right) . \tag{3.16}
\end{align*}
$$

Putting (3.15) and (3.16) together, we get from (3.14), for $n \rightarrow \infty$, that

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{2 u+1}= & \frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{2 u+1}-(2 u+1)\left(\bar{X}_{n}-\mu\right)\left(\mathbb{E}\left[(X-\mu)^{2 u} \operatorname{sgn}(X-\mu)\right]+o_{P}(1)\right) \\
& -2 u\left(\bar{X}_{n}-\mu\right)\left(\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{2 u-1} \operatorname{sgn}(\mu-X)\right]+o_{P}(1 / \sqrt{n})\right) \\
& +o_{P}(1 / \sqrt{n}) .
\end{aligned}
$$

As $\sqrt{n}\left(\bar{X}_{n}-\mu\right)^{2} \xrightarrow{P} 0$, we can conclude, for $n \rightarrow \infty$,

$$
\begin{align*}
& \sqrt{n} \frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{2 u+1} \\
& \quad=\sqrt{n} \frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{2 u+1}-(2 u+1) \sqrt{n}\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{2 u} \operatorname{sgn}(X-\mu)\right]+o_{P}(1) \tag{3.17}
\end{align*}
$$

A statement for any integer $r$. To conclude, we can summarize the different cases in (3.12), (3.13) and (3.17) as follows. For any integer $r \geq 1$, it holds, as $n \rightarrow \infty$,
$\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}\right)=\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}\right)-r \sqrt{n}\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]+o_{P}(1)$.

### 3.2.2 Proof of Theorem 3.1

The main proof, using the Bahadur representation of the sample quantile, is presented first. An alternative proof which uses the Taylor expansion instead of the Bahadur representation can be found subsequently.

Finally, note that the various results in this chapter are proved without introducing the functions $h_{1}, h_{2}$. We refer to Part 3 in this proof of Theorem 3.1 as an illustration of the application of the Delta method. This latter step being common to all proofs of joint asymptotic distributions, it is not repeated.

## Using Bahadur's method

The proof of Theorem 3.1 consists of three parts. In the first part, we assume the mean $\mu$ to be known. We show the asymptotic joint normality of the sample quantile and the sample measure of dispersion with known mean, $\tilde{m}(X, n, r)$ (see List of Notations), for any integer $r>0$. To apply the bivariate Central Limit Theorem (CLT) in this case we need to use the Bahadur representation of the sample
quantile. While this first part is a straightforward extension of the Gaussian case proposed in [25], the second part when considering an unknown mean, involves more work. The challenge is to establish a Bahadur-like representation for the r-th absolute central sample moment $\hat{m}(X, n, r)$. This having been previously proven as auxiliary result in Proposition 3.3, we use it along with the Bahadur representation of the sample quantile to apply the bivariate CLT once again, now for $\hat{m}(X, n, r)$. Finally, Part 3 shows the application of the Delta method, which concludes the proof.

## Part 1 - Known Mean -

## - Bahadur representation

We use the Bahadur representation for sample quantiles from an iid sample given in [68], as the needed conditions $\left(C_{1}^{\prime}\right)$ and $(P)$ at $q_{X}(p)$ each are fulfilled by assumption,

$$
\begin{equation*}
q_{n}(p)=q_{X}(p)+\frac{1-F_{n}\left(q_{X}(p)\right)-(1-p)}{f_{X}\left(q_{X}(p)\right)}+R_{n, p}, \text { where } R_{n, p}=o_{P}\left(n^{-1 / 2}\right) \tag{3.18}
\end{equation*}
$$

Note that the original representation goes back to [12] where he showed that, as $n \rightarrow \infty, R_{n, p}=$ $O\left(n^{-3 / 4} \log (n)\right)$ almost surely. But the conditions in the version of [68] are milder and the convergence in probability to 0 of $R_{n, p}$ sufficient for our case: With this Bahadur representation, we are able to use the bivariate CLT for the sample quantile $q_{n}(p)$ and the sample measure of dispersion with known mean $\mu, \tilde{m}(X, n, r)$.

- Central Limit Theorem

Under condition $\left(M_{r}\right), r>0$, we obtain

$$
\begin{equation*}
n^{-1 / 2} \sum_{i=1}^{n}\left(\binom{\mathbb{I}_{\left(X_{i}>q_{x}(p)\right)}}{\left|X_{i}-\mu\right|^{r}}-\binom{1-p}{m(X, r)}\right)=n^{1 / 2}\left(\binom{1-F_{n}\left(q_{X}(p)\right)}{\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}}-\binom{1-p}{m(X, r)}\right) \xrightarrow{d} \mathcal{N}\left(0, \hat{\Sigma}^{(r)}\right) \tag{3.19}
\end{equation*}
$$

where $\hat{\Sigma}^{(r)}=\left(\begin{array}{cc}\operatorname{Var}\left(\mathbb{I}_{\left(X>q_{X}(p)\right)}\right) & \operatorname{Cov}\left(\mathbb{I}_{\left(X>q_{X}(p)\right)},|X-\mu|^{r}\right) \\ \operatorname{Cov}\left(\mathbb{I}_{\left(X>q_{X}(p)\right),},|X-\mu|^{r}\right) & \operatorname{Var}\left(|X-\mu|^{r}\right)\end{array}\right)$.
Then, we need to pre-multiply (i.e. from the left side) equation (3.19) by $\left[\begin{array}{cc}1 /\left(f_{X}\left(q_{X}(p)\right)\right) & 0 \\ 0 & 1\end{array}\right]$ to use the Bahadur representation (3.18) of the sample quantile. One gets (as in [25], just with a different notation),

$$
\begin{equation*}
n^{1 / 2}\binom{\frac{1-F_{n}\left(q_{X}(p)\right)-(1-p)}{f_{X}\left(q_{X}(p)\right)}}{\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}-m(X, r)}=n^{1 / 2}\binom{q_{n}(p)-q_{X}(p)-R_{n, p}}{\tilde{m}(X, n, r)-m(X, r)} \xrightarrow{d} \mathcal{N}\left(0, \tilde{\Sigma}^{(r)}\right) \tag{3.20}
\end{equation*}
$$

where now

$$
\tilde{\Sigma}^{(r)}=\left(\begin{array}{cc}
\frac{\operatorname{Var}\left(\mathbb{I}_{\left(X>q_{X}(p)\right)}\right)}{f_{X}^{2}\left(q_{X}(p)\right)} & \frac{\operatorname{Cov}\left(\mathbb{I}_{\left(X>q_{X}(p)\right)},|X-\mu|^{r}\right)}{f_{X}\left(q_{X}(p)\right)}  \tag{3.21}\\
\frac{\operatorname{Cov}\left(\mathbb{I}_{\left.\left(X>q_{X}(p)\right),|X-\mu|^{r}\right)}\right.}{f_{X}\left(q_{X}(p)\right)} & \operatorname{Var}\left(|X-\mu|^{r}\right)
\end{array}\right) .
$$

As $R_{n, p}=o_{P}\left(n^{-1 / 2}\right)$, we can ignore it in an asymptotic analysis, as it follows from Slutsky's theorem that the distribution does not change. Now let us compute the covariance matrix $\tilde{\Sigma}^{(r)}$ of the asymptotic distribution. As we assume $\left(C_{1}^{\prime}\right)$ and $(P)$ at $q_{X}(p)$, we have $F_{X}\left(q_{X}(p)\right)=p$, hence

$$
\mathbb{E}\left[\mathbb{I}_{\left(X>q_{X}(p)\right)}\right]=1-p \text { and } \operatorname{Var}\left(\mathbb{I}_{\left(X>q_{X}(p)\right)}\right)=p(1-p)
$$

Therefore, using $\tau_{k}(\eta(X), p)$, defined in (3.4), we can write, by definition,

$$
\begin{equation*}
\operatorname{Cov}\left(\mathbb{I}_{\left(X>q_{X}(p)\right)},|X-\mu|^{r}\right)=\tau_{r}(|X-\mu|, p), \tag{3.22}
\end{equation*}
$$

which concludes to the asymptotic joint distribution of the sample quantile and the sample measure of dispersion with known $\mu$ for any integer $r>0$.

## Part 2 - Unknown Mean -

To show the bivariate CLT in the case of an unknown mean we need to replace in Part $1 \tilde{m}(X, n, r)$ by $\hat{m}(X, n, r)$. From Proposition 3.3 we know that, for $n \rightarrow \infty$,

$$
\hat{m}(X, n, r)=\tilde{m}(X, n, r)-r\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]+o_{P}(1 / \sqrt{n})
$$

Also, from Part 1 the covariance of the asymptotic distribution between the sample quantile and the r-th absolute sample moment with known mean $\mu$ equals

$$
\tilde{\Sigma}_{12}^{(r)}=\frac{\tau_{r}(|X-\mu|, p)}{f_{X}\left(q_{X}(p)\right)}
$$

Further, in [62], it is shown that the covariance (scaled by $\sqrt{n}$ ) of the asymptotic distribution between the sample quantile and the sample mean equals to $\frac{\tau_{1}(p)}{f_{X}\left(q_{X}(p)\right)}$. Hence, recalling that a rest of $o_{P}(1)$, by Slutsky's theorem, will not change the asymptotic distribution, we can write for the covariance of the asymptotic distribution between the sample quantile and the r-th absolute central sample moment with unknown mean:

$$
\Sigma_{12}^{(r)}=\Sigma_{21}^{(r)}=\tilde{\Sigma}_{12}^{(r)}-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right] \frac{\tau_{1}(p)}{f_{X}\left(q_{X}(p)\right)}
$$

In comparison to Part 1, $\Sigma_{11}^{(r)}$ remains unchanged: $\Sigma_{11}^{(r)}=\tilde{\Sigma}_{11}^{(r)}=\frac{p(1-p)}{f_{X}^{2}\left(q_{X}(p)\right)}$. Further, the variance of $\hat{m}(X, n, r)$ follows directly from the representation in Proposition 3.3:

$$
\Sigma_{22}^{(r)}=\operatorname{Var}\left(|X-\mu|^{r}-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right](X-\mu)\right)
$$

Thus, we have completely specified the covariance matrix $\Sigma^{(r)}$.

## Part 3 - Delta Method -

Getting the expressions involving the functions $h_{1}, h_{2}$ is an application of the bivariate Delta method. For a given function $h(x, y)=\binom{h_{1}(x)}{h_{2}(y)}$, such that the Jacobian of $h(x, y)$ exists at the point $x=$ $q_{X}(p), y=m(X, r)$, namely

$$
J\left(h\left(q_{X}(p), m(X, r)\right)\right):=\left[\begin{array}{cc}
\frac{\partial h_{1}(x)}{\partial x} & \frac{\partial h_{1}(x)}{\partial y} \\
\frac{\partial h_{2}(y)}{\partial x} & \frac{\partial h_{2}(y)}{\partial y}
\end{array}\right]_{x=q_{X}(p), y=m(X, r)}=\left[\begin{array}{cc}
h_{1}^{\prime}\left(q_{X}(p)\right) & 0 \\
0 & h_{2}^{\prime}(m(X, r))
\end{array}\right]
$$

we can apply the Delta method. So, using the asymptotics proved above in Part 2 (covariance matrix $\left.\Sigma^{(r)}\right)$, it follows that

$$
\begin{array}{rl}
\sqrt{n} h\left(q_{n}(p), \hat{m}(X, n, r)\right)-h & \left(q_{X}(p), m(X, r)\right) \\
\underset{n \rightarrow \infty}{d} & \mathcal{N}\left(0, J\left(h\left(q_{X}(p), m(X, r)\right) \Sigma^{(r)} J\left(h\left(q_{X}(p), m(X, r)\right)^{T}\right) .\right.\right.
\end{array}
$$

It means to replace $\Sigma^{(r)}$ by $J\left(h\left(q_{X}(p), m(X, r)\right) \Sigma^{(r)} J\left(h\left(q_{X}(p), m(X, r)\right)^{T}\right.\right.$. That is why the factors $h_{1}^{\prime}\left(q_{X}(p)\right), h_{2}^{\prime}(m(X, r))$ appear in the covariance terms of (3.6) and (3.7).

## Using Taylor's method

As it may have interest on its own, we offer an additional proof for Theorem 3.1, which is based on a Taylor expansion and extends the ideas of [62] who used this technique to prove the asymptotic normality between the sample quantile and the sample mean. The proof, as in the main proof of Theorem 3.1, consists of three parts. In the first and principal part, we show the Taylor expansion and asymptotic normality in the case of estimating the r -th absolute central sample moment with known mean $\mu$ for any integer valued $r$ (in analogy to the first part in the proof of Theorem 3.1 with Bahadur's method). The second part consists of extending the previous result to the case where we estimate the r-th absolute central sample moment in the case of an unknown mean $\mu$, and the third in the application of the Delta method. As they are identical to Part 2 and 3 in the proof of Theorem 3.1 when using Bahadur's method, we do not repeat them here and focus on Part 1:

Proof We start establishing the asymptotic normality in the case of estimating the r-th absolute central sample moment by $\tilde{m}(X, n, r)=\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}$. This is done in three steps. The first step is to provide a representation such that our quantities of interest, the sample quantile and the measure of dispersion estimator, are functions of the uniform order statistics. Then, we use the Taylor expansion to prove the asymptotic normality of each of the estimators. This is the step which requires more extensive differentiability and continuity conditions than the proof of Theorem 3.1. Finally, in a third step, we compute the covariance (and then the correlation) of the asymptotic distribution between the r-th absolute central sample moment and the sample quantile.

## Step 1: Functions of the uniform order statistics

Recall that for a standard exponentially distributed iid sample $\left(Z_{1}, \ldots, Z_{n+1}\right)$, defining $U_{j}:=\frac{\sum_{i=1}^{j} Z_{i}}{\sum_{k=1}^{n+1} Z_{k}}$, for $j=1, \ldots, n$, we have that $\left(U_{1}, \ldots, U_{n}\right)$ has the same distribution as the order statistics from a sample of size $n$ from a standard uniform distribution (see e.g. [108]). This allows us to express the sample quantile $q_{n}(p)$ and the r-th absolute central sample moment $\tilde{m}(X, n, r)$ as follows:

$$
\begin{align*}
q_{n}(p) & =X_{(\lceil n p\rceil)}=q_{X}\left(U_{\lceil n p\rceil}\right),  \tag{3.23}\\
\tilde{m}(X, n, r) & =\frac{1}{n} \sum_{i=1}^{n}\left|q_{X}\left(U_{i}\right)-\mu\right|^{r} \tag{3.24}
\end{align*}
$$

## Step 2: Taylor expansions

Using this, we can proceed with the Taylor expansion. Only some work is needed for $\tilde{m}(X, n, r)$ as we can use the result of [62] for the sample quantile: By expanding the sample quantile $q_{n}(p)=q_{X}\left(U_{\lceil n p\rceil}\right)$ around $p$, Ferguson gets $q_{n}(p)=q_{X}(p)+q_{X}^{\prime}(p)\left(U_{\lceil n p\rceil}-p\right)+o_{P}(1)$. And following equations (11), (13) and (15) in [62], one concludes to the asymptotic normality of the sample quantile: For $n \rightarrow \infty$, it holds:

$$
\sqrt{n}\left(q_{n}-q_{X}(p)\right)=\sqrt{n} q_{X}^{\prime}(p)\left(\frac{\sum_{j=1}^{\lceil n p\rceil} Z_{j}}{\sum_{k=1}^{n+1} Z_{k}}-p\right)+o_{P}(1) \underset{n \rightarrow \infty}{d} q_{X}^{\prime}(p) B(p)
$$

where $B(t):=W(t)-t W(1)$ is the Brownian bridge, $W$ denoting the standard Wiener process. Then, expanding each $q_{X}\left(U_{i}\right)$ in (3.24) around $i /(n+1), i=1, \ldots, n$, we obtain, as $n \rightarrow \infty$ :

$$
\begin{aligned}
\tilde{m}(X, n, r)=\frac{1}{n} \sum_{i=1}^{n} & \left(\left|q_{X}\left(\frac{i}{n+1}\right)-\mu\right|^{r}+r\left|q_{X}\left(\frac{i}{n+1}\right)-\mu\right|^{r-1}\right. \\
& \left.\times q_{X}^{\prime}\left(\frac{i}{n+1}\right) \operatorname{sgn}\left(q_{X}\left(\frac{i}{n+1}\right)-\mu\right)\left(U_{i}-\frac{i}{n+1}\right)\right)+o_{P}(1 / \sqrt{n})
\end{aligned}
$$

as again, higher order terms vanish asymptotically (in probability). Further, in analogy to $\mu_{n}$ in [62], we define $\mu_{n}(X, r):=\frac{1}{n} \sum_{i=1}^{n}\left|q_{X}\left(\frac{i}{n+1}\right)-\mu\right|^{r}$. We can interpret it as the right Riemann sum:

$$
\mu_{n}(X, r)=\frac{n+1}{n} \times \frac{1}{n+1} \sum_{i=1}^{n}\left|q_{X}\left(\frac{i}{n+1}\right)-\mu\right|^{r} \underset{n \rightarrow \infty}{\rightarrow} \int_{0}^{1}\left|q_{X}(t)-\mu\right|^{r} d t
$$

Using the transformation $t=F_{X}(x)$, we obtain:

$$
\int_{0}^{1}\left|q_{X}(t)-\mu\right|^{r} d t=\int_{-\infty}^{+\infty}\left|q_{X}\left(F_{X}(x)\right)-\mu\right|^{r} d F_{X}(x)=\int_{-\infty}^{+\infty}|x-\mu|^{r} d F_{X}(x)=m(X, r)
$$

from which we conclude that $\lim _{n \rightarrow \infty} \mu_{n}(X, r)=m(X, r)$.
Also, by the order of the error term of the right Riemann sum approximation, $O\left(n^{-1}\right)$, we know that $\lim _{n \rightarrow \infty} \sqrt{n}\left(\mu_{n}(X, r)-m(X, r)\right)=0$. Hence, $m(X, r)$ can be replaced by $\mu_{n}(X, r)$, even in asymptotics when multiplied by $\sqrt{n}$, and we can write, as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sqrt{n}\left(\tilde{m}(X, n, r)-\mu_{n}(X, r)\right) \\
& =\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n} r\left|q_{X}\left(\frac{i}{n+1}\right)-\mu\right|^{r-1} q_{X}^{\prime}\left(\frac{i}{n+1}\right) \operatorname{sgn}\left(q_{X}\left(\frac{i}{n+1}\right)-\mu\right)\left(U_{i}-\frac{i}{n+1}\right)\right)+o_{P}(1)
\end{aligned}
$$

By using the asymptotics calculated in [62] (see eq. (12),(14) and (16) therein), we can then conclude to the following convergence in distribution

$$
\sqrt{n}\left(\tilde{m}(X, n, r)-\mu_{n}(X, r)\right) \underset{n \rightarrow \infty}{\stackrel{d}{\rightarrow}} \int_{0}^{1} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) B(t) d t
$$

Hence the asymptotic normality of the measure of dispersion (in the case of known mean $\mu$ ).
Finally, we can conclude to the normal joint distribution by using the Cramér-Wold device (the increments of the Brownian motion being independent and normally distributed).

## Step 3: Covariance and Correlation of the asymptotic distribution

We can compute the covariance of the asymptotic distribution, using the first two moments of the Brownian bridge, as:

$$
\begin{aligned}
\tilde{\Sigma}_{12}^{(r)} & =\operatorname{Cov}\left(q_{X}^{\prime}(p) B(p), \int_{0}^{1} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) B(t) d t\right) \\
& =q_{X}^{\prime}(p) \int_{0}^{1} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) \mathbb{E}[B(p) B(t)] d t \\
& =q_{X}^{\prime}(p) \int_{0}^{1} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) q_{X}^{\prime}(t)(\min (p, t)-p t) d t
\end{aligned}
$$

Hence, we are left with computing the integral:

$$
\begin{aligned}
& \int_{0}^{1} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) q_{X}^{\prime}(t)(\min (p, t)-p t) d t \\
& =\int_{0}^{p} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) q_{X}^{\prime}(t) t(1-p) d t+\int_{p}^{1} r\left|q_{X}(t)-\mu\right|^{r-1} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) q_{X}^{\prime}(t) p(1-t) d t \\
& =(1-p)\left(\left.\left(\left|q_{X}(t)-\mu\right|^{r} t\right)\right|_{0} ^{p}-\int_{0}^{p}\left|q_{X}(t)-\mu\right|^{r} d t\right)+p\left(\left.\left(\left|q_{X}(t)-\mu\right|^{r}(1-t)\right)\right|_{p} ^{1}+\int_{p}^{1}\left|q_{X}(t)-\mu\right|^{r} d t\right) \\
& =p \int_{p}^{1}\left|q_{X}(t)-\mu\right|^{r} d t-(1-p) \int_{0}^{p}\left|q_{X}(t)-\mu\right|^{r} d t=p \int_{q_{X}(p)}^{\infty}|x-\mu|^{r} d F_{X}(x)-(1-p) \int_{-\infty}^{q_{X}(p)}|x-\mu|^{r} d F_{X}(x)
\end{aligned}
$$

For the second equality, we use partial integration for help functions $u, v$ : Note that (by triple chain rule) for $u^{\prime}=r\left|q_{X}(t)-\mu\right|^{r} q_{X}^{\prime}(t) \operatorname{sgn}\left(q_{X}(t)-\mu\right) q_{X}^{\prime}(t)$, we have $u=\left|q_{X}(t)-\mu\right|^{r}$ and $v$ being tor $1-t$ respectively. Further, we used the change of variables $t=F_{X}(x)$ in the last equation. Thus, we have overall, recalling the definition of $\tau_{r}$ in (3.5),

$$
\tilde{\Sigma}_{12}^{(r)}=\tilde{\Sigma}_{21}^{(r)}=q_{X}^{\prime}(p) \tau_{r}(|X-\mu|, p)=\frac{1}{f_{X}\left(q_{X}(p)\right)} \tau_{r}(|X-\mu|, p)
$$

from which we can deduce the correlation of the asymptotic distribution, namely

$$
\frac{\tilde{\Sigma}_{12}^{(r)}}{\sqrt{\tilde{\Sigma}_{11}^{(r)} \tilde{\Sigma}_{22}^{(r)}}}=\frac{\tau_{r}(|X-\mu|, p)}{\sqrt{p(1-p)} \sqrt{\operatorname{Var}\left(|X-\mu|^{r}\right)}}
$$

### 3.2.3 Extensions

There are straightforward extensions to the joint bivariate asymptotics presented. Similarly, we could also apply the same reasoning to present such extensions for any other of the forthcoming results (Theorem 3.6, Propositions 3.7 and 3.8), but restrict ourselves, exemplarily, to this case.

Clearly, as e.g. in [25], we can look at the joint distribution of a vector of sample quantiles, instead of only at one sample quantile, with the r-th absolute central sample moment. Also, we could consider a more general function $h(x, y)$ as up to now our function was of the form $h(x, y)=\left[\begin{array}{l}h_{1}(x) \\ h_{2}(y)\end{array}\right]$. These two ideas are combined in Theorem 3.4.

For this, denote by $\mathbf{q}_{X}(\mathbf{p})$ the m-vector of quantiles evaluated at $p_{i}, i=1, \ldots, m$, where $0<p_{1}<$ $\ldots<p_{m}<1$, and by $\mathbf{q}_{n}(\mathbf{p})$ the corresponding $m$-vector of sample quantiles $q_{n}\left(p_{i}\right), i=1, \ldots, m$. Recall that we denote by $z^{T}$ the transpose of a vector $z$.

Theorem 3.4 Consider an iid sample with parent rv X having existing (unknown) mean $\mu$ and variance $\sigma^{2}$. Further, consider a function $h: \mathbb{R}^{m+1} \mapsto \mathbb{R}^{m+1}$, i.e. $h\left(x_{1}, \ldots, x_{m}, y\right)=\left(\begin{array}{c}h_{1}\left(x_{1}, \ldots, x_{m}, y\right) \\ \ldots \\ h_{m+1}\left(x_{1}, \ldots, x_{m}, y\right)\end{array}\right)$ with continuous real-valued components $h_{i}\left(x_{1}, \ldots, x_{m}, y\right), i=1, \ldots, m+1$, and existing partial derivatives denoted by $\partial_{i} h_{j}, i, j \in\{1, \ldots, m+1\}$. Assume conditions $\left(C_{1}^{\prime}\right),(P)$ at $q_{X}\left(p_{i}\right), i=1, \ldots, m$ each, and $\left(M_{r}\right)$ for the corresponding integer $r>0$, respectively, as well as $(P)$ at $\mu$ for $r=1$. Then, the joint behaviour of the functional $h$ of the sample quantile vector $\boldsymbol{q}_{n}(\boldsymbol{p})$ and of the $r$-th absolute central sample moment $\hat{m}(X, n, r)$ is asymptotically normal:
$\sqrt{n} h\binom{\boldsymbol{q}_{n}(\boldsymbol{p})}{\hat{m}(X, n, r)}-h\binom{\boldsymbol{q}_{X}(\boldsymbol{p})}{m(X, r)} \underset{n \rightarrow \infty}{d} \mathcal{N}\left(0, J\left(h\binom{\boldsymbol{q}_{X}(\boldsymbol{p})}{m(X, n, r)}\right) \Sigma^{(m, r)} J\left(h\binom{\boldsymbol{q}_{X}(\boldsymbol{p})}{m(X, n, r)}\right)^{T}\right)$,
where $J\left(h\binom{\boldsymbol{q}_{X}(\boldsymbol{p})}{m(X, n, r)}\right)$ is the Jacobian matrix of $h\left(x_{1}, \ldots, x_{m}, y\right)$ evaluated at $\binom{\boldsymbol{q}_{X}(\boldsymbol{p})}{m(X, n, r)}$ and the covariance matrix $\Sigma^{(m, r)}$ of dimension $(m+1) \times(m+1)$ of the asymptotic distribution can be written as

$$
\Sigma^{(m, r)}=\left[\begin{array}{cc}
\Sigma^{(m)} & \boldsymbol{s}(X, r) \\
\boldsymbol{s}(X, r)^{T} & \operatorname{Var}\left(\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right)\right.
\end{array}\right]
$$

with $\Sigma_{i j}^{(m)}=\frac{p_{i}\left(1-p_{j}\right)}{f_{X}\left(q_{X}\left(p_{i}\right)\right) f_{X}\left(q_{X}\left(p_{j}\right)\right)}$ for $i, j \in\{1, \ldots, m\}$ s.t. $i \leq j$ and the $i$-th element of the $m$-vector $s(X, r)$ being
$\frac{\tau_{r}\left(|X-\mu|, p_{i}\right)-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right] \tau_{1}\left(p_{i}\right)}{f_{X}\left(q_{X}\left(p_{i}\right)\right)}, i=1, \ldots, m$.
As a corollary of the theorem, we can state how the result explicitly looks like if we go back to the one-dimensional sample quantile case, as in Theorem 3.1 but with a general function $h(x, y)$.
Corollary 3.5 Consider an iid sample with parent rv $X$ having existing (unknown) mean $\mu$, variance $\sigma^{2}$ and a function $h(x, y)=\binom{h_{1}(x, y)}{h_{2}(x, y)}$ with continuous real-valued components $h_{1}(x, y), h_{2}(x, y)$ and existing partial derivatives denoted by $\partial_{i} h_{j}, i, j \in\{1,2\}$. Assume conditions $\left(C_{1}^{\prime}\right),(P)$ at $q_{X}(p)$ each, and $\left(M_{r}\right)$ for the corresponding integer $r>0$, respectively, as well as $(P)$ at $\mu$ for $r=1$. Then, the joint behaviour of the functional hof the sample quantile $q_{n}(p)$ (for $p \in(0,1)$ ) and of the $r$-th absolute central sample moment $\hat{m}(X, n, r)$ is asymptotically normal:

$$
\sqrt{n} h\binom{q_{n}(p)}{\hat{m}(X, n, r)}-h\binom{\hat{q}_{X}(p)}{m(X, r)} \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \Sigma^{(h, r)}\right)
$$

where the covariance matrix $\Sigma^{(h, r)}=\left(\Sigma_{i j}^{(h, r)}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution satisfies,
$\Sigma_{11}^{(h, r)}=\operatorname{Var}\left(q_{n}(p)\right)\left(\partial_{1} h_{1}\right)^{2}+2 \partial_{1} h_{1} \partial_{2} h_{1} \operatorname{Cov}\left(q_{n}(p), \hat{m}(X, n, r)\right)+\operatorname{Var}(\hat{m}(X, n, r))\left(\partial_{2} h_{1}\right)^{2} ;$
$\Sigma_{22}^{(h, r)}=\operatorname{Var}(\hat{m}(X, n, r))\left(\partial_{2} h_{2}\right)^{2}+2 \partial_{1} h_{2} \partial_{2} h_{2} \operatorname{Cov}\left(q_{n}(p), \hat{m}(X, n, r)\right)+\operatorname{Var}\left(q_{n}(p)\right)\left(\partial_{1} h_{2}\right)^{2} ;$
$\Sigma_{12}^{(h, r)}=\Sigma_{21}^{(h, r)}$
$=\operatorname{Cov}\left(q_{n}(p), \hat{m}(X, n, r)\right)\left(\partial_{1} h_{1} \partial_{2} h_{2}+\partial_{2} h_{1} \partial_{1} h_{2}\right)+\operatorname{Var}\left(q_{n}(p)\right) \partial_{1} h_{1} \partial_{1} h_{2}+\operatorname{Var}(\hat{m}(X, n, r)) \partial_{2} h_{1} \partial_{2} h_{2}$,
denoting, by abuse of notation, $\partial_{i} h_{j}, i, j \in\{1,2\}$ the corresponding partial derivative evaluated at $\left(q_{X}(p), m(X, r)\right)$, and the variances of the asymptotic distribution of $\sqrt{n} q_{n}(p)$ as $\operatorname{Var}\left(q_{n}(p)\right)$, of $\sqrt{n} \hat{m}(X, n, r)$ as $\operatorname{Var}(\hat{m}(X, n, r))$ and the covariance of their joint asymptotic distribution as $\operatorname{Cov}\left(q_{n}(p), \hat{m}(X, n, r)\right)$. Those quantities equal to

$$
\begin{aligned}
\operatorname{Var}\left(q_{n}(p)\right) & =\frac{p(1-p)}{f_{X}^{2}\left(q_{X}(p)\right)^{\prime}} \\
\operatorname{Var}(\hat{m}(X, n, r)) & =\operatorname{Var}\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right), \text { and } \\
\operatorname{Cov}\left(q_{n}(p), \hat{m}(X, n, r)\right) & =\frac{\tau_{r}(|X-\mu|, p)-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right] \tau_{1}(p)}{f_{X}\left(q_{X}(p)\right)}
\end{aligned}
$$

The correlation of the asymptotic distribution between the functional $h$ of the measure of dispersion and the sample quantile can be deduced from the above expressions. In the specific case of having
$\partial_{2} h_{1}=\partial_{1} h_{2}=0$, it is identical -up to its sign - whatever the choice of $h$ (under that restriction), namely

$$
\frac{\Sigma_{12}^{(h, r)}}{\sqrt{\Sigma_{11}^{(h, r)} \Sigma_{22}^{(h, r)}}}=\operatorname{sgn}\left(\partial_{1} h_{1} \partial_{2} h_{2}\right) \times \frac{\tau_{r}(|X-\mu|, p)-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right] \tau_{1}(p)}{\sqrt{p(1-p) \operatorname{Var}\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right)}} .
$$

### 3.3 Sample quantile and MedianAD

Turning to the case with the sample MedianAD, the different dependence structure appears clearly in the expressions of the covariance and correlation, see (3.26), (3.27) below, when compared to Theorem 3.1 (e.g. involving maxima - something we do not have in Theorem 3.1).

Theorem 3.6 Consider an iid sample with parent $r v X$ with (unknown) median $v$, MedianAD $\xi$ and, if existing, mean $\mu$ and variance $\sigma^{2}$. Assume conditions $\left(C_{0}\right)$ in neighbourhoods of $v \pm \xi,\left(C_{1}^{\prime}\right)$ at $q_{X}(p), v$ and $v \pm \xi$, and $(P)$ at $v, q_{X}(p)$ and at least at one of $v \pm \xi$ each. Then the joint behaviour of the functions $h_{1}$ of the sample quantile $q_{n}(p)$ (for $p \in(0,1)$ ) and $h_{2}$ of the sample MedianAD $\hat{\xi}_{n}$ (defined in the List of Notations) is asymptotically normal:

$$
\sqrt{n}\binom{h_{1}\left(q_{n}(p)\right)-h_{1}\left(q_{X}(p)\right)}{h_{2}\left(\hat{\xi}_{n}\right)-h_{2}(\tilde{\xi})} \xrightarrow[n \rightarrow \infty]{\stackrel{d}{\rightarrow}} \mathcal{N}(0, \Gamma),
$$

where the covariance matrix $\Gamma=\left(\Gamma_{i j}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution satisfies

$$
\begin{align*}
& \Gamma_{11}=\frac{p(1-p)}{f_{X}^{2}\left(q_{X}(p)\right)}\left(h_{1}^{\prime}\left(q_{X}(p)\right)\right)^{2} ; \quad \Gamma_{22}=\frac{1+\gamma / f_{X}^{2}(v)}{4\left(f_{X}(v+\xi)+f_{X}(v-\xi)\right)^{2}}\left(h_{2}^{\prime}(\xi)\right)^{2} ;  \tag{3.25}\\
& \Gamma_{12}=\Gamma_{21}=h_{1}^{\prime}\left(q_{X}(p)\right) h_{2}^{\prime}(\xi) \times  \tag{3.26}\\
& \quad \frac{\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)+\frac{1-p}{2}+\frac{f_{X}(v+\xi)-f_{X}(v-\xi)}{f_{X}(v)} \max \left(-\frac{p}{2}, \frac{p-1}{2}\right)}{f_{X}\left(q_{X}(p)\right)\left(f_{X}(v+\xi)+f_{X}(v-\xi)\right)}
\end{align*}
$$

with $\gamma:=\left(f_{X}(v+\xi)-f_{X}(v-\xi)\right)^{2}-4 f_{X}(v)\left(f_{X}(v+\xi)-f_{X}(v-\xi)\right)\left(1-F_{X}(v-\xi)-F_{X}(v+\xi)\right)$.
The correlation of the asymptotic distribution between the two functions is - up to its sign $a_{ \pm}:=$ $\operatorname{sgn}\left(h_{1}^{\prime}\left(q_{X}(p)\right) h_{2}^{\prime}(\xi)\right)-$ the same whatever the choice of $h_{1}, h_{2}: \frac{\Gamma_{12}}{\sqrt{\Gamma_{11} \Gamma_{22}}}=a_{ \pm} \times$

$$
\begin{equation*}
\frac{-\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)+\frac{1-p}{2}+\frac{f_{X}(v+\xi)-f_{X}(v-\xi)}{f_{X}(v)} \max \left(-\frac{p}{2}, \frac{p-1}{2}\right)}{\sqrt{\frac{p(1-p)}{4}} \sqrt{1+\frac{\gamma}{f_{X}^{2}(v)}}} . \tag{3.27}
\end{equation*}
$$

Two remarks can be made with respect to the result presented. First, the asymptotic dependence with the sample MedianAD does not even require a finite mean. Second, for symmetric distributions, it holds that $f_{X}(v+\xi)=f_{X}(v-\xi)$, thus $\gamma=0$, so the expressions of the covariance matrix $\Gamma$ of the asymptotic distribution and (3.27) simplify a lot: In such a case the correlation of the asymptotic distribution is independent of the specific underlying distribution (we have written this out explicitly in [32]). This behavior is to be expected from the results in [71]: They state that in such cases the sample MedianAD is asymptotically equivalent to half the sample IQR , i.e. we are computing a correlation between sample quantiles.

The proof of Theorem 3.6 relies on using the Bahadur representations for both quantities involved.
Proof As in the proof of Theorem 3.1, conditions $\left(C_{1}^{\prime}\right)$ and $(P)$ hold at $q_{X}(p)$ by assumption, such that the Bahadur representation of the sample quantile holds, recall (3.18). We also use a Bahadur
representation (version of [93]) for the sample MedianAD $\hat{\xi}_{n}$. Namely, as the conditions are fulfilled by assumption, we have, for $n \rightarrow \infty$,

$$
\begin{equation*}
\hat{\xi}_{n}-\xi=\frac{1 / 2-\left(F_{n}(v+\xi)-F_{n}(v-\xi)\right)}{f_{X}(v+\xi)+f_{X}(v-\xi)}-\frac{f_{X}(v+\xi)-f_{X}(v-\xi)}{f_{X}(v+\xi)+f_{X}(v-\xi)} \frac{1 / 2-F_{n}(v)}{f_{X}(v)}+\Delta_{n}, \tag{3.28}
\end{equation*}
$$

where $\Delta_{n}=o_{P}\left(n^{-1 / 2}\right)$. Clearly, (3.28) can be rewritten in terms of an iid sum as

$$
\begin{equation*}
\hat{\xi}_{n}-\xi=\frac{\frac{1}{n} \sum_{i=1}^{n}\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)-\frac{1}{2}\left(\alpha-f_{X}(v)\right)}{\beta f_{X}(v)}+\Delta_{n} \tag{3.29}
\end{equation*}
$$

where, for notational simplification, $\alpha:=f_{X}(v+\xi)-f_{X}(v-\xi)$ and $\beta:=f_{X}(v+\xi)+f_{X}(v-\xi)$, respectively.

Using the respective Bahadur representations (3.18) and (3.29), and the fact that, by definition of $v$ and $\xi, \mathbb{P}(X \leq v)=F_{X}(v)=1 / 2$ and $\mathbb{P}(v-\xi<X \leq v+\xi)=F_{|X-v|}(\xi)=1 / 2$, we apply the bivariate CLT and obtain:

$$
\begin{align*}
& n^{-1 / 2} \sum_{i=1}^{n}\left(\binom{\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)}}{\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}}-\binom{1-p}{1 / 2\left(\alpha-f_{X}(v)\right)}\right) \\
& =n^{1 / 2}\left(\binom{1-F_{n}\left(q_{X}(p)\right)}{\frac{1}{n} \sum\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)}-\binom{1-p}{1 / 2\left(\alpha-f_{X}(v)\right)}\right) \xrightarrow{d} \mathcal{N}(0, \tilde{\Gamma}), \tag{3.30}
\end{align*}
$$

where $\tilde{\Gamma}=\left(\begin{array}{cc}p(1-p) & \operatorname{cov}_{\text {ind: }} q_{n}, \hat{\xi}_{n} \\ \operatorname{cov}_{\text {ind: } q_{n}, \hat{\xi}_{n}} & \operatorname{Var}\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\tilde{\xi}<X_{i} \leq v+\tilde{\xi}\right)}\right)\end{array}\right)$, with, as we are going to prove,
$\operatorname{cov}_{\text {ind:q}} q_{n} \hat{\xi}_{n}:=\alpha \max (0, p-1 / 2)-f_{X}(v)\left(\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)-(1-p) / 2\right)$.
Then, we need to pre-multiply (i.e. from the left side) equation (3.30) by $\left[\begin{array}{cc}1 /\left(f_{X}\left(q_{X}(p)\right)\right) & 0 \\ 0 & 1 /\left(\beta f_{X}(v)\right)\end{array}\right]$ to use the Bahadur representation of the sample quantile and of the sample MedianAD (recall (3.18), (3.29)). We obtain:

$$
n^{1 / 2}\binom{\frac{1-F_{n}\left(q_{X}(p)\right)-(1-p)}{f_{X}\left(q_{x}(p)\right)}}{\frac{\frac{1}{n} \sum\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{\Psi}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)-1 / 2\left(\alpha-f_{X}(v)\right)}{\beta f_{X}(v)}}=n^{1 / 2}\binom{q_{n}(p)-q_{X}(p)-R_{n, p}}{\hat{\xi}_{n}-\xi-\Delta_{n}} \underset{n \rightarrow \infty}{\xrightarrow{d}} \mathcal{N}(0, \Gamma),
$$

where, ignoring $R_{n, p}$ and $\Delta_{n}$ since they are $o_{P}\left(n^{-1 / 2}\right)$ (same argumentation as for $R_{n, p}$ in the proof of Theorem 3.1, Part 1), the covariance matrix is as follows

We are left with computing the covariance $\operatorname{cov}_{\text {ind: }} q_{n}, \hat{S}_{n}$ and, for the variance of the asymptotic distribution of the MedianAD, the variance $\operatorname{Var}\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)$. Recalling that $\mathbb{P}(X \leq v)=1 / 2$
and alike $\mathbb{P}(\nu-\xi<X \leq \nu+\xi)=F_{|X-v|}(\xi)=1 / 2$, we get for the latter:

$$
\begin{aligned}
\operatorname{Var}(\alpha & \left.\mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right) \\
& =\alpha^{2} \operatorname{Var}\left(\mathbb{I}_{\left(X_{i} \leq v\right)}\right)+f_{X}^{2}(v) \operatorname{Var}\left(\mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)+2 \alpha f_{X}(v) \operatorname{Cov}\left(\mathbb{I}_{\left(X_{i} \leq v\right)},-\mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right) \\
& =\frac{1}{4}\left(\alpha^{2}+f_{X}^{2}(v)-8 \alpha f_{X}(v)\left(\mathbb{E}\left[\mathbb{I}_{\left(v-\xi<X_{i} \leq v\right)}\right]-1 / 4\right)\right) \\
& =\frac{1}{4}\left(\alpha^{2}+f_{X}^{2}(v)-4 \alpha f_{X}(v)\left(1 / 2-2 F_{X}(v-\xi)\right)\right) \\
& =\frac{1}{4}\left(f_{X}^{2}(v)+\gamma\right), \quad \text { where } \quad \gamma:=\alpha^{2}-4 \alpha f_{X}(v)\left(1-F_{X}(v-\xi)-F_{X}(v+\xi)\right) .
\end{aligned}
$$

Let us turn to the computation of $\operatorname{cov}_{i n d: q_{n}, \hat{\xi}_{n}}$ :

$$
\begin{align*}
& \operatorname{Cov}\left(\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)}, \alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)= \\
& \alpha \mathbb{E}\left[\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)} \mathbb{I}_{\left(X_{i} \leq v\right)}\right]-f_{X}(v) \mathbb{E}\left[\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)} \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right]-(1-p)\left(\alpha-f_{X}(v)\right) / 2 . \tag{3.31}
\end{align*}
$$

Let us consider one after the other the two expectations in (3.31). Note that we can write (using the definition of $v$ )

$$
\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)} \mathbb{I}_{\left(X_{i} \leq v\right)}=\left\{\begin{array}{lll}
0 & \text { if } v \leq q_{X}(p) & (\Leftrightarrow p \geq 1 / 2) \\
\mathbb{I}_{\left(q_{X}(p)<X_{i} \leq v\right)} & \text { if } v>q_{X}(p) & (\Leftrightarrow p<1 / 2)
\end{array}\right.
$$

from which we deduce $\mathbb{E}\left[\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)} \mathbb{I}_{\left(X_{i} \leq v\right)}\right]=\max (1 / 2-p, 0)$. Analogously,

$$
\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)} \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}= \begin{cases}0 & \text { if } q_{X}(p)>v+\xi \quad\left(\Leftrightarrow p>F_{X}(v+\xi)\right), \\ \mathbb{I}_{\left(q_{X}(p)<X_{i} \leq v+\xi\right)} & \text { if } v-\xi \leq q_{X}(p) \leq v+\xi \quad\left(\Leftrightarrow F_{X}(v-\xi) \leq p \leq F_{X}(v+\xi)\right), \\ \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)} & \text { if } q_{X}(p)<v-\xi \quad\left(\Leftrightarrow p<F_{X}(v-\xi)\right) .\end{cases}
$$

Thus we have $\mathbb{E}\left[\mathbb{I}_{\left(X_{i}>q_{X}(p)\right)} \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right]=\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)$.
Combining these two expressions in (3.31) provides:

$$
\begin{aligned}
\operatorname{cov}_{\text {ind: } q_{n}, \hat{\xi}_{n}} & =\alpha \max (1 / 2-p, 0)-f_{X}(v) \max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)-(1-p)\left(\alpha-f_{X}(v)\right) / 2 \\
& =\alpha \max (-p / 2,(p-1) / 2)-f_{X}(v)\left(\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)-(1-p) / 2\right)
\end{aligned}
$$

This concludes the computations. Nevertheless, to be explicit, let us write out the overall covariance and correlation of the asymptotic distribution:

$$
\begin{gathered}
\Gamma_{12}=\Gamma_{21}=\frac{-\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)+\frac{1-p}{2}+\frac{f_{X}(v+\xi)-f_{X}(v-\xi)}{f_{X}(v)} \max \left(-\frac{p}{2}, \frac{p-1}{2}\right)}{\left(f_{X}(v+\xi)+f_{X}(v-\xi)\right) f_{X}\left(q_{X}(p)\right)}, \\
\frac{\Gamma_{12}}{\sqrt{\Gamma_{11} \Gamma_{22}}}=\frac{-\max \left(0, F_{X}(v+\xi)-\max \left(F_{X}(v-\xi), p\right)\right)+\frac{1-p}{2}+\frac{f_{X}(v+\xi)-f_{X}(v-\xi)}{f_{X}(v)} \max \left(-\frac{p}{2}, \frac{p-1}{2}\right)}{\sqrt{\frac{p(1-p)}{4}} \sqrt{1+\frac{\gamma}{f_{X}^{2}(v)}}},
\end{gathered}
$$

which are exactly the covariance in (3.26) and correlation as in (3.27), respectively, for the case $h_{1}(x)=$ $h_{2}(x)=x$ (the case with general functions $h_{1}, h_{2}$ follows directly by the application of the Delta method).

As expected, the above computed asymptotic variance of the sample MedianAD, i.e.

$$
\begin{equation*}
\Gamma_{22}=\frac{1+\gamma / f_{X}^{2}(v)}{4\left(f_{X}(v+\xi)+f_{X}(v-\xi)\right)^{2}} \tag{3.32}
\end{equation*}
$$

exactly equals the variance of the asymptotic distribution of the sample MedianAD as in equation (11) of [117] (while in [93] they seem to have some typos in their definition of the quantity $\gamma$ such that one does not get the same result).

### 3.4 Location-scale quantile and measures of dispersion

As a comparison to using historical estimation via sample quantiles, we alternatively estimate the quantile via the known analytical formula for the quantile of the model, considering a given location-scale distribution with unknown but finite mean $\mu$ and variance $\sigma^{2}$ as defined in (3.3) (meaning that we are considering only a sub-class of all distribution functions). Consequently, we can write the quantile of order $p$ in such cases as

$$
\begin{equation*}
q_{X}(p)=\mu+\sigma q_{Y}(p) \tag{3.33}
\end{equation*}
$$

where $Y$ is the corresponding rv with standardised distribution having mean 0 and variance 1 .
Hence, if we estimate $\mu$ by the sample mean $\bar{X}_{n}$ and $\sigma$ by the square-root of the sample variance, $\sqrt{\hat{\sigma}_{n}^{2}}$, the estimator of (3.33) defined in (3.2), can be written as

$$
q_{n, \hat{\mu}, \hat{\sigma}}(p)=\bar{X}_{n}+\hat{\sigma}_{n} q_{Y}(p) .
$$

First, we present a result for the dependence of (here) the location-scale quantile estimator with the r-th absolute central sample moment, the analogon to Section 3.2. Then, we present the asymptotics of the location-scale quantile when using the sample MedianAD, analogously to Section 3.3.

Note that in the case $\mu$ known, the estimator reduces to $q_{n, \sigma}(p)=\mu+\hat{\sigma}_{n} q_{Y}(p)$ (as given in (3.2)), and studying the dependence with the dispersion measure estimators becomes simpler; we refer to our work in [32] for this subcase.

### 3.4.1 Location-scale quantile and $r$-th absolute centred sample moment

Let us start with presenting the analogon of Theorem 3.1 for functions of the location-scale quantile estimator.

Proposition 3.7 Consider an iid sample with parent rv $X$ having existing (unknown) mean $\mu$ and variance $\sigma^{2}$. For any integer $r>0$ assume conditions $\left(M_{r}\right)$, and, if $r=1,\left(C_{0}\right)$ at $\mu$ and $\left(M_{2}\right)$. Then, the joint behaviour of the functions $h_{1}$ of the quantile estimator $q_{n, \hat{\mu}, \hat{\sigma}}(p)$ from a location-scale model (for $p \in(0,1)$ ) and $h_{2}$ of the $r$-th absolute central sample moment $\hat{m}(X, n, r)$ (defined in the List of Notations) is asymptotically normal:

$$
\begin{equation*}
\sqrt{n}\binom{h_{1}\left(q_{n, \hat{\mu}, \hat{\sigma}}(p)\right)-h_{1}\left(q_{X}(p)\right)}{h_{2}(\hat{m}(X, n, r))-h_{2}(m(X, r))} \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \Lambda^{(r)}\right), \tag{3.34}
\end{equation*}
$$

where the covariance matrix $\Lambda^{(r)}=\left(\Lambda_{i j}^{(r)}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution satisfies

$$
\begin{align*}
& \Lambda_{11}^{(r)}=\sigma^{2}\left(h_{1}^{\prime}\left(q_{X}(p)\right)\right)^{2}\left(1+q_{Y}(p)\left(q_{Y}(p)\left(\mathbb{E}\left[Y^{4}\right]-1\right) / 4+\mathbb{E}\left[Y^{3}\right]\right)\right)  \tag{3.35}\\
& \Lambda_{22}^{(r)}=\sigma^{2 r}\left(h_{2}^{\prime}(m(X, r))\right)^{2} \operatorname{Var}\left(|Y|^{r}-r Y \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\right)  \tag{3.36}\\
& \Lambda_{12}^{(r)}=\Lambda_{21}^{(r)}=\sigma^{r+1} h_{1}^{\prime}\left(q_{X}(p)\right) h_{2}^{\prime}(m(X, r)) \times  \tag{3.37}\\
& \left(\mathbb{E}\left[Y^{r+1} \operatorname{sgn}(Y)^{r}\right]+\frac{q_{Y}(p)}{2}\left(\mathbb{E}\left[|Y|^{r+2}\right]-\mathbb{E}\left[|Y|^{r}\right]\right)-r \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\left(1+\frac{q_{Y}(p)}{2} \mathbb{E}\left[Y^{3}\right]\right)\right)
\end{align*}
$$

The correlation of the asymptotic distribution between the functional $h_{1}$ of the location-scale quantile estimator and the functional $h_{2}$ of the measure of dispersion is - up to its sign $a_{ \pm}=\operatorname{sgn}\left(h_{1}^{\prime}\left(q_{X}(p)\right) \times\right.$ $\left.h_{2}^{\prime}(m(X, r))\right)$ - the same whatever the choice of $h_{1}, h_{2}: \frac{\Lambda_{12}^{(r)}}{\sqrt{\Lambda_{11}^{(r)} \Lambda_{22}^{(r)}}}=a_{ \pm} \times$

$$
\begin{equation*}
\frac{\mathbb{E}\left[Y^{r+1} \operatorname{sgn}(Y)^{r}\right]+\frac{q_{Y}(p)}{2}\left(\mathbb{E}\left[|Y|^{r+2}\right]-\mathbb{E}\left[|Y|^{r}\right]\right)-r \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\left(1+\frac{q_{Y}(p)}{2} \mathbb{E}\left[Y^{3}\right]\right)}{\sqrt{\left(1+q_{Y}(p)\left(q_{Y}(p) \frac{\mathbb{E}\left[Y^{4}\right]-1}{4}+\mathbb{E}\left[Y^{3}\right]\right)\right) \operatorname{Var}\left(|Y|^{r}-r Y \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\right)}} \tag{3.38}
\end{equation*}
$$

Note that using the location-scale quantile model implies assuming the existence of a finite fourth moment with any measure of dispersion estimator, even with the sample MAD - this is in contrast to the historical estimation with the sample quantile.

Proof As in the proofs with the sample quantile $q_{n}$ we want to apply the CLT to the estimators involved. For this we need iid sum like representations. Recall, from Proposition 3.3 we have that

$$
\hat{m}(X, n, r)=\tilde{m}(X, n, r)-r \sqrt{n}\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]+o_{P}(1 / \sqrt{n})
$$

As $q_{n, \hat{\mu}, \hat{\sigma}}(p)=\bar{X}_{n}+q_{Y}(p) \hat{\sigma}_{n}=\bar{X}_{n}+q_{Y}(p) \tilde{\sigma}_{n}+o_{P}(1 / \sqrt{n})$ includes the square-root of an iid-sum, we will apply a multivariate CLT to the vector $\left(\tilde{\sigma}_{n}^{2}, \tilde{m}(X, n, r), \bar{X}_{n}\right)^{T}$ and then deduce the bivariate asymptotics of $q_{n, \hat{\mu}, \hat{\sigma}}(p)$ and $\hat{m}(X, n, r)$ by the continuous mapping theorem.

By the trivariate CLT it holds that

$$
n^{1 / 2}\left(\left(\begin{array}{c}
\bar{X}_{n}  \tag{3.39}\\
\tilde{\sigma}_{n}^{2} \\
\tilde{m}(X, n, r))
\end{array}\right)-\left(\begin{array}{c}
\mu \\
\sigma^{2} \\
m(X, r)
\end{array}\right)\right) \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \widetilde{\Lambda}^{(r)}\right)
$$

where the covariance matrix $\widetilde{\Lambda}^{(r)}=\left(\widetilde{\Lambda}_{i j}^{(r)}\right), i, j=1,2,3$, has to be determined. The components can be computed directly. First, the variances: $\widetilde{\Lambda}_{11}^{(r)}=\operatorname{Var}(X)=\sigma^{2}, \widetilde{\Lambda}_{22}^{(r)}=\operatorname{Var}\left(X^{2}\right)=\mu_{4}-\sigma^{4}, \widetilde{\Lambda}_{33}^{(r)}=$ $\operatorname{Var}\left(|X|^{r}\right)=\sigma^{2 r} \operatorname{Var}\left(|Y|^{r}\right)$. Then, the covariances

$$
\begin{aligned}
& \widetilde{\Lambda}_{21}^{(r)}=\operatorname{Cov}\left((X-\mu)^{2}, X\right)=\operatorname{Cov}\left((X-\mu)^{2}, X-\mu\right)=\mu_{3}=\sigma^{3} \mathbb{E}\left[Y^{3}\right] \\
& \widetilde{\Lambda}_{31}^{(r)}=\operatorname{Cov}\left(|X-\mu|^{r}, X\right)=\sigma^{r+1} \mathbb{E}\left[Y|Y|^{r}\right]=\sigma^{r+1} \mathbb{E}\left[Y^{r+1} \operatorname{sgn}(Y)^{r}\right] \\
& \widetilde{\Lambda}_{32}^{(r)}=\operatorname{Cov}\left(|X-\mu|^{r},(X-\mu)^{2}\right)=\sigma^{r+2}\left(\mathbb{E}\left[|Y|^{r+2}\right]-\mathbb{E}\left[|Y|^{r}\right]\right) .
\end{aligned}
$$

Applying the multivariate Delta method to (3.39), we directly deduce the following CLT:

$$
n^{1 / 2}\left(\left(\begin{array}{c}
\bar{X}_{n}  \tag{3.40}\\
\sqrt{\tilde{\sigma}_{n}^{2}} \\
\tilde{m}(X, n, r))
\end{array}\right)-\left(\begin{array}{c}
\mu \\
\sigma \\
m(X, r)
\end{array}\right)\right) \xrightarrow[n \rightarrow \infty]{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \widehat{\Lambda}^{(r)}\right)
$$

where $\widehat{\Lambda}_{i j}^{(r)}=\left\{\begin{array}{ll}\widetilde{\Lambda}_{i j}^{(r)} & \text { for } i, j \in\{1,3\} \\ \widetilde{\Lambda}_{i j}^{(r)} /\left(4 \sigma^{2}\right) & \text { for } i=j=2 \quad \text {. Then, we apply the continuous mapping theorem to } \\ \widetilde{\Lambda}_{i j}^{(r)} /(2 \sigma) & \text { else }\end{array}\right.$.
(3.40) using $f(x, y, z) \mapsto(x+a y, z+b x)$ with $a=q_{Y}(p), b=-r \sigma^{r-1} \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]$ to conclude

$$
\begin{equation*}
n^{1 / 2}\left(\binom{\bar{X}_{n}+a \sqrt{\tilde{\sigma}_{n}^{2}}}{\tilde{m}(X, n, r))+b \bar{X}_{n}}-\binom{q_{X}(p)}{m(X, r)}\right) \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \Lambda^{(r)}\right) \tag{3.41}
\end{equation*}
$$

with

$$
\begin{aligned}
& \Lambda_{11}^{(r)}=\operatorname{Var}\left(X+\frac{q_{Y}(p)}{2 \sigma} X^{2}\right)=\sigma^{2}\left(1+q_{Y}(p)\left(q_{Y}(p)\left(\mathbb{E}\left[Y^{4}\right]-1\right) / 4+\mathbb{E}\left[Y^{3}\right]\right)\right) \\
& \Lambda_{22}^{(r)}=\sigma^{2 r} \operatorname{Var}\left(|Y|^{r}-r Y \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\right) \\
& \Lambda_{12}^{(r)}=\operatorname{Cov}\left(X+\frac{q_{Y}(p)}{2 \sigma} X^{2}, \sigma^{r}\left(|Y|^{r}-r Y \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\right)\right) \\
& =\sigma^{r+1}\left(\mathbb{E}\left[Y^{r+1} \operatorname{sgn}(Y)^{r}\right]+\frac{q_{Y}(p)}{2}\left(\mathbb{E}\left[|Y|^{r+2}\right]-\mathbb{E}\left[|Y|^{r}\right]\right)-r \mathbb{E}\left[Y^{r-1} \operatorname{sgn}(Y)^{r}\right]\left(1+\frac{q_{Y}(p)}{2} \mathbb{E}\left[Y^{3}\right]\right)\right)
\end{aligned}
$$

By Slutsky's theorem, adding a rest which converges to zero in probability, does not change the limiting distribution. Thus, the limit of (3.41) holds also when considering $\hat{m}(X, n, r)$ and $q_{n, \hat{\mu}, \hat{\sigma}}(p)$.

### 3.4.2 Location-scale quantile and MedianAD

We now consider the joint asymptotics of functions of the location-scale quantile estimator with functions of the sample MedianAD.

Proposition 3.8 Consider an iid sample with parent rv X from a location-scale distribution having (unknown) median $\nu$, MedianAD $\xi$, mean $\mu$ and variance $\sigma^{2}$. Under $\left(M_{2}\right),\left(C_{0}\right)$ in neighbourhoods of $v \pm \xi,\left(C_{1}^{\prime}\right)$ at $v, v \pm \xi,(P)$ at $v$, and at least at one of $v \pm \xi$ each, the joint behaviour of the functions $h_{1}$ of the quantile estimator $q_{n, \hat{u}, \hat{\sigma}}(p)$ from a location-scale model (for $p \in(0,1)$ ) and $h_{2}$ of the sample MedianAD $\hat{\xi}_{n}$ (defined in the List of Notations) is asymptotically normal:

$$
\begin{equation*}
\sqrt{n}\binom{h_{1}\left(q_{n, \hat{\mu}, \hat{\sigma}}(p)\right)-h_{1}\left(q_{X}(p)\right)}{h_{2}\left(\hat{\xi}_{n}\right)-h_{2}(\tilde{\xi})} \underset{n \rightarrow \infty}{d} \mathcal{N}(0, \Pi) \tag{3.42}
\end{equation*}
$$

where the covariance matrix $\Pi=\left(\Pi_{i j}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution satisfies

$$
\begin{align*}
& \Pi_{11}=\sigma^{2}\left(h_{1}^{\prime}\left(q_{X}(p)\right)\right)^{2}\left(1+q_{Y}(p)\left(q_{Y}(p)\left(\mathbb{E}\left[Y^{4}\right]-1\right) / 4+\mathbb{E}\left[Y^{3}\right]\right)\right) ;  \tag{3.43}\\
& \Pi_{22}=\frac{1+\gamma / f_{Y}^{2}\left(\frac{v-\mu}{\sigma}\right)}{4\left(f_{Y}\left(\frac{v+\xi-\mu}{\sigma}\right)+f_{Y}\left(\frac{v-\xi-\mu}{\sigma}\right)\right)^{2}}\left(h_{2}^{\prime}(\xi)\right)^{2} ;  \tag{3.44}\\
& \Pi_{12}=\Pi_{21}=\frac{h_{1}^{\prime}\left(q_{X}(p)\right) h_{2}^{\prime}(\xi) \sigma^{2}}{2\left(f_{Y}\left(\frac{v+\xi-\mu}{\sigma}\right)+f_{Y}\left(\frac{v-\xi-\mu}{\sigma}\right)\right)} \times\left(-\mathbb{E}\left[\left(Y^{2} q_{Y}(p)+2 Y\right) \mathbb{I}_{\left(\frac{v-\xi-\mu}{\sigma}<Y \leq \frac{v+\xi-\mu}{\sigma}\right)}\right)\right]  \tag{3.45}\\
& \left.\quad+\frac{f_{Y}\left(\frac{v+\xi-\mu}{\sigma}\right)-f_{Y}\left(\frac{v-\xi-\mu}{\sigma}\right)}{f_{Y}\left(\frac{v-\mu}{\sigma}\right)} \mathbb{E}\left[\left(Y^{2} q_{Y}(p)+2 Y\right) \mathbb{I}_{\left(Y \leq \frac{v-\mu}{\sigma}\right)}\right]+\frac{q_{Y}(p)}{2}\left(1-\frac{f_{Y}\left(\frac{v+\xi-\mu-\mu}{\sigma}\right)-f_{Y}\left(\frac{v-\tilde{\xi}-\mu}{\sigma}\right)}{f_{Y}\left(\frac{v-\mu}{\sigma}\right)}\right)\right),
\end{align*}
$$

$\gamma$ being defined in Theorem 3.6. The correlation of the asymptotic distribution remains independent - up to its sign $a_{ \pm}=\operatorname{sgn}\left(h_{1}^{\prime}\left(q_{X}(p)\right) h_{2}^{\prime}(\xi)\right)-$ of the specific choice of $h_{1}, h_{2}$ :

$$
\begin{align*}
& \frac{\Pi_{12}}{\sqrt{\Pi_{11} \Pi_{22}}}=a_{ \pm} \times  \tag{3.46}\\
&\left.-\mathbb{E}\left[\left(Y^{2} q_{Y}(p)+2 Y\right) \mathbb{I}\left(\frac{v-\tilde{\xi}-\mu}{\sigma}<Y \leq \frac{v+\tilde{\zeta}-\mu}{\sigma}\right)\right]+\frac{f_{Y}\left(\frac{v+\tilde{\xi}-\mu}{\sigma}\right)-f_{Y}\left(\frac{v-\tilde{\xi}-\mu}{\sigma}\right)}{f_{Y}\left(\frac{v-\mu}{\sigma}\right)} \mathbb{E}\left[\left(Y^{2} q_{Y}(p)+2 Y\right) I_{\left(Y \leq \frac{v-\mu}{\sigma}\right.}\right)\right]+\frac{q_{Y}(p)}{2}\left(1-\frac{f_{Y}\left(\frac{v+\tilde{\xi}-\mu}{\sigma}\right)-f_{Y}\left(\frac{v-\tilde{\xi}-\mu}{\sigma}\right)}{f_{Y}\left(\frac{v-\mu}{\sigma}\right)}\right)
\end{align*} \sqrt{1+\gamma / f_{Y}^{2}\left(\frac{v-\mu}{\sigma}\right) \times \sqrt{1+q_{Y}^{2}(p) \frac{\mathbb{E}\left[Y^{4}\right]-1}{4}+q_{Y}(p) \mathbb{E}\left[Y^{3}\right]}} .
$$

While in the case of the asymptotics of the sample MedianAD with the sample quantile, we did not even require a finite mean of the underlying distribution, here, with the location-scale quantile estimator, we need a finite fourth moment.

Proof We proceed analogously to the proof of Proposition 3.7. First we establish a trivariate CLT, then by the multivariate Delta-method and continuous mapping theorem the wanted asymptotics.

To use the trivariate CLT in this case, recall the Bahadur representation (3.29) for the sample MedianAD, and the asymptotic equivalence, i.e., as $n \rightarrow \infty, \hat{\sigma}_{n}^{2}=\tilde{\sigma}_{n}^{2}+o_{P}(1 / \sqrt{n})$.
Thus, as we have iid sums (and finite fourth moment by assumption), we can apply the CLT and obtain:

$$
n^{1 / 2}\left(\left(\begin{array}{c}
\bar{X}_{n} \\
\tilde{\sigma}_{n}^{2} \\
\frac{\frac{1}{n} \sum_{i=1}^{n}\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\tilde{\xi}<X_{i} \leq v+\tilde{\xi}\right)}\right)-\frac{1}{2}\left(\alpha-f_{X}(v)\right)}{\beta f_{X}(v)}
\end{array}\right)-\left(\begin{array}{c}
\mu \\
\sigma^{2} \\
\xi
\end{array}\right)\right) \underset{n \rightarrow \infty}{\underset{n}{d}} \mathcal{N}(0, \widetilde{\Pi}),
$$

with $\alpha=f_{X}(v+\xi)-f_{X}(v-\xi), \beta=f_{X}(v+\xi)+f_{X}(v-\xi)$ and $\widetilde{\Pi}=\left(\widetilde{\Pi}_{i j}\right), i, j=1,2,3$ to be computed.
Since $\widetilde{\Pi}_{i j}$ for $i, j \in\{1,2\}$ have been already computed, see (3.39), and we know also $\widetilde{\Pi}_{33}$, see $\Gamma_{22}$ in
(3.25), we are left with computing the covariances $\widetilde{\Pi}_{31}, \widetilde{\Pi}_{32}$.

Step 1: Covariance with the sample mean.
Recall that $\mathbb{P}(X \leq v)=1 / 2$ and $\mathbb{P}(|X-v| \leq \xi)=1 / 2$. Then,

$$
\begin{align*}
\widetilde{\Pi}_{31} & =\operatorname{Cov}\left(X_{i}, \frac{\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}}{\beta f_{X}(v)}\right) \\
& =\frac{1}{\beta f_{X}(v)}\left(\alpha \mathbb{E}\left[X_{i} \mathbb{I}_{\left(X_{i} \leq v\right)}\right]-f_{X}(v) \mathbb{E}\left[X_{i} \mathbb{I}_{\left(v-\tilde{\xi}<X_{i} \leq v+\xi\right)}\right]-\frac{\mu}{2}\left(\alpha-f_{X}(v)\right)\right) \\
& =\frac{\sigma}{\beta f_{X}(v)}\left(\alpha \mathbb{E}\left[Y_{i} \mathbb{I}_{\left(Y_{i} \leq \frac{v-\mu}{\sigma}\right)}\right]-f_{X}(v) \mathbb{E}\left[Y_{i} \mathbb{I}_{\left(\frac{v-\xi-\xi}{\sigma}<Y_{i} \leq \frac{v+\xi-\mu}{\sigma}\right)}\right]\right) \\
& =\frac{\sigma}{\beta}\left(\frac{\alpha}{f_{X}(v)} \mathbb{E}\left[Y \mathbb{I}_{\left(Y \leq \frac{v-\mu}{\sigma}\right)}\right]-\mathbb{E}\left[Y \mathbb{I}_{\left(\frac{v-\xi-\mu-\mu}{\sigma}<Y \leq \frac{v+\xi-\mu}{\sigma}\right)}\right]\right), \tag{3.47}
\end{align*}
$$

using $X_{i}=\mu+\sigma Y_{i}$ for the second equality.
Step 2: Covariance with the sample variance.

$$
\begin{align*}
& \widetilde{\Pi}_{32}=\operatorname{Cov}\left(\left(X_{i}-\mu\right)^{2}, \frac{\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}}{\beta f_{X}(v)}\right) \\
& =\frac{1}{\beta f_{X}(v)}\left(\alpha \mathbb{E}\left[\left(X_{i}-\mu\right)^{2} \mathbb{I}_{\left(X_{i} \leq v\right)}\right]-f_{X}(v) \mathbb{E}\left[\left(X_{i}-\mu\right)^{2} \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\tilde{\xi}\right)}\right]-\frac{\sigma^{2}}{2}\left(\alpha-f_{X}(v)\right)\right) \\
& =\frac{\sigma^{2}}{\beta f_{X}(v)}\left(\alpha \mathbb{E}\left[Y_{i}^{2} \mathbb{I}_{\left(Y_{i} \leq \frac{v-\mu}{\sigma}\right)}\right]-f_{X}(v) \mathbb{E}\left[Y_{i}^{2} \mathbb{I}_{\left(\frac{v-\xi-\xi-\mu}{\sigma}<Y_{i} \leq \frac{v+\xi-\mu}{\sigma}\right)}\right]-\frac{1}{2}\left(\alpha-f_{X}(v)\right)\right) \\
& =\frac{\sigma^{2}}{\beta}\left(\frac{\alpha}{f_{X}(v)} \mathbb{E}\left[Y^{2} \mathbb{I}_{\left(Y \leq \frac{v-\mu}{\sigma}\right)}\right]-\mathbb{E}\left[Y^{2} \mathbb{I}_{\left(\frac{v-\xi-\xi-\mu}{\sigma}<Y \leq \frac{v+\xi-\mu}{\sigma}\right)}\right]-\frac{1}{2}\left(\frac{\alpha}{f_{X}(v)}-1\right)\right) . \tag{3.48}
\end{align*}
$$

By the Delta-method, we then have

$$
n^{1 / 2}\left(\left(\begin{array}{c}
\bar{X}_{n}  \tag{3.49}\\
\sqrt{\tilde{\sigma}_{n}^{2}} \\
\frac{1}{n} \sum_{i=1}^{n}\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(\nu) \mathbb{I}_{\left(v-\xi<X_{i} \leq v+\xi\right)}\right)-\frac{1}{2}\left(\alpha-f_{X}(\nu)\right) \\
\beta f_{X}(v)
\end{array}\right)-\left(\begin{array}{l}
\mu \\
\sigma \\
\xi
\end{array}\right)\right) \underset{n \rightarrow \infty}{\underset{n}{l}} \mathcal{N}(0, \widehat{\Pi}),
$$

where $\widehat{\Pi}_{i j}^{(r)}=\left\{\begin{array}{ll}\widetilde{\Pi}_{i j}^{(r)} & \text { for } i, j \in\{1,3\} \\ \widetilde{\Pi}_{i j}^{r)} /\left(4 \sigma^{2}\right) & \text { for } i=j=2 \quad \text {. Finally, we apply the continuous mapping theorem } \\ \widetilde{\Pi}_{i j}^{(r)} /(2 \sigma) & \text { else }\end{array}\right.$.
with the function $f(x, y, z) \mapsto\left(x+q_{Y}(p) y, z\right)$ to (3.49). Recalling again that a rest of $o_{P}(1)$ does not change the limiting distribution by Slutsky's theorem, we conclude

$$
\begin{aligned}
& n^{1 / 2}\left(\binom{q_{n, p_{i}}^{\hat{\tilde{\delta}}}(p)}{\hat{\xi}_{n}}-\binom{q_{X}(p)}{\xi}\right) \\
& \left.=n^{1 / 2}\left(\left(\begin{array}{c}
\bar{X}_{n}+q_{Y}(p) \tilde{\sigma}+o_{P}(1) \\
\frac{1}{n} \Sigma_{i=1}^{n}\left(\alpha \mathbb{I}_{\left(X_{i} \leq v\right)}-f_{X}(v) \mathbb{\Pi}_{\left(v-\xi<X_{i} \leq \nu\right.} \leq+\xi\right) \\
\beta f_{X}(v)
\end{array}\right)-\frac{1}{2}\left(\alpha-f_{X}(v)\right), \Delta_{n}\right)-\binom{q_{X}(p)}{\xi}\right) \xrightarrow[n \rightarrow \infty]{d} \mathcal{N}(0, \Pi),
\end{aligned}
$$

where we only need to compute $\Pi_{12}$.

$$
\begin{aligned}
\Pi_{12}= & \widehat{\Pi}_{13}+q_{Y}(p) \widehat{\Pi}_{23}=\frac{\sigma}{2 \beta}\left(\frac{\alpha}{f_{X}(v)} \mathbb{E}\left[2 Y \mathbb{I}_{\left(Y \leq \frac{v-\mu}{\sigma}\right)}\right]-\mathbb{E}\left[2 Y \mathbb{I}_{\left(\frac{v-\tilde{\xi}-\mu}{\sigma}<Y \leq \frac{v+\tilde{\xi}-\mu}{\sigma}\right)}\right]\right. \\
& \left.+q_{Y}(p)\left(\frac{\alpha}{f_{X}(v)} \mathbb{E}\left[Y^{2} \mathbb{I}_{\left(Y \leq \frac{v-\mu}{\sigma}\right)}\right]-\mathbb{E}\left[Y^{2} \mathbb{I}_{\left(\frac{v-\tilde{\xi}-\mu}{\sigma}<Y \leq \frac{v+\tilde{\xi}-\mu}{\sigma}\right)}\right]-\frac{1}{2}\left(\frac{\alpha}{f_{X}(v)}-1\right)\right)\right)
\end{aligned}
$$

from which (3.45) follows, by plugging in the explicit expressions for $\beta, \alpha, f_{X}(v)$ in terms of $f_{Y}$ (e.g. $\left.f_{X}(v)=\frac{1}{\sigma} f_{Y}\left(\frac{v-\mu}{\sigma}\right)\right)$.

### 3.5 Discussion

Let us address different points regarding the main results presented in Sections 3.2 to 3.4. First, we collect some remarks and implications, which directly follow from the asymptotic theorems. Then, we review and compare the conditions imposed by the different results on the underlying distribution $F_{X}$.

Remarks - First, regarding the generality of the results presented and their proofs:

- Theorem 3.1 and Proposition 3.7 treat the case of the r-th absolute sample moment as measure of dispersion. We saw in Chapter 2 that the original interest was about the sample MAD $(r=1)$ and the sample std (whose results follow from the case of the sample variance, $r=2$ ). We show the results for the r-th absolute sample moment for any integer $r \geq 1$ for its mathematical generality. A presentation of the results (and proof) only treating specifically the cases $r=1,2$ can be found in [32].
- While the results for the asymptotic Pearson correlation between these quantile and measure of dispersion estimators are shown, the joint normality of these estimators allows us to directly deduce the asymptotic rank correlations between these estimators (in the case of an existing Pearson correlation) using the results of [86]. More details on this can be found in the online-appendix, [34], Appendix B.3.
- Also, note that we established the different asymptotics using a bivariate CLT. Because of the iid-sum structure of the representations of the estimators, we could have also concluded the joint asymptotics, after establishing the univariate asymptotics, by applying the Cramér-Wold device.
- Finally, note that an alternative to the Bahadur representation to establishing iid-sum representations for the estimators might be by remarking that the estimators considered are Hadamard differentiable (see e.g. [120] for details on this concept). Still, this might ask for additional conditions on the distribution function, for instance in the case of the MedianAD, as remarked in [93].

Further, it is worth to point out the following properties of the asymptotic distributions presented when $X$ follows a location-scale distribution:

- For the class of location-scale distributions, all the correlations of the asymptotic distributions neither depend on the location parameter $\mu$, nor on the scale parameter $\sigma$.
- The asymptotics when considering a location-scale quantile estimator with known mean $\mu$, i.e. $q_{n, \hat{\sigma}_{n}}$, can be deduced from Propositions 3.7 and 3.8. The explicit results (for the sample MAD, sample variance and sample MedianAD as measures of dispersion) can be found in [32]. Therein one can see, for instance, that the correlation of the asymptotic distribution of $q_{n, \hat{\sigma}}$ with any of these mentioned measure of dispersion estimators is independent (up to its sign) of the order $p$ of the quantile.
- Further, if we assume the location-scale distribution to be symmetric, all the correlations of the asymptotic distribution have their minimum (of value 0 ) at $p=0.5$ (in the case of considering the sample quantile at level 0.5 , i.e. the sample median, with the sample MedianAD this was proved by [61]) and are point symmetric around $p=0.5$.
- Additionally, in such a symmetric case the correlation of the asymptotic distribution of the sample quantile with the MedianAD is completely independent of the choice of the underlying symmetrical location-scale distribution, see [32]. As remarked earlier, this follows from the asymptotic equivalence of sample MedianAD and half the sample IQR in such a case (shown in [71]) as this means we are considering the correlation of the asymptotic distribution between sample quantiles of different orders.

Last but not least, we comment on the functions $h_{1}, h_{2}$ used in the results.

- Regarding the choice of functions $h_{1}$ and $h_{2}$, some care has to be taken when applying the Delta method, as the conditions will not always be satisfied: E.g. when using the logarithm, $h_{1}=\log$, the quantity $h_{1}^{\prime}\left(q_{X}(p)\right)=1 / q_{X}(p)$ is not defined at $p=F_{X}(0)$. In such a case, if the left-sided and right-sided limits (for the covariance and correlation of the asymptotic distribution respectively) coincide, we simply set the value at the point itself, by continuity of the limit, to be the left-sided limit.
- If the functions $h_{1}, h_{2}$ are such that $h_{1}^{\prime}\left(q_{X}(p)\right) \times h_{2}^{\prime}(m(X, r))=0\left(\right.$ or $h_{1}^{\prime}\left(q_{X}(p)\right) \times h_{2}^{\prime}(\xi)=0$ in the case of the MedianAD), then we have asymptotic linear independence in any of the results presented: The covariances and correlations of the asymptotic distributions will equal zero (as $\operatorname{sgn}(0)=0$, by definition) .

Conditions on the underlying distribution - While we specified in each theorem and proposition which moment and smoothness conditions the underlying parent random variable has to fulfil, we offer in Table 3.1 an overview when considering, exemplary, the three measures of dispersion which are most well known/offer the least constraints: The sample MAD, the sample variance and the sample MedianAD. For each estimator, we present separately the conditions needed for having a Bahadur/ iid-sum representation (second column) as well as the conditions for the univariate asymptotics (third column). These latter conditions are also sufficient for the joint asymptotics of any measure of dispersion and quantile estimator, as found in the theorems.

We see from Table 3.1 that, in most cases, the conditions for the Bahadur representation and the asymptotic normality are the same. The two exceptions are the location-scale quantile estimator and the sample variance. Also, as already mentioned, the main differences in the choice of estimators lie in the moment conditions: Using the location scale quantile requires the existence of a fourth moment (in contrast to no moment condition for the sample quantile). Also, for the measure of dispersion estimators, a fourth moment is needed when using the sample variance, whereas only a finite second moment with the sample MAD, and no moment conditions at all are imposed by the sample MedianAD. This is a very important remark as it needs to be taken into account when choosing estimators in practice. Lastly, we see that for all different estimators the continuity and differentiability conditions on $F_{X}$ are not very restrictive.

Apart from comparing the theoretical conditions of these asymptotics, another important point in applications is to assess the finite sample performance; this will be done in Section 3.6.2, via a simulation study.

Table 3.1: Conditions needed for the representation as Bahadur/iid-sum representation of the sample estimators considered (second column), and for their use in computation of univariate or bivariate asymptotic normality (third column)

| Quantile Estimator | Bahadur/ iid-sum Representation | Asymptotic Normality of Estimator <br> / <br> Joint Asymptotics (with a <br> Measure of Dispersion Estimator) |
| :---: | :---: | :---: |
| $\begin{gathered} q_{n}(p) \\ q_{n, \hat{\mu}, \hat{\sigma}}(p) \\ \text { or } q_{n, \hat{\sigma}}(p) \end{gathered}$ | (QE1): $\left(C_{1}^{\prime}\right)$ and $(P)$ at $q_{X}(p)$ each | $\begin{gathered} (\mathrm{QE} 1) \\ (\mathrm{QE} 2): \\ \left\{\begin{array}{l} \left(M_{2}\right) \\ (X-\mu)^{2} \text { not constant } \end{array}\right. \end{gathered}$ |
| Measure of Dispersion Estimator | Bahadur / iid-sum Representation | Asymptotic Normality of Estimator / <br> Joint Asymptotics (with a Quantile Estimator) |
| $\hat{\sigma}_{n}^{2}$ | - - | $\begin{gathered} \text { (MD1) : } \\ \left\{\begin{array}{l} \left(M_{2}\right) \\ (X-\mu)^{2} \text { not constant } \end{array}\right. \end{gathered}$ |
| $\hat{\theta}_{n}$ | $\begin{aligned} (M D 2): & \left\{\begin{array}{l} \left(M_{1}\right) \\ \left(C_{0}\right) \text { at } \mu \end{array}\right. \\ & (M D 3): \end{aligned}$ | (MD2) |
| $\hat{\xi}_{n}$ | $\left\{\begin{array}{l} \left(C_{0}\right) \text { in a neighbourhood of } v \pm \xi \\ \left(D_{1}\right) \text { at } v, v \pm \xi, \\ (P) \text { at } v, \text { and at least one of } v-\xi, v+\xi \end{array}\right.$ | (MD3) |

### 3.6 Examples/ finite sample performance

We consider two different applications in this section. Both aim at further understanding the dependence behaviour of the asymptotic distribution between the different estimators and the implications for their use in practice. First, we bring together the asymptotic results of the historical estimation with the sample quantile and the usage of the location-scale quantile estimator: We simply compare the strength of correlation of the asymptotic distribution for the two different quantile and selected measure of dispersion estimators. To do so, we focus on the two examples of typical location-scale distributions, one with light tails (Gaussian), the other with heavy tails (Student-t). Second, we evaluate empirically in a simulation study for Gaussian and Student distributions how well the finite sample results approximate the theoretical asymptotics of Sections 3.2 to 3.4.

We will consider the three most common examples for the measure of dispersion estimators: The sample MAD, the sample variance and the sample MedianAD. These were the three for which we already presented and compared the associated conditions on the underlying distribution, recall Table 3.1.

For notational convenience, we use a framework that incorporates all different cases. Recall from the introduction in this chapter that we denote the quantile estimator simply by $\hat{q}_{n}$ (representing either the sample quantile $q_{n}$ or the location-scale quantile model $q_{n, \hat{\mu}, \hat{\sigma}}, q_{n, \hat{\sigma}}$ respectively). Additionally, we write $\hat{D}_{i, n}, i=1,2,3$, for the measures of dispersion of sample size $n$ which we consider in this section, i.e.
referring by $\hat{D}_{1, n}=\hat{\theta}_{n}$ to the sample MAD, $\hat{D}_{2, n}=\hat{\sigma}_{n}^{2}$ to the sample variance, and $\hat{D}_{3, n}=\hat{\xi}_{n}$ to the sample MedianAD.

For the ease of readibility, by abuse of notation, the term 'sample' in the context of estimators may be omitted in this section as we will be exclusively referring to sample quantities throughout: We will use variance, MAD and MedianAD synonymously for sample variance, sample MAD and sample MedianAD, respectively.

### 3.6.1 The impact of the choice of the quantile estimator

While it is known that both estimators are consistent, the asymptotic distribution of the parametric location-scale quantile estimator has smaller variance than the sample quantile. Here we look at how this influences the correlations of their asymptotic distribution with the measure of dispersion estimators. Clearly, these correlations can be deduced from the theorems presented in Sections 3.2 to 3.4. For the sake of conciseness, we present the expressions and their derivation in the Appendix B.1. An extended analysis also including the covariances and ratios of covariances or correlations of the asymptotic distributions, can be found in [32].

We consider the correlations of the asymptotic distribution when using, respectively, the sample quantile and the location-scale quantile estimator assuming, for simplicity, $\mu$ to be known .

As the correlations (up to their sign) do not depend on the functions $h_{1}, h_{2}$ of the corresponding quantities, we focus here on the case where $h_{1}, h_{2}$ are the identity functions. This will make the results more traceable. Further, we comment only on $p \geq 0.5$, as the case of $p<0.5$ can be deduced by the corresponding symmetry around $p=0.5$ (as both distributions considered, Gaussian and Student, are symmetric).

In Figure 3.1, we plot the correlations of the asymptotic distributions for the different quantile and measure of dispersion estimators ( $\hat{q}_{n}$ and $\hat{D}_{i, n}, i=1,2,3$ ). The left plot corresponds to a Gaussian distribution, the two on the right to Student distributions with decreasing degrees of freedom $(v=10$ then 5).


Figure 3.1: Comparison of correlations of the asymptotic distributions between the different quantile and measure of dispersion estimators; From left to right: Gaussian, Student(10), Student(5).

Let us start with two general observations on the plots (also mentioned in the remarks in Section 3.5):

- The different correlations are point symmetric around $p=0.5$ where they attain the value of 0 (as for any symmetric location-scale distribution).
- The correlation with the location-scale quantile estimator is constant up to the sign of $(p-0.5)$. The reason is that, in $q_{n, \hat{\sigma}}(p)$, only $\sigma$ needs to be estimated - which does not depend on the chosen order of the quantile $p$.

Concerning the correlations with the sample quantile $q_{n}$ (solid lines), we see that:

- All three correlations have a similar range.
- In the tails (i.e. for small and big values of $p$ ), the correlations are somewhat similar for variance (red) and MAD (black), but clearly the lowest for the MedianAD (blue). This may be explained by the fact that for a very robust measure of dispersion (as e.g. the MedianAD), an extreme value in a sample does not influence the measure so much as for the variance (which incorporates every deviation from its mean to the square).
- The distinctive shape of the correlation with the MedianAD (with its two peaks at $p=0.25$ and $p=0.75$ ) is related to the sample MedianAD being asymptotically equivalent to half of the sample interquartile range, $\frac{q_{n}(0.75)-q_{n}(0.25)}{2}$, for symmetric distributions (see [71]).
- All three correlations with $q_{n}$, tend to 0 for $p \rightarrow 1$ (but they are only defined for $p \in(0,1)$ ). These empirical observations are confirmed theoretically in the literature: The sample maximum, $q_{n}(1)$, is independent from the sample variance (see [92]). Corresponding results for the MedianAD and MAD can be expected. Because of asymptotic equivalence of sample MedianAD and half the sample IQR for symmetric distributions, the asymptotic independence can be explained by the corresponding results on order statistics, see e.g. [60].

With respect to the location-scale quantile estimator $q_{n, \hat{\sigma}}$ (dotted lines), we notice that:

- The correlation is the strongest for the variance (red) and of similar magnitude as with the MAD (black). The correlation with the MedianAD (blue) is at least one third weaker.
- For the Gaussian distribution, the correlations (dotted lines) are stronger than with the sample quantile (solid lines) whatever the measure of dispersion: The correlation with the MedianAD bounds the correlations of the different measures of dispersion with the sample quantile.

Finally, the following changes can be observed with heavier tailed distributions:

- With increasing heavyness of the tails, the correlation of the location-scale quantile estimator $q_{n, \hat{\sigma}}$ decreases significantly for $v=5$ in the case of the MAD, and for both $v=5$ and 10 for the MedianAD. As for such a quantile estimator we are effectively talking about the correlation of $\hat{\sigma}_{n}$ with the measures of dispersion, it seems logic that the heavier the distribution, the less correlation between a robust and non-robust measure of dispersion.
- The correlation between $q_{n, \hat{\sigma}}$ and the MedianAD does not bound the correlations with $q_{n}$ anymore.
- With increasing heavyness of the tail, the correlation of the sample quantile $q_{n}$ with the sample variance decreases for tail values of $p$ (while staying similar for the MAD).


### 3.6.2 The effect of sample size in estimation

We want to assess the finite sample performance, in view of the asymptotic results we obtained for the joint distribution of the quantile and dispersion measure estimators. When working with data, we estimate the quantile and measure of dispersion estimators on finite samples of size $n$. To subsequently evaluate the corresponding covariance and correlation empirically we need, say $l$, independent realizations of these quantile and measure of dispersion estimators.

To assess the finite sample performance, we conduct a simulation study in the following way. We simulate an iid sample with, e.g. mean $\mu=0$ and variance $\sigma^{2}=1$, from three different distributions each: Either a Gaussian distribution or Student distributions with 3 and 5 degrees of freedom, respectively. The sample is of varying size $n \times l$. It is determined by the fact that we use different sample sizes $n$ for the estimation of either the quantile or the dispersion measure, with $n=126,252,504,1008$ (being multiples or fractions of one year of data, i.e. 252 working days/ data points), and different lengths $l$ corresponding to the independent realizations of the quantile or dispersion measure estimator to estimate the sample correlation of interest. Taking the example of an extreme quantile with $p=0.95$, we compute $l$ independent realizations of the quantile estimator $\left(\hat{q}_{n, k}(p)\right)_{k=1, \ldots, l}$ on disjoint samples and, accordingly, $l$ realizations of the measure of dispersion estimator $\left(\hat{D}_{i, n, k}\right)_{k=1, \ldots, l}$. We then estimate Cor $\left(\hat{q}_{n}(p), \hat{D}_{i, n}\right)$ by its sample correlation, using these $l$ pairs of independent realizations of the estimators. This procedure is repeated $1^{\prime} 000$-fold in each case. We report the averages of the $1^{\prime} 000$-fold repetition with, into brackets, the corresponding empirical $95 \%$ confidence interval. Further, we provide as benchmark the theoretical value of the correlation in its asymptotic distribution, denoted as ' $(n \rightarrow \infty)$ ' in the last column. The explicit expressions in the case of a Gaussian or Student distribution of the correlation of the asymptotic distribution used to calculate the theoretical values in Table 3.2 could be derived from the theorems presented in Sections 3.2 to 3.4 (and can be found, as mentioned, in the Appendix B.1). Further, we have seen that the correlation results for location-scale distributions are independent of its parameters, hence the choice of $\mu, \sigma^{2}$ does not matter.

As theoretical counterpart to the empirical confidence intervals, we also provide confidence intervals for the theoretical correlation of the asymptotic distribution. They are to be understood in the following way: The correlation is estimated on a sample of size $l$. Thus, for such a given sample size, we can build confidence intervals for the sample Pearson correlation coefficient around the theoretical value (using the classical variance-stabilizing Fisher transform of the correlation coefficient for a bivariate normal distribution to compute the confidence intervals -see the original paper [63] or e.g. a standard encyclopedia entry [112]). Note that the comparison of these theoretical and the empirical confidence interval values has to be considered with care: Recall that the bivariate normality of the quantile estimator and measure of dispersion estimator holds asymptotically. Hence, it is not clear if for the sample sizes $n$ considered, we can assume bivariate normality (this could be tested). Still, we provide those theoretical confidence intervals as approximate guidance for the empirical confidence intervals.

In Table 3.2, we focus on the approximation of the correlation of the asymptotic distribution by its sample correlation as a function of the sample size $n$, the different dispersion estimators and the three different distributions considered. Thus, we only consider the sample quantile (not the location-scale quantile estimator) and fix the length of the sample correlation time series to $l=50$ (from simulations performed with different sample sizes we saw that this is long enough for a good estimation of the correlation, c.f. online-appendix, [34], Appendix B.2). We present here the case for $p=0.95$. Clearly, for a higher quantile, as e.g. $p=0.99$, but with the same sample size $n$ for the estimation of the quantile, the sample correlation will be less precise. More extensive results, considering varying sample sizes $l$, additionally the location-scale quantile estimator and the case $p=0.99$, are available in the onlineappendix, [34], Appendix B.2. Therein, also a simulation study for the rank correlations can be found (Appendix B.3).

Recall that when working with the sample standard deviation, the existence of the fourth moment is a necessary condition. Thus, as it does not exist for a Student distribution with 3 degrees of freedom, we simply write ' $N A$ ' as theoretical value instead.

Let us look at the results in Table 3.2. First we consider the Gaussian case. For the three dispersion measures, we see that a sample size of $n=126$ suffices to estimate on average the correlation of the asymptotic distribution well enough. Also, the theoretical confidence intervals coming from a sample correlation of size $l=50$ are well captured by the empirical confidence intervals. Moving to heavier tailed distributions, the picture changes a bit. The sample correlation with the sample variance does not
estimate on average accurately the theoretical value. For increasing $n$, it approaches the theoretical value. This can be explained by the fact that the theoretical correlation values come from the underlying asymptotic bivariate normal distribution. Hence, for a small $n$ the corresponding sample quantities are not yet bivariate normally distributed and one would need a larger sample for this. This different behaviour is not observed for the MAD or MedianAD with more accurate results, comparable to the Gaussian case. While the average with the MAD is slightly (one percent point) below the theoretical value for most values of $n$, it equals the theoretical value exactly in the case of the MedianAD. In both cases, the sample confidence intervals correspond quite well to the theoretical ones, potentially indicating that the sample quantities converge faster to a bivariate normal distribution.

In summary, the superior finite sample performance (for the heavier-tailed distributions considered) makes the use of the MAD or MedianAD more favourable than the variance. Especially keeping in mind that for heavy distributions where the fourth moment does not exist, the correlation with the variance is not defined theoretically. As can be seen in Table 3.2, the correlation value with the MedianAD is the same for all three distributions considered (and in general for any symmetric location-scale distribution as remarked in Section 3.5). Thus, to better discriminate the results according to the distribution, we recommend the usage of the MAD over the MedianAD.

TABLE 3.2: Average values from a 1' 000 -fold repetition. Comparing the sample Pearson correlations of the sample measure of dispersion with the sample quantile, as a function of the sample size $n$ on which the quantile is estimated (fixed length $l=50$ of the bivariate sample used to estimate the correlation). Underlying samples are simulated from a Gaussian, Student(5) and Student(3) distributions. Average empirical values are written first (with empirical $95 \%$ confidence interval in brackets). The theoretical correlation value in the asymptotic distribution ' $(n \rightarrow \infty)$ ' and a $95 \%$ confidence interval for the sample correlation ( $l=50$ fixed), are provided as benchmark in the last column. We consider the threshold $p=0.95$.

| $p=0.95$ | $n=126$ | $n=252$ | $n=504$ | $n=1008$ | theoretical value <br> $(n \rightarrow \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Gaussian distr. |  |  |  |  |  |
| $\widehat{\operatorname{Cor}}\left(\hat{\sigma}_{n}^{2}, q_{n}(p)\right)$ | $55(33 ; 71)$ | $55(34 ; 73)$ | $55(34 ; 73)$ | $55(34 ; 71)$ | $55(32 ; 72)$ |
| $\widehat{\operatorname{Cor}}\left(\hat{\theta}_{n}, q_{n}(p)\right)$ | $48(26 ; 66)$ | $48(26 ; 69)$ | $48(25 ; 69)$ | $48(26 ; 66)$ | $48(23 ; 67)$ |
| $\widehat{\operatorname{Cor}}\left(\hat{\xi}_{n}, q_{n}(p)\right)$ | $23(-4 ; 48)$ | $23(-3 ; 48)$ | $23(-4 ; 49)$ | $23(-4 ; 45)$ | $23(-5 ; 48)$ |
| $\operatorname{Student}(5)$ distr. |  |  |  |  |  |
| $\widehat{\operatorname{Cor}}\left(\hat{\sigma}_{n}^{2}, q_{n}(p)\right)$ | $51(19 ; 75)$ | $49(19 ; 71)$ | $47(19 ; 68)$ | $46(20 ; 67)$ | $43(17 ; 63)$ |
| $\widehat{\operatorname{Cor}}\left(\hat{\theta}_{n}, q_{n}(p)\right)$ | $50(27 ; 71)$ | $50(27 ; 69)$ | $50(27 ; 70)$ | $51(27 ; 69)$ | $51(27 ; 69)$ |
| $\widehat{\operatorname{Cor}}\left(\hat{\xi}_{n}, q_{n}(p)\right)$ | $23(-6 ; 50)$ | $23(-6 ; 47)$ | $23(-6 ; 47)$ | $23(-6 ; 48)$ | $23(-5 ; 48)$ |
| $\operatorname{Student}(3)$ distr. |  |  |  |  |  |
| $\widehat{\operatorname{Cor}}\left(\hat{\sigma}_{n}^{2}, q_{n}(p)\right)$ | $25(-8 ; 55)$ | $22(-9 ; 52)$ | $19(-9 ; 47)$ | $17(-14 ; 44)$ | NA |
| $\widehat{\operatorname{Cor}}\left(\hat{\theta}_{n}, q_{n}(p)\right)$ | $48(21 ; 68)$ | $47(23 ; 67)$ | $47(20 ; 68)$ | $47(23 ; 67)$ | $48(23 ; 67)$ |
| $\widehat{\operatorname{Cor}}\left(\hat{\xi}_{n}, q_{n}(p)\right)$ | $23(-4 ; 49)$ | $22(-7 ; 48)$ | $22(-7 ; 47)$ | $23(-7 ; 49)$ | $23(-5 ; 48)$ |

### 3.7 Conclusion

In this chapter we answered the question Q3, about the joint asymptotics of quantile estimators with measure of dispersion estimators for the iid case. We showed the joint asymptotic bivariate normality of functions of two quantile estimators (the sample quantile and the parametric location-scale quantile estimator) and two different types of measure of dispersion estimators (the r-th absolute central sample moment, for any integer $r>0$, and sample MedianAD) each.

We considered two different quantile estimators, as their different speed in convergence also affects their asymptotic joint distribution with the measure of dispersion estimators, respectively. We analysed this in further detail by looking at the correlations of the asymptotic distributions, when using the sample quantile versus the location-scale quantile estimator (for each of the different measures of dispersion respectively), considering the two main location-scale distributions, the Gaussian and Student ones.

Apart from the speed of convergence, the use of the different quantile estimators also implies different moment conditions. So does also using the sample variance (finite fourth moment needed), versus the sample MAD (finite second moment needed) or the sample MedianAD (not even a finite mean is necessary), which certainly play a role in practice.

Besides, we also verified through simulation on Gaussian and Student distributions a good finite sample performance of the theoretical asymptotic results presented.

After having established asymptotic results for underlying iid distributions, this will be extended for dependent processes in the next chapter. Further, these results will be a basis to consider the procyclicality from a theoretical perspective in Chapter 5.

## Takeaways

- We establish a Bahadur-like (iid sum) representation for the r-th absolute central sample moment; see Proposition 3.3.
- We prove the asymptotic normality between quantile estimators (sample quantile, location-scale quantile) and measure of dispersion estimators (r-th absolute central sample moment and the sample MedianAD; note that the former includes, as special cases, the sample MAD and sample variance); see Theorems 3.1 and 3.6, Propositions 3.7 and 3.8.
- The choice of measure of dispersion estimator implies different moment conditions (4th moment for the sample variance, second moment for the sample MAD, no moment condition for sample MedianAD). This should be an important decision guidance in applications.
- We show a good finite sample performance of the asymptotics in a simulation study; see Section 3.6.2.


## Key questions (to be followed up in the thesis)

- Can these results be extended for other classes of underlying processes? We consider in Chapter 4 these asymptotics for the family of augmented $\operatorname{GARCH}(p, q)$ processes.
- Can these results be extended for other risk measures? We consider asymptotics for other risk measures in Chapter 5.
- What do these results imply for the pro-cyclicality observed in Chapter 2? This question is tackled in Chapter 5.


## Related contributions in the appendix

- The analytical expressions and their derivation (for an underlying Gaussian or Student-t distribution) for the correlation of the asymptotic distribution between the sample or location-scale quantile estimator and the sample MAD, variance and MedianAD can be found in the Appendix B.1.
- A more detailed simulation study of the finite sample behavior of the Pearson Correlation of quantile estimators with measure of dispersion estimators can be found in Appendix B. 2 of the onlineappendix.
- An overview of the known theoretical relations between Pearson and rank correlation as well as a simulation study for the latter can be found in Appendix B. 3 of the online-appendix.


## Chapter 4

# Estimators in the case of augmented GARCH processes: Asymptotic theory 

This chapter formed the basis for the joint work [30], albeit we have corrected some mistakes.

### 4.1 Introduction

This chapter can be seen as extension of the results in Chapter 3. While we looked at the bivariate asymptotic distribution of quantile estimators and measure of dispersion estimators in the iid case there, here we consider an underlying family of GARCH processes. Recall that we showed in Chapter 2, amongst others, in simulations the negative correlation between the (logarithm of the) look-forward ratio and the sample MAD for a $\operatorname{GARCH}(1,1)$ process. We chose in the empirical study this simple process because we wanted to isolate certain effects relevant to this model, namely the clustering and return-to-the-mean of volatility.

Nonetheless, since the introduction of the ARCH and GARCH processes in the seminal papers by Engle, [54], and Bollerslev, [23], respectively, various GARCH modifications and extensions have been proposed and used (see e.g. [24] for a non-exhaustive (G)ARCH glossary).

Thus, it is of interest to cover a broad range of GARCH processes when considering the bivariate asymptotics between quantile and measure of dispersion estimators. We focus on so called augmented $\operatorname{GARCH}(p, q)$ processes, which were introduced by Duan in [49]. One reason for this choice is that it is a family of processes which includes frequently used GARCH variations as e.g. AGARCH, EGARCH or TGARCH. Another reason is that, for our bivariate asymptotics, we will need certain results on univariate (representations leading to) asymptotics. Recall that we have given in the introduction in Chapter 1 a short literature review of results on asymptotics that extend to different estimators apart from the underlying process itself. Among them, we find the results of Lee in [89] for powers of augmented $\operatorname{GARCH}(p, q)$ processes, which will be of use to us in this chapter: As in the iid case, Bahadur-like representations for the quantile and measure of dispersion estimators are necessary in a first step. While such a representation exists for the sample quantile, see [121], it needs to be developed for the r-th absolute central sample moment (analogously to Chapter 3). To be able to conclude a univariate FCLT for this estimator from such a representation, we will need to employ the results of [89].

In contrast to the iid case, there is no Bahadur-like representation for the sample MedianAD in the literature. Thus, we focus on the r-th absolute central sample moment as measure of dispersion (similarly, a location-scale quantile estimator does not make sense for this class of distributions). Thus, in this chapter, we develop a bivariate functional central limit theorem for the sample quantile with the r-th absolute centred sample moment, tackling question Q4.

The structure in this chapter is as follows. We present in Section 4.2 the main theorem (and its proof) producing the bivariate FCLT for the sample quantile and the r-th absolute centred sample moment for
augmented $\operatorname{GARCH}(p, q)$ processes. The part of the proof for establishing a representation for the rth absolute central sample moment follows, in its structure, the iid case. Thus, we simply refer to the corresponding proofs in Chapter 3 and only comment on the differences. As a short illustration we present in Section 4.3 specific examples of well-known GARCH models which belong to the family of augmented $\operatorname{GARCH}(p, q)$ processes. We also show how the general conditions in the main result translate for these specific cases. We conclude in Section 4.4.

### 4.2 The bivariate FCLT

Let us introduce the augmented $\operatorname{GARCH}(p, q)$ process $X=\left(X_{t}\right)_{t \in \mathbb{Z}}$, due to Duan in [49], namely, for integers $p, q \geq 1, X_{t}$ satisfies

$$
\begin{align*}
X_{t} & =\sigma_{t} \varepsilon_{t}  \tag{4.1}\\
\text { with } \quad \Lambda\left(\sigma_{t}^{2}\right) & =\sum_{i=1}^{p} g_{i}\left(\varepsilon_{t-i}\right)+\sum_{j=1}^{q} c_{j}\left(\varepsilon_{t-j}\right) \Lambda\left(\sigma_{t-j}^{2}\right) \tag{4.2}
\end{align*}
$$

where $\left(\varepsilon_{t}\right)$ is a series of iid rv's with mean 0 and variance $1, \sigma_{t}^{2}=\operatorname{Var}\left(X_{t}\right)$ and $\Lambda, g_{i}, c_{j}, i=1, \ldots, p, j=$ $1, \ldots, q$, are real-valued measurable functions. As in [89], we restrict the choice of $\Lambda$ to the so-called group of either polynomial $\operatorname{GARCH}(p, q)$ or exponential $\operatorname{GARCH}(p, q)$ processes:
(Lee) $\Lambda(x)=x^{\delta}$, for some $\delta>0$, or $\Lambda(x)=\log (x)$.
Before discussing needed conditions for our results on this class of processes, let us recall two familiar notions: We call a process $\left(X_{n}, n \geq 1\right)$ stationary if, for any integers $k \geq 1, h \geq 0$, the joint distribution of $\left(X_{1+h}, \ldots, X_{k+h}\right)$ does not depend on the choice of $h$. Note that this condition is sometimes also called strict stationarity. To ergodicity we refer to in the classical sense (see e.g. [35] for a definition), such that a stationary and ergodic sequence fulfills the Birkhoff ergodic theorem (the 'generalization' of the law of large numbers for ergodic, stationary processes).

Clearly, for a stationary solution to (4.1) and (4.2) to exist, the functions $\Lambda, g_{i}, c_{j}$ as well as the innovation process $\left(\varepsilon_{t}\right)_{t \in \mathbb{Z}}$ have to fulfill some regularity conditions (see e.g. [89], Lemma 1). Alike, for the bivariate FCLT to hold, certain conditions need to be fulfilled; we list them in the following.
First, conditions concerning the dependence structure of the process $X$. We use the concept of $L_{p}$-nearepoch dependence ( $L_{p}$-NED) which goes back to [80]. Therein it was introduced for mixing processes, here we use a general definition as in [46] but restricted to stationary processes. Let $\left(Z_{n}\right)_{n \in \mathbb{Z}}$, be a sequence of rv's and $\mathcal{F}_{s}^{t}=\sigma\left(Z_{s}, \ldots, Z_{t}\right)$, for $s \leq t$, the corresponding $\sigma$-algebra. The usual $L_{p}$-norm is denoted by $\|\cdot\|_{p}:=\mathbb{E}^{1 / p}\left[|\cdot|^{p}\right]$. Let us recall the $L_{p}$-NED definition.

Definition 4.1 ( $L_{p}$-NED, [46]) For $p>0$, a stationary sequence $\left(X_{n}\right)_{n \in \mathbb{Z}}$ is called $L_{p}$-NED on $\left(Z_{n}\right)_{n \in \mathbb{Z}}$ if, for $k \geq 0$, it holds that

$$
\left\|X_{1}-\mathbb{E}\left[X_{1} \mid \mathcal{F}_{n-k}^{n+k}\right]\right\|_{p} \leq v(k)
$$

for non-negative constants $v(k)$ such that $v(k) \rightarrow 0$ as $k \rightarrow \infty$.
If $v(k)=O\left(k^{-\tau-\varepsilon}\right)$ for some $\varepsilon>0$, we say that $X_{n}$ is $L_{p}-N E D$ of size $(-\tau)$.
If $v(k)=O\left(e^{-\delta k}\right)$ for some $\delta>0$, we say that $X_{n}$ is geometrically $L_{p}-N E D$.
The second set of conditions concerns the distribution of the augmented $\operatorname{GARCH}(p, q)$ process. We impose the same type of conditions as in the iid case, recall Chapter 3: First, the existence of a finite $2 k$ th moment for any integer $k>0$ for the process itself, $\left(M_{k}\right)$. Then, given that the process $X$ is stationary, the continuity, $\left(C_{0}\right)$, or $l$-fold differentiability of its distribution function $F_{X},\left(C_{l}^{\prime}\right)$, or continuity of the 1-th derivative of the distribution function, $\left(C_{l}\right)$ (each at a given point or neighbourhood) for any integer $l>0$, and the positivity of its density $f_{X},(P)$, (at a given point or neighbourhood).

The third type of conditions is set on the functions $g_{i}, c_{j}, i=1, \ldots, p, j=1, \ldots, q$ of the augmented $\operatorname{GARCH}(p, q)$ process of the (Lee) family: Positivity of the functions used and boundedness in $L_{r}$-norm for either the polynomial GARCH, $\left(P_{r}\right)$, or exponential GARCH, $\left(L_{r}\right)$, respectively, for a given integer $r>0$,

$$
\begin{equation*}
g_{i} \geq 0, c_{j} \geq 0, i=1, \ldots, p, j=1, \ldots, q, \tag{A}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{p}\left\|g_{i}\left(\varepsilon_{0}\right)\right\|_{r}<\infty, \sum_{j=1}^{q}\left\|c_{j}\left(\varepsilon_{0}\right)\right\|_{r}<1 \tag{r}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(4 r \sum_{i=1}^{p}\left|g_{i}\left(\varepsilon_{0}\right)\right|^{2}\right)\right]<\infty, \sum_{j=1}^{q}\left|c_{j}\left(\varepsilon_{0}\right)\right|<1 \tag{r}
\end{equation*}
$$

Note that condition $\left(L_{r}\right)$ requires the $c_{j}$ to be bounded functions.
Remark 4.2 By construction from (4.1) and (4.2) $\sigma_{t}$ and $\varepsilon_{t}$ are independent (and $\sigma_{t}$ a functional of $\left.\left(\varepsilon_{t-j}\right)_{j=1}^{\infty}\right)$. Thus, the conditions on the moments, distribution and density could be formulated in terms of $\varepsilon_{t}$ only. At the same time this might impose some conditions on the functions $g_{i}, c_{j}, i=1, \ldots, p, j=1, \ldots, q$ (which might not be covered by $(A),\left(P_{r}\right)$ or $\left(L_{r}\right)$ ). Thus, we keep the conditions on $X_{t}$ even if they might not be minimal.

Now, let us state the main result. To ease its presentation we introduce a trivariate normal random vector (functionals of $X$ ), denoted by $(U, V, W)^{T}$, with mean zero and the following covariance matrix:
(D)

$$
\left\{\begin{aligned}
\operatorname{Var}(U) & =\operatorname{Var}\left(X_{0}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(X_{i}, X_{0}\right) \\
\operatorname{Var}(V) & =\operatorname{Var}\left(\left|X_{0}\right|^{r}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(\left|X_{i}\right|^{r},\left|X_{0}\right|^{r}\right) \\
\operatorname{Var}(W) & =\operatorname{Var}\left(\frac{p-\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(\frac{p-\mathbb{I}_{\left(X_{i} \leq q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}, \frac{p-\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}\right) \\
& =\frac{p(1-p)}{f_{X}^{2}\left(q_{X}(p)\right)}+\frac{2}{f_{X}^{2}\left(q_{X}(p)\right)} \sum_{i=1}^{\infty}\left(\mathbb{E}\left[\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)} \mathbb{I}_{\left.\left(X_{i} \leq q_{X}(p)\right)\right]}-p^{2}\right)\right. \\
\operatorname{Cov}(U, V) & =\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{i}\right|^{r}, X_{0}\right)=\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{0}\right|^{r}, X_{i}\right) \\
\operatorname{Cov}(U, W) & =\frac{-1}{f_{X}\left(q_{X}(p)\right)} \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\mathbb{I}_{\left(X_{i} \leq q_{X}(p)\right)}, X_{0}\right)=\frac{-1}{f_{X}\left(q_{X}(p)\right)} \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}, X_{i}\right) \\
\operatorname{Cov}(V, W) & =\frac{-1}{f_{X}\left(q_{X}(p)\right)} \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{0}\right|^{r}, \mathbb{I}_{\left(X_{i} \leq q_{X}(p)\right)}\right)=\frac{-1}{f_{X}\left(q_{X}(p)\right)} \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{i}\right|^{r}, \mathbb{I}_{\left.\left(X_{0} \leq q_{X}(p)\right)\right)}\right) .
\end{aligned}\right.
$$

Theorem 4.3 (bivariate FCLT) Consider an augmented $\operatorname{GARCH}(p, q)$ process $X$ as defined in (4.1) and (4.2). Introduce the random vector $T_{n, r}(X)=\binom{q_{n}(p)-q_{X}(p)}{\hat{m}(X, n, r)-m(X, r)}$, for an integer $r>0$. Assume the process satisfies condition $($ Lee $),\left(C_{0}\right)$ at the mean $\mu$ for $r=1$, and both conditions $\left(C_{2}^{\prime}\right),(P)$ at $q_{X}(p)$. Further, also conditions $\left(M_{r}\right),(A)$, and either $\left(P_{\max (1, r / \delta)}\right)$ for $X$ belonging to the group of polynomial GARCH, or $\left(L_{r}\right)$ for the group of exponential GARCH. Then, we have the following FCLT: For $t \in[0,1]$, as $n \rightarrow \infty$,

$$
\sqrt{n} t T_{[n t], r}(X) \xrightarrow{D_{2}[0,1]} \boldsymbol{W}_{\Gamma^{(r)}}(t),
$$

where $\left(\boldsymbol{W}_{\Gamma^{(r)}}(t)\right)_{t \in[0,1]}$ is the 2-dimensional Brownian motion with covariance matrix $\Gamma^{(r)} \in \mathbb{R}^{2 \times 2}$ defined for any $(s, t) \in[0,1]^{2}$ by $\operatorname{Cov}\left(\boldsymbol{W}_{\Gamma^{(r)}}(t), \boldsymbol{W}_{\Gamma^{(r)}}(s)\right)=\min (s, t) \Gamma^{(r)}$, where

$$
\begin{aligned}
& \Gamma_{11}^{(r)}=\operatorname{Var}(W) \\
& \Gamma_{22}^{(r)}=r^{2} \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right]^{2} \operatorname{Var}(U)+\operatorname{Var}(V)-2 r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}(U, V) \\
& \Gamma_{12}^{(r)}=\Gamma_{21}^{(r)}=-r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}(U, W)+\operatorname{Cov}(V, W)
\end{aligned}
$$

$(U, V, W)^{T}$ being the trivariate normal vector (functionals of $X$ ) with mean zero and covariance given in $(D)$, all series being absolute convergent.

Remark 4.4 Note that the bivariate FCLT between the sample quantile and the r-th absolute centred sample moment requires exactly the same conditions in comparison to the respective univariate convergence (which might be apparent after having gone through Remark 4.10 and the proof of Theorem 4.3).

Requiring $\left(C_{2}^{\prime}\right),(P)$ at $q_{X}(p)$ exactly correspond to the conditions for the CLT of the sample quantile of a stationary $L_{1}-N E D$ with polynomial rate process - see [121]. Further, $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$ respectively, together with $\left(M_{r}\right),(A)$ and $\left(C_{0}\right)$ at $\mu$ for $r=1$, are the conditions for the univariate CLT of the $r$-th centred sample moment for augmented $\operatorname{GARCH}(p, q)$ processes - which is a new result we establish in Proposition 4.8.
Choosing $t=1$ in Theorem 4.3 provides the usual CLT that we state for completeness:
Corollary 4.5 Consider an augmented $\operatorname{GARCH}(p, q)$ process as defined in (4.1) and (4.2). Under the same conditions as in Theorem 4.3, the joint behaviour of the sample quantile $q_{n}(p)(f o r p \in(0,1))$ and the $r$-th absolute centred sample moment $\hat{m}(X, n, r)$, is asymptotically bivariate normal:

$$
\begin{equation*}
\sqrt{n}\binom{q_{n}(p)-q_{X}(p)}{\hat{m}(X, n, r)-m(X, r)} \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \Gamma^{(r)}\right) \tag{4.3}
\end{equation*}
$$

where the covariance matrix $\Gamma^{(r)}=\left(\Gamma_{i j}^{(r)}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution is as in Theorem 4.3.

As special case we can also recover the CLT between the sample quantile and the r-th absolute centred sample moment in the iid case, proved earlier in Theorem 3.1 (even if the conditions in an augmented $\operatorname{GARCH}(p, q)$ setting will be slightly more restrictive):

Corollary 4.6 Consider an augmented $\operatorname{GARCH}(p, q)$ process as defined in (4.1) and (4.2), choosing $g_{i}, c_{j}, \Lambda$ such that $\sigma_{t}^{2}=\sigma^{2}>0$ is a positive constant for all $t$. Under the same conditions as in Theorem 4.3, the joint behaviour of the sample quantile $q_{n}(p)$ (for $p \in(0,1)$ ) and the $r$-th absolute centred sample moment $\hat{m}(X, n, r)$, is asymptotically bivariate normal:

$$
\begin{equation*}
\sqrt{n}\binom{q_{n}(p)-q_{X}(p)}{\hat{m}(X, n, r)-m(X, r)} \underset{n \rightarrow \infty}{\stackrel{d}{\longrightarrow}} \mathcal{N}\left(0, \Gamma^{(r)}\right) \tag{4.4}
\end{equation*}
$$

where the covariance matrix $\Gamma^{(r)}=\left(\Gamma_{i j}^{(r)}, 1 \leq i, j \leq 2\right)$ of the asymptotic distribution simplifies to

$$
\begin{aligned}
\Gamma_{11}^{(r)} & =\frac{p(1-p)}{f_{X}^{2}\left(q_{X}(p)\right)} \\
\Gamma_{22}^{(r)} & =r^{2} \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right]^{2} \sigma^{2}+\operatorname{Var}\left(\left|X_{0}\right|^{r}\right)-2 r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}\left(X_{0},\left|X_{0}\right|\right) \\
\Gamma_{12}^{(r)} & =\Gamma_{21}^{(r)}=\frac{1}{f_{X}\left(q_{X}(p)\right)}\left(r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}\left(\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}, X_{0}\right)-\operatorname{Cov}\left(\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)},\left|X_{0}\right|^{r}\right)\right)
\end{aligned}
$$

### 4.2.1 Proof of Theorem 4.3

Before stating the proof of the main theorem, let us start with two auxiliary results which parallel the according auxiliary results in the iid case. We will provide a Bahadur-like representation of $\hat{m}(X, n, r)=$ $\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}$ for any integer $r \geq 1$. As such a result is of interest in its own right, we give it separately in Proposition 4.8. To prove it, we need the following Lemma, which extends Lemma 2.1 in [116] (case $v=1$ ) to any moment $v \in \mathbb{N}$, and Lemma 3.2 presented in the iid case. Additionally, we present the multivariate FCLT from [11] as a Lemma, such that we can more easily refer to it.

Lemma 4.7 Consider a stationary and ergodic time-series $\left(X_{n}, n \geq 1\right)$ which has 'short-memory', i.e. $\sum_{i=0}^{\infty}\left|\operatorname{Cov}\left(X_{0}, X_{i}\right)\right|<\infty$. Then, for $v=1$ or 2 , given that the 2 nd moment of $X_{0}$ exists, or, for any integer $v>2$, given that the $v$-th moment of $X_{0}$ exists, letting $n \rightarrow \infty$, it holds that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{v}\left(\left|X_{i}-\bar{X}_{n}\right|-\left|X_{i}-\mu\right|\right)=\left(\bar{X}_{n}-\mu\right) \times \mathbb{E}\left[\left(X_{0}-\mu\right)^{v} \operatorname{sgn}\left(\mu-X_{0}\right)\right]+o_{P}(1 / \sqrt{n}) \tag{4.5}
\end{equation*}
$$

Proof The proof follows its equivalent in the iid case, the proof of Lemma 3.2. The argumentation needs to be adapted only at the end in two points, using the stationarity, ergodicity and short-memory of the process. Here, it follows by these three properties that $\sqrt{n}\left|\bar{X}_{n}-\mu\right|^{v+1} \underset{n \rightarrow \infty}{\xrightarrow{P}} 0$ holds for any integer $v \geq 1$. Further, as a last step, we use the ergodicity of the process, instead of the strong law of large numbers, to conclude that

$$
\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{v} \operatorname{sgn}\left(\mu-X_{i}\right) \underset{n \rightarrow \infty}{\stackrel{\text { a.s. }}{\rightarrow}} \mathbb{E}\left[(X-\mu)^{v} \operatorname{sgn}(\mu-X)\right] .
$$

Now we are ready to state the asymptotic relation between the r-th absolute centred sample moment with known and unknown mean, respectively. This enables us to compute the asymptotics of $\hat{m}(X, n, r)$ (given that the necessary moments exist). As for Lemma 4.7, it is an extension to the stationary, ergodic and short-memory case of Proposition 3.3 in the iid case.

Proposition 4.8 Consider a stationary and ergodic time-series $\left(X_{n}, n \geq 1\right)$ which has 'short-memory', i.e. $\sum_{i=0}^{\infty}\left|\operatorname{Cov}\left(X_{0}, X_{i}\right)\right|<\infty$. Then, for any integer $r \geq 1$, given that the $r$-th moment of $X_{0}$ exists and $\left(C_{0}\right)$ at $\mu$ for $r=1$, it holds, as $n \rightarrow \infty$, that

$$
\begin{equation*}
\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}\right)=\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}\right)-r \sqrt{n}\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[\left(X_{0}-\mu\right)^{r-1} \operatorname{sgn}\left(X_{0}-\mu\right)^{r}\right]+o_{P}(1) . \tag{4.6}
\end{equation*}
$$

Proof Analogously to the proof of Lemma 4.7, the proof can be extended from the proof of Proposition 3.3 in the iid case. We comment on the differences compared to the iid case for the three different cases of $r$ :

Even integers $r$ - Recall that for the result in Proposition 3.3 we refered to the example 5.2.7 in [90]. Therein they only consider the iid case but in this case, (3.12) still holds as $\sqrt{n}\left(\bar{X}_{n}-\mu\right)^{v} \xrightarrow{P} 0$, for $v \geq 2$, holds for an ergodic, stationary, short-memory process too.

Case $r=1$ - The result cited in the iid case, (3.13), holds for ergodic, stationary time-series too, see Lemma 2.1 in [116].

Odd integer $r>1-$ We point out the three differences to the corresponding proof in the iid case. First, as remarked above for even integers $r, \sqrt{n}\left(\bar{X}_{n}-\mu\right)^{v} \xrightarrow{P} 0$, for $v \geq 2$, follows from the stationarity, ergodicity and short-memory of the process. Second, we use the ergodicity instead of the law of large numbers. Third, we use Lemma 4.7 instead of its counterpart in the iid case, Lemma 3.2.

Finally, we state a multivariate FCLT which we will use to prove the theorem, and which is from [11] (adapted to our needs):

Lemma 4.9 (Theorem A. 1 in [11]) Consider a d-dimensional random process $\left(u_{j}, j \in \mathbb{Z}\right)$, which is centered and has finite variance, i.e.

$$
\begin{equation*}
\mathbb{E}\left[u_{j}\right]=0, \quad\left\|u_{j}\right\|_{2}^{2}<\infty \forall j \in \mathbb{Z} \tag{4.7}
\end{equation*}
$$

and has a causal (possibly non-linear) representation in terms of an iid process, i.e.

$$
\begin{equation*}
u_{j}=f\left(\varepsilon_{j}, \varepsilon_{j-1}, \ldots\right) \tag{4.8}
\end{equation*}
$$

where $f: \mathbb{R}^{1 \times \infty} \rightarrow \mathbb{R}^{d}$ is a measurable function and $\left(\varepsilon_{j}, j \in \mathbb{Z}\right)$ is a sequence of real valued iid rv's with mean 0 and variance 1 .

Suppose further, there exists a $\Delta$-dependent approximation of $u_{j}$, i.e. a sequence of d-dimensional random vectors $\left(u_{j}^{(\Delta)}, j \in \mathbb{Z}\right)$ such that, for any $\Delta \geq 1$, we have

$$
\begin{align*}
& u_{j}^{(\Delta)}=f^{(\Delta)}\left(\varepsilon_{j-\Delta}, \ldots, \varepsilon_{j}, \ldots, \varepsilon_{j+\Delta}\right)  \tag{4.9}\\
& \text { and } \sum_{\Delta \geq 1}\left\|u_{0}-u_{0}^{(\Delta)}\right\|_{2}<\infty \tag{4.10}
\end{align*}
$$

where $f^{(\Delta)}: \mathbb{R}^{1 \times(2 \Delta+1)} \rightarrow \mathbb{R}^{d}$ is a measurable function.
Then, the series $\Gamma=\sum_{j \in Z} \operatorname{Cov}\left(u_{0}, u_{j}\right)$ converges (coordinatewise) absolutely and a FCLT holds for $U_{n}:=\frac{1}{n} \sum_{j=1}^{n} u_{j}$

$$
\sqrt{n} t U_{[n t]} \xrightarrow{D_{d}[0,1]} W_{\Gamma}(t)
$$

where the convergence takes place in the d-dimensional Skorohod space $D_{d}[0,1]$ and $\left(W_{\Gamma}(t), t \in[0,1]\right)$ is a d-dimensional Brownian motion with covariance matrix $\Gamma$, i.e. it has mean 0 and $\operatorname{Cov}\left(W_{\Gamma}(s), W_{\Gamma}(t)\right)=\min (s, t) \Gamma$.

Remark 4.10 This multivariate FCLT extends the univariate counterpart from, e.g., Billingsley in [22]. For that, they proof in [11] why the univariate FCLT's are sufficient to establish the multivariate version, using Cramér-Wold and the univariate tightness of the corresponding processes.

The cited version in Lemma 4.9 differs in two small details from the original Theorem A.1 in [11]. First, it is less general as they assume $f: \mathbb{R}^{d^{\prime} \times \infty} \rightarrow \mathbb{R}^{d}$ (and consequently $f^{\Delta}: \mathbb{R}^{d^{\prime} \times \infty} \rightarrow \mathbb{R}^{d}$ ) as well as $\left(\varepsilon_{j}, j \in \mathbb{Z}\right)$ to be an iid sequence of random vectors with values in $\mathbb{R}^{d^{\prime}}$. In our case $d^{\prime}=1$ is sufficient.

Further, note that we adapted (4.9) from originally being $u_{j}^{(\Delta)}=f^{(\Delta)}\left(\varepsilon_{j}, \ldots, \varepsilon_{j-\Delta}\right)$. Indeed, it is straightforward to show that the proof of [11] still holds with this modification.

Now we finally proceed with the proof of the main result.
Proof of Theorem 4.3. The proof consists of four steps. We first show that the process $\left(X_{t}\right)$ fulfils the conditions required for having a Bahadur representation of the sample quantile, second, that it also fulfils the conditions for a similar representation for the r-th absolute centred sample moment, third, that the conditions for an FCLT (Lemma 4.9) are fulfilled, which we then use in the fourth step to conclude the multivariate FCLT.

Step 1: Bahadur representation of the sample quantile - conditions.
The Bahadur representation of the sample quantile for a $\operatorname{GARCH}(p, q)$ process is well known and can be obtained as a special case for Bahadur representations for processes with a certain dependence structure,
see e.g. [88] and references therein. Here we want to establish the Bahadur representation for sample quantiles from augmented $\operatorname{GARCH}(p, q)$ processes of the (Lee) family. We will use the Bahadur representation for general NED processes (see Theorem 1 in [121]). It holds under some conditions that we need to verify. For the ease of comparison, we adapt some of the notation of Theorem 1 in [121]. We have the following:

- Choosing the bivariate function $g(x, t):=\mathbb{I}_{(x \leq t)}$, the non-negativity, boundedness, measurability, and non-decreasingness in the second variable, are straightforward. The function $g$ also satisfies the variation condition uniformly in some neighbourhood of $q_{X}(p)$ if it is Lipschitz-continuous (see Example 1.5 in [121]). But the latter follows from condition $\left(C_{2}^{\prime}\right)$.
- The differentiability of $\mathbb{E}[g(X, t)]=F_{X}(t)$ and positivity of its derivative at $t=q_{X}(p)$ are given by condition $(P)$ at $q_{X}(p)$.
- The condition

$$
\left|F_{X}(x)-F_{X}\left(q_{X}(p)\right)-f_{X}\left(q_{X}(p)\right)\left(x-q_{X}(p)\right)\right|=o\left(\left|x-q_{X}(p)\right|^{3 / 2}\right) \quad \text { as } x \rightarrow q_{X}(p)
$$

is fulfilled as, by our assumption $\left(C_{2}^{\prime}\right), F_{X}$ is twice differentiable in $q_{X}(p)$ (see Remark 2, [121]).

- The stationarity of the process follows from assumption $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$, respectively, and Lemma 1 of [89].
- Lastly, let us verify that the process $\left(X_{t}\right)$ is $L_{1}$-NED with polynomial rate. Denoting, for $s \leq t$, the sigma-algebra $\mathcal{F}_{s}^{t}=\sigma\left(\varepsilon_{s}, \ldots, \varepsilon_{t}\right)$, we can write for any integer $\Delta \geq 1$

$$
\left\|X_{t}-\mathbb{E}\left[X_{t} \mid \mathcal{F}_{t-\Delta}^{t+\Delta}\right]\right\|_{2}^{2}=\left\|\sigma_{t}-\mathbb{E}\left[\sigma_{t} \mid \mathcal{F}_{t-\Delta}^{t+\Delta}\right]\right\|_{2}^{2} \sqrt{\mathbb{E}\left[\varepsilon_{t}^{2}\right]}
$$

But $\mathbb{E}\left[\varepsilon_{t}^{2}\right]<\infty$ since $\left(M_{r}\right)$ holds. Notice that the property of being geometrically $L_{2}$-NED, $\left\|\sigma_{t}-\mathbb{E}\left[\sigma_{t} \mid \mathcal{F}_{t-\Delta}^{t+\Delta}\right]\right\|_{2}=O\left(e^{-\kappa \Delta}\right)$ for some $\kappa>0$, implies $L_{1}$-NED with polynomial rate, as

$$
\begin{equation*}
\left\|\sigma_{t}-\mathbb{E}\left[\sigma_{t} \mid \mathcal{F}_{t-\Delta}^{t+\Delta}\right]\right\|_{1} \leq\left\|\sigma_{t}-\mathbb{E}\left[\sigma_{t} \mid \mathcal{F}_{t-\Delta}^{t+\Delta}\right]\right\|_{2}=O\left(e^{-\kappa \Delta}\right)=O\left(\Delta^{-(\beta+3)}\right), \tag{4.11}
\end{equation*}
$$

for some $\beta>3$. So it suffices showing that $\sigma_{t}$ is geometrically $L_{2}$-NED. For the polynomial GARCH, it follows from Corrollary 1 in [89], which can be applied as $(A)$ and $\left(P_{1}\right)$ hold. For the exponential GARCH case, it follows from Corrollary 3 in [89] as $(A)$ and $\left(L_{r}\right)$ hold.
Thus, we can use Theorem 1 of [121] and write, as $n \rightarrow \infty$,

$$
\begin{equation*}
q_{n}(p)-q_{X}(p)+\frac{F\left(q_{X}(p)\right)-F_{n}\left(q_{X}(p)\right)}{f_{X}\left(q_{X}(p)\right)}=o_{P}(1 / \sqrt{n}) . \tag{4.12}
\end{equation*}
$$

Note that we do not use the exact remainder bound as in [121] as for our purposes $o_{P}(1 / \sqrt{n})$ is enough.
Step 2: Representation of the $r$-th absolute centred sample moment -conditions.
The representation being given in Proposition 4.8 under some conditions, we only need to check that we fulfil them.

- The stationarity of the process is satisfied under $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$ as observed in Step 1.
- For the moment condition, short-memory property and ergodicity, we simply verify that the conditions for a CLT of $X_{t}^{r}$ ( or $\left|X_{t}\right|^{r}$ ) are fulfilled, distinguishing between the polynomial and exponential case. Conditions $\left(M_{r}\right),(A),\left(P_{\max (1, r / \mathcal{\delta})}\right)$ in the polynomial case, and $\left(M_{r}\right),(A),\left(L_{r}\right)$ in the exponential case respectively, imply the CLT, using Corollary 2 and 3 in [89], respectively.

Thus, the representation for $\hat{m}(X, n, r)$ as in (4.6) holds.
Step 3: Conditions for applying the FCLT
In our case we want to apply Lemma 4.9 in a three-dimensional version. This simplifies the computation, and by applying the continuous mapping theorem we will finally get back a two-dimensional representation. This will be made explicit in Step 4.

Therefore, let us define, anticipating its use in Step 4 for the FCLT of $U_{n}(X):=\frac{1}{n} \sum_{j=1}^{n} u_{j}$,

$$
u_{j}=\left(\begin{array}{c}
X_{j} \\
\left|X_{j}\right|^{r}-m(X, r) \\
\frac{p-\mathbb{I}_{\left(X_{j} \leq q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}
\end{array}\right)
$$

We need to verify that $u_{j}$ fulfils (4.7): $\mathbb{E}\left[u_{j}\right]=0$ holds by construction. $\mathbb{E}\left[\left|X_{j}\right|^{2 r}\right]<\infty$ is guaranteed since $\left|X_{t}\right|^{r}$ satisfies a CLT (see Step 2), thus also $\mathbb{E}\left[u_{j}^{2}\right]<\infty$. Finally $X_{j}=f\left(\varepsilon_{j}, \varepsilon_{j-1}, \ldots\right)$ follows from Lemma 1 in [89], as we assume $(A)$. Hence, this latter relation also holds for functionals of $X_{j}$, so for $u_{j}$, i.e. (4.8) is fulfilled.

Then, we define a $\Delta$-dependent approximation $u_{0}^{(\Delta)}$ satisfying (4.9) and (4.10). Denote, for the ease of notation, $X_{0 \Delta}:=\mathbb{E}\left[X_{0} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]$, and set $u_{0}^{(\Delta)}=\left(\begin{array}{c}X_{0 \Delta} \\ \mathbb{E}\left[\left|X_{0}\right|^{r} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]-m(X, r) \\ \frac{p-\mathbb{I}_{\left(X_{0 \Delta \leq} \leq q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}\end{array}\right)$ with $\mathcal{F}_{s}^{t}=\sigma\left(\varepsilon_{s}, \ldots, \varepsilon_{t}\right)$ for $s \leq t$. Thus, (4.9) is fulfilled by construction. Let us verify (4.10). We can write

$$
\begin{align*}
& \sum_{\Delta \geq 1}\left\|u_{0}-u_{0}^{(\Delta)}\right\|_{2} \\
& =\sum_{\Delta \geq 1} \mathbb{E}\left[\left(X_{0}-X_{0 \Delta}\right)^{2}+\left(\left|X_{0}\right|^{r}-\mathbb{E}\left[\left|X_{0}\right|^{r} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]\right)^{2}+\frac{1}{f_{X}^{2}\left(q_{X}(p)\right)}\left(-\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}+\mathbb{I}_{\left.\left(X_{\left.0 \Delta \leq q_{X}(p)\right)}\right)^{2}\right]^{1 / 2}}^{\leq \sum_{\Delta \geq 1}\left(\left\|X_{0}-X_{0 \Delta}\right\|_{2}+\left\|\left|X_{0}\right|^{r}-\mathbb{E}\left[\left|X_{0}\right|^{r} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]\right\|_{2}+\frac{1}{f_{X}\left(q_{X}(p)\right)}\left\|-\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}+\mathbb{I}_{\left(X_{0 \Delta} \leq q_{X}(p)\right)}\right\|_{2}\right)}\right.\right.
\end{align*}
$$

Obviously, a sufficient condition for (4.13) is the finiteness of its summands. If it holds that each summand is geometrically $L_{2}-\mathrm{NED}$, then its sum will be finite. E.g. assuming that $X_{0}$ is geometrically $L_{2}-$ NED, i.e. $\left\|X_{0}-X_{0 \Delta}\right\|_{2}=O\left(e^{-\kappa \Delta}\right)$ for some $\kappa>0$, it follows that $\sum_{\Delta \geq 1}\left\|X_{0}-X_{0 \Delta}\right\|_{2}<\infty$.

The condition of geometric $L_{2}$-NED of $X_{0}$ and $\left|X_{0}^{r}\right|$ is satisfied, on the one hand in the polynomial case under $\left(M_{r}\right),(A)$ and $\left(P_{\max (1, r / \delta)}\right)$ via Corollary 2 in [89], on the other hand in the exponential case under $\left(M_{r}\right),(A)$ and $\left(L_{r}\right)$ via Corollary 3 in [89]. Thus, as $X_{0}$ is geometric $L_{2}$-NED this follows also for its bounded functional $\mathbb{I}_{\left(X_{0} \leq q_{X}(p)\right)}$ using Lemma 3.5 in [121] as we showed already in Step 1 that this functional satisfies the variation condition (note that the result in the case of an indicator function goes back to [105]).

Step 4: Multivariate FCLT
Having checked the conditions for the FCLT of Lemma 4.9 in Step 3, we can apply a trivariate FCLT for $u_{j}$ :

Using the Bahadur representation (4.12) of the sample quantile (ignoring the rest term for the moment), we can state:

$$
\sqrt{n} \frac{1}{n} \sum_{j=1}^{[n t]} u_{j}=\sqrt{n} t\left(\begin{array}{c}
\bar{X}_{[n t]}  \tag{4.14}\\
\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left|X_{j}\right|^{r}-m(X, r) \\
\frac{p-F_{[n t]}\left(q_{X}(p)\right)}{f_{X}\left(q_{X}(p)\right)}
\end{array}\right) \stackrel{D_{3}[0,1]}{\rightarrow} \mathbf{W}_{\tilde{\Gamma}^{(r)}}(t) \quad \text { as } n \rightarrow \infty
$$

where $\mathbf{W}_{\tilde{\Gamma}^{(r)}}(t), t \in[0,1]$ is the 3-dimensional Brownian motion with covariance matrix $\tilde{\Gamma}^{(r)} \in \mathbb{R}^{3 \times 3}$, i.e. the components $\tilde{\Gamma}_{i j}^{(r)}, 1 \leq i, j \leq 3$, satisfy the same dependence structure as for the random vector $(U, V, W)^{T}$ described in $(D)$, with all series being absolutely convergent. By the multivariate Slutsky theorem, we can add $\left(\begin{array}{c}0 \\ 0 \\ R_{[n t], p}\end{array}\right)$ to the asymptotics in (4.14) without changing the resulting distribution (as $\sqrt{n} R_{[n t], p} \xrightarrow{p} 0$ ). Hence, as $n \rightarrow \infty$,

$$
\sqrt{n} t\left(\begin{array}{c}
\bar{X}_{[n t]}-\mu  \tag{4.15}\\
\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left|X_{j}\right|^{r}-m(X, r) \\
\frac{p-F_{[n t]}\left(q_{X}(p)\right)}{f_{X}\left(q_{X}(p)\right)}
\end{array}\right)+\sqrt{n} t\left(\begin{array}{c}
0 \\
0 \\
R_{[n t], p}
\end{array}\right)=\sqrt{n} t\left(\begin{array}{c}
\bar{X}_{[n t]}-\mu \\
\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left|X_{j}\right|^{r}-m(X, r) \\
q_{[n t]}(p)-q_{X}(p)
\end{array}\right) \xrightarrow{D_{3}[0,1]}{ }^{[ } \mathbf{W}_{\tilde{\Gamma}^{(r)}}(t)
$$

Recalling the representation of $\hat{m}(X, n, r)$ as in (4.6), we apply to (4.15) the multivariate continuous mapping theorem using the function $f(x, y, z) \mapsto(a x+y, z)$ with $a=-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]$. Further, by Slutsky's theorem once again, we can add to $a x+y$ a rest of $o_{P}(1 / \sqrt{n})$ without changing the limiting distribution, to obtain, as $n \rightarrow \infty$,

$$
\begin{gather*}
\sqrt{n} t\binom{a\left(\bar{X}_{[n t]}-\mu\right)+\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left|X_{j}\right|^{r}-m(X, r)+o_{P}(1 / \sqrt{n})}{q_{[n t]}(p)-q_{X}(p)} \\
=\sqrt{n} t\binom{\hat{m}(X,[n t], r)-m(X, r)}{q_{[n t]}(p)-q_{X}(p)} \xrightarrow{D_{2}[0,1]} \mathbf{W}_{\Gamma^{(r)}}(t) \tag{4.16}
\end{gather*}
$$

where $\Gamma^{(r)}$ follows from the specifications of $\tilde{\Gamma}^{(r)}$ above and the continuous mapping theorem.

### 4.3 Examples

As we have already mentioned in the introduction of this chapter, the family of augmented $\operatorname{GARCH}(p, q)$ processes includes different GARCH processes frequently used in application. In contrast to the iid case, for such dependent processes we cannot provide analytical closed form expressions for the correlation of the asymptotic distribution. Thus, we rather focus in this section on reviewing some well-known examples of augmented $\operatorname{GARCH}(p, q)$ processes and discuss which conditions these models need to fulfill in order for the bivariate asymptotics of Theorem 4.3 to be valid. Still, the presented selection of augmented GARCH ( $p, q$ ) processes is not exhaustive.

Recalling Theorem 4.3, note that the moment condition on the innovations, $\left(M_{r}\right)$, the continuity and differentiability conditions, $\left(C_{2}^{\prime}\right),(P)$, each at $q_{X}(p)$, and $\left(C_{0}\right)$ at $\mu$ for $r=1$ as well as condition $(A)$, remain the same for the whole class of augmented GARCH processes. But, depending on the specifications of the process, (4.1) and (4.2), the conditions, $\left(P_{\max (1, r / \delta)}\right)$ for polynomial GARCH or $\left(L_{r}\right)$ for exponential GARCH respectively, translate differently in the various examples. For each of these models, we provide the corresponding volatility equation, (4.2), and the specifications of the functions $g_{i}$
and $c_{j}$. We consider 10 models which belong to the group of polynomial $\operatorname{GARCH}\left(\Lambda(x)=x^{\delta}\right)$ and two examples of exponential $\operatorname{GARCH}(\Lambda(x)=\log (x))$. Let us start by presenting the volatility equation, (4.2), for each of them in Table 4.1.

Note that in Table 4.1 the specification of $g_{i}$ is the same for the whole APGARCH family (only the $c_{j}$ change), whereas for the two exponential GARCH models, it is the reverse. The general restrictions on the parameters are as follows: $\omega>0, \alpha_{i} \geq 0,-1 \leq \gamma_{i} \leq 1, \beta_{j} \geq 0$ for $i=1, \ldots, p, j=1, \ldots, q$. Further, the parameters in the GJR-GARCH (TGARCH) are denoted with an asterix (with a plus or minus) as they are not the same as in the other models.

Table 4.1: Presentation of the volatility equation (4.2) and the corresponding specifications of functions $g_{i}, c_{j}$ for selected augmented GARCH models.

|  | standard formula for $\Lambda\left(\sigma_{t}^{2}\right)$ | corresponding specifications of $g_{i}, c_{j}$ in (4.2) |
| :---: | :---: | :---: |
| Polynomial GARCH | $\begin{array}{lrl} \sigma_{t}^{2 \delta}=\omega+\sum_{i=1}^{p} \alpha_{i}\left(\left\|y_{t-i}\right\|-\gamma_{i} y_{t-i}\right)^{2 \delta}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{2 \delta} & g_{i}=\omega / p \text { and } c_{j}=\alpha_{j}\left(\left\|\varepsilon_{t-j}\right\|-\gamma_{j} \varepsilon_{t-j}\right)^{2 \delta}+\beta_{j} \\ \sigma_{t}^{2}=\omega+\sum_{i=1}^{p} \alpha_{i}\left(\left\|y_{t-i}\right\|-\gamma_{i} y_{t-i}\right)^{2}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{2} & c_{j}=\alpha_{j}\left(\left\|\varepsilon_{t-j}\right\|-\gamma_{j} \varepsilon_{t-j}\right)^{2}+\beta_{j} \\ \sigma_{t}^{2}=\omega+\sum_{i=1}^{p}\left(\alpha_{i}^{*}+\gamma_{i}^{*} \mathbb{I}_{\left(y_{t-i}<0\right)}\right) y_{t-i}^{2}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{2} & c_{j}=\beta_{j}+\alpha_{j}^{*} \varepsilon_{t-j}^{2}+\gamma_{j}^{*} \max \left(0,-\varepsilon_{t-j}\right)^{2} \\ \sigma_{t}^{2}=\omega+\sum_{i=1}^{p} \alpha_{i} y_{t-i}^{2}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{2} & c_{j}=\alpha_{j} \varepsilon_{t-j}^{2}+\beta_{j} \\ \sigma_{t}^{2}=\omega+\sum_{i=1}^{p} \alpha_{i} y_{t-i}^{2} & c_{j}=\alpha_{j} \varepsilon_{t-j}^{2} \\ \sigma_{t}=\omega+\sum_{i=1}^{p}\left(\alpha_{i}^{+} \max \left(y_{t-i}, 0\right)-\alpha_{i}^{-} \min \left(y_{t-i}, 0\right)\right)+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j} & c_{j}=\alpha_{j}\left\|\varepsilon_{t-j}\right\|-\alpha_{j} \gamma_{j} \varepsilon_{t-j}+\beta_{j} \\ \sigma_{t}=\omega+\sum_{i=1}^{p} \alpha_{i}\left\|y_{t-i}\right\|+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j} & c_{j}=\alpha_{j}\left\|\varepsilon_{t-j}\right\|+\beta_{j} \\ \sigma_{t}^{\delta}=\omega+\sum_{i=1}^{p} \alpha_{i}\left\|y_{t-i}\right\|^{\delta}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{\delta} . & c_{j}=\alpha_{j}\left\|\varepsilon_{t-j}\right\| \delta^{\delta}+\beta_{j} \\ \sigma_{t}^{2}=\omega+\sum_{i=1}^{p} \alpha_{i}\left(\varepsilon_{t-i}+\gamma_{i}\right)^{2}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{2} . & g_{i}=\omega / p+\alpha_{i}\left(\varepsilon_{t-i}+\gamma_{i}\right)^{2} \text { and } c_{j}=\beta_{j} \\ \sigma_{t}^{2}=\omega+\sum_{i=1}^{p} \alpha_{i}\left(y_{t-i}+\gamma_{i} \sigma_{t-i}\right)^{2}+\sum_{j=1}^{q} \beta_{j} \sigma_{t-j}^{2} & g_{j} / p \text { and } c_{j}=\alpha_{j}\left(\varepsilon_{t-j}+\gamma_{j}\right)^{2}+\beta_{j} \\ \hline \log \left(\sigma_{t}^{2}\right)=\omega+\sum_{i=1}^{p} \alpha_{i} \log \left(\varepsilon_{t-i}^{2}\right)+\sum_{j=1}^{q} \beta_{j} \log \left(\sigma_{t-j}^{2}\right) & g_{i}=\omega / p+\alpha_{i} \log \left(\varepsilon_{t-i}^{2}\right) \\ \log \left(\sigma_{t}^{2}\right)=\omega+\sum_{i=1}^{p} \alpha_{i}\left(\left\|\varepsilon_{t-i}\right\|-\mathbb{E}\left\|\varepsilon_{t-i}\right\|\right)+\gamma_{i} \varepsilon_{t-i}+\sum_{j=1}^{q} \beta_{j} \log \left(\sigma_{t-j}^{2}\right) & g_{i}=\omega / p+\alpha_{i}\left(\left\|\varepsilon_{t-i}\right\|-\mathbb{E}\left\|\varepsilon_{t-i}\right\|\right)+\gamma_{i} \varepsilon_{t-i} \end{array}$ |  |
| APGARCH family |  |  |
| AGARCH |  |  |
| GJR-GARCH |  |  |
| GARCH |  |  |
| ARCH |  |  |
| TGARCH |  |  |
| TSGARCH |  |  |
| PGARCH |  |  |
| VGARCH |  |  |
| NGARCH |  |  |
| Exponential GARCH |  |  |
| MGARCH |  |  |
| EGARCH |  |  |

Having introduced these different models and their volatility equation, let us present the authors of as well as giving an explanation of the abbreviations for the different models.

- APGARCH: Asymmetric power GARCH, introduced by Ding et al. in [48]. One of the most general polynomial GARCH models.
- AGARCH: Asymmetric GARCH, defined also by Ding et al. in [48], choosing $\delta=1$ in APGARCH.
- GJR-GARCH: This process is named after its three authors Glosten, Jaganathan and Runkle and was defined by them in [69]. For the parameters $\alpha_{i}^{*}, \gamma_{i}^{*}$ it holds that $\alpha_{i}^{*}=\alpha_{i}\left(1-\gamma_{i}\right)^{2}$ and $\gamma_{i}^{*}=$ $4 \alpha_{i} \gamma_{i}$.
- GARCH: Choosing all $\gamma_{i}=0$ in the AGARCH model (or $\gamma_{i}^{*}=0$ in the GJR-GARCH), gives back the well-known $\operatorname{GARCH}(p, q)$ process by Bollerslev in [23].
- ARCH: Introduced by Engle in [54]. We recover it by setting all $\gamma_{i}=\beta_{j}=0, \forall i, j$.
- TGARCH: Choosing $\delta=1 / 2$ in the APGARCH model leads us the so called threshold GARCH (TGARCH) by Zakoian in [128]. For the parameters $\alpha_{i}^{+}, \alpha_{i}^{-}$it holds that $\alpha_{i}^{+}=\alpha_{i}\left(1-\gamma_{i}\right), \alpha_{i}^{-}=$ $\alpha_{i}\left(1+\gamma_{i}\right)$.
- TSGARCH: Choosing $\gamma_{i}=0$ in the TGARCH model we get, as a subcase, the TSGARCH model, named after its authors, i.e. Taylor, [118], and Schwert, [115].
- PGARCH: Another subfamily of the APGARCH processes is the Power-GARCH (PGARCH), also called sometimes NGARCH (i.e. non-linear GARCH) due to Higgins and Bera in [73].
- VGARCH: The volatility GARCH (VGARCH) model by Engle and Ng in [57] is also a polynomial GARCH model but is not part of the APGARCH family.
- NGARCH: This non-linear asymmetric model is due to Engle and Ng in [57], and sometimes also called NAGARCH.
- MGARCH: This model is called multiplicative or logarithmic GARCH and goes back to independent suggestions, in slightly different formulations, of Geweke in [66], Pantula in [102] and Milhøj in [95].
- EGARCH: This model is called exponential GARCH, introduced by Nelson in [98].

As the nesting of the different models presented is not obvious, we give a schematic overview in Figure 4.1.


Figure 4.1: Schematic overview of the nesting of some augmented $\operatorname{GARCH}(p, q)$ models.

In Tables 4.2 we present how the conditions $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$ translate for each model. Table 4.2 treats the specific case of an augmented $\operatorname{GARCH}(p, q)$ process with $p=q=1$, and is presented here (whereas a table for the general case for arbitrary $p \geq 1, q \geq 0$ can be found in the online-appendix, [34]). In the first column we consider the conditions for the general r-th absolute centred sample moment,
$r \in \mathbb{N}$. Of strongest interest to us are the specific cases of the sample MAD $(r=1)$ and the sample variance ( $r=2$ ) as measure of dispersion estimators respectively, presented in the second and third column.

For the selected polynomial GARCH models the requirement $\sum_{i=1}^{p}\left\|g_{i}\left(\varepsilon_{0}\right)\right\|_{\max (1, r / \delta)}<\infty$ in condition $\left(P_{\max (1, r / \delta)}\right)$ will always be fulfilled. Thus, we only need to analyse the condition $\sum_{j=1}^{q}\left\|c_{j}\left(\varepsilon_{0}\right)\right\|_{\max (1, r / \delta)}<1$.

Note that in Table 4.2 the restrictions on the parameter space, given by $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$ respectively, are the same as the conditions for univariate FCLT's of the process $X_{t}^{r}$ itself (see [21], [77]). For $r=1$, they coincide with the conditions for e.g. $\beta$-mixing with exponential decay (see [36]).

Table 4.2: Conditions $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$ respectively translated for different augmented $\operatorname{GARCH}(1,1)$ models. Left column for the general $r$-th absolute centred sample moment, middle for the MAD ( $r=1$ ) and right for the variance ( $r=2$ ).

| augmented <br> GARCH $(1,1)$ | $r \in \mathbb{N}$ | $r=1$ | $r=2$ |
| :---: | :---: | :---: | :---: |
| APGARCH | $\mathbb{E}\left[\left\|\alpha_{1}\left(\left\|\varepsilon_{0}\right\|-\gamma_{1} \varepsilon_{t-1}\right)^{2 \delta}+\beta_{1}\right\|^{r}\right]<1$ | $\alpha_{1} \mathbb{E}\left[\left(\left\|\varepsilon_{0}\right\|-\gamma_{1} \varepsilon_{t-1}\right)^{2 \delta}\right]+\beta_{1}<1$ | $\mathbb{E}\left[\left\|\alpha_{1}\left(\left\|\varepsilon_{0}\right\|-\gamma_{1} \varepsilon_{t-1}\right)^{2 \delta}+\beta_{1}\right\|^{2}\right]<1$ |
| AGARCH | $\mathbb{E}\left[\left\|\alpha_{1}\left(\left\|\varepsilon_{0}\right\|-\gamma_{1} \varepsilon_{t-1}\right)^{2}+\beta_{1}\right\|^{r}\right]<1$ | $\alpha_{1} \mathbb{E}\left[\left(\left\|\varepsilon_{0}\right\|-\gamma_{1} \varepsilon_{t-1}\right)^{2}\right]+\beta_{1}<1$ | $\mathbb{E}\left[\left\|\alpha_{1}\left(\left\|\varepsilon_{0}\right\|-\gamma_{1} \varepsilon_{t-1}\right)^{2}+\beta_{1}\right\|^{2}\right]<1$ |
| GJR-GARCH | $\mathbb{E}\left[\left\|\alpha_{1}^{*} \varepsilon_{0}^{2}+\beta_{1}+\gamma_{1}^{*} \max \left(0,-\varepsilon_{0}^{2}\right)\right\|^{r}\right]<1$ | $\alpha_{1}^{*}+\beta_{1}+\gamma_{1}^{*} \mathbb{E}\left[\max \left(0,-\varepsilon_{0}\right)^{2}\right]<1$ | $\mathbb{E}\left[\left\|\alpha_{1}^{*} \varepsilon_{0}^{2}+\beta_{1}+\gamma_{1}^{*} \max \left(0,-\varepsilon_{0}^{2}\right)\right\|^{2}\right]<1$ |
| GARCH | $\mathbb{E}\left[\left(\alpha_{1} \varepsilon_{0}^{2}+\beta_{1}\right)^{r}\right]<1$ | $\alpha_{1}+\beta_{1}<1$ | $\alpha_{1}^{2} \mathbb{E}\left[\varepsilon_{0}^{4}\right]+\alpha_{1} \beta_{1}+\beta_{1}^{2}<1$ |
| ARCH | $\alpha_{1}^{r} \mathbb{E}\left[\varepsilon_{0}^{2 r}\right]<1$ | $\alpha_{1}<1$ | $\alpha_{1}^{2} \mathbb{E}\left[\varepsilon_{0}^{4}\right]<1$ |
| TGARCH | $\mathbb{E}\left[\left\|\alpha_{1}\right\| \varepsilon_{t-1}\left\|-\alpha_{1} \gamma_{1} \varepsilon_{t-1}+\beta_{1}\right\|^{r}\right]<1$ | $\alpha_{1} \mathbb{E}\left\|\varepsilon_{t-1}\right\|+\beta_{1}<1$ | $\mathbb{E}\left[\left\|\alpha_{1}\right\| \varepsilon_{t-1}\left\|-\alpha_{1} \gamma_{1} \varepsilon_{t-1}+\beta_{1}\right\|^{2}\right]<1$ |
| TSGARCH | $\mathbb{E}\left[\left\|\alpha_{1}\right\| \varepsilon_{t-1}\left\|+\beta_{1}\right\|^{r}\right]<1$ | $\alpha_{1} \mathbb{E}\left\|\varepsilon_{t-1}\right\|+\beta_{1}<1$ | $\mathbb{E}\left[\left\|\alpha_{1}\right\| \varepsilon_{t-1}\left\|+\beta_{1}\right\|^{2}\right]<1$ |
| PGARCH | $\mathbb{E}\left[\left\|\alpha_{1}\right\| \varepsilon_{0}\left\|+\beta_{1}\right\|^{2 r}\right]<1$ | $\alpha_{1}+2 \alpha_{1} \beta_{1} \mathbb{E}\left\|\varepsilon_{0}\right\|+\beta_{1}^{2}<1$ | $\mathbb{E}\left[\left\|\alpha_{1}\right\| \varepsilon_{0}\left\|+\beta_{1}\right\|^{4}\right]<1$ |
| VGARCH |  | for any $r \in \mathbb{N}$ : $\quad \beta_{1}<1$ |  |
| NGARCH | $\mathbb{E}\left[\left\|\alpha_{1}\left(\varepsilon_{0}+\gamma_{1}\right)^{2}+\beta_{1}\right\|^{r}\right]<1$ | $\alpha_{1}\left(1+\gamma_{1}^{2}\right)+\beta_{1}<1$ | $\mathbb{E}\left[\left\|\alpha_{1}\left(\varepsilon_{0}+\gamma_{1}\right)^{2}+\beta_{1}\right\|^{2}\right]<1$ |
| MGARCH | for any $r \in \mathbb{N}: \quad \mathbb{E}\left[\exp \left(4 r\left\|\omega / p+\alpha_{1} \log \left(\varepsilon_{0}^{2}\right)\right\|^{2}\right)\right]<\infty$ and $\left\|\beta_{1}\right\|<1$ |  |  |
| EGARCH | for any $r \in \mathbb{N}$ : $\quad \mathbb{E}\left[\exp \left(4 r\left\|\omega / p+\alpha_{1}\left(\left\|\varepsilon_{0}\right\|-\mathbb{E}\left\|\varepsilon_{0}\right\|\right)+\gamma_{1} \varepsilon_{0}\right\|^{2}\right)\right]<\infty$ and $\left\|\beta_{1}\right\|<1$ |  |  |

### 4.4 Conclusion

In this chapter, we showed the bivariate FCLT of the sample quantile with the r-th absolute central sample moment, for augmented $\operatorname{GARCH}(p, q)$ processes, answering question Q4. With this, we extended the results of Chapter 3 in the iid case. As quantile estimator, we considered only the sample quantile (as a location-scale quantile estimator does not make sense for this class of distributions).

To prove the bivariate asymptotics, we needed to have Bahadur representations for our estimators. In the case of the sample quantile, we showed why we can apply the representation of [121] for augmented $\operatorname{GARCH}(p, q)$ processes. For the r-th absolute central sample moment, we established the representation (analogously to the iid case in Chapter 3). We did so for ergodic, stationary, short-memory processes.

With the help of the multivariate FCLT in [11], we then deduced that the conditions of these univariate asymptotics suffice for the joint bivariate asymptotics.

As for this class of processes, the correlation of their asymptotic distributions have no analytical closed form solution, we restricted ourselves, as examples, to describe how the conditions imposed by the asymptotics translate for specific processes of the family of augmented $\operatorname{GARCH}(p, q)$ processes.

Having established joint asymptotics for quantile and measure of dispersion estimators for both type of models considered in the empirical study in Chapter 2, enables us to finally tackle in Chapter 5 the pro-cyclicality from a theoretical point of view.

## Takeaways

- We establish a Bahadur-like (sum-like) representation for the r-th absolute central sample moment for ergodic, stationary, short-memory processes; see Proposition 4.8.
- We prove a bivariate FCLT between the sample quantile and the r-th absolute central sample moment (which includes the sample MAD and sample variance) for augmented $\operatorname{GARCH}(p, q)$ processes; see Theorem 4.3.


## Key questions (to be followed up in the thesis)

- What do these results imply for the pro-cyclicality observed in Chapter 2? This is a question we tackle in Chapter 5.
- Can these results be extended for other risk measures? We consider asymptotics for other risk measures in Chapter 5.


## Related contributions in the appendix

- A generalization of Table 4.2 for arbitrary $p \geq 1, q \geq 0$ can be found in the online-appendix, [34], Appendix C.


## Chapter 5

## Pro-cyclicality: Connecting empirics and theory

This chapter formed the basis for the joint work [33].

### 5.1 Introduction

This chapter links the empirical findings of Chapter 2 with the theoretical results in Chapters 3 and 4. Recall, once again, how the pro-cyclicality of the VaR was assessed in Chapter 2: We considered the correlation between the logarithm of a ratio of VaR estimates and the sample MAD, and showed that it was negative. In a next step, we then provided theoretical results on the asymptotic distribution of quantile estimators with measure of dispersion estimators for iid models (Chapter 3) and for the family of augmented $\operatorname{GARCH}(p, q)$ processes (Chapter 4).

Consequently, here we are interested in establishing theoretical results on the pro-cyclicality (or, in other words, the behaviour of the measure of pro-cyclicality we used in Chapter 2). Obviously, from a theoretical point of view, there is always the interest in very general and broad results. Here we consider, as already in Chapters 3, 4, other measure of dispersion estimators besides the std or MAD, namely their generalization, the r-th absolute central sample moment. Also, on the side of risk measures, we extend beyond the VaR and take into account ES and expectile estimators. To be clear, this is not done only for the sake of bigger theoretical generality. But because, as already mentioned in the empirical study in Chapter 2, the question naturally arises if such pro-cyclical effects depend on our choice of risk measure (or even risk measure estimator) and also on the measure of dispersion estimator.

Thus, the questions we tackle in this chapter are the following:
Q5 Can we mathematically prove the pro-cyclicality of risk measurements for underlying iid and augmented $\operatorname{GARCH}(p, q)$ models?

Q6 How does the degree of pro-cyclicality in such models depend on the choice of risk measure (estimator) and dispersion measure estimator?

Q7 Can we use the results obtained when answering Q5 to strengthen our claims on the reasons for the pro-cyclicality observed in real data (c.f. question Q2)?

Anticipating the results, we show that the strength of pro-cyclicality depends on the choice of risk measure (estimator), the measure of dispersion estimator and the model considered. But, no matter the choices, the pro-cyclicality will always be present.

This chapter has four sections apart from this short introduction. We finish this introduction with the necessary notation and mathematical framework (formalizing the notion of pro-cyclicality in an asymptotic setting), as well as recalling the notions of the three risk measures under consideration, VaR, ES and expectile, and their corresponding estimators. In Section 5.2 we prove the pro-cyclicality of the different
risk and dispersion measures for an underlying iid model. To be able to do so, we first need to establish the joint asymptotics of estimators for risk measures other than VaR, with measure of dispersion estimators. Since the expectile estimator is essentially a VaR estimator, the only case we need to prove are the asymptotics for the ES estimator.

Note that assessing the pro-cyclicality in the iid case is intuitively clear: Recalling Chapter 2, the risk measure estimator at time $t+1$ year is computed on a sample disjoint from the sample for the risk measure estimator at time $t$ (as well as the measure of dispersion estimator at time $t$ ). Hence, in an iid sample, those estimators should be uncorrelated. Thus, considering the correlation of the log-ratio of VaR estimators with the measure of dispersion estimator, comes back to the correlation of the logarithm of the VaR at time $t$ with the measure of dispersion estimator at time $t$ (multiplied by a constant). But these asymptotics are known already from Chapter 3. Nevertheless, we will consider this situation more formally, as the reasoning will be the basis for the case of augmented $\operatorname{GARCH}(p, q)$ processes.

The pro-cyclicality of the latter is treated in Section 5.3: We first prove a bivariate FCLT for the ES estimator with the measure of dispersion estimator. Then we assess the pro-cyclicality when considering such an augmented $\operatorname{GARCH}(p, q)$ process. As we do not have an underlying independent sample, two estimators computed on disjoint samples can still be dependent. But we show that, as in the iid case, asymptotically the risk measure estimator at time $t+1$ year will be uncorrelated to the risk measure estimator (and the measure of dispersion estimator) at time $t$.

The theoretical results are applied in Section 5.4. We compare the pro-cyclicality of the different risk measures with the sample variance and sample MAD. Since only in the iid case (and not for augmented $\operatorname{GARCH}(p, q)$ processes) closed-form analytical expressions are available, we focus on the former case, considering the Gaussian and the Student-t distribution as examples. As a second application, we discuss the relevance of these asymptotic results for our empirical results on real data obtained in Chapter 2. Looking at the residuals of the fitted $\operatorname{GARCH}(1,1)$ process (c.f. Chapter 2) on each of the 11 indices considered, we compare their pro-cyclicality to the ones of iid realizations. We show that they are similar (in the sense that the empirical pro-cyclicality of the residuals often falls within the confidence interval of the iid pro-cyclicality). Thus, we provide additional arguments why we can relate the pro-cyclicality observed empirically partly to an intrinsic part as in the iid models and partly to the GARCH effects as claimed in Chapter 2. We conclude in Section 5.5.

## Family of Processes Considered

As mentioned, the samples considered will be either realizations from an underlying iid distribution or from augmented $\operatorname{GARCH}(p, q)$ processes. For the definition of such an augmented $\operatorname{GARCH}(p, q)$ process $X=\left(X_{t}\right)_{t \in \mathbb{Z}}$, recall equations (4.1) and (4.2).

As in Chapters 3 and 4, we need certain conditions on the underlying process for the bivariate asymptotics between quantile estimators and measure of dispersion estimators to hold (in the iid as well as for the augmented $\operatorname{GARCH}(p, q)$ case), namely $\left(M_{k}\right),\left(C_{0}\right),\left(C_{l}^{\prime}\right),\left(C_{l}\right),(P)$ as well as (Lee), $(A),\left(P_{r}\right)$, ( $L_{r}$ ).

We used in Chapter 4 the concept of $L_{p}$-near-epoch dependence ( $L_{p}$-NED) (see Definition 4.1). As additional requirement, we will need the concept of strong mixing (to prove a FCLT for the ES and also to establish the pro-cyclicality for augmented $\operatorname{GARCH}(p, q)$ models). Denote, for a sequence of random variables $\left(Z_{n}\right)_{n \in \mathbb{Z}}$, the corresponding $\sigma$-algebra as $\mathcal{F}_{s}^{t}=\sigma\left(Z_{s}, \ldots, Z_{t}\right)$ for $s \leq t$. Then, the definition of strong mixing is as follows:

Definition 5.1 (Strong mixing) Define as measure of dependence, for any integer $n \geq 1$,

$$
\begin{equation*}
\alpha(n):=\sup _{j \in \mathbb{Z}} \sup _{C \in \mathcal{F}_{-\infty}^{j}, D \in \mathcal{F}_{j+n}^{\infty}}|P(C \cap D)-P(C) P(D)| \tag{5.1}
\end{equation*}
$$

The sequence of rv's $\left(Z_{n}\right)_{n \in \mathbb{Z}}$ is called strongly mixing if $\alpha(n) \rightarrow 0$ as $n \rightarrow \infty$. It is called strongly mixing with geometric rate if there exist constants $\lambda \in(0,1)$ and $c$ such that $\alpha(n) \leq c \lambda^{n}$ for every $n$.

Note that for a stationary time series we can omit in (5.1) the sup and simply set wlog $j=0$.

$$
j \in \mathbb{Z}
$$

## Risk Measures

Further, let us recall the definitions of the risk measures we consider. Value-at-Risk (VaR), one of the most used risk measures, is simply a quantile at a certain level of the underlying distribution (see Definition 2.1). Despite the availability of other approaches, the VaR is still usually estimated on historical data in practice, using the empirical quantile $\widehat{\operatorname{VaR}}_{n}(p)$ associated to a $n$-loss sample ( $L_{1}, \ldots, L_{n}$ ) with $p \in(0,1)$. VaR has been shown not to be a coherent measure, [7], contrary to Expected Shortfall (ES), introduced in slightly different formulations in [8], [7], [1], [111]. ES is defined as follows (e.g. [1]) for a loss random variable $L$ and a level $p \in(0,1)$ :

$$
\begin{equation*}
\operatorname{ES}_{p}(L)=\frac{1}{1-p} \int_{p}^{1} q_{L}(u) d u=\mathbb{E}\left[L \mid L \geq q_{L}(p)\right] \tag{5.2}
\end{equation*}
$$

While the first equality in (5.2) is the definition of ES, the second one holds only if $L$ is continuous. There are different ways of estimating ES, we focus on the two most direct ones when using historical estimation.

First, simply approximating the conditional expectation in (5.2) by averaging over $k$ sample quantiles, i.e.

$$
\begin{equation*}
\widetilde{\mathrm{ES}}_{n, k}(p):=\frac{1}{k} \sum_{i=1}^{k} q_{n}\left(p_{i}\right), \tag{5.3}
\end{equation*}
$$

for a specific choice of $p=p_{1}<p_{2}<\ldots<p_{k}<1$. This was e.g. proposed in [53] in the context of backtesting expected shortfall (using $p_{i}=0.25 p(5-i)+0.25(i-1), i=1, \ldots, 4$ ). Another way was proposed in [38] as

$$
\begin{equation*}
\widehat{\mathrm{ES}}_{n}(p):=\frac{1}{n-[n p]+1} \sum_{i=1}^{n} L_{i} \mathbb{I}_{\left(L_{i} \geq q_{n}(p)\right)} . \tag{5.4}
\end{equation*}
$$

It can be seen as a special case of $\widetilde{\mathrm{ES}}_{n, k}(p)$ choosing $k=n-[n p]+1$ and the $p_{i}$ accordingly.
The discussions about which risk measure would be most appropriate to use for evaluating the risk of financial institutions have often included a third risk measure, the expectile. It was introduced, in the context of least-squares estimation in [100] and then as a risk measure in [87]. This risk measure satisfies many favourable properties (in particular for backtesting), making it appealing from a theoretical point of view (see e.g. [19], [18] and references therein) but not (yet?) in practice (see e.g. [53]). It is defined, for a square-integrable loss random variable $L$ and level $p \in(0,1)$, by the following minimiser

$$
\begin{equation*}
e_{p}(L)=\underset{x \in \mathbb{R}}{\operatorname{argmin}}\left(p \mathbb{E}\left[\max (L-x, 0)^{2}\right]+(1-p) \mathbb{E}\left[\max (x-L, 0)^{2}\right]\right) . \tag{5.5}
\end{equation*}
$$

While a natural estimator for the expectile is the empirical argmax of (5.5), there exists another way to define an estimator of $e_{p}$. Recall the relation between an expectile and quantile, see [127]: Let $q_{L}(p)$ be the quantile at level $p \in(0,1)$, then there exists a bijection $\kappa:(0,1) \mapsto(0,1)$ such that $e_{\kappa(p)}(L)=$ $q_{L}(p)$ with

$$
\begin{equation*}
\kappa(p)=\frac{p q_{L}(p)-\int_{-\infty}^{q_{L}(p)} x d F_{L}(x)}{\mathbb{E}[L]-2 \int_{-\infty}^{q_{L}(p)} x d F_{L}(x)-(1-2 p) q_{L}(p)} . \tag{5.6}
\end{equation*}
$$

Thus, such a sample quantile estimator for the expectile at level $p$, exploiting this relation, is denoted as

$$
\begin{equation*}
e_{n}(p):=q_{n}\left(\kappa^{-1}(p)\right) \tag{5.7}
\end{equation*}
$$

As unified notation, representing these risk measures, and their estimators, we introduce, for $i=$ $1, \ldots, 4$ :

$$
\zeta_{i}(p)=\left\{\begin{array}{ll}
\operatorname{VaR}_{p}(L) & \text { for } i=1,  \tag{5.8}\\
\operatorname{ES}_{p}(L) & \text { for } i=2, \\
\sum_{i=1}^{k} \operatorname{Var}_{p_{i}}(L) / k & \text { for } i=3, \\
e_{p}(L) & \text { for } i=4
\end{array} \quad \text { with estimators } \zeta_{n, i}(p)= \begin{cases}\widehat{\operatorname{VaR}}_{n}(p) & \text { for } i=1 \\
\widehat{\operatorname{ES}}_{n}(p) & \text { for } i=2 \\
\widetilde{\mathrm{ES}}_{n, k}(p) & \text { for } i=3 \\
e_{n}(p) & \text { for } i=4\end{cases}\right.
$$

## Setup of Statistical Framework

Lastly, we comment on the statistical framework needed to assess the pro-cyclicality. Following the empirical study developed in Chapter 2, the measure of interest is the linear correlation of the logarithm of a ratio of sample quantiles with the sample $\operatorname{MAD}\left(\hat{\theta}_{n}\right)$, namely

$$
\begin{equation*}
\operatorname{Cor}\left(\log \left|\frac{\widehat{\operatorname{VaR}}_{n, t+1 y}(p)}{\widehat{\operatorname{VaR}}_{n, t}(p)}\right|, \hat{\theta}_{n, t}\right) . \tag{5.9}
\end{equation*}
$$

Here we extend this setup to a more general choice of dispersion measure and risk measure estimators. As measure of dispersion estimators, we consider the r-th absolute central sample moment, and as risk measures the ones presented in (5.8). For this, we need to introduce a time-series notation of our estimated quantities: Thus, by $\widehat{\mathrm{VaR}}_{n, t}, \widehat{\mathrm{ES}}_{n, t}, \widetilde{\mathrm{ES}}_{n, k, t}, e_{n, t}, \zeta_{n, i, t}, \hat{m}(X, n, r, t)$ we denote, corresponding estimators estimated at time $t$ over the last $n$ observations before time $t$.

Above all, we are interested in the correlation of the asymptotic distribution corresponding to (5.9). But, analogously to the theoretical results in Chapters 3 and 4, we will present asymptotic distributional results from which we can deduce this correlation. Note that by the choice of the sample size $n$ of $n=252$ (in the empirical study of Chapter 2) in (5.9), the quantile estimator $\widehat{\mathrm{VaR}}_{n, t+1 y}(p)$ is computed on disjoint samples with respect to the other two estimators, i.e. $\widehat{\mathrm{VaR}}_{n, t}(p)$ and $\hat{\theta}_{n, t}$.

Thus, some care has to be taken to translate the setting of (5.9) into an asymptotic one (where we let $n \rightarrow \infty$ ). For the asymptotic framework at a fixed time $t$, consider a sample of overall size $n$. Then, the trick to have the disjointness of estimators, as in (5.9), is to consider $\widehat{\operatorname{VaR}}_{n / 2, t+n / 2}(p), \widehat{\operatorname{VaR}}_{n / 2, t}(p)$ and $\hat{\theta}_{n / 2, t}$, where we assume wlog that $n / 2$ is an integer. It means that the VaR and MAD estimators are estimated on a sample of size $n / 2$ each.

More generally, we are interested in the joint asymptotic distribution of the log-ratio, i.e. $\log \left|\frac{\zeta_{n / 2, i, t+n / 2}(p)}{\zeta_{n / 2, i, t}(p)}\right|$, with the r-th absolute central sample moment $\hat{m}(X, n / 2, r, t)$.

Then, the generalized analogue to (5.9), i.e. the correlation of the asymptotic distribution of (these) two quantities, is denoted, to ease and by abuse of notation, as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\log \left|\frac{\zeta_{n / 2, i, t+n / 2}(p)}{\zeta_{n / 2, i, t}(p)}\right|, \hat{m}(X, n / 2, r, t)\right) \tag{5.10}
\end{equation*}
$$

for $i=1, \ldots, 4$, and any integer $r>0$. Consequently, in view of the empirical results in Chapter 2, our measure of the pro-cyclicality of risk measure estimators amounts to the degree of negative correlation of (5.10).

A more formal treatment of this will be given in the proofs of Theorem 5.4 (iid case) and Theorem 5.9 (augmented $\operatorname{GARCH}(p, q)$ processes).

### 5.2 Pro-cyclicality in IID models

The aim of this section is to theoretically assess the pro-cyclicality (of risk measure estimators) in iid models, i.e (5.10). For this, we establish the joint asympottics between the log-ratio of risk measure estimators and the r-th absolute centred sample moment estimators. To do so, we first provide, in Section 5.2.1, the joint asymptotics between the risk measure estimators $\zeta_{n, i}(p)$ and $\hat{m}(X, n, r)$. Then, in Section 5.2.2, we use these results to conclude to the sought-after asymptotics and quantify (5.10).

### 5.2.1 CLT's between risk and dispersion measure estimators

We want to establish bivariate CLT's between $\zeta_{n, i}$ and $\hat{m}(X, n, r)$. Note that most cases are already covered by our results in Chapter 3: The asymptotics for the $\widehat{\operatorname{VaR}}_{n}(p)$ with $\hat{\mu}(X, n, r)$, are given by Theorem 3.1. As $e_{n}(p)$, by definition, is a sample quantile at level $\kappa^{-1}(p)$, we can use the same theorem assuming $\kappa$ is given. Also, $\widetilde{\mathrm{ES}}_{n, k}(p)$ is, for any finite choice of $k$, an average of $k$ sample quantiles at different levels $p_{i}, i=1, \ldots, k$. Thus, its bivariate asymptotics follows from the extension of Theorem 3.1 to a vector of sample quantiles, Theorem 3.4 and the continuous mapping theorem.

Thus, only the case of $\widehat{\mathrm{ES}}_{n}(p)$ needs to be considered. The approach is the same as in Theorem 3.1, only that $\widehat{\mathrm{VaR}}_{n}(p)$ is replaced by $\widehat{\mathrm{ES}}_{n}(p)$, and with it, the conditions required on the underlying distribution slightly change.

Proposition 5.2 Consider an iid sample with parent rv $X$ having mean $\mu$, variance $\sigma^{2}$. For any integer $r>0$, assume that $\left(M_{r}\right)$ holds, $F_{X}$ is absolutely continuous, $\left(C_{3}\right)$ holds in a neighbourhood of $q_{X}(p)$, and, if $r=1,\left(C_{0}\right)$ at $\mu$ and $\left(M_{1+\delta}\right)$ for some $\delta>0$ hold. Then the joint asymptotic distribution of the historically estimated expected shortfall $\widehat{\mathrm{ES}}_{n}(p)$, for $p \in(0,1)$, and the $r$-th absolute central sample moment $\hat{\mathfrak{m}}(X, n, r)$, for any integer $r$, is bivariate normal with the following correlation of the asymptotic distribution (again, by abuse of notation): $\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\widehat{\mathrm{ES}}_{n}(p), \hat{m}(X, n, r)\right)=$

$$
\begin{equation*}
\frac{\operatorname{Cov}\left(\frac{1}{1-p}\left(X-q_{X}(p)\right) \mathbb{I}_{\left(X \geq q_{X}(p)\right)}|X-\mu|^{r}-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right](X-\mu)\right)}{\sqrt{\operatorname{Var}\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right)} \sqrt{\operatorname{Var}\left(\frac{1}{p}\left(X-q_{X}(p)\right) \mathbb{I}_{\left.\left(X \geq q_{X}(p)\right)\right)}\right)}} . \tag{5.11}
\end{equation*}
$$

Remark 5.3 Note that the conditions on the underlying distribution are stronger than in the case of the VaR. This comes from the use of the Bahadur representation of this ES estimator. We need absolute continuity of $F_{X}$ and continuity of the second derivative of $f_{X}$ in a neighbourhood of $q_{X}(p)$. In Theorem 3.1, we only needed differentiability of $F_{X}$ and positivity of $f_{X}$ at the point $q_{X}(p)$. Also, in the case of $r=1$, we have an additional moment condition, which comes from the ES estimator, namely the existence of at least the $2+28$ th moment. A thorough examination of the proof in [38] (which is set out for strongly mixing time series) should make it possible to reduce the moment condition to $\left(M_{1}\right)$.

Proof The proof follows the same ideas as the CLT between the sample quantile and the r-th absolute centred sample moment (Theorem 3.1). Only that, instead of using a Bahadur representation for the sample quantile, we use the Bahadur representation for $\widehat{\mathrm{ES}}_{n}(p)$ from [38]. Since by assumption, $F_{X}$ is absolutely continuous, $\left(C_{3}\right)$ holds in a neighbourhood of $q_{X}(p)$, as well as ( $M_{1+\delta}$ ) (or even stronger moment conditions), we can use the ES representation from [38]:

$$
\begin{equation*}
\widehat{E S}_{n}(p)-E S_{P}(X)=\frac{1}{(1-p) n} \sum_{i=1}^{n}\left(X_{i}-q_{X}(p)\right) \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}-\left(E S_{p}(X)-q_{X}(p)\right)+o_{P}\left(n^{-3 / 4+\kappa}\right) \tag{5.12}
\end{equation*}
$$

for an arbitrary $\kappa>0$.

Accordingly, we know the representation for $\hat{m}(X, n, r)$ from Proposition 3.3. As both, $\left(C_{0}\right)$ at $\mu$ for $r=1$ and $\left(M_{r}\right)$ hold, we have, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\bar{X}_{n}\right|^{r}\right)=\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|^{r}\right)-r \sqrt{n}\left(\bar{X}_{n}-\mu\right) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]+o_{P}(1) . \tag{5.13}
\end{equation*}
$$

Using these two representations, we apply the bivariate CLT. By Slutsky's theorem, we know that we can ignore the remainder terms, which converge in probability to 0 , as they do not change the limiting distribution. The covariance of the asymptotic distribution then simply equals the covariance of the i-th term of (5.12) and (5.13), respectively,

$$
\operatorname{Cov}\left(\frac{1}{1-p}\left(X-q_{X}(p)\right) \mathbb{I}_{\left(X \geq q_{X}(p)\right)},|X-\mu|^{r}-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right](X-\mu)\right),
$$

which can be simplified in some cases (e.g. location-scale distributions).
As a last step, we need to identify the variances in the asymptotic distribution. The variance for $\hat{\mu}(X, n, r)$ follows from Proposition 3.3, the one for $\widehat{\mathrm{ES}}_{n}(p)$ from [38]. They are, respectively,

$$
\begin{aligned}
& \operatorname{Var}\left(|X-\mu|^{r}-r(X-\mu) \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\right), \\
& \operatorname{Var}\left(\frac{1}{1-p}\left(X-q_{X}(p)\right) \mathbb{I}_{\left(X \geq q_{X}(p)\right)}\right) .
\end{aligned}
$$

Hence, the result (5.11) holds.

### 5.2.2 Results on pro-cyclicality

After having established the bivariate CLT's between the risk measure estimators and the r-th absolute central sample moment, we are ready to assess the pro-cyclicality as measured in (5.10).

Before stating the proposition, let us come back to the informal explanation given in Section 5.1: Recall that for any risk measure estimator at time $t+n / 2, \zeta_{n / 2, i, t+n / 2}(p)$, the sample used is, by construction, disjoint from the sample used at time $t$. Thus the estimator $\zeta_{n / 2, t+n / 2, i}(p)$ will be uncorrelated with the r -th absolute centred sample moment $\hat{m}(X, n / 2, r, t)$, at time $t$, as well as with the risk measure estimator $\zeta_{n / 2, i, t}(p)$ at time $t$.

Translating this for the correlation of the asymptotic distribution (again abusing the notation), i.e. (5.10), it should hold, for $i=1, \ldots, 4$,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \operatorname{Cor}\left(\log \left|\frac{\zeta_{n / 2, i, t+n / 2}(p)}{\zeta_{n / 2, i, t}(p)}\right|, \hat{m}(X, n / 2, r, t)\right) \\
&=\lim _{n \rightarrow \infty} \frac{\operatorname{Cov}\left(-\log \left|\zeta_{n / 2, i, t}(p)\right|, \hat{m}(X, n / 2, r, t)\right)}{\sqrt{2 \operatorname{Var}\left(\log \left|\zeta_{n / 2, i, t}(p)\right|\right)} \sqrt{\operatorname{Var}(\hat{m}(X, n / 2, r, t))}} \\
& \quad=\frac{-1}{\sqrt{2}} \lim _{n \rightarrow \infty} \operatorname{Cor}\left(\log \left|\zeta_{n, i, t}(p)\right|, \hat{m}(X, n, r, t)\right)=\frac{-1}{\sqrt{2}}\left|\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\zeta_{n, i, t}(p), \hat{m}(X, n, r, t)\right)\right|, \tag{5.14}
\end{align*}
$$

where the first equality follows by the uncorrelatedness, the second by the scale invariance of the correlation and the third is a consequence of the Delta-method with the logarithm. But, anticipating the more involved formal treatment needed for augmented $\operatorname{GARCH}(p, q)$ processes, we also present the result in the iid case in a precise way.

Theorem 5.4 Consider a risk measure estimator $\zeta_{n, i}, i \in\{1, \ldots, 4\}$, and the $r$-th absolute central sample moment $\hat{m}(X, n, r)$, for a chosen integer $r>0$. Asumme that the conditions for a bivariate FCLT between these estimators are fulfilled (Theorem 3.1 or Proposition 5.2 respectively).

Then, the asymptotic distribution of the logarithm of the look-forward ratio of the risk measure estimator with the r-th absolute central sample moment is bivariate normal too, i.e.

$$
\sqrt{n}\binom{\log \left|\frac{\zeta_{n / 2, i, t+n / 2}(p)}{\zeta_{n / 2, i, t}(p)}\right|}{\hat{m}(X, n / 2, r, t)-m(X, r)} \xrightarrow{d} \mathcal{N}(0, \tilde{\Gamma})
$$

and it holds that $\tilde{\Gamma}_{j k}= \begin{cases}\Gamma_{j k} / \zeta_{i}^{2}(p) & \text { for } j=k=1, \\ \Gamma_{j k} / 2 & \text { for } j=k=2, \text { In particular, the correlation of this asymptotic } \\ -\Gamma_{j k} / \zeta_{i}(p) & \text { otherwise. }\end{cases}$ bivariate distribution equals

$$
\frac{\tilde{\Gamma}_{12}}{\sqrt{\tilde{\Gamma}_{11}} \sqrt{\tilde{\Gamma}_{22}}}=\frac{-1}{\sqrt{2}} \operatorname{sgn}\left(\zeta_{i}(p)\right) \frac{\Gamma_{12}}{\sqrt{\Gamma_{11}} \sqrt{\Gamma_{22}}}=\frac{-1}{\sqrt{2}} \frac{\left|\Gamma_{12}\right|}{\sqrt{\Gamma_{11}} \sqrt{\Gamma_{22}}}
$$

where $\Gamma$ is the covariance matrix of the asymptotic bivariate distribution between $\zeta_{n, i}$ and $\hat{m}(X, n, r)$.
To prove this theorem we first present and prove a lemma. This lemma is set in a more general way than the proposition. Then, we will prove the theorem by arguing why the setting of the lemma applies in this case.

Lemma 5.5 Let $\left(X_{1}, \ldots, X_{n}\right)$ be an iid sample of copies from a rv $X$. Assume that, for given functions $f$ and $g$, we have $\operatorname{Var}(f(X))<\infty$ and $\operatorname{Var}(g(X))<\infty$, such that the bivariate CLT holds, i.e.

$$
\begin{equation*}
\sqrt{n}\binom{\sum_{j=1}^{n}\left(f\left(X_{j}\right)-\mathbb{E}\left[f\left(X_{j}\right)\right]\right) / n}{\sum_{j=1}^{n}\left(g\left(X_{j}\right)-\mathbb{E}\left[g\left(X_{j}\right)\right]\right) / n} \xrightarrow{d} \mathcal{N}(0, \Gamma), \tag{5.15}
\end{equation*}
$$

for a covariance matrix $\Gamma=\left(\Gamma_{i j}, 1 \leq i, j \leq 2\right)$. Define

$$
Q_{j}=\left\{\begin{array}{ll}
0 & \text { for } j \leq\lfloor n / 2\rfloor  \tag{5.16}\\
f\left(X_{j}\right) & \text { for } j>\lfloor n / 2\rfloor
\end{array}, Y_{j}=\left\{\begin{array}{ll}
f\left(X_{j}\right) & \text { for } j \leq\lfloor n / 2\rfloor \\
0 & \text { for } j>\lfloor n / 2\rfloor
\end{array}, Z_{j}= \begin{cases}g\left(X_{j}\right) & \text { for } j \leq\lfloor n / 2\rfloor \\
0 & \text { for } j>\lfloor n / 2\rfloor\end{cases}\right.\right.
$$

Denote their sample averages (normalized to mean 0) as

$$
\begin{equation*}
\bar{Q}_{n}=\sum_{j=1}^{n}\left(Q_{j}-\mathbb{E}\left[Q_{j}\right]\right) / n, \bar{Y}_{n}=\sum_{j=1}^{n}\left(Y_{j}-\mathbb{E}\left[Y_{j}\right]\right) / n, \bar{Z}_{n}=\sum_{j=1}^{n}\left(Z_{j}-\mathbb{E}\left[Z_{j}\right]\right) / n \tag{5.17}
\end{equation*}
$$

Then, it holds that

$$
\sqrt{n}\left(\begin{array}{c}
\bar{Q}_{n}  \tag{5.18}\\
\bar{Y}_{n} \\
\bar{Z}_{n}
\end{array}\right) \xrightarrow{d} \mathcal{N}(0, \Sigma),
$$

where the covariance matrix $\Sigma$ satisfies $\Sigma_{i j}= \begin{cases}\Gamma_{11} / 2 & \text { for } i=j \in\{1,2\}, \\ \Gamma_{22} / 2 & \text { for } i=j=3, \\ \Gamma_{12} / 2 & \text { for } i, j \in\{2,3\} \text { with } i \neq j \\ 0 & \text { otherwise } .\end{cases}$

Proof The proof consists of two steps. As we do not work directly on the $X_{j}$ 's, the first step is to establish univariate CLT's for each of the components of the vector (5.18) using a CLT (Lindeberg-Feller theorem) for independent but not identically distributed rv's. Then, in a second step, we argue why we can deduce the trivariate asymptotics directly via Cramér-Wold.

## Step 1: Univariate CLT's

The proof for each of the three univariate CLT's is analogous. Thus, we prove it for $Q_{j}$ and only state the results for the two other cases.

Denote $\mathbb{E}\left[Q_{j}\right]=\mu_{j}, \operatorname{Var}\left(Q_{j}\right)=\sigma_{j}^{2}$ (by assumption, they are finite) and $s_{n}^{2}:=\sum_{j=1}^{n} \sigma_{j}^{2}=n \operatorname{Var}(f(X)) / 2$.

For $\frac{\sum_{j=1}^{n}\left(Q_{j}-\mu_{j}\right)}{s_{n}} \xrightarrow{d} \mathcal{N}(0,1)$ to hold, we need to verify the so called Lindeberg's condition: For all $\varepsilon>0$, we need to show that

$$
\lim _{n \rightarrow \infty} \frac{1}{s_{n}^{2}} \sum_{j=1}^{n} \mathbb{E}\left[\left(Q_{j}-\mu_{j}\right)^{2} \times \mathbb{I}_{\left(\left|Q_{j}-\mu_{j}\right|>\varepsilon s_{n}\right)}\right]=0
$$

In our case, this translates to

$$
\begin{aligned}
\frac{1}{s_{n}^{2}} \sum_{j=1}^{n} \mathbb{E}\left[\left(Q_{j}-\mu_{j}\right)^{2} \times\right. & \left.\mathbb{I}_{\left(\left|Q_{j}-\mu_{j}\right|>\varepsilon s_{n}\right)}\right] \\
& =\frac{2}{n \operatorname{Var}(f(X))} \sum_{j=1}^{n / 2} \mathbb{E}\left[\left(f\left(X_{j}\right)-\mathbb{E}\left[f\left(X_{j}\right)\right]\right)^{2} \times \mathbb{I}_{\left(\left|f\left(X_{j}\right)-\mathbb{E}\left[f\left(X_{j}\right)\right]\right|>\varepsilon n \operatorname{Var}(f(X)) / 2\right)}\right] \\
& =\frac{1}{\operatorname{Var}(f(X))} \mathbb{E}\left[(f(X)-\mathbb{E}[f(X)])^{2} \times \mathbb{I}_{(|f(X)-\mathbb{E}[f(X)]|>\varepsilon n \operatorname{Var}(f(X)) / 2)]}\right.
\end{aligned}
$$

As $\operatorname{Var}(f(X))$ is finite, we know that $\mathbb{I}_{(|f(X)-\mathbb{E}[f(X)]| / \operatorname{Var}(f(X))>\varepsilon n / 2)} \underset{n \rightarrow \infty}{\rightarrow} 0$ almost surely. Further, $(f(X)-\mathbb{E}[f(X)])^{2} \times \mathbb{I}_{(|f(X)-\mathbb{E}[f(X)]|>\varepsilon n \operatorname{Var}(f(X)) / 2)}$ is dominated by $(f(X)-\mathbb{E}[f(X)])^{2}$, which by assumption is integrable (as $\operatorname{Var}(f(X))<\infty)$. Thus, by dominated convergence, it follows that

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[(f(X)-\mathbb{E}[f(X)])^{2} \times \mathbb{1}_{(|f(X)-\mathbb{E}[f(X)]|>\varepsilon n \operatorname{Var}(f(X)) / 2)}\right]=0
$$

Thus, $\bar{Q}_{n}$, defined in (5.17), satisfies $\sqrt{n} \bar{Q}_{n} \xrightarrow{d} \mathcal{N}(0, \operatorname{Var}(f(X)) / 2)$, i.e. $\Sigma_{11}=\operatorname{Var}(f(X)) / 2$.
Similarly, we can conclude that $\sqrt{n} \bar{Y}_{n} \xrightarrow{d} \mathcal{N}(0, \operatorname{Var}(f(X)) / 2)$, i.e. $\Sigma_{22}=\operatorname{Var}(f(X)) / 2$ and $\sqrt{n} \bar{Z}_{n} \xrightarrow{d} \mathcal{N}(0, \operatorname{Var}(g(X)) / 2)$, i.e. $\Sigma_{33}=\operatorname{Var}(g(X)) / 2$.

## Step 2: Trivariate CLT

To conclude the trivariate normality, it suffices, using the Cramér-Wold Device, to show that all linear combinations of $\bar{Q}_{n}, \bar{Y}_{n}, \bar{Z}_{n}$ are normally distributed.

For any $a, b, c \in \mathbb{R}$, we establish the $\operatorname{CLT}$ for $U_{j}:=a\left(Q_{j}-\mathbb{E}\left[Q_{j}\right]\right)+b\left(Y_{j}-\mathbb{E}\left[Y_{j}\right]\right)+c\left(Z_{j}-\right.$ $\left.\mathbb{E}\left[Z_{j}\right]\right)$, i.e.

$$
\sqrt{n} \sum_{j=1}^{n} U_{j} / n \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}\right)
$$

with $\sigma^{2}=\lim _{n \rightarrow \infty} s_{n}^{2} / n$ to be determined - analogously to Step 1 . Note that $\mathbb{E}\left[U_{j}\right]=0$ and

$$
\begin{aligned}
& s_{n}^{2}=\sum_{j=1}^{n} \operatorname{Var}\left(U_{j}\right) \\
& =\sum_{j=1}^{n}\left(a^{2} \operatorname{Var}\left(Q_{j}\right)+b^{2} \operatorname{Var}\left(Y_{j}\right)+c^{2} \operatorname{Var}\left(Z_{j}\right)+2 a b \operatorname{Cov}\left(Q_{j}, Y_{j}\right)+2 a c \operatorname{Cov}\left(Q_{j}, Z_{j}\right)+2 b c \operatorname{Cov}\left(Y_{j}, Z_{j}\right)\right) \\
& =a^{2} \frac{n}{2} \operatorname{Var}(f(X))+b^{2} \frac{n}{2} \operatorname{Var}(f(X))+c^{2} \frac{n}{2} \operatorname{Var}(g(X))+2 b c \frac{n}{2} \operatorname{Cov}(f(X), g(X)):=n d(a, b, c),
\end{aligned}
$$

where

$$
\begin{equation*}
d(a, b, c):=\frac{1}{2}\left(a^{2} \operatorname{Var}(f(X))+b^{2} \operatorname{Var}(f(X))+c^{2} \operatorname{Var}(g(X))\right)+b c \operatorname{Cov}(f(X), g(X)) \tag{5.19}
\end{equation*}
$$

which is finite by assumption. Lindberg's condition is in this case

$$
\begin{aligned}
& \frac{1}{s_{n}^{2}} \sum_{j=1}^{n} \mathbb{E}\left[U_{j}^{2} \times \mathbb{I}_{\left(\left|U_{j}\right|>\varepsilon s_{n}\right)}\right]=\frac{1}{s_{n}^{2}} \sum_{j=1}^{n / 2} \mathbb{E}\left[U_{j}^{2} \times \mathbb{I}_{\left(\left|U_{j}\right|>\varepsilon s_{n}\right)}\right]+\frac{1}{s_{n}^{2}} \sum_{j=n / 2+1}^{n} \mathbb{E}\left[U_{j}^{2} \times \mathbb{I}_{\left(\left|U_{j}\right|>\varepsilon s_{n}\right)}\right] \\
& =\frac{1}{n d(a, b, c)} \frac{n}{2} \mathbb{E}\left[(b(f(X)-\mathbb{E}[f(X)])+c(g(X)-\mathbb{E}[g(X)]))^{2} \times \mathbb{I}_{\left.\left|U_{j}\right|>\varepsilon n d(a, b, c)\right)}\right] \\
& +\frac{1}{n d(a, b, c)} \frac{n}{2} \mathbb{E}\left[a^{2}(f(X)-\mathbb{E}[f(X)])^{2} \times \mathbb{I}_{(|a(f(X)-\mathbb{E}[f(X)])|>\varepsilon n d(a, b, c))]}\right.
\end{aligned}
$$

Again, by dominated convergence we can conclude that this quantity converges to zero and thus establish the CLT, i.e.

$$
\sqrt{n} \bar{U}_{n} \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}\right),
$$

with $\sigma^{2}=d(a, b, c)$. From the knowledge of the univariate asymptotics of $Q_{j}, Y_{j}$ and $Z_{j}$, respectively, we can deduce from (5.19) that it must hold $\Sigma_{12}=\Sigma_{13}=0$ and $\Sigma_{23}=\operatorname{Cov}(f(X), g(X)) / 2$ to have the trivariate normality of the asymptotic distribution of $\sqrt{n}\left(\begin{array}{c}\bar{Q}_{n} \\ \bar{Y}_{n} \\ \bar{Z}_{n}\end{array}\right)$ with covariance matrix $\Sigma$.

As $\Gamma_{11}=\operatorname{Var}(f(X)), \Gamma_{12}=\operatorname{Cov}(f(X), g(X)), \Gamma_{22}=\operatorname{Var}(g(X))$, the claims on the relation of $\Sigma$ and $\Gamma$ follow directly.

Now we can turn to the proof of Theorem 5.4.
Proof The proof consists of two parts. In the first part, we show why we can apply Lemma 5.5 to the setting of Theorem 5.4 to establish trivariate asymptotics.

The second part uses Slutsky's theorem, the Delta method and the continuous mapping theorem to deduce from these trivariate asymptotics the claimed bivariate asymptotics.

Step 1: Applicability of Lemma 5.5
Recall that we already know that, for $i=1, \ldots, 4$,

$$
\begin{equation*}
\zeta_{n, i}(p)=\frac{1}{n} \sum_{j=1}^{n}\left(f_{i}\left(X_{j}\right)-\mathbb{E}\left[f_{i}\left(X_{j}\right)\right]\right)+o_{P}(1 / \sqrt{n}) \tag{5.20}
\end{equation*}
$$

with the functions being specified as follows:

- For $i=1, f_{1}\left(X_{j}\right)=\frac{\mathbb{I}_{\left(X_{j}>q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}$ - which follows from the Bahadur representation of the sample quantile, see (3.18).
- For $i=2, f_{2}\left(X_{j}\right)=\frac{\left(X_{j}-q_{X}(p)\right) \mathbb{\Pi}_{\left(X_{j}>q_{X}(p)\right)}}{1-p}$ - which follows from the Bahadur representation for $\widehat{E S}_{n}$, see (5.12).
- For $i=3, f_{3}\left(X_{j}\right)=\frac{1}{k} \sum_{l=1}^{k} \frac{\mathbb{I}_{\left(X_{j}>q_{X}\left(p_{l}\right)\right)}}{f_{X}\left(q_{X}\left(p_{l}\right)\right)}$ - recalling the definition of the corresponding estimator, (5.3), and using the case $i=1$.
- For $i=4, f_{4}\left(X_{j}\right)=\frac{\mathbb{I}_{\left(X_{j}>q_{X}\left(\kappa^{-1}(p)\right)\right)}}{f_{X}\left(q_{X}\left(\kappa^{-1}(p)\right)\right)}$ - recalling the definition of the corresponding estimator, (5.7), and using the case $i=1$.

Analogously, we know from (3.11) that

$$
\begin{equation*}
\hat{m}(X, n, r)=\frac{1}{n} \sum_{j=1}^{n}\left(g\left(X_{j}\right)-\mathbb{E}\left[g\left(X_{j}\right)\right]\right)+o_{P}(1 / \sqrt{n}) \tag{5.21}
\end{equation*}
$$

with $g\left(X_{j}\right)=\left|X_{j}-\mu\right|^{r}-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\left(X_{j}-\mu\right)$.
Thus, we consider Lemma 5.5 for each choice of $f_{i}, i=1, \ldots, 4$, as defined above, combined with $g$. We can identify, by our construction

$$
\begin{align*}
\zeta_{n / 2, i, t+n / 2}(p)-\zeta_{i}(p) & =\bar{Q}_{n}+o_{P}(1 / \sqrt{n}),  \tag{5.22}\\
\zeta_{n / 2, i, t}(p)-\zeta_{i}(p) & =\bar{Y}_{n}+o_{P}(1 / \sqrt{n})  \tag{5.23}\\
\hat{m}(X, n / 2, r, t)-m(X, r) & =\bar{Z}_{n}+o_{P}(1 / \sqrt{n}), \tag{5.24}
\end{align*}
$$

using the definitions in (5.16) and (5.17).
By the assumption in Theorem 5.4, the bivariate CLT between $\zeta_{n, i}$ and $m(X, n, r)$ holds. This implies that $\operatorname{Var}\left(f_{i}(X)\right)<\infty$, and $\operatorname{Var}(g(X))<\infty$ hold (for each $i=1, \ldots, 4$ ). Thus, the conditions of Lemma 5.5 are fulfilled such that (5.18) holds.

## Step 2: Concluding the bivariate asymptotics

By Slutsky theorem, we know that adding a rest which converges in probability to 0 , does not change the limiting distribution, thus, from equations (5.22)-(5.24) and (5.18), it follows that, as $n \rightarrow \infty$,

$$
\sqrt{n}\left(\begin{array}{c}
\zeta_{n / 2, i, t+n / 2}(p)-\zeta_{i}(p)  \tag{5.25}\\
\zeta_{n / 2, i, t}(p)-\zeta_{i}(p) \\
\hat{m}(X, n / 2, r, t)-m(X, r)
\end{array}\right) \xrightarrow{d} \mathcal{N}(0, \Sigma)
$$

with the covariance matrix $\Sigma$ being related to $\Gamma$ as described in Lemma 5.5. By the multivariate Delta method, we can deduce from (5.25) that, as $n \rightarrow \infty$,

$$
\sqrt{n}\left(\begin{array}{c}
\log \left|\zeta_{n / 2, i, t+n / 2}(p)\right|-\log \left|\zeta_{i}(p)\right|  \tag{5.26}\\
\log \left|\zeta_{n, 2, i, t}(p)\right|-\log \left|\zeta_{i}(p)\right| \\
\hat{m}(X, n / 2, r, t)-m(X, r)
\end{array}\right) \xrightarrow{d} \mathcal{N}(0, \tilde{\Sigma})
$$

where $\tilde{\Sigma}_{j k}=\left\{\begin{array}{ll}\Sigma_{j k} / \zeta_{i}^{2}(p) & \text { for } j, k \in\{1,2\}, \\ \Sigma_{j k} & \text { for } j=k=3, \\ \Sigma_{j k} / \zeta_{i}(p) & \text { else }\end{array}\right.$.
Applying the continuous mapping theorem to (5.26) with the function $f(x, y, z)=(x-y, z)$, we obtain

$$
\sqrt{n}\binom{\log \left|\zeta_{n / 2, i, t+n / 2}(p)\right|-\log \left|\zeta_{n / 2, i, t}(p)\right|}{\hat{m}(X, n / 2, r, t)-m(X, r)} \underset{n \rightarrow \infty}{\xrightarrow{d}} \mathcal{N}(0, \hat{\Sigma}),
$$

where $\hat{\Sigma}_{j k}= \begin{cases}\tilde{\Sigma}_{11}+\tilde{\Sigma}_{22} & \text { for } j=k=1, \\ \tilde{\Sigma}_{33} & \text { for } j=k=2, \\ \tilde{\Sigma}_{13}-\tilde{\Sigma}_{23} & \text { else. }\end{cases}$
By tracing back the definitions of $\Sigma$ (see Lemma 5.5), we see that $\hat{\Sigma}$ equals $\tilde{\Gamma}$ as defined in Theorem 5.4, and thus conclude the proof.

### 5.3 Pro-cyclicality in augmented GARCH $(p, q)$ models

As second model, we turn now to assessing the pro-cyclicality for the family of augmented $\operatorname{GARCH}(p, q)$ processes, as presented in Chapter 4 (defined in (4.1) and (4.2)). The structure remains the same as in Section 5.2 for iid models.

As a prerequisit to consider the pro-cyclicality, we first establish FCLT's between our risk measure estimators and the r-th absolute central sampe moment. Subsequently, we focus in Section 5.3.2 on the quantification of the pro-cyclicality, (5.10), by establishing a CLT between the log-ratio of the risk measure estimators and the r-th absolute central sample moment for this class of processes.

### 5.3.1 FCLT's between risk and dispersion measure estimators

We want to establish FCLT's between $\zeta_{n, i}(p), i=1, \ldots, 4$, and $\hat{m}(X, n, r)$. As in the iid case, the bivariate FCLT for the estimator $\widehat{\operatorname{VaR}}_{n}(p)$ is already stated in Theorem 4.3. This applies also to $e_{n}(p)=$ $\widehat{\operatorname{VaR}}_{n}\left(\kappa^{-1}(p)\right)$ for $\kappa$ given. Again, Thereom 4.3 can be directly extended to a FCLT for a $k$-vector of estimators $\widehat{\operatorname{VaR}}_{n}\left(p_{i}\right), i=1, \ldots, k$. Applying then the continuous mapping theorem yields the case of $\widetilde{\mathrm{ES}}_{n, k}(p)$.

To establish, analogously to Proposition 5.2 in the iid case, the asymptotics with $\widehat{\mathrm{ES}}_{n}(p)$ we will need here a further dependence condition on the underlying process, namely, strong mixing with a geometric rate (recall Definition 5.1).

To establish the bivariate FCLT for $\widehat{\mathrm{ES}}_{n}(p)$, we proceed similarly to the case of $\widehat{\mathrm{VaR}}_{n}(p)$ in Chapter 4 and introduce, to ease the presentation of the FCLT, a 4-dimensional normal random vector (functionals
of $X),(U, V, \tilde{W}, R)^{T}$, with mean zero and the following covariance matrix:

$$
\left\{\begin{align*}
\operatorname{Var}(U) & =\operatorname{Var}\left(X_{0}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(X_{i}, X_{0}\right), \\
\operatorname{Var}(V) & =\operatorname{Var}\left(\left|X_{0}\right|^{r}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(\left|X_{i}\right|^{r},\left|X_{0}\right|^{r}\right), \\
\operatorname{Var}(\tilde{W}) & =q_{X}^{2}(p)\left(\operatorname{Var}\left(\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(\mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}, \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right)\right), \\
\operatorname{Var}(R) & =\operatorname{Var}\left(X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right)+2 \sum_{i=1}^{\infty} \operatorname{Cov}\left(X_{i} \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}, X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right), \\
\operatorname{Cov}(U, V) & =\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{i}\right|^{r}, X_{0}\right)=\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{0}\right|^{r}, X_{i}\right),  \tag{D}\\
\operatorname{Cov}(U, \tilde{W}) & =q_{X}(p) \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}, X_{0}\right)=q_{X}(p) \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}, X_{i}\right), \\
\operatorname{Cov}(V, \tilde{W}) & =q_{X}(p) \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{0}\right|^{r}, \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}\right)=q_{X}(p) \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{i}\right|^{r}, \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right), \\
\operatorname{Cov}(\tilde{W}, R) & =q_{X}(p) \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(X_{i} \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}, \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right)=q_{X}(p) \sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right),}, \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}\right), \\
\operatorname{Cov}(U, R) & =\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(X_{i} \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}, X_{0}\right)=\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}, X_{i}\right), \\
\operatorname{Cov}(V, R) & =\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{0}\right|^{r}, X_{i} \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}\right)=\sum_{i \in \mathbb{Z}} \operatorname{Cov}\left(\left|X_{i}\right|^{r}, X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}\right) .
\end{align*}\right.
$$

Using this 4-dimensional vector, we can now describe the joint asymptotic distribution of $\widehat{\mathrm{ES}}_{n}(p)$ and $\hat{m}(X, n, r)$.

Proposition 5.6 Consider an augmented $\operatorname{GARCH}(p, q)$ process $X$ as defined in (4.1) and (4.2). Introduce the random vector $T_{n, r}(X)=\binom{\widehat{E S}_{n}(p)-\mathrm{ES}(p)}{\hat{m}(X, n, r)-m(X, r)}$, for an integer $r>0$. Assume the process satisfies condition (Lee), $\left(C_{0}\right)$ at the mean $\mu$ for $r=1$ and $\left(M_{r+\delta}\right)$ for some $\delta>0$. Further, also conditions $\left(M_{r}\right),(A)$, and either $\left(P_{\max (1, r / \delta)}\right)$ for $X$ belonging to the group of polynomial GARCH, or $\left(L_{r}\right)$ for the group of exponential GARCH. Finally, that $F_{X}$ is absolutely continuous, $\left(C_{3}\right)$ holds in a neighbourhood of $q_{X}(p)$, and all the 2 nd partial derivatives of the joint distribution of $\left(X_{1}, X_{k+1}\right)$, for $k \geq 1$, are bounded in a neighbourhood of $q_{X}(p)$.

If the process is strongly mixing with geometric rate, we have the following FCLT: For $t \in[0,1]$, as $n \rightarrow \infty$,

$$
\sqrt{n} t T_{[n t], r}(X) \xrightarrow{D_{2}[0,1]} \boldsymbol{W}_{\Gamma^{(r)}}(t)
$$

where $\left(\boldsymbol{W}_{\Gamma^{(r)}}(t)\right)_{t \in[0,1]}$ is the 2-dimensional Brownian motion with covariance matrix $\Gamma^{(r)} \in \mathbb{R}^{2 \times 2}$ defined for any $(s, t) \in[0,1]^{2}$ by $\operatorname{Cov}\left(\boldsymbol{W}_{\Gamma^{(r)}}(t), \boldsymbol{W}_{\Gamma^{(r)}}(s)\right)=\min (s, t) \Gamma^{(r)}$, where

$$
\begin{aligned}
\Gamma_{11}^{(r)} & =\operatorname{Var}(\tilde{W})+\operatorname{Var}(R)-2 \operatorname{Cov}(\tilde{W}, R) \\
\Gamma_{22}^{(r)}= & r^{2} \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right]^{2} \operatorname{Var}(U)+\operatorname{Var}(V)-2 r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}(U, V), \\
\Gamma_{12}^{(r)}= & \Gamma_{21}^{(r)}= \\
& \operatorname{Cov}(R, V)-\operatorname{Cov}(\tilde{W}, V)-r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}(R, U) \\
& \quad+r \mathbb{E}\left[X_{0}^{r-1} \operatorname{sgn}\left(X_{0}\right)^{r}\right] \operatorname{Cov}(\tilde{W}, U),
\end{aligned}
$$

$(U, V, \tilde{W}, R)^{T}$ being the 4-dimensional normal vector (functionals of $X$ ) with mean zero and covariance given in $(\tilde{D})$, all series being absolute convergent.

Remark 5.7 How restrictive is the condition of strong mixing with geometric rate for the augmented $\operatorname{GARCH}(p, q)$ processes? While we cannot give a general result covering all cases, there exist different results in the literature linking GARCH processes and strong mixing: Boussama proves in [27], Theorem 3.4.2, the strong mixing with geometric rate of a $\operatorname{GARCH}(p, q)$ process. Carrasco and Chen in [36] prove in Proposition 5(i), that a big class of augmented $\operatorname{GARCH}(1,1)$ processes are strongly mixing with geometric rate. Therein, in Proposition 12, they also prove strong mixing with geometric rate for the power $\operatorname{GARCH}(p, q)(P G A R C H)$.

Remark 5.8 Comparing the conditions in Proposition 5.6 with those for $\widehat{\mathrm{VaR}}_{n}(p)$ in Theorem 4.3, we see that we need here the absolute continuity of $F_{X}$ and the continuity of the second derivative of $f_{X}$ in a neighbourhood of $q_{X}(p)$ (instead of $\left(C_{2}^{\prime}\right)$ and $(P)$ at $q_{X}(p)$ ). Also, for $r=1$, we need $\left(M_{1+\delta}\right)$ instead of $\left(M_{1}\right)$. These extra conditions are as in the iid case, see Remark 5.3. But in Proposition 5.6, we also need the process $X$ to be strongly mixing with geometric rate, as well as all second partial derivatives of the joint distribution of $\left(X_{1}, X_{k+1}\right)$, for $k \geq 1$, to be bounded (in a neighbourhood of $q_{X}(p)$ ). These conditions come from using the Bahadur representation of the ES in [38].

Proof The proof follows the lines of the corresponding FCLT between the sample quantile and the r-th absolute centred sample moment (Theorem 4.3), also keeping the same structure of the proof in four steps.

Step 1: Bahadur representation of the ES - conditions.
As in the proof of Proposition 5.2, we want to use the Bahadur representation of the ES. It holds under the necessary conditions (i) and (ii) as given in [38], which are fulfilled by assumption:
(i) The process $X$ is strongly mixing with geometric rate.
(ii) The stationarity of the process follows from assumption $\left(P_{\max (1, r / \delta)}\right)$ or $\left(L_{r}\right)$, respectively, with Lemma 1 of [89]. The conditions on continuity and moments imposed by [38] are fulfilled by assumption, namely, the absolute continuity of $F_{X}$, continuous second derivative of $f_{X}$ in a neighbourhood of $q_{X}(p)$, the boundedness in a neighbourhood of $q_{X}(p)$ of all 2nd partial derivatives of the joint distribution of $\left(X_{1}, X_{k+1}\right)$ for $k \geq 1$.

Thus, we can apply the Bahadur representation of the ES

$$
\begin{equation*}
\widehat{E S}_{n}(p)-E S(p)=\frac{1}{(1-p) n} \sum_{i=1}^{n}\left(X_{i}-q_{X}(p)\right) \mathbb{I}_{\left(X_{i} \geq q_{X}(p)\right)}-\left(E S(p)-q_{X}(p)\right)+o_{P}\left(n^{-3 / 4+\kappa}\right) \tag{5.27}
\end{equation*}
$$

for an arbitrary $\kappa>0$.
Step 2: Representation of the r-th absolute centred sample moment -conditions.
This step is exactly the same as in the proof of Theorem 4.3.

## Step 3: Conditions for applying the FCLT

This step follows closely Step 3 in the proof of Theorem 4.3, adapted to the ES instead of the VaR. Here we are using a four-dimensional version of the FCLT (Lemma 4.9, choosing $d=4$ ) - in contrast to a three-dimensional in Theorem 4.3.

Anticipating the use of Lemma 4.9 in Step 4 to establish the FCLT for $U_{n}(X):=\frac{1}{n} \sum_{j=1}^{n} u_{j}$, where

$$
u_{j}=\left(\begin{array}{c}
X_{j} \\
\left|X_{j}\right|^{r}-m(X, r) \\
q_{X}(p) \mathbb{I}_{\left(X_{j} \geq q_{X}(p)\right)}-(1-p) q_{X}(p) \\
X_{j} \mathbb{I}_{\left(X_{j} \geq q_{X}(p)\right)}-\mathbb{E}\left[X_{j} \mathbb{I}_{\left(X_{j} \geq q_{X}(p)\right)}\right]
\end{array}\right)
$$

we verify that the conditions (4.7) to (4.9) of Lemma 4.9 hold: $u_{j}$ fulfills (4.7) as $\mathbb{E}\left[u_{j}\right]=0$ holds by construction, and $\mathbb{E}\left[\left|X_{j}\right|^{2 r}\right]<\infty$ is guaranteed since $\left|X_{t}\right|^{r}$ satisfies a CLT (see Step 2), thus also $\mathbb{E}\left[u_{j}^{2}\right]<\infty$. As we assume $(A)$, it follows from Lemma 1 in [89] that $X_{j}=f\left(\varepsilon_{j}, \varepsilon_{j-1}, \ldots\right)$. This latter relation also holds for functionals of $X_{j}$, i.e. $u_{j}$, thus (4.8) holds.

Then, we define a $\Delta$-dependent approximation $u_{0}^{(\Delta)}$ satisfying (4.9) and (4.10). Denote, for the ease of notation, $X_{0 \Delta}:=\mathbb{E}\left[X_{0} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]$, and set

$$
u_{0}^{(\Delta)}=\left(\begin{array}{c}
X_{0 \Delta} \\
\mathbb{E}\left[\left|X_{0}\right|^{r} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]-m(X, r) \\
q_{X}(p) \mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}-(1-p) q_{X}(p) \\
X_{0 \Delta} \mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}-\mathbb{E}\left[X_{j} \mathbb{I}_{\left(X_{j} \geq q_{X}(p)\right)}\right]
\end{array}\right)
$$

with $\mathcal{F}_{s}^{t}=\sigma\left(\varepsilon_{s}, \ldots, \varepsilon_{t}\right)$ for $s \leq t$. Thus, (4.9) is fulfilled by construction. Let us verify (4.10). We can write

$$
\begin{align*}
\sum_{\Delta \geq 1}\left\|u_{0}-u_{0}^{(\Delta)}\right\|_{2} & \leq \sum_{\Delta \geq 1}\left(\left\|X_{0}-X_{0 \Delta}\right\|_{2}+\left\|\left|X_{0}\right|^{r}-\mathbb{E}\left[\left|X_{0}\right|^{r} \mid \mathcal{F}_{-\Delta}^{+\Delta}\right]\right\|_{2}\right. \\
& \left.\left.+q_{X}^{2}(p)\right)\left\|\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2}+\left\|X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-X_{0 \Delta} \mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2}\right) . \tag{5.28}
\end{align*}
$$

Since we have already shown the finiteness for the first three parts of the sum in (5.28) (in Step 3 of the proof of Theorem 4.3), we only need to consider the fourth sum. This follows directly by a small algebraic manipulation. Using first the triangle inequality, then the Hölder inequality (with $p, q \in[1, \infty]$ such that $\frac{1}{p}+\frac{1}{q}=1$ ), we have

$$
\begin{aligned}
\left\|X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-X_{0 \Delta} \mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2} & =\left\|X_{0}\left(\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right)+\mathbb{I}_{\left(X_{0} \Delta \geq q_{X}(p)\right)}\left(X_{0}-X_{0 \Delta}\right)\right\|_{2} \\
& \leq\left\|X_{0}\left(\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right)\right\|_{2}+\left\|\mathbb{I}_{\left(X_{0} \Delta \geq q_{X}(p)\right)}\left(X_{0}-X_{0 \Delta}\right)\right\|_{2} \\
& \leq\left\|X_{0}\right\|_{2 p}\left\|\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2 q}+\left\|X_{0}-X_{0 \Delta}\right\|_{2} .
\end{aligned}
$$

Choosing $p=1+\delta$, for $\delta$ as in Proposition 5.6, $\left\|X_{0}\right\|_{2+2 \delta}$ is finite by assumption. Further, note that we can write, for any $q$,

$$
\left\|\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2 q}=\left\|\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2}^{1 / q} .
$$

Then, recall that we know from Step 3 in the proof of Theorem 4.3 that $\sum_{\Delta \geq 1}\left\|X_{0}-X_{0 \Delta}\right\|_{2}<\infty$ and $\left\|\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2}=O\left(e^{-\kappa \Delta}\right)$ for some $\kappa>0$. Thus, $\sum_{\Delta \geq 1}\left\|\mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-\mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2}^{1 / q}$
is finite. Hence, we can conclude

$$
\sum_{\Delta \geq 1}\left\|X_{0} \mathbb{I}_{\left(X_{0} \geq q_{X}(p)\right)}-X_{0 \Delta} \mathbb{I}_{\left(X_{0 \Delta} \geq q_{X}(p)\right)}\right\|_{2}<\infty
$$

which means that (4.10) is fulfilled.

## Step 4: Multivariate FCLT

Having checked the conditions for the FCLT of Lemma 4.9 in Step 3, we can apply a 4-dimensional FCLT for $u_{j}$

$$
\sqrt{n} \frac{1}{n} \sum_{j=1}^{[n t]} u_{j}=\sqrt{n} t\left(\begin{array}{c}
\bar{X}_{[n t]}  \tag{5.29}\\
\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left|X_{j}\right|^{r}-m(X, r) \\
\frac{q_{X}(p)}{[n t]} \sum_{j=1}^{[n t]}\left(\mathbb{I}_{\left.X_{j} \geq q_{X}(p)\right)}-(1-p)\right) \\
\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left(X_{j} \mathbb{I}_{\left.X_{j} \geq q_{X}(p)\right)}-\mathbb{E}\left[X_{j} \mathbb{I}_{\left.X_{j} \geq q_{X}(p)\right)}\right)\right.
\end{array}\right) \stackrel{D_{4}[0,1]}{\rightarrow} \mathbf{W}_{\tilde{\Gamma}^{(r)}}(t) \quad \text { as } n \rightarrow \infty
$$

where $\mathbf{W}_{\tilde{\Gamma}^{(r)}}(t), t \in[0,1]$ is the 4-dimensional Brownian motion with covariance matrix $\tilde{\Gamma}^{(r)} \in \mathbb{R}^{4 \times 4}$, i.e. the components $\tilde{\Gamma}_{i j}^{(r)}, 1 \leq i, j \leq 4$, satisfy the dependence structure $(\tilde{D})$, with all series being absolutely convergent.

Recalling the representation of $\hat{m}(X, n, r)$ in Proposition 4.8 and the Bahadur representation (5.27) of the sample ES (ignoring the remainder terms for the moment), we apply to (5.29) the multivariate continuous mapping theorem using the function $f(w, x, y, z) \mapsto(a w+x, b(z-y))$ with $a=-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right], b=1 /(1-p)$, and obtain

$$
\begin{equation*}
\sqrt{n} t\binom{a\left(\bar{X}_{[n t]}\right)+\frac{1}{[n t]} \sum_{j=1}^{[n t]}\left|X_{j}\right|^{r}-m(X, r)}{\frac{1}{1-p}\left(\frac{1}{[n t]} \sum_{j=1}^{[n t]} \mathbb{I}_{\left(X_{j} \geq q_{X}(p)\right)}\left(X_{j}-q_{X}(p)\right)-(1-p)\left(E S_{X}(p)-q_{X}(p)\right)\right)} \stackrel{D_{2}[0,1]}{ } \mathbf{W}_{\Gamma^{(r)}}(t) \tag{5.30}
\end{equation*}
$$

As by Slutsky's theorem, a remainder term that converges in probability to 0 , does not change the limiting distribution, we get from (5.30),

$$
\sqrt{n} t\binom{\hat{m}(X,[n t], r)-m(X, r)}{\widehat{E S}_{[n t]}(p)-\mathrm{ES}_{X}(p)} \stackrel{D_{2}[0,1]}{\longrightarrow} \mathbf{W}_{\Gamma^{(r)}}(t)
$$

where $\Gamma^{(r)}$ follows from the specifications of $\tilde{\Gamma}^{(r)}$ above and the continuous mapping theorem.

### 5.3.2 Results on pro-cyclicality

Finally, we can consider the pro-cyclicality for augmented $\operatorname{GARCH}(p, q)$ processes. As these processes exhibit dependence, two estimators, even if computed over disjoint samples, might be correlated (in contrast to the iid case). But it turns out that in our specific case the condition of strong mixing with geometric rate will make the estimators on disjoint samples asymptotically uncorrelated. Thus, we recover, structurally, the pro-cyclicality behaviour as in the iid case (recall our informal reasoning, (5.14) ). Let us now state, as a theorem, the analogous result to Theorem 5.4.
Theorem 5.9 Consider an augmented $\operatorname{GARCH}(p, q)$ process $X$ as defined in (4.1) and (4.2), a risk measure estimator $\zeta_{n, i}, i \in\{1, \ldots, 4\}$, and the $r$-th absolute central sample moment $\hat{m}(X, n, r)$, for a given integer $r>0$. Asumme that the conditions for a bivariate FCLT between these estimators are fulfilled (Theorem 4.3 or Proposition 5.6, respectively).

If, moreover, $X$ is strongly mixing with geometric rate and additionally ( $M_{r+\delta}$ ) holds for some $\delta>$ 0 , the asymptotic distribution of the logarithm of the look-forward ratio of the risk measure estimators with the $r$-th absolute central sample moment is bivariate normal too, i.e.

$$
\sqrt{n}\binom{\log \left\lvert\, \frac{\zeta_{n / 2, i, t+n / 2}(p)}{\zeta_{n / 2}, i t}(p)\right.}{\hat{m}(X, n / 2, r, t)-m(X, r)} \xrightarrow{d} \mathcal{N}(0, \tilde{\Gamma}),
$$

and it holds that $\tilde{\Gamma}= \begin{cases}\Gamma_{j k} / \zeta_{i}^{2}(p) & \text { for } j=k=1, \\ \Gamma_{j k} / 2 & \text { for } j=k=2, \text { In particular, the correlation of this asymptotic } \\ -\Gamma_{j k} / \zeta_{i}(p) & \text { otherwise. }\end{cases}$ bivariate distribution equals to

$$
\frac{\tilde{\Gamma}_{12}}{\sqrt{\tilde{\Gamma}_{11}} \sqrt{\tilde{\Gamma}_{22}}}=\frac{-1}{\sqrt{2}} \operatorname{sgn}\left(\zeta_{i}(p)\right) \frac{\Gamma_{12}}{\sqrt{\Gamma_{11}} \sqrt{\Gamma_{22}}}=\frac{-1}{\sqrt{2}} \frac{\left|\Gamma_{12}\right|}{\sqrt{\Gamma_{11}} \sqrt{\Gamma_{22}}}
$$

where $\Gamma$ is the covariance matrix of the asymptotic distribution between $\zeta_{n, i}(p)$ and $\hat{m}(X, n, r)$.
Remark 5.10 Let us comment on the two additional conditions, with respect to those of Theorem 4.3, introduced in the Theorem 5.9, namely the strong mixing with geometric rate and $\left(M_{r+\delta}\right)$. We need this dependence condition to make sure that the estimators we consider are asymptotically uncorrelated when computed over disjoint samples. The moment condition $\left(M_{r+\delta}\right)$ comes from the fact that we use a CLT for non-stationary, strong mixing processes ([106], [51]), which requires a stronger condition than the classical $\left(M_{r}\right)$.

Contrary to these observations, recall that in Proposition 5.6, when establishing a FCLT with $\widehat{\mathrm{ES}}_{n}(p)$, we already needed the strong mixing condition. Thus, for the estimator $\widehat{\mathrm{ES}}_{n}(p)$, Theorem 5.9 imposes only in the case $r>1$ stronger conditions, namely a stronger moment condition, $\left(M_{r+\delta}\right)$, needed to prove the pro-cyclicality.
As in the iid case, we will establish a slightly more general result in a lemma, on which the proof of the theorem will be based. We present the more general lemma only as the side result, as we are interested specifically in the pro-cyclicality for augmented $\operatorname{GARCH}(p, q)$ processes.
Lemma 5.11 Consider a univariate, stationary stochastic process $\left(X_{j}, j \in \mathbb{Z}\right)$. Assume the conditions for the FCLT of Lemma 4.9 to hold such that, for given real functions $f$ and $g$, the bivariate $r v$ $u_{j}:=\binom{f\left(X_{j}\right)-\mathbb{E}\left[f\left(X_{j}\right)\right]}{\left(g\left(X_{j}\right)-\mathbb{E}\left[g\left(X_{j}\right)\right)\right.}$ satisfies the $F C L T$, i.e.

$$
\begin{equation*}
\sqrt{n} t\binom{\sum_{j=1}^{[n t]}\left(f\left(X_{j}\right)-\mathbb{E}\left[f\left(X_{j}\right)\right]\right) /[n t]}{\sum_{j=1}^{[n t]}\left(g\left(X_{j}\right)-\mathbb{E}\left[g\left(X_{j}\right)\right) /[n t]\right.} \xrightarrow{D_{2}[0,1]} \boldsymbol{W}_{\Gamma}(t), \quad \text { as } \quad n \rightarrow \infty, \tag{5.31}
\end{equation*}
$$

where $\left(\boldsymbol{W}_{\Gamma}(t)\right)_{t \in[0,1]}$ is the 2-dimensional Brownian motion with covariance matrix $\Gamma \in \mathbb{R}^{2 \times 2}$ defined for any $(s, t) \in[0,1]^{2}$ by $\operatorname{Cov}\left(\boldsymbol{W}_{\Gamma}(t), \boldsymbol{W}_{\Gamma}(s)\right)=\min (s, t) \Gamma$. Define

$$
Q_{j}=\left\{\begin{array}{ll}
0 & \text { for } j \leq\lfloor n / 2\rfloor  \tag{5.32}\\
f\left(X_{j}\right) & \text { for } j>\lfloor n / 2\rfloor
\end{array}, Y_{j}=\left\{\begin{array}{ll}
f\left(X_{j}\right) & \text { for } j \leq\lfloor n / 2\rfloor \\
0 & \text { for } j>\lfloor n / 2\rfloor
\end{array}, Z_{j}= \begin{cases}g\left(X_{j}\right) & \text { for } j \leq\lfloor n / 2\rfloor \\
0 & \text { for } j>\lfloor n / 2\rfloor\end{cases}\right.\right.
$$

Denote their sample averages (normalized to mean 0) as

$$
\begin{equation*}
\bar{Q}_{n}=\sum_{j=1}^{n}\left(Q_{j}-\mathbb{E}\left[Q_{j}\right]\right) / n, \quad \bar{Y}_{n}=\sum_{j=1}^{n}\left(Y_{j}-\mathbb{E}\left[Y_{j}\right]\right) / n, \quad \bar{Z}_{n}=\sum_{j=1}^{n}\left(Z_{j}-\mathbb{E}\left[Z_{j}\right]\right) / n . \tag{5.33}
\end{equation*}
$$

Then, if the process $X_{j}$ is strongly mixing with geometric rate and there exists a $\delta>0$ s.t.

$$
\begin{equation*}
\mathbb{E}\left[\left|Q_{j}-\mathbb{E}\left[Q_{j}\right]\right|^{2+2 \delta}\right]<\infty, \quad \mathbb{E}\left[\left|Y_{j}-\mathbb{E}\left[Y_{j}\right]\right|^{2+2 \delta}\right]<\infty, \quad \mathbb{E}\left[\left|Z_{j}-\mathbb{E}\left[Z_{j}\right]\right|^{2+2 \delta}\right]<\infty, \forall j \tag{5.34}
\end{equation*}
$$

it holds that

$$
\sqrt{n}\left(\begin{array}{l}
\bar{Q}_{n}  \tag{5.35}\\
\bar{Y}_{n} \\
\bar{Z}_{n}
\end{array}\right) \xrightarrow{d} \mathcal{N}(0, \Sigma),
$$

where the covariance matrix $\Sigma$ satisfies $\Sigma_{i j}= \begin{cases}\Gamma_{11} / 2 & \text { for } i=j \in\{1,2\}, \\ \Gamma_{22} / 2 & \text { for } i=j=3, \\ \Gamma_{12} / 2 & \text { for } i, j \in\{2,3\} \text { with } i \neq j, \\ 0 & \text { otherwise. }\end{cases}$
Proof The idea of the proof is the same as in the iid case (this was the goal of providing a proof in the iid case). It consists of two steps. First, we need to establish univariate CLT's for each of the components of the vector in (5.35), using a CLT for non-stationary strongly mixing sequences. Secondly, we argue why we can deduce the trivariate asymptotics directly via Cramér-Wold. To do so, we need to show that the covariances between estimators over disjoint samples vanish asymptotically. For this, we will use covariance bounds for strongly mixing processes.

## Step 1: Univariate CLT's

To establish the univariate CLT's, we use a CLT for non-stationary sequences by [106], [51], which we simplify to our purposes as follows:

Consider a stochastic process, denoted by $\left(W_{j}, j \in \mathbb{Z}\right)$, which is strongly mixing with coefficient $\alpha(k)$. Denote $\bar{W}_{n}=\frac{1}{n} \sum_{j=1}^{n} W_{j}$ and $\sigma_{n}^{2}=\operatorname{Var}\left(\sqrt{n} \bar{W}_{n}\right)$. If the following three conditions hold,

$$
\begin{align*}
& \mathbb{E}\left[\left|W_{j}-E\left[W_{j}\right]\right|^{2+2 \delta}\right] \leq c, \quad \forall j  \tag{5.36}\\
& \sigma^{2}:=\lim _{n} \sigma_{n} \in(0, \infty)  \tag{5.37}\\
& \sum_{k=0}^{\infty}(k+1)^{2} \alpha(k)^{\delta /(4+\delta)} \leq d, \text { for a finite constant d independent of } k \tag{5.38}
\end{align*}
$$

then $\sqrt{n}\left(\bar{W}_{n}-E\left[\bar{W}_{n}\right]\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}\right)$ as $n \rightarrow \infty$.
Let us explain how the stated version differs from [106] and [51]. Note that in [106] a stronger condition than (5.37) is introduced, namely

$$
\begin{equation*}
\forall\left(d_{n}\right) \text { s.t. } d_{n} \rightarrow \infty: \sup _{t}\left|\operatorname{Var}\left(\sqrt{d_{n}} \frac{1}{d_{n}} \sum_{j=t}^{t+d_{n}-1} W_{j}\right)-\sigma^{2}\right| \rightarrow 0, \text { as } n \rightarrow \infty \tag{5.39}
\end{equation*}
$$

under which the authors conclude that $\frac{1}{\sqrt{d_{n}}} \sum_{i=1}^{d_{n}} X_{i} \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}\right)$ holds (with $\sigma^{2}:=\lim _{n \rightarrow \infty} \sigma_{n}$ ) for any sequence $d_{n} \leq n$ such that $d_{n} \rightarrow \infty$ as $n \rightarrow \infty$. To ensure this general convergence, (5.39) is reasonable, i.e. the CLT should hold for any $d_{n}$ with always the same variance $\sigma^{2}$. In our case, we only need the CLT to hold for $d_{n}=n$ (and we do not care what would happen for other choices of $d_{n}$ ).

In contrast to this, the version of the CLT in [51] shows that (5.39) is actually superfluous, but at the price of accepting potentially degenerate limiting distributions. As a compromise between the two, we demand (5.37), which ensures that we do not have a degenerate limiting distribution for the case $d_{n}=n$.

The proof for each of the three univariate CLT's is analogous. Thus, we prove it for $Q_{j}$ and only state the results for the two other cases.

Let us verify the conditions (5.36) to (5.38) so that we can apply the CLT. First, we note that (5.36) corresponds, in our case, to our assumption (5.34), hence is satisfied. Direct computations lead to (5.37):

$$
\begin{aligned}
\sigma_{Q}^{2} & =\lim _{n} \operatorname{Var}\left(\sqrt{n} \bar{Q}_{n}\right)=\lim _{n} \frac{1}{n}\left(\sum_{j=n / 2+1}^{n} \operatorname{Var}\left(Q_{j}\right)+2 \sum_{n / 2+1 \leq i<j \leq n} \operatorname{Cov}\left(Q_{i}, Q_{j}\right)\right) \\
& =\operatorname{Var}\left(f\left(X_{0}\right)\right) / 2+\lim _{n} \frac{2}{n} \sum_{i=1}^{n / 2-1}(n / 2-i) \operatorname{Cov}\left(f\left(X_{0}\right), f\left(X_{i}\right)\right) \\
& =\operatorname{Var}\left(f\left(X_{0}\right)\right) / 2+\sum_{i=1}^{\infty} \operatorname{Cov}\left(f\left(X_{0}\right), f\left(X_{i}\right)\right),
\end{aligned}
$$

which is non-degenerate by (5.31).
We are left with showing (5.38). As $Q_{j}$ is a functional of $X_{j}$, we can bound from above the mixing coefficient of $Q_{j}$, denoted by $\alpha_{Q}(k)$, by the one of $X_{j}$, i.e. $\alpha_{Q}(k) \leq \alpha(k)$. As we know that $X_{j}$ is strongly mixing with geometric rate, we have (see (5.1)) that $\alpha_{Q}(k) \leq C \lambda^{k}$ for some constants $C>0$ and $\lambda \in(0,1)$, which implies:

$$
\sum_{k=0}^{\infty}(k+1)^{2} \alpha_{Q}(k)^{\delta /(4+\delta)} \leq \sum_{k=0}^{\infty}(k+1)^{2}\left(C \lambda^{k}\right)^{\delta /(4+\delta)}=C^{\delta /(4+\delta)} \sum_{k=1}^{\infty} k^{2} \lambda^{(k-1) \delta /(4+\delta)}
$$

We perform a ratio test to confirm the convergence of this series

$$
L=\lim _{k \rightarrow \infty}\left|\frac{(k+1)^{2} \lambda^{k \delta /(4+\delta)}}{k^{2} \lambda^{(k-1) \delta /(4+\delta)}}\right|=\lim _{k \rightarrow \infty}\left|\left(1+\frac{2}{k}+\frac{1}{k^{2}}\right) \lambda^{\delta /(4+\delta)}\right|=\lambda^{\delta /(4+\delta)}<1
$$

Thus, the series is convergent, from which we deduce (5.38). We conclude to the CLT, as $n \rightarrow \infty$

$$
\sqrt{n}\left(\bar{Q}_{n}-E\left[\bar{Q}_{n}\right]\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{Q}^{2}\right) .
$$

In the same manner, we obtain, as $n \rightarrow \infty$,

$$
\sqrt{n}\left(\bar{Y}_{n}-E\left[\bar{Y}_{n}\right]\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{Y}^{2}\right) \quad \text { and } \quad \sqrt{n}\left(\bar{Z}_{n}-E\left[\bar{Z}_{n}\right]\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{Z}^{2}\right), \text { as } n \rightarrow \infty,
$$

where

$$
\sigma_{Q}^{2}=\sigma_{Y}^{2} \quad \text { and } \quad \sigma_{Z}^{2}=\operatorname{Var}\left(g\left(X_{0}\right)\right) / 2+\sum_{i=1}^{\infty} \operatorname{Cov}\left(g\left(X_{0}\right), g\left(X_{i}\right)\right)
$$

## Step 2: Trivariate CLT

By the Cramér-Wold Device, it suffices to show that all linear combinations of the components of $\left(\bar{Q}_{n}, \bar{Y}_{n}, \bar{Z}_{n}\right)^{T}$ are normally distributed, to conclude their trivariate normality.

For any $a, b, c \in \mathbb{R}$, we establish the CLT for

$$
U_{j}:=a\left(Q_{j}-\mathbb{E}\left[Q_{j}\right]\right)+b\left(Y_{j}-\mathbb{E}\left[Y_{j}\right]\right)+c\left(Z_{j}-\mathbb{E}\left[Z_{j}\right]\right)
$$

i.e.

$$
\sqrt{n} \sum_{j=1}^{n} U_{j} / n \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}\right), \text { as } n \rightarrow \infty
$$

with $\sigma^{2}$ to be determined - in a similar way as in Step 1 . Note that, by construction, $\mathbb{E}\left[U_{j}\right]=0$. We need to verify the strong mixing of $U_{j}$ and the three conditions (5.36) to (5.38). By the Minkowski inequality, we have that

$$
\mathbb{E}\left[\left|U_{j}\right|^{2+2 \delta}\right]=\left\|U_{j}\right\|_{2+2 \delta}^{2+2 \delta} \leq\left(a\left\|Q_{j}-\mathbb{E}\left[Q_{j}\right]\right\|_{2+2 \delta}+b\left\|Y_{j}-\mathbb{E}\left[Y_{j}\right]\right\|_{2+2 \delta}+c\left\|Z_{j}-\mathbb{E}\left[Z_{j}\right]\right\|_{2+2 \delta}\right)^{2+2 \delta}
$$

Thus, (5.36) is fulfilled by assumption, (5.34).
By construction, each $U_{j}$ is a functional of $X_{j}$ (which is strongly mixing with geometric rate, by assumption). We can bound from above the mixing coefficient of $U_{j}$, denoted by $\alpha_{U}(k)$, by the one of $X_{j}$, i.e. $\alpha_{U}(k) \leq \alpha(k)$. Therefore, (5.33) holds by the same argumentation as in the univariate case.

So, we are left with computing $\sigma^{2}=\lim _{n \rightarrow \infty} \sigma_{n}^{2}$. We write it as:

$$
\begin{align*}
\sigma_{n}^{2} & =\operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} U_{j} / n\right)=\frac{1}{n} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n}\left(a Q_{j}+b Y_{j}+c Z_{j}\right) / n\right) \\
& =a^{2} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n\right)+b^{2} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n\right)+c^{2} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Z_{j} / n\right) \\
& +2 a b \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Y_{i} / n\right)+2 a c \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right) \\
& +2 b c \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right) \tag{5.40}
\end{align*}
$$

As this expression for $\sigma_{n}^{2}$ is quite long and some computations will be involved, we split the computation into different parts. First, note that the respective variances in (5.40) are known from the univariate asymptotics:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n\right)=\sigma_{Q}^{2}, \quad \lim _{n \rightarrow \infty} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n\right)=\sigma_{Y}^{2}, \quad \lim _{n \rightarrow \infty} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Z_{j} / n\right)=\sigma_{Z}^{2} \tag{5.41}
\end{equation*}
$$

Thus, we are left with the covariances which we assess one after the other.

- Computation of the first covariance of (5.40)

$$
\begin{align*}
& \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Y_{i} / n\right) \\
&=\frac{1}{n} \sum_{j=n / 2+1}^{n} \sum_{i=1}^{n / 2} \operatorname{Cov}\left(f\left(X_{j}\right), f\left(X_{i}\right)\right) \\
&=\frac{1}{n} \sum_{j=n / 2+1}^{n} \sum_{i=1}^{n / 2} \operatorname{Cov}\left(f\left(X_{j-i}\right), f\left(X_{0}\right)\right) \\
&=\frac{1}{n}\left(\sum_{k=1}^{n / 2} k \operatorname{Cov}\left(f\left(X_{k}\right), f\left(X_{0}\right)\right)+\sum_{k=n / 2+1}^{n-1}(n-k) \operatorname{Cov}\left(f\left(X_{k}\right), f\left(X_{0}\right)\right)\right) \\
&=\frac{1}{n}\left(\sum_{k=1}^{n / 2} k \operatorname{Cov}\left(f\left(X_{k}\right), f\left(X_{0}\right)\right)+\sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) \operatorname{Cov}\left(f\left(X_{k+n / 2}\right), f\left(X_{0}\right)\right)\right) \tag{5.42}
\end{align*}
$$

where we used the stationarity of the underlying process $X$.

To bound the two sums in (5.42), we use covariance bounds provided in [113], Theorem 7.3. We recall them here, for convenience, for a process $\left(X_{j}, j \in \mathbb{Z}\right)$ :

- If $f\left(X_{k}\right)$ is $\mathcal{F}_{l+k}^{\infty}$ measurable and $f\left(X_{0}\right)$ is $\mathcal{F}_{-\infty}^{l}$ measurable (for a chosen integer $l$ and $k>0$ ),
- if $\mathbb{E}\left[\left|f\left(X_{0}\right)\right|^{p}\right]<\infty$ and $\mathbb{E}\left[\left|f\left(X_{k}\right)\right|^{q}\right]<\infty$ for some $p, q>1$ s.t. $\frac{1}{p}+\frac{1}{q}<1$,
- if $X_{j}, j \in \mathbb{Z}$, is strongly mixing, with mixing coefficient $\alpha(k)$
then we have $\left|\operatorname{Cov}\left(f\left(X_{0}\right), f\left(X_{k}\right)\right)\right| \leq 10 \alpha(k)^{1-\frac{1}{p}-\frac{1}{q}}\left\|f\left(X_{0}\right)\right\|_{p}\left\|f\left(X_{k}\right)\right\|_{q}$.
Choosing $q=2$ and $p=2+2 \delta$ (as, by (5.34), those moments will exist), and $l=0$, we can write the inequality above as

$$
\left|\operatorname{Cov}\left(f\left(X_{0}\right), f\left(X_{k}\right)\right)\right| \leq M \alpha(k)^{1-\frac{1}{p}-\frac{1}{q}},
$$

where $M:=10\left\|f\left(X_{0}\right)\right\|_{p}\left\|f\left(X_{k}\right)\right\|_{q}$.
Recall, as the process is strong mixing with geometric rate, that there exist constants $C>0$ and $\lambda \in(0,1)$ s.t. $\alpha(k) \leq C \lambda^{k}$. We use this geometric rate and the covariance bound to show the finiteness of the first covariance sum of (5.42):

$$
\begin{aligned}
\sum_{k=1}^{n / 2} k \operatorname{Cov}\left(f\left(X_{k}\right), f\left(X_{0}\right)\right) \leq \sum_{k=1}^{n / 2} k\left|\operatorname{Cov}\left(f\left(X_{k}\right), f\left(X_{0}\right)\right)\right| & \leq \sum_{k=1}^{n / 2} k M \alpha(k)^{1-\frac{1}{p}-\frac{1}{q}} \\
& \leq M C^{1-\frac{1}{p}-\frac{1}{q}} \sum_{k=1}^{n / 2} k \lambda^{k\left(1-\frac{1}{p}-\frac{1}{q}\right)} .
\end{aligned}
$$

Using once again the ratio test for the finiteness of the latter series (as $n \rightarrow \infty$ )

$$
L=\lim _{k \rightarrow \infty}\left|\frac{(k+1) \lambda^{(k+1)\left(1-\frac{1}{p}-\frac{1}{q}\right)}}{k \lambda^{k\left(1-\frac{1}{p}-\frac{1}{q}\right)}}\right|=\lim _{k \rightarrow \infty}(1+1 / k) \lambda^{\left(1-\frac{1}{p}-\frac{1}{q}\right)}=\lambda^{\left(1-\frac{1}{p}-\frac{1}{q}\right)}<1
$$

we deduce that

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \sum_{k=1}^{n / 2} k \operatorname{Cov}\left(f\left(X_{k}\right), f\left(X_{0}\right)\right)=0 . \tag{5.43}
\end{equation*}
$$

Now we need to look at the second sum of (5.42). We proceed in the same way using the strong mixing rate as well as the covariance bounds:

$$
\begin{align*}
\frac{1}{n} \sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) \operatorname{Cov}\left(f\left(X_{k+n / 2}\right), f\left(X_{0}\right)\right) & \leq \frac{1}{n} \sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right)\left|\operatorname{Cov}\left(f\left(X_{k+n / 2}\right), f\left(X_{0}\right)\right)\right| \\
& \leq \frac{1}{n} \sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) M \alpha(k+n / 2)^{1-\frac{1}{p}-\frac{1}{q}} \\
& \leq \frac{1}{n} \sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) M\left(C \lambda^{k+n / 2}\right)^{1-\frac{1}{p}-\frac{1}{q}} . \tag{5.44}
\end{align*}
$$

For the ease of notation, define $\tilde{\lambda}=\lambda^{1-\frac{1}{p}-\frac{1}{q}}$ and $\tilde{M}=M C^{1-\frac{1}{p}-\frac{1}{q}}$, such that we have from (5.44)

$$
\begin{aligned}
\frac{1}{n} \sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) \operatorname{Cov}\left(f\left(X_{k+n / 2}\right), f\left(X_{0}\right)\right) & \leq \tilde{M} \tilde{\lambda}^{n / 2} \sum_{k=1}^{n / 2-1}\left(\frac{1}{2}-\frac{k}{n}\right) \tilde{\lambda}^{k} \\
& \leq \tilde{M} \tilde{\lambda}^{n / 2} \sum_{k=1}^{n / 2-1}\left(\frac{1}{2}-\frac{k}{n}\right)=\tilde{M} \tilde{\lambda}^{n / 2} \frac{n-2}{8}
\end{aligned}
$$

which tends to 0 , as $n \rightarrow \infty$, as $\tilde{\lambda}<1$. Thus, we can conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) \operatorname{Cov}\left(f\left(X_{k+n}\right), f\left(X_{0}\right)\right)=0 \tag{5.45}
\end{equation*}
$$

Combining (5.42) with (5.43) and (5.45), we conclude for the first covariance sum of (5.40) that:

$$
\begin{equation*}
\lim _{n} \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Y_{i} / n\right)=0 \tag{5.46}
\end{equation*}
$$

- Computation of the second covariance of (5.40)

The computation of the limit of the second covariance of (5.40) is analogous to the first one, simply replacing $Y_{i}$ by $Z_{i}$ and thus $f\left(X_{i}\right)$ by $g\left(X_{i}\right)$. I.e. from (5.42) we deduce that

$$
\begin{align*}
\operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right) & =\frac{1}{n} \sum_{j=1}^{n} \sum_{i=1}^{n} \operatorname{Cov}\left(Q_{j}, Z_{i}\right)=\cdots \\
& =\frac{1}{n}\left(\sum_{k=1}^{n / 2} k \operatorname{Cov}\left(f\left(X_{k}\right), g\left(X_{0}\right)\right)+\sum_{k=1}^{n / 2-1}\left(\frac{n}{2}-k\right) \operatorname{Cov}\left(f\left(X_{k+n / 2}\right), g\left(X_{0}\right)\right)\right) \tag{5.47}
\end{align*}
$$

The covariance bounds are again applicable. Choosing $p=2$ and $q=2+2 \delta$, those moments exist by (5.34). Thus, we obtain analogous results to (5.43) and (5.45) and can conclude, as for the first covariance of (5.40), that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right)=0 \tag{5.48}
\end{equation*}
$$

- Computation of the third covariance of (5.40)

We are left with

$$
\begin{align*}
\operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right) & =\frac{1}{n} \sum_{j=1}^{n / 2} \sum_{i=1}^{n / 2} \operatorname{Cov}\left(f\left(X_{j}\right), f\left(X_{i}\right)\right) \\
& =\frac{1}{n}\left(\frac{n}{2} \operatorname{Cov}\left(f\left(X_{0}\right), f\left(X_{0}\right)\right)+2 \sum_{i=1}^{n / 2-1}\left(\frac{n}{2}-i\right) \operatorname{Cov}\left(f\left(X_{i}\right), f\left(X_{0}\right)\right)\right) \tag{5.49}
\end{align*}
$$

Thus, we have, by direct calculation and recalling (5.43), that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right)=\operatorname{Var}\left(f\left(X_{0}\right)\right) / 2+\sum_{i=1}^{\infty} \operatorname{Cov}\left(f\left(X_{i}\right), f\left(X_{0}\right)\right) \tag{5.50}
\end{equation*}
$$

Therefore, we can finally compute $\sigma_{n}^{2}$. We get from (5.50), recalling the expressions for the variances in (5.41) and for the covariances in (5.46), (5.48) and (5.50), that

$$
\begin{aligned}
\sigma_{n}^{2} & =\operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} U_{j} / n\right)=\frac{1}{n} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n}\left(a Q_{j}+b Y_{j}+c Z_{j}\right) / n\right) \\
& =a^{2} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n\right)+b^{2} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n\right)+c^{2} \operatorname{Var}\left(\sqrt{n} \sum_{j=1}^{n} Z_{j} / n\right) \\
& +2 a b \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Y_{i} / n\right)+2 a c \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Q_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right) \\
& +2 b c \operatorname{Cov}\left(\sqrt{n} \sum_{j=1}^{n} Y_{j} / n, \sqrt{n} \sum_{i=1}^{n} Z_{i} / n\right) .
\end{aligned}
$$

Hence, we have in the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n}^{2}=a^{2} \sigma_{Q}^{2}+b^{2} \sigma_{Y}^{2}+c^{2} \sigma_{Z}^{2}+2 b c\left(\operatorname{Var}\left(f\left(X_{0}\right)\right) / 2+\sum_{i=1}^{\infty} \operatorname{Cov}\left(f\left(X_{i}\right), f\left(X_{0}\right)\right)\right) \tag{5.51}
\end{equation*}
$$

Recalling the univariate asymptotics of $\bar{Q}_{n}, \bar{Y}_{n}$ and $\bar{Z}_{n}$, respectively, $\Sigma_{11}=\sigma_{Q}^{2}, \quad \Sigma_{22}=\sigma_{Y}^{2}, \quad \Sigma_{33}=$ $\sigma_{Z}^{2}$, we can deduce from (5.51) that it must hold $\Sigma_{12}=\Sigma_{13}=0$ and $\Sigma_{23}=\operatorname{Var}\left(f\left(X_{0}\right)\right) / 2+$ $\sum_{i=1}^{\infty} \operatorname{Cov}\left(f\left(X_{i}\right), f\left(X_{0}\right)\right)$ to have the trivariate normality of the asymptotic distribution of $\sqrt{n}\left(\begin{array}{c}\bar{Q}_{n} \\ \bar{Y}_{n} \\ \bar{Z}_{n}\end{array}\right)$ with covariance matrix $\Sigma$.

The claims on the relation of $\Sigma$ and $\Gamma$ follow directly by comparing.
After having proved Lemma 5.11, which was the main work, we can proceed with the proof of Theorem 5.9.

Proof The proof is structurally the same as in the iid case (on purpose, that is why whe chose to proceed this way for the iid case), we only have to update the references to the corresponding ones for augmented $\operatorname{GARCH}(p, q)$ processes. Still, we present the proof briefly. It consists of two parts. In the first part, we show that we can apply Lemma 5.11 to establish trivariate asymptotics. The second part uses Slutsky's theorem, the Delta method and the continuous mapping theorem to deduce from the trivariate asymptotics the claimed bivariate asymptotics.

## Step 1: Applicability of Lemma 5.11

Recall that we already know that, for $i=1, \ldots, 4$,

$$
\begin{equation*}
\zeta_{n, i}(p)=\sum_{j=1}^{n}\left(f_{i}\left(X_{j}\right)-\mathbb{E}\left[f_{i}\left(X_{j}\right)\right]\right) / n+o_{P}(1 / \sqrt{n}) \tag{5.52}
\end{equation*}
$$

with the functions specified as follows:

- For $i=1, f_{1}\left(X_{j}\right)=\frac{\mathbb{I}_{\left(X_{j}>q_{X}(p)\right)}}{f_{X}\left(q_{X}(p)\right)}$ - which follows from the Bahadur representation of the sample quantile, see (4.12).
- For $i=2, f_{2}\left(X_{j}\right)=\frac{\left(X_{j}-q_{X}(p)\right) \mathbb{\Pi}_{\left(X_{j}>q_{X}(p)\right)}}{1-p}$ - which follows from the Bahadur representation for $\widehat{E S}_{n}$, see (5.27).
- For $i=3, f_{3}\left(X_{j}\right)=\frac{1}{k} \sum_{l=1}^{k} \frac{\mathbb{I}_{\left(X_{j}>q_{X}\left(p_{l}\right)\right)}}{f_{X}\left(q_{X}\left(p_{l}\right)\right)}$ - recalling the definition of the corresponding estimator, (5.3), and using the case $i=1$.
- For $i=4, f_{4}\left(X_{j}\right)=\frac{\mathbb{I}_{\left(X_{j}>q_{X}\left(\kappa^{-1}(p)\right)\right)}}{f_{X}\left(q_{X}\left(\kappa^{-1}(p)\right)\right)}$ - recalling the definition of the corresponding estimator, (5.7), and using the case $i=1$.

Analogously, we know from (4.6) that

$$
\begin{equation*}
\hat{m}(X, n, r)=\sum_{j=1}^{n}\left(g\left(X_{j}\right)-\mathbb{E}\left[g\left(X_{j}\right)\right]\right) / n+o_{P}(1 / \sqrt{n}) \tag{5.53}
\end{equation*}
$$

i.e. $g\left(X_{j}\right)=\left|X_{j}-\mu\right|^{r}-r \mathbb{E}\left[(X-\mu)^{r-1} \operatorname{sgn}(X-\mu)^{r}\right]\left(X_{j}-\mu\right)$.

We know that the representations (5.52) and (5.53) hold as, by assumption in Theorem 5.9, the conditions for the bivariate asymptotics between $\zeta_{n, i}$ and $m(X, n, r)$ are fulfilled.

Then, we consider Lemma 5.11 for each choice of $f_{i}, i=1, \ldots, 4$, as defined above combined with $g$. We can identify, by our construction,

$$
\begin{align*}
\zeta_{n / 2, i, t+n / 2}(p)-\zeta_{i}(p) & =\bar{Q}_{n}+o_{P}(1 / \sqrt{n}),  \tag{5.54}\\
\zeta_{n / 2, i, t}(p)-\zeta_{i}(p) & =\bar{Y}_{n}+o_{P}(1 / \sqrt{n})  \tag{5.55}\\
\hat{m}(X, n / 2, r, t)-m(X, r) & =\bar{Z}_{n}+o_{P}(1 / \sqrt{n}), \tag{5.56}
\end{align*}
$$

using the definitions (5.32) and (5.33). Again, by assumption in Theorem 5.9, the bivariate CLT, i.e. (5.31), between $\zeta_{n, i}$ and $m(X, n, r)$ holds. As the strong mixing and the moment condition, (5.34), hold by assumption too, by Lemma 5.11, the claimed trivariate asymptotics (5.35) hold.

## Step 2: Concluding the bivariate asymptotics

This is exactly the same as the Step 2 in the proof of Theorem 5.4, only replacing the use of Lemma 5.5 by Lemma 5.11, and the covariance matrix from the iid case with the one from the GARCH case.

### 5.4 Application

In this section we consider two different applications of the theoretical results established on the procyclicality of risk measures in Sections 5.2 and 5.3.

First, in Section 5.4.1, we want to assess the pro-cyclicality, i.e. (5.10), explicitly. This means to compute and compare the pro-cyclicality of five risk measure estimators $\left(\operatorname{VaR}_{n}(p), e_{n}(p), \widetilde{\mathrm{ES}}_{n, k}(p)\right.$ for $k=4, k=50$ and $k=\infty$ ) with the two most used central absolute sample moments, the sample MAD $(\hat{m}(X, n, 1))$ and the sample variance $(\hat{m}(X, n, 2))$. In contrast to models from augmented $\operatorname{GARCH}(p, q)$ processes, for the iid case the closed form expressions of (5.10) can be computed. Thus, we only consider the latter case and look at, as two exemplary distributions, the Gaussian distribution and a Student distribution with varying degrees of freedom. This way we can compare how the degree of pro-cyclicality varies for different choices of risk measures, dispersion measures and underlying distributions.

As a second application, we use the result on these theoretical pro-cyclicalities for the two models (Section 5.2 and 5.3), to see if we can add evidence to our empirical claims on the pro-cyclicality (measured on stock indices) of Chapter 2. Recall that we claimed that part of the pro-cyclicality in the real data should be due to the GARCH effects (as the pro-cyclicality of simulated GARCH $(1,1)$ values was similar to the one in the real data), while the other part should be due to the very way risk is estimated (as observed in the iid case). From Theorem 5.9, we know that pro-cyclicality in augmented $\operatorname{GARCH}(p, q)$ processes is not an artificial artefact. Still, we cannot easily use these results to compute the theoretical pro-cyclicality for such processes (and compare it with the degree of pro-cyclicality in real data).

Instead, we consider the residuals of the $\operatorname{GARCH}(1,1)$ process fitted to the data from Chapter 2. If the pro-cyclicality in the data is due to the GARCH effects, the pro-cyclical behaviour of these residuals should be as the one from iid samples. With this procedure we provide an additional, alternative argumentation why the pro-cyclicality effects in the data are related partly to an intrinsic part (as observed in iid models) and partly to the volatility behaviour represented by a $\operatorname{GARCH}(1,1)$ model.

### 5.4.1 Comparing pro-cyclicality in IID models

In the following, we consider the pro-cyclicality as in (5.10) (i.e. the correlation in the asymptotic distribution of the log-ratio of risk measure estimators with measure of dispersion estimators) for underlying iid models. We consider as risk measure estimator one VaR estimator ( $\widehat{\mathrm{VaR}}_{n}(p)$ ), one expectile estimator $\left(e_{n}(p)\right)$ and three ES estimators $\left(\widetilde{\mathrm{ES}}_{n, 4}, \widetilde{\mathrm{ES}}_{n, 50}, \widetilde{\mathrm{ES}}_{n, \infty}\right)$. As measure of dispersion estimator, we focus on the sample MAD $(\hat{m}(X, n, 1))$ and the sample variance $(\hat{m}(X, n, 2))$. The closed form solutions follow from Theorem 5.4 and the corresponding bivariate CLT's, and their derivations can be found in Appendix D.1. Here we focus on plotting and comparing them.

We start by presenting the results for the Gaussian distribution, $\mathcal{N}(0,1)$, and then the Student-t distributions with $v$ degrees of freedom, choosing $v=3,4,5,10$ or 50 but always normalized to have mean 0 and variance 1 .

Gaussian Distribution In Figure 5.1 we plot the correlations in the asymptotic distribution of the different risk measure estimators with the sample variance (left column) and the sample MAD (right column), respectively. In the second row, we zoom into the tail as, from a risk management point of view, we are interested in the behaviour for high values of $p$.

Looking at the plots in the first row, we see that we have the same tendencies of the correlation of the asymptotic distribution (for VaR, ES and expectile respectively), irrespectively of the choice of the dispersion measure (left plot with the variance, right with the MAD). Let us take a closer look at the correlation of the asymptotic distribution with the sample variance. VaR and expectile have a similar behaviour, being symmetric around $p=0.5$ (where the correlation equals zero), then increasing to a maximum (in absolute values) and for tail values again, decreasing in direction of 0 correlation. The ES, being an integral/sum over the VaR, is not symmetric around $p=0.5$. The location of its zero depends on the estimation method. The correlation increases (in absolute value) from its zero on, until it reaches its maximum for an upper tail value of $p$, then decreases again when p tends to 1 . Further, we see that $\widetilde{\mathrm{ES}}_{n, 4}$ is quite different from $\widetilde{\mathrm{ES}}_{n, \infty}$, while $\widetilde{\mathrm{ES}}_{n, 50}$ approximates the latter already well. For $p \geq 0.5$, the ES has clearly higher correlation of the asymptotic distribution than the VaR (except in the tail where they are quite similar). The correlation of the asymptotic distribution of the expectile is lower than with VaR and ES, except in the tail where it is highest. For the MAD in the right plot, the same observations hold, only that the maximum value of correlation decreases (slightly) and the location of these maxima is further away from the boundary values of $p$ (especially for the ES estimators).

Looking at the second row of Figure 5.1, we see a zoom of the correlation plots for high values of the quantile level ( $p>0.8$ ). In the case with the sample variance, we see that for values of $p<0.97$, in absolute values, the correlation with the expectile is lowest while the one with the ES (irrespective of
the choice of estimator) is the highest. For values further in the tail, the behaviour is inverted and the correlation with the ES and VaR are very similar. Further, all correlations seem to tend to 0 for $p \rightarrow 1$. On the right plot, in the case of the MAD as dispersion measure, we see the same behaviour, only that the threshold at which the behaviour is inverted is already at $p=0.92$.


Figure 5.1: Pro-cyclicality as defined in (5.10), considering on each plot three different risk measures (VaR, ES, evaluated in 3 possible ways, and expectile). In the left column the measure of dispersion is the sample variance, in the right column the sample MAD. Case of an underlying Gaussian distribution.

Student-t Distribution We start by considering the case $v=5$ in Figure 5.2 since we need $v>4$ for $\left(M_{2}\right)$ to hold. As the behaviour changes with $v$, in a second step, we look in Figure 5.3 at the correlations as a function of $v$ by comparing the cases $v=3,4,5,10,40$ with the Gaussian limiting case.

Looking first at the correlation with the sample variance in Figure 5.2 (first column), we see, generally speaking, the same trends as in the Gaussian case. However there are three articulate exceptions to that: For $p \geq 0.5$, the correlation with the ES is always higher than with VaR, and with VaR, always higher than with the expectile (in the Gaussian case there was a high threshold for $p$ where this behaviour was inverted). Second, the correlation values with the expectile do not tend to 0 for p tending to 1 , but rather seem to converge to a non-zero value. Third, the correlation with $\widetilde{\mathrm{ES}}_{n, 50}$ does not apprpoximate the correlation $\widetilde{\mathrm{ES}}_{n, \infty}$ as well as in the Gaussian case.

For the correlation with the MAD (second column of Figure 5.2), we can say as well that the same trends as in the corresponding Gaussian case are visible. But we only share one exception with the case
of the sample variance: The correlation of the expectile tends for $p$ tending to 0,1 to a non-zero value too.


Figure 5.2: Pro-cyclicality as defined in (5.10), considering on each plot three different risk measures (VaR, ES, evaluated in 3 possible ways, and expectile). On each row in each plot a different measure of dispersion is considered (from left to right: sample variance, sample MAD. Case of a Student distribution with 5 degrees of freedom.

As mentioned, we also want to study the convergence of the Student correlation to the Gaussian case with respect to the degrees of freedom $v$. Thus, we look in Figure 5.3 at the correlation for each pair of risk and dispersion measure separately, but showing the cases $v=3,4,5,10,40$ and $\infty$ (Gaussian case) in the same plot.

First, we look at the case with the VaR (first row). For the sample variance (left plot), we see that the convergence, for values near $p=0.5$ is quicker as for the other intermediate values; near the boundaries it seems to behave as near $p=0.5$ but this is difficult to assess from the plot. Further, as we already know for the VaR, the behaviour is symmetric around the $p=0.5$-axis. We observe a similar behaviour with the sample MAD (right plot). But we see that the convergence of the correlation for the variance is slower than for the sample MAD. Further, the convergence with the sample MAD is smoother than with the sample variance. E.g. the shape and values from $v=5$ to $v=10$ change more with the sample variance than with the sample MAD.

Let us now turn to the ES in the second row. Again, we start with the left plot, i.e. the convergence with the sample variance as measure of dispersion. The behaviour of the correlation changes twice. For rather low values of $p$, the correlation is highest (in absolute terms) for small degrees of freedom, then for
intermediate values of $p$ this is inverted, and again for very high values of $p$, we have the same behaviour as for low values of $p$. The speed of convergence varies also with $p$. In contrast to this, the convergence with the MAD is very uniform. The lower the degree of freedom, the higher the correlation (in absolute terms). The quickest convergence is for values of $p$ between 0.6 and 0.8 . As we already know, the behaviour of the ES is not symmetric. To the contrary, the convergence for values of $p$ between 0.1 and 0.3 is even the slowest. The expectile (third row) shows the same characteristics as with the VaR, apart from the fact that the convergence for boundary values of $p$ is the slowest for all values of $p$.


Figure 5.3: Pro-cyclicality as defined in (5.10), comparing the case of a Student distribution -with $v=3,4,5,10$ and 40 degrees of freedom as well as the Gaussian distribution. From top to bottom: sample quantile, ES, expectile; and from left to right: sample variance, sample MAD.

Implications of the pro-cyclicality for the choice of risk measure Let us finish the comparison of the pro-cyclicality in Gaussian and Student iid models for the different risk measures by commenting on its implications for the choice of risk measure.

From the figures we have seen that the pro-cyclicality behaviour depends on the choice of underlying risk measure, dispersion measure and also the distribution. Thus, there is not one simple general tendency
to attach to the pro-cyclicality behaviour. Instead, the detailed situation has to be taken into account.
Let us exemplify this in the Gaussian case. If one is interested in choosing a risk measure which accentuates the pro-cyclical effect most, from the figures we have seen that the expectile would be the measure of choice - but only for high thresholds. In turn, this exact threshold depends on the corresponding measure of dispersion one is using to measure the pro-cyclcality. For the sample variance the expectile had the highest degree of pro-cyclicality for $p>0.97$, whereas with the sample MAD this already holds for $p>0.93$. Below these threshold values the expectile has the lowest degree of pro-cyclicality compared to the other risk measures. Thus, being aware of this threshold value is very important as it might reverse the conclusions! Also, specifically for the expectile, its behaviour is different for heavier tailed distributions. As mentioned, not making it possible, to deduce general tendencies.

When being confronted by the choice of ES or VaR (as these risk measures are more common in practice), one can say that one has, in general, more pro-cyclicality with the ES. But then again, this statement has to be quantified. This is the case for higher, but non-extreme thresholds $p$. Also, we saw that for heavier tailed distributions this difference was bigger. To the contrary we have seen that in the extreme tails VaR exhibits even slightly more pro-cyclicality than the ES (albeit of the same order).

Thus, to better highlight the effect of pro-cyclicality, the ES is most suited. It has a higher degree of pro-cyclicality than the VaR and in contrast to the expectile its pro-cyclicality behaviour is more consistent. It does not change as drastically (depending on the choice of distribution or measure of dispersion) as the expectile.

### 5.4.2 Pro-cyclicality analysis on real data (reprise)

In this last part, we want to use the thereotical results on pro-cyclicality to address the empirical claims in Chapter 2, namely that the pro-cyclicality observed is partly from an intrinsic effect of using historical estimation and partly due to the clustering and return-to-the-mean behaviour of volatility, as modeled with a $\operatorname{GARCH}(1,1)$. Thus, it seems logical to use the theoretical results on the pro-cyclicality of augmented $\operatorname{GARCH}(p, q)$ processes, Theorem 5.9, to compute the theoretical value for a $\operatorname{GARCH}(1,1)$ process and compare it with the value in the real data.

But there are some fallacies to that. First, for this family of models we do not have closed form solutions of the correlation of the asymptotic distribution. Further, it is known that, for GARCH processes, the convergence to its asymptotic distribution is slow (as e.g. [94] argue for the autocovariance/autocorrelation process). This means that, contrary to the iid case (recall the simulation study in Section 3.6.2), the asymptotic values are not a good approximation for small $n$. E.g. this can be also seen from the fact that we showed that $\zeta_{n / 2, i, t}(p)$ is asymptotically uncorrelated from $\zeta_{n / 2, i, t+n / 2}(p)$, but this does not hold for the finite sample size considered in the empirical study of Chapter 2.

Thus, we proceed differently in this case. Instead of analysing the theoretical correlation for a GARCH model, we consider the residuals of a $\operatorname{GARCH}(1,1)$ fitted to the data and analyse the procyclicality of this residual process.

Pro-cyclicality Analysis of Residuals To start with, recall the $\operatorname{GARCH}(1,1)$ model as in (2.12):

$$
\begin{aligned}
X_{t+1} & =\varepsilon_{t} \sigma_{t} \\
\text { with } \sigma_{t}^{2} & =\omega+\alpha X_{t}^{2}+\beta \sigma_{t-1}^{2} \text { and } \omega>0, \alpha \geq 0, \beta \geq 0
\end{aligned}
$$

where $\left(\varepsilon_{t}, t \in \mathbb{Z}\right)$ is an iid series with mean 0 and variance 1.
For each of the 11 indices we consider the empirical residuals $\hat{\varepsilon}_{t}:=X_{t+1} / \hat{\sigma}_{t}$. Using the GARCH parameters fitted in Section 2.4.2, we initialize $\hat{\sigma}_{t}$ by using one year of data (as 'burn-in' sample). Then, to assess the pro-cyclicality of the residuals, we compute the sample correlation between the log-ratio of sample quantiles and the sample MAD as in Section 2.3.2 - but here, on the time-series of residuals $\hat{\varepsilon}_{t}$
(and not the real data itself!). In theory, this time series of residuals should be iid distributed with mean 0 and variance 1 . Hence, using the results of Theorem 5.4, we can exactly assess this pro-cyclicality (i.e the correlation in the asymptotic ditribution of the SQP-logratio and the MAD) of iid models.

To compare the sample correlation (based on a finite sample) with the theoretical asymptotic value of the correlation, we provide the corresponding confidence intervals for the sample Pearson linear correlation coefficient (as done in the iid simulation study, see Section 3.6.2 for details). We iterate that those confidence interval values have to be considered with care. They are based on assuming to compute a sample correlation on a bivariate normal sample. But the bivariate normality of the log-ratios of sample quantiles with the sample MAD holds only asymptotically. Hence, it is not clear if, for the sample size considered, we can assume bivariate normality (this could be tested). Here, as in the empirical study of Chapter 2, we are computing the sample correlation on a sample of size $\sim 300$. From the simulation results (available in the online-appendix, [34], Appendix B.2), we can see that, for such a size, the empirical and theoretical confidence intervals for underlying Gaussian and Student samples are similar. Thus, we feel confident in providing those theoretical confidence intervals as approximate guidance. We then verify if the sample correlation based on the residuals falls in these confidence intervals, and how the sample correlation based on the real data (as computed in Table 2.4) behaves in comparison.

Before considering the plots of the pro-cyclicality of the residuals, we should first assess the mean and standard deviation of the residual process as well as the autocorrelation plots of the absolute residuals for each index to see if the iid-assumption can be considered as reasonable. The results can be found in the online-appendix, [34]; as they are positive, we can proceed with our analysis.


Figure 5.4: Comparison of pro-cyclicality in the data (blank circle) with the procyclicality of the $\operatorname{GARCH}(1,1)$-residuals (filled circle) for each index separately. Each plot contains the correlation for the four different $\alpha$ values. For each of them, corresponding theoretical confidence intervals (for the sample correlation) assuming a specific underlying distribution (Gaussian or Student with different degrees of freedom) are plotted.

In Figure 5.4 we have one plot for each of the 11 indices. In each plot, we compare for each threshold $\alpha=0.95,0.975,0.99,0.995$, the measured pro-cyclicality (i.e. the sample correlation between the logratio of sample quantiles and the sample MAD) on the real data versus the one on the residuals. Further, $95 \%$-confidence intervals for a sample correlation assuming an underlying iid distribution are given considering as alternatives a Gaussian or Student distribution, the latter with varying degrees of freedom, $v=4, \ldots, 7$. In 38 out of 44 cases ( $86 \%$ ), the sample correlation of the residuals falls in the $95 \%$ confidence interval of the sample correlation of an iid distribution. But in none of the cases, the sample correlation of the real data falls in these confidence intervals. Thus, we claim that the pro-cyclical behaviour of the residuals seems to be as the pro-cyclical behaviour of iid random variables. This finally means that stripping-off the GARCH features of the real data by considering its residuals, we are left with a pro-cyclicality behaviour like for iid data. Hence, the claim of Chapter 2 has been backed. Namely, that the correlation in the real data is due to two factors: One, the inherent pro-cyclicality due to the use of historical estimation as modeled with iid rv's, and a second one due to the GARCH effects, i.e. return-to-the-mean and clustering of volatility.

### 5.5 Conclusion

The goal in this chapter was to link the empirical evidence presented in Chapter 2 with the theoretical results of Chapters 3 and 4: In the empirical study, we considered the sample correlation of a log-ratio of sample quantiles with the sample MAD. But the theoretical results presented in Chapters 3 and 4 treated the (correlation of the) asymptotic distribution between a quantile estimator and a measure of dispersion estimator. Here, we want to assess the pro-cyclicality as measured in Chapter 2.

For this, we first needed to define the pro-cyclicality in an asymptotic sense. Also, we extended the setting beyond the VaR as risk measure, including the ES and expectile (to be able to compare the pro-cyclicality accross different risk measures). As measure of dispersion, as done for the most part in this thesis, we used the r-th absolute central sample moment.

We then started by tackling the pro-cyclicality in iid models. A bivariate CLT between the VaR and expectile estimators could be deduced from the results in Chapter 3, but for the ES we needed to establish such a result. Subsequently, we considered the pro-cyclicality in the iid setting. While the answer seemed intuitively clear (the risk measure estimators are computed on disjoint iid samples, thus are uncorrelated), we treated this formally: We considered sequences which are equal to 0 for half of the sample, and follow the underlying distribution on the other half. In this way, the estimators built on these sequences were uncorrelated. To compute the desired bivariate asymptotic distribution, we then applied a CLT for independently but non-identically distributed sequences. Note that to conclude the pro-cyclicality in an iid setting, we needed no extra conditions compared to the bivariate CLT's between the respective risk and measure of dispersion estimators.

Subsequently, we treated the case of augmented $\operatorname{GARCH}(p, q)$ processes, establishing analogous results to the iid case. As additional conditions, we introduced the strong mixing with geometric rate of the underlying process, as well as slightly stronger moment conditions $\left(\left(M_{r+\delta}\right)\right.$ instead of $\left.\left(M_{r}\right)\right)$ : These conditions were needed, on the one hand for using a Bahadur representation of the ES to establish the FCLT with the r-th absolute moment condition, and on the other hand to prove the pro-cyclicality. As in this case the estimators computed on disjoint samples were not any more uncorrelated a priori, we needed the strong mixing with geometric rate to show that we can bound these covariances. We showed that, asymptotically, they are uncorrelated (i.e. asymptotically we recover structurally the same behaviour as in the iid case).

For both types of models considered, we showed the same results, giving a positive answer to the question Q5 posed in the introduction: Yes, we can mathematically prove the pro-cyclicality (measured by the negative correlation in the asymptotic distribution of the log-ratio of risk measure estimators with
the r-th absolute central sample moment). Further, our results showed that it will be always present, no matter what the choice of model, risk measure (estimator) or measure of dispersion estimator.

As application of these results, we were interested in comparing the pro-cylicality behaviour for different choices of risk and dispersion measure and underlying models (c.f. question Q6). We considered the iid model, as we are able to derive closed form solutions in this case. We compared the pro-cyclicality of VaR, ES and expectile with the sample MAD or sample variance, when considering a Gaussian and Student-t distribution with different degrees of freedom.

The last question we wanted to answer, Q7, was what we could deduce from these theoretical findings on pro-cyclicality for our empirically observed pro-cyclicality in Chapter 2. As we did not have closed form solutions for the asymptotics in the $\operatorname{GARCH}(1,1)$ case (and the asymptotics do not approximate well the finite sample behaviour), we could not use its theoretical pro-cyclicality results directly. Instead, we considered an alternative approach: We assessed the pro-cyclicality of the residual process of the $\operatorname{GARCH}(1,1)$ fitted to the data of Chapter 2. We showed that in most of the cases $(86 \%$, i.e. 38 out of 44 cases), the pro-cyclicality of the residuals fell into the $95 \%$ confidence bands of the theoretical procyclicality value for Gaussian and Student iid models. In contrast, the pro-cyclicality value of the real data (and not the residuals) did not fall in any of the cases into these confidence bands. We saw this as an alternative and additional way to support the claim that the pro-cyclicality observed on real data is to one part intrinsically due to the way risk is measured historically and to another part due to the volatility effects as modeled by a $\operatorname{GARCH}(1,1)$, i.e. the return-to-the-mean and clustering of volatility.

## Takeaways

- We formalize the notion of pro-cyclicality of risk measure estimators to a theoretical (asymptotic) setting.
- We show, in this setting, that no matter the choice of risk measure (VaR, ES, expectile) or dispersion measure (r-th absolute central sample moment), one has pro-cyclicality (see Theorem 5.4 for iid and for augmented $\operatorname{GARCH}(p, q)$ models, see Theorem 5.9)
- We establish the joint asymptotic normality between the ES estimator (of [38]) and the r-th absolute central sample moment (see Proposition 5.2 for iid and Proposition 5.6 for augmented $\operatorname{GARCH}(p, q)$ models)
- As application, we derive explicit expressions for the pro-cyclicality for Gaussian and Student-t iid samples and compare the pro-cyclicality of VaR, ES and expectile when considering the sample variance or MAD as measure of dispersion; see Section 5.4.1.
- We show that the pro-cyclicality behaviour of the residual time series of the $\operatorname{GARCH}(1,1)$ process fitted on the real data from Chapter 2, shows a similar behaviour to the pro-cyclicality in iid samples. This way, we provide additional evidence for the claim that the pro-cyclicality observed in the data is partly due to the fact that risk is measured historically and partly due to the clustering and return-to-the mean of volatility; see Section 5.4.2.


## Related contributions in the appendix

- In Appendix D.1, we provide (and derive) the explicit formulas for the correlation between the log-ratio of risk measures and the sample variance and sample MAD for a Gaussian and Student-t distribution from an iid sample (corresponding to the figures shown in Section 5.4.1).
- We provide the plots of the ACF of the absolute $\operatorname{GARCH}(1,1)$ residuals for each of the 11 indices considered and evaluation of the sample mean and variance of the residuals, in the online-appendix, Appendix D.2.


## Chapter 6

## Conclusion

### 6.1 Summary

The empirical and theoretical contributions in this thesis have evolved out of the analysis of pro-cyclicality of historical risk estimation. Namely, the well-known effect that during crisis times future risk is overand during quiet times underestimated. In this section, we first give an overview over the main results. Then, we comment on possible technical extensions, as, in other settings than ours, there might be a need for different conditions or results. Finally, we present further research perspectives in Section 6.2.

## Results

In a first step, we proposed in Chapter 2 a methodology to measure and quantify the effect of procyclicality. We introduced a ratio that quantifies the difference between the historically predicted risk and the estimated realized future risk. We conditioned this indicator of the quality of risk estimation on the current market state (as measured by the realized volatility). Measuring the degree of negative correlation between (the logarithm of) this ratio and the realized volatility, we were able to quantify the pro-cyclicality. Choosing the VaR as risk measure and the MAD as volatility estimator, we found a negative correlation on data from 11 stock indices. A similar behaviour was observed on simulations from a $\operatorname{GARCH}(1,1)$ model, but also from an iid model (even though to a lower extent). By comparing the pro-cyclicality in the data with those in these two models, we attributed the pro-cyclicality to two factors: Partially to an intrinsic effect of the historical estimation (as seen in the iid model) and partially to the return-to-the-mean and clustering of volatility (as modeled by a $\operatorname{GARCH}(1,1)$ ).

In Chapters 3 and 4, we then proved joint asymptotics between quantile and measure of dispersion estimators. Chapter 3 considered the iid case. We proved the joint bivariate normality of two quantile estimators (sample quantile and location-scale quantile estimator) each with both, the sample MedianAD and the r-th absolute central sample moment. As a pre-requisit for the joint asymptotics with the latter, we established an iid-sum representation for the $r$-th absolute central sample moment (which is new for $r>2$ ). We chose two different but consistent quantile estimators to compare their differing behaviour of the correlation in the asymptotic distributions. Moreover, we considered different measure of dispersion estimators as the associated moment and smoothness conditions on the underlying distribution varied between them. While the sample variance needed a finite fourth moment of the underlying distribution, for the sample MAD second moments sufficed and the sample MedianAD had no moment conditions at all. Additionally, in a simulation study we observed a good finite sample performance.

In Chapter 4, we extended the results of Chapter 3 to GARCH processes. Instead of only focussing on the $\operatorname{GARCH}(1,1)$, as in the empirical study, we considered the class of augmented $\operatorname{GARCH}(p, q)$ for broader mathematical generality. We proved a bivariate FCLT between the sample quantile and the r-th absolute central sample moment. For this to hold, we first established an asymptotic expansion of the $r$-th absolute central sample moment for ergodic, stationary, short-memory processes (which, again, is new for $r>2$ ).

Chapters 3 and 4 are to be seen as a contribution on its own, complementing the statistical literature that has mainly considered asymptotics between quantile and measure of location estimators. At the same time, those results layed the foundation to consider the pro-cyclicality from a theoretical point of view in Chapter 5.

In Chapter 5, we formalized the concept of pro-cyclicality as an asymptotic counterpart to Chapter 2: We identified it with the amount of negative correlation in the asymptotic distribution of the log-ratio of risk estimators with the r -th absolute central sample moment. We also enlarged the framework of the previous chapters, considering not only the VaR but also the ES and expectile as risk measures. As a side product, we established joint asymptotics between the ES and the r-th absolute central sample moment. Subsequently, we proved for these different choices of estimators, the joint bivariate asymptotics between the log-ratio of risk measure estimators and measure of dispersion estimators (for an underlying iid sample or an augmented $\operatorname{GARCH}(p, q)$ process). Considering this log-ratio of risk measure estimators meant to establish limit results for independent but not identically distributed (for the iid case) and nonstationary processes (for the augmented $\operatorname{GARCH}(p, q)$ case). These asymptotic results implied that, no matter the choice of risk measure (estimator), measure of dispersion estimator or underlying model considered, pro-cyclicality always exists.

In the iid case, we computed the explicit expressions of the pro-cyclicality considering different risk and dispersion measure estimators (for Gaussian and Student-t distributions) and compared their degree of pro-cyclicality. Finally, we closed the loop by coming back to the empirical findings in Chapter 2. Using the theoretical results on pro-cyclicality of this chapter, we provided additional evidence to the claims in Chapter 2: The pro-cyclicality observed in the data is partly due to the use of historical risk measure estimation (i.e. has an intrinsic part), and partly due to the $\operatorname{GARCH}(1,1)$ volatility effects (i.e. the return-to-the-mean and clustering of volatility).

## Technical extensions

Let us comment separately on the technical extensions for the two theoretical parts of the thesis for further inevstigation by interested researchers. First, we present some possible extensions to the pro-cyclicality theorems of Chapter 5. Then, we consider the bivariate asymptotics between quantile and measure of dispersion estimators as in Chapters 3 and 4 .

## Pro-cyclicality theorems of Chapter 5

We point out two possible extensions. The first aims at sharpening the conditions on the pro-cyclicality results (Theorem 5.4 and 5.9). One could probably get rid of the term $\delta>0$ in the ( $M_{r+\delta}$ ) moment condition. For that, on the one hand, one would need to make the strong mixing condition in Theorem 5.9 superfluous and assume the $L_{2}$-NED only (as the latter holds for the class of augmented $\operatorname{GARCH}(p, q)$ processes when assuming $\left(M_{r}\right)$ ). On the other hand, one would need to establish the ES representation of [38] with a condition of $L_{2}$-NED instead of strong mixing. This could follow the lines of the corresponding results in the case of the VaR (see [121]). Then, using a non-stationary CLT that does not impose strong mixing (as [99]), could lead to the desired conclusion.

The second extension could consist of broadening the limit results to arrays (in the spirit of the Lindeberg-Feller Theorem in the iid case, and following [51], [106] for the class of augmented $\operatorname{GARCH}(p, q)$ processes): Instead of considering sample sizes of $n / 2$ (each at time $t$ and $t+n / 2$ ), one would consider sample sizes $k_{n}$ and $l_{n}$ such that $k_{n}+l_{n}=n, \forall n$. From an applied point of view, this would reflect the discussion of using longer sample sizes for estimation in the empirical study (e.g. 3 years instead of 1 year to estimate the future risk, while still using a 1 year sample for the realized future risk).

## Asymptotic theorems of Chapters 3 and 4

We comment on three possible extensions for the bivariate asymptotics between quantile and measure of dispersion estimators presented in Chapters 3 and 4.

It might be of interest to be able to assess the convergence behaviour of, e.g., the sample correlations instead of having results on the limiting distribution. For this, we would need the stronger results of $L_{2}{ }^{-}$ convergence for the estimators instead of convergence in distribution. The challenge lies in the remainder terms of the representations of the estimators: The only result known to us, is the $L_{2}$-convergence of the remainder term of the sample quantile in the iid case (see [50]). An extension for the dependent case seems quite involved: For the proofs of stochastic convergence of the remainder, one assumes without loss of generality that the rv's follow a standard uniform distribution. As the behavior of the moments might change by such a transformation, a priori, this approach does not go through for $L_{2}$-convergence.

The second extension might concern the issue that financial data are known to have long-range dependence, but we considered the family of augmented $\operatorname{GARCH}(p, q)$ processes which has short memory. Recall that we were not looking in Chapter 2 for using a process which fits as accurately as possible the data, but one which models the volatility clustering. Still, one might be interested in corresponding results for long-memory processes. A Bahadur representation of the sample quantile for long-range dependent processes exists ([75], [124]), and is possible for the sample MAD (see Remark 3.4 in [116]). Still, it leaves the joint distribution as an open question. In general, we cannot directly apply Slutsky's theorem, as the sum of two stable random variables with different stability parameter $\alpha$ is not stable in general (see e.g. [101]).

Thirdly, the joint asymptotic results we presented, hold for a sample quantile with level $p \in(0,1)$. We made some remarks about the numerical behaviour in the cases $p$ tends to 0 or 1 , and linked this to the literature on the independence of sample maximum and sample mean (or sample variance) in the iid case (see [39], [92]). To accomplish extensions to all measures of dispersion considered in the iid case, one could use the results of [123]. In the dependent case, this might be tackled using either the results and techniques in [4] (for m-dependent processes), or relying on [78] (for strongly mixing processes).

All those possible extensions we discussed briefly, are only hints which we thought about as a starting point. Of course, they would need some more investigation by any interested researcher.

### 6.2 Further research perspectives

In the same way as the thesis was an interplay between empirical and theoretical work, the presented perspectives contain both: Proposals for further empirical investigations on the one hand, as well as theoretical questions on the other hand (that can be seen in relation to the empirical work, or on their own). We start by detailing our first ideas on constructing a counter-cyclical risk measure, which is an ongoing work. Subsequently, we lay out some extensions of the empirical study, which we think would be appealing from a practicioners point of view.

## Looking for a counter-cyclical risk measure

In this thesis, we have assessed the pro-cyclicality from an empirical and theoretical perspective answering the questions Q1-Q7 set in the introduction. An additional question, which one may have as follow-up, is how we can overcome the effect of pro-cyclicality itself, Q8. For us, it was actually the inverse. This question, and therefore the search for a counter-cyclicaly risk measure, was the main motivation when starting working on this topic. But we realized that we first had to understand the mechanism of the pro-cyclicality before then trying to circumvent it.

Thus, we first aimed at quantifying this effect and determining its main intrinsic factors. Such an analysis should then make it possible, as natural continuation, to design new dynamic risk measures.

They should be simple enough to be of practical use, but also able to properly respond to the various market states in order to avoid pro-cyclicality. This is our ongoing work. In the following, we present two lines of thought, which we want to explore further.

The first one is a natural choice that follows directly from the introduction of the SQP in Chapter 2. In the general definition of the SQP, see (2.4), we can choose freely the random measure $\mu$. Thus, by exploring different choices of $\mu$, we may assess empirically the change in the measured pro-cyclicality. A first example we considered in [28] has been the choice $\mu(s)=\left|L_{s}\right|^{p}$, for $p=0,0.5,1,2$, to study the impact of the tails. While the case $p=0$ recovers the case of the VaR, a choice of $p>0$ puts more weights on the tail values of the distribution. Following the theoretical and empirical results in this thesis, we believe that we need to include the volatility dynamics (or deviations from its average) into the random measure $\mu$. Finding such an appropriate choice for $\mu$ is thus our current goal. Still, whatever the measure, the SQP will always remain a sample quantile, by definition. So playing on $\mu$ is not enough to remedy the pro-cyclicality.

Thus, we are investigating in parallel a second approach, completely independent of the SQP framework, which might be used separately or complementary. It is based on the empirical and theoretical observations of the negative correlation between the (logarithm of the) look-forward ratio and the realized volatility estimator. Informally establishing a corresponding regression framework (for which a rigorous and realistic model needs to be set up), we may write:

$$
\log \left|\frac{q_{n, t+1 y}(p)}{q_{n, t}(p)}\right|=\alpha+\gamma \hat{\theta}_{n, t}+\varepsilon_{t},
$$

where $\left(\varepsilon_{t}\right)$ are the standard errors and we use the sample $\operatorname{MAD} \hat{\theta}_{n, t}$ as realized volatility estimator. Thus, for a given value of realized volatility, we may correct our estimated future risk with the help of the regression estimates to have a look-forward ratio near to 1 .


FIGURE 6.1: SQP ratios as a function of volatility (MAD) on real data with $\alpha=0.95$ : On the left original ratios, on the right the ones corrected by the regression model.

First empirical evaluations as in Figure 6.1 (with the logarithm of the look-forward ratio), show that the correlation between the corrected log-ratio and realized volatility exactly equals 0 (right plot). Nevertheless, a correction of the log-ratio by the regression model does only work well if the ratios are on average sufficiently close to the linear regression line. But we can see in the left plot of Figure 6.1 that this is not always the case. That is why we can still observe big over- and underestimation even after the correction (that could also be measured by the average SQP-ratio and RMSE). Thus, the correction by
linear regression in this form does not solve the problem, except for the high values of volatility. Further investigation is needed.

Finally, once we will have built a counter-cyclical risk measure, we subsequently will need to establish its corresponding standard statistical and mathematical framework: We need to verify the properties of such a risk measure, as coherence, elicitability, backtesting procedures, ..., and, for its practical use, to prove the consistency and asymptotic normality of its estimator.

## Extensions of the empirical study

There are three extensions to the empirical study, which could increase even more its relevance from a practicioners perspective.

Apart from using plain historical simulation, also two of its variants are used in practice. One is filtered historical simulation (FHS) and goes back to [13], [14]: For a given volatility model, it relies on producing, given the information up to time $t$, a sample path up to time $t+T$. It uses a volatility model for predicting future volatilities, but relies on resampling the residuals (of the sample up to time $t$ ) as future innovations. Creating various sample paths, the VaR at time $t+T$ is assessed through its empirical distribution at time $t+T$. Popular volatility models for FHS are either a GARCH $(1,1)$ or an $\operatorname{IGARCH}(1,1)$; for the latter see [55]. Using the former model would be similar (but not identical) to the GARCH simulations we did in Chapter 3 (we did not consider the IGARCH in our study). The second approach is the weighted historical simulation which weights the observations of the historical sample before computing its empirical quantile. Two popular variants are either using geometrically decaying weights, [26], or rescaling by a ratio of volatilities, [79]. Hence, the goal here would be to assess the pro-cyclicality in these variants of historical simulation.

Further, we have observed an asymmetric behaviour of the log-ratio with realized volatility on real data. This asymmetry is also present in the simulations with the GARCH but not with an iid model. Thus, the conclusion lies close that it should be related to the volatility process. GARCH models that take into account asymmetry are, inter alia, AGARCH ([48]), GJR-GARCH ([69]) or EGARCH ([98]). While we already know, from the results in Chapter 5, that these models remain pro-cyclical, evaluating its asymmetric behaviour might give additional insights on the reasons for pro-cyclicality.

A last point to note is that the portfolios of a bank or insurance do not equal a stock market index. Thus, given its availability, it would be good to repeat an empirical analysis using such kind of data.
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## Appendix A

## Supplements to Chapter 2

This Appendix A contains a small selection of additional material related to the empirical study presented in Chapter 2. A more extensive collection of material related to the empirical study is available as onlineappendix, see [34]: An empirical study using weekly data, using std instead of MAD, with ES instead of VaR and with a LM-ARCH model instead of a $\operatorname{GARCH}(1,1)$.

Here we present two things: In Appendix A. 1 further plots and tables of the empirical study in Chapter 2, and in Appendix A. 4 corresponding plos and tables for the empirical study with ES. In both cases we show plots for all indices of the logarithm of SQP ratios versus annualized volatility as well as the linear Pearson, Spearman and Kendall rank correlation in a table to assess their dependence.

This material is a uncommented collection of the corresponding results.

## A. 1 Empirical study of Chapter 2

## A.1.1 SQP on a rolling window

See the online-appendix in [34].

## A.1.2 SQPratio average

See the online-appendix in [34].

## A.1.3 SQPratio RMSE

See the online-appendix in [34].

## A.1.4 Comparing std and MAD (1y and $3 y$ )

See the online-appendix in [34].

## A.1.5 SQP ratios and annualized volatility (MAD)

See the online-appendix in [34].

## A.1.6 SQP ratios vs annualized volatility (MAD)

We present for each index the plots of the logarithm of the SQP ratios against the annualized volatility (MAD), for $\alpha=0.95$. For the case $\alpha=0.99$ and the plots of the SQP ratio without the logarithm, see the online-appendix in [34].

## Real data



FIGURE A.1: The logarithm of SQP ratios as a function of annualized volatility (on real data) for $\alpha=95 \%$. From left to right, top to bottom: AUS, CAN, DEU, FRA, GBR, ITA, JPN, NLD, SGP, SWE, USA.

## GARCH (Student innovations)



Figure A.2: The logarithm of SQP ratios as a function of annualized volatility (on sample paths from $\operatorname{GARCH}(1,1)$ simulations with Student-t innovations) for $\alpha=95 \%$. From left to right, top to bottom: AUS, CAN, DEU, FRA, GBR, ITA, JPN, NLD, SGP, SWE, USA.

## GARCH (Gaussian innovations)



Figure A.3: The logarithm of SQP ratios as a function of annualized volatility (on sample paths from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations) for $\alpha=95 \%$. From left to right, top to bottom: AUS, CAN, DEU, FRA, GBR, ITA, JPN, NLD, SGP, SWE, USA.

## A.1.7 Pearson and rank correlations

## Real Data

Table A.1: Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (on real data), for each index and for $T=T_{S}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG (土 sd) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.51 | -0.46 | -0.50 | -0.49 | -0.52 | -0.58 | -0.52 | -0.50 | -0.51 | -0.50 | -0.50 | $\mathbf{- 0 . 5 1} \pm 0.03$ |
| $97.5 \%$ | -0.55 | -0.47 | -0.49 | -0.44 | -0.52 | -0.58 | -0.53 | -0.50 | -0.50 | -0.53 | -0.52 | $\mathbf{- 0 . 5 1} \pm 0.04$ |
| $99 \%$ | -0.57 | -0.46 | -0.51 | -0.47 | -0.52 | -0.52 | -0.55 | -0.54 | -0.48 | -0.50 | -0.54 | $\mathbf{- 0 . 5 1} \pm 0.04$ |
| $99.5 \%$ | -0.52 | -0.46 | -0.47 | -0.45 | -0.51 | -0.48 | -0.54 | -0.50 | -0.45 | -0.49 | -0.53 | $\mathbf{- 0 . 4 9} \pm 0.03$ |

Table A.2: Spearman Rank correlation $\rho_{S}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (on real data), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.49 | -0.38 | -0.48 | -0.46 | -0.52 | -0.54 | -0.49 | -0.51 | -0.51 | -0.45 | -0.42 | $\mathbf{- 0 . 4 8} \pm 0.05$ |
| $97.5 \%$ | -0.48 | -0.43 | -0.48 | -0.45 | -0.52 | -0.53 | -0.50 | -0.52 | -0.53 | -0.48 | -0.46 | $\mathbf{- 0 . 4 9} \pm 0.03$ |
| $99 \%$ | -0.50 | -0.44 | -0.49 | -0.48 | -0.54 | -0.48 | -0.52 | -0.52 | -0.52 | -0.43 | -0.48 | $\mathbf{- 0 . 4 9} \pm 0.03$ |
| $99.5 \%$ | -0.47 | -0.43 | -0.46 | -0.47 | -0.53 | -0.48 | -0.53 | -0.47 | -0.49 | -0.43 | -0.47 | $\mathbf{- 0 . 4 8} \pm 0.03$ |

Table A.3: Kendall rank correlation $\rho_{K}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (on real data), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG (土 sd) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.35 | -0.26 | -0.34 | -0.32 | -0.36 | -0.39 | -0.34 | -0.35 | -0.35 | -0.32 | -0.30 | $\mathbf{- 0 . 3 4} \pm 0.03$ |
| $97.5 \%$ | -0.35 | -0.30 | -0.34 | -0.31 | -0.37 | -0.38 | -0.35 | -0.35 | -0.37 | -0.34 | -0.33 | $\mathbf{- 0 . 3 5} \pm 0.03$ |
| $99 \%$ | -0.37 | -0.31 | -0.35 | -0.33 | -0.37 | -0.35 | -0.36 | -0.36 | -0.36 | -0.30 | -0.34 | $\mathbf{- 0 . 3 5} \pm 0.02$ |
| $99.5 \%$ | -0.34 | -0.31 | -0.32 | -0.32 | -0.36 | -0.34 | -0.37 | -0.32 | -0.34 | -0.31 | -0.33 | $\mathbf{- 0 . 3 3} \pm 0.02$ |

## GARCH (Student Innovations)

Table A.4: Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Student-t innovations), for each index and for $T=T_{S}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \mathbf{~ s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.63 | -0.62 | -0.62 | -0.62 | -0.62 | -0.64 | -0.63 | -0.63 | -0.63 | -0.63 | -0.62 | $\mathbf{- 0 . 6 3} \pm 0.01$ |
| $97.5 \%$ | -0.63 | -0.61 | -0.61 | -0.61 | -0.61 | -0.63 | -0.62 | -0.62 | -0.62 | -0.62 | -0.61 | $\mathbf{- 0 . 6 2} \pm 0.01$ |
| $99 \%$ | -0.60 | -0.58 | -0.58 | -0.59 | -0.58 | -0.60 | -0.59 | -0.60 | -0.59 | -0.59 | -0.59 | $\mathbf{- 0 . 5 9} \pm 0.01$ |
| $99.5 \%$ | -0.58 | -0.57 | -0.56 | -0.57 | -0.56 | -0.58 | -0.57 | -0.58 | -0.57 | -0.57 | -0.57 | $\mathbf{- 0 . 5 7} \pm 0.01$ |

TABLE A.5: Spearman Rank correlation $\rho_{S}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Student-t innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | AVG (土 sd)

Table A.6: Kendall rank correlation $\rho_{K}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Student-t innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG ( $\pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.44 | -0.44 | -0.44 | -0.44 | -0.44 | -0.44 | -0.45 | -0.45 | -0.44 | -0.44 | -0.44 | $\mathbf{- 0 . 4 4} \pm 0$ |
| $97.5 \%$ | -0.43 | -0.43 | -0.43 | -0.43 | -0.43 | -0.44 | -0.44 | -0.44 | -0.43 | -0.43 | -0.44 | $\mathbf{- 0 . 4 3} \pm 0$ |
| $99 \%$ | -0.41 | -0.41 | -0.40 | -0.41 | -0.40 | -0.41 | -0.42 | -0.42 | -0.41 | -0.41 | -0.41 | $\mathbf{- 0 . 4 1} \pm 0$ |
| $99.5 \%$ | -0.39 | -0.40 | -0.39 | -0.40 | -0.39 | -0.40 | -0.40 | -0.40 | -0.39 | -0.40 | -0.40 | $\mathbf{- 0 . 4} \pm 0.01$ |

## GARCH (Gaussian Innovation)

TAble A.7: Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.64 | -0.62 | -0.62 | -0.62 | -0.62 | -0.64 | -0.62 | -0.63 | -0.63 | -0.63 | -0.62 | $\mathbf{- 0 . 6 3} \pm 0.01$ |
| $97.5 \%$ | -0.63 | -0.60 | -0.61 | -0.61 | -0.60 | -0.62 | -0.61 | -0.62 | -0.62 | -0.61 | -0.61 | $\mathbf{- 0 . 6 1} \pm 0.01$ |
| $99 \%$ | -0.60 | -0.58 | -0.58 | -0.58 | -0.58 | -0.59 | -0.58 | -0.59 | -0.59 | -0.58 | -0.58 | $\mathbf{- 0 . 5 8} \pm 0.01$ |
| $99.5 \%$ | -0.58 | -0.56 | -0.56 | -0.56 | -0.56 | -0.57 | -0.57 | -0.57 | -0.57 | -0.57 | -0.56 | $\mathbf{- 0 . 5 7} \pm 0.01$ |

Table A.8: Spearman Rank correlation $\rho_{S}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | AVG (土 sd)

Table A.9: Kendall rank correlation $\rho_{K}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the SQP ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG ( $\pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.45 | -0.44 | -0.43 | -0.44 | -0.43 | -0.44 | -0.44 | -0.44 | -0.44 | -0.44 | -0.44 | $\mathbf{- 0 . 4 4} \pm 0$ |
| $97.5 \%$ | -0.43 | -0.43 | -0.42 | -0.43 | -0.42 | -0.43 | -0.43 | -0.43 | -0.43 | -0.43 | -0.43 | $\mathbf{- 0 . 4 3} \pm 0$ |
| $99 \%$ | -0.41 | -0.40 | -0.40 | -0.40 | -0.40 | -0.40 | -0.41 | -0.41 | -0.40 | -0.41 | -0.40 | $\mathbf{- 0 . 4} \pm 0$ |
| $99.5 \%$ | -0.39 | -0.39 | -0.38 | -0.39 | -0.38 | -0.39 | -0.39 | -0.40 | -0.39 | -0.39 | -0.39 | $\mathbf{- 0 . 3 9} \pm 0$ |

## A.1.8 Volatility binning

See the online-appendix in [34].

## A. 2 Empirical study using weekly data

## A.2.1 Pearson and rank correlations

See the online-appendix in [34].

## A. 3 Empirical study with std

## A.3.1 SQP ratios and annualized volatility (std)

See the online-appendix in [34].

## A.3.2 SQP ratios vs annualized volatility (std)

See the online-appendix in [34].

## A.3.3 Pearson and rank correlations

See the online-appendix in [34].

## A.3.4 Volatility binning

See the online-appendix in [34].

## A. 4 Empirical study with ES

## A.4.1 ES on a rolling window

See the online-appendix in [34].

## A.4.2 ES Ratios and annualized volatility (MAD)

See the online-appendix in [34].

## A.4.3 ES ratios vs annualized volatility (MAD)

We present for each index the plots of the logarithm of the SQP ratios against the annualized volatility (MAD), for $\alpha=0.95$. For the case $\alpha=0.99$ and the plots of the SQP ratio without the logarithm, see the online-appendix in [34].

## Real data



Figure A.4: The logarithm of ES ratios as a function of annualized volatility (on real data) for $\alpha=95 \%$. From left to right, top to bottom: AUS, CAN, DEU, FRA, GBR, ITA, JPN, NLD, SGP, SWE, USA.

## GARCH (Gaussian innovations)



Figure A.5: The logarithm of ES ratios as a function of annualized volatility (on sample paths from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations) for $\alpha=$ $95 \%$. From left to right, top to bottom: AUS, CAN, DEU, FRA, GBR, ITA, JPN, NLD, SGP, SWE, USA.

## A.4.4 Pearson and rank correlations

## Real data

TAble A.10: Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the ES ratios and the volatility (on real data), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG (土 sd) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.58 | -0.48 | -0.50 | -0.48 | -0.55 | -0.55 | -0.55 | -0.54 | -0.51 | -0.53 | -0.54 | $\mathbf{- 0 . 5 3} \pm 0.03$ |
| $97.5 \%$ | -0.56 | -0.47 | -0.49 | -0.46 | -0.55 | -0.52 | -0.55 | -0.53 | -0.49 | -0.52 | -0.54 | $\mathbf{- 0 . 5 2} \pm 0.03$ |
| $99 \%$ | -0.53 | -0.45 | -0.46 | -0.41 | -0.53 | -0.44 | -0.53 | -0.51 | -0.44 | -0.51 | -0.51 | $\mathbf{- 0 . 4 8} \pm 0.04$ |
| $99.5 \%$ | -0.50 | -0.44 | -0.43 | -0.37 | -0.50 | -0.41 | -0.51 | -0.48 | -0.41 | -0.50 | -0.49 | $\mathbf{- 0 . 4 6} \pm 0.05$ |

Table A.11: Spearman Rank correlation $\rho_{S}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the ES ratios and the volatility (on real data), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG ( $\pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.50 | -0.44 | -0.48 | -0.47 | -0.57 | -0.51 | -0.51 | -0.53 | -0.54 | -0.46 | -0.48 | $\mathbf{- 0 . 5 0} \pm 0.04$ |
| $97.5 \%$ | -0.46 | -0.44 | -0.45 | -0.46 | -0.58 | -0.47 | -0.51 | -0.51 | -0.53 | -0.46 | -0.49 | $\mathbf{- 0 . 4 9} \pm 0.04$ |
| $99 \%$ | -0.42 | -0.43 | -0.42 | -0.43 | -0.58 | -0.43 | -0.49 | -0.46 | -0.48 | -0.43 | -0.47 | $\mathbf{- 0 . 4 6} \pm 0.05$ |
| $99.5 \%$ | -0.39 | -0.42 | -0.39 | -0.40 | -0.55 | -0.40 | -0.46 | -0.41 | -0.45 | -0.41 | -0.44 | $\mathbf{- 0 . 4 3} \pm 0.05$ |

TABLE A.12: Kendall rank correlation $\rho_{K}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the ES ratios and the volatility (on real data), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG ( $\pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.36 | -0.31 | -0.34 | -0.32 | -0.40 | -0.37 | -0.36 | -0.36 | -0.37 | -0.33 | -0.35 | $\mathbf{- 0 . 3 5} \pm 0.02$ |
| $97.5 \%$ | -0.33 | -0.32 | -0.32 | -0.32 | -0.40 | -0.34 | -0.36 | -0.35 | -0.37 | -0.33 | -0.35 | $\mathbf{- 0 . 3 4} \pm 0.03$ |
| $99 \%$ | -0.29 | -0.31 | -0.29 | -0.30 | -0.39 | -0.30 | -0.33 | -0.33 | -0.33 | -0.30 | -0.33 | $\mathbf{- 0 . 3 2} \pm 0.03$ |
| $99.5 \%$ | -0.27 | -0.30 | -0.27 | -0.29 | -0.37 | -0.28 | -0.31 | -0.29 | -0.31 | -0.29 | -0.30 | $\mathbf{- 0 . 3 0} \pm 0.03$ |

## GARCH (Gaussian innovations)

Table A.13: Pearson correlation $\rho\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the ES ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.63 | -0.60 | -0.60 | -0.61 | -0.64 | -0.63 | -0.59 | -0.60 | -0.66 | -0.63 | -0.62 | $\mathbf{- 0 . 6 2} \pm 0.02$ |
| $97.5 \%$ | -0.61 | -0.59 | -0.58 | -0.60 | -0.62 | -0.61 | -0.58 | -0.58 | -0.64 | -0.61 | -0.60 | $\mathbf{- 0 . 6 0} \pm 0.02$ |
| $99 \%$ | -0.58 | -0.56 | -0.56 | -0.57 | -0.59 | -0.57 | -0.55 | -0.56 | -0.61 | -0.58 | -0.58 | $\mathbf{- 0 . 5 7} \pm 0.02$ |
| $99.5 \%$ | -0.56 | -0.55 | -0.55 | -0.56 | -0.58 | -0.55 | -0.54 | -0.55 | -0.59 | -0.57 | -0.56 | $\mathbf{- 0 . 5 6} \pm 0.02$ |

TABLE A.14: Spearman Rank correlation $\rho_{S}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the ES ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations), for each index and for $T=T_{s}=1$ year, over the whole historical sample, and for two thresholds (95\% and 99\%). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG ( $\pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.58 | -0.59 | -0.59 | -0.62 | -0.61 | -0.61 | -0.58 | -0.55 | -0.64 | -0.61 | -0.61 | $\mathbf{- 0 . 6 0} \pm 0.03$ |
| $97.5 \%$ | -0.55 | -0.58 | -0.57 | -0.61 | -0.60 | -0.59 | -0.56 | -0.54 | -0.62 | -0.59 | -0.60 | $\mathbf{- 0 . 5 8} \pm 0.03$ |
| $99 \%$ | -0.53 | -0.56 | -0.55 | -0.59 | -0.57 | -0.55 | -0.54 | -0.51 | -0.59 | -0.57 | -0.57 | $\mathbf{- 0 . 5 6} \pm 0.03$ |
| $99.5 \%$ | -0.51 | -0.55 | -0.54 | -0.58 | -0.56 | -0.54 | -0.52 | -0.50 | -0.58 | -0.55 | -0.55 | $\mathbf{- 0 . 5 4} \pm 0.03$ |

Table A.15: Kendall rank correlation $\rho_{K}\left(\log \left(R_{\alpha, T}(t), V_{1, T}(t)\right)\right.$ between the log of the ES ratios and the volatility (averages of 1000 repetitions from $\operatorname{GARCH}(1,1)$ simulations with Gaussian innovations), for each index and for $T=T_{S}=1$ year, over the whole historical sample, and for two thresholds ( $95 \%$ and $99 \%$ ). In the last column, we present the average over all indices $\pm$ the standard deviation over the 11 displayed values.

| $\alpha$ | AUS | CAN | FRA | DEU | ITA | JPN | NLD | SGP | SWE | GBR | USA | AVG $( \pm \mathbf{s d})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $95 \%$ | -0.42 | -0.42 | -0.42 | -0.45 | -0.45 | -0.44 | -0.41 | -0.40 | -0.47 | -0.44 | -0.44 | $\mathbf{- 0 . 4 3} \pm 0.02$ |
| $97.5 \%$ | -0.40 | -0.41 | -0.41 | -0.44 | -0.43 | -0.43 | -0.40 | -0.39 | -0.45 | -0.43 | -0.43 | $\mathbf{- 0 . 4 2} \pm 0.02$ |
| $99 \%$ | -0.38 | -0.40 | -0.39 | -0.42 | -0.41 | -0.40 | -0.38 | -0.37 | -0.43 | -0.41 | -0.41 | $\mathbf{- 0 . 4 0} \pm 0.02$ |
| $99.5 \%$ | -0.36 | -0.39 | -0.39 | -0.41 | -0.40 | -0.39 | -0.36 | -0.36 | -0.41 | -0.40 | -0.40 | $\mathbf{- 0 . 3 9} \pm 0.02$ |

## A. 5 Empirical study with LM-ARCH

## A.5.1 Model explained

See the online-appendix in [34].

## A.5.2 SQP ratios and annualized volatility (MAD)

See the online-appendix in [34].

## A.5.3 SQP ratios vs annualized volatility (MAD)

See the online-appendix in [34].

## A.5.4 Pearson and rank correlations

See the online-appendix in [34].

## A. 6 Empirical Study using longer samples

See the online-appendix in [34].

## Appendix B

## Supplements to Chapter 3

This Appendix B contains a part of the additional material related to the theoretical results presented in Chapter 3. A more extensive collection of material is available as online-appendix, see [34]: The full simulation study assessing the finite sample performance of the asymptotic results as corresponding to Section 3.6.2. Further, building upon this, a simulation study for rank correlation.

The part from the online-appendix we present here is Appendix B.1. Therein we show and derive the covariance and correlation expressions of the asymptotic distribution between the quantile estimator and a measure of dispersion estimator, in the case of an underlying Gaussian or Student-t distribution. These values were needed for the comparative plots in Section 3.6.1 and to determine the theoretical values in the simulation study in Section 3.6.2.

## B. 1 Correlation of asymptotic distribution - Explicit computations

We consider the covariance (or correlation) in the asymptotic distribution of a quantile estimator (either sample quantile or location-scale quantile estimator) and three measure of dispersion estimators (sample MAD, sample variance or sample MedianAD). We establish the corresponding results for an underlying Gaussian or Student-t distribution.

We introduce the standard notation $\Phi, \varphi, \Phi^{-1}(p)$ for the cdf, pdf and quantile of order $p$ of the standard normal distribution. Further let us denote by $Y \sim t\left(0, \frac{v-2}{v}, v\right)$ a rv $Y$ which follows the Studentt distribution with $v$ degrees of freedom, mean 0 and variance 1 . In contrast to this, denote by $\tilde{Y} \sim$ $t(0,1, v)$ a rv $\tilde{Y}$ which follows the standard Student-t distribution with $v$ degrees of freedom (i.e. mean 0 but variance $v /(v-2)$. We will usually give expressions for the Student distribution in terms of $\tilde{Y}$ as this is the standard form for the Student distribution.

Let $\left(X_{n}, Y_{n}\right)$ be two series of random variables, converging jointly to $(X, Y)$, respectively. We then write, by abuse of notation but to ease the presentation, $\lim _{n \rightarrow \infty} \operatorname{Cor}\left(X_{n}, Y_{n}\right)$ for the correlation in the asymptotic distribution of $\left(X_{n}, Y_{n}\right)$, i.e. $\operatorname{Cor}(X, Y)$. And consequently $\lim _{n \rightarrow \infty} \operatorname{Cov}\left(X_{n}, Y_{n}\right)$ for the covariance in the asymptotic distribution of $\left(X_{n}, Y_{n}\right)$, i.e. $\operatorname{Cov}(X, Y)$.

## B.1.1 ... with the sample quantile

Let us consider first, in Example B.1, the sample variance as measure of dispersion.
Example B. 1 (i) In the case of a Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$ :

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(p), \sqrt{n} \hat{\sigma}_{n}^{2}\right) & =\sigma^{3} \Phi^{-1}(p)  \tag{B.1}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}(p), \hat{\sigma}_{n}^{2}\right) & =\frac{\varphi\left(\Phi^{-1}(p)\right) \Phi^{-1}(p)}{\sqrt{2 p(1-p)}} \tag{B.2}
\end{align*}
$$

(ii) In the case of a Student distribution with mean $\mu$, variance $\sigma^{2}$ and $v>4$ degrees of freedom,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(p), \sqrt{n} \hat{\sigma}_{n}^{2}\right) & =\sigma^{3} \sqrt{\frac{v-2}{v}} q_{\tilde{Y}}(p)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)  \tag{B.3}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}(p), \hat{\sigma}_{n}^{2}\right) & =\frac{f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)}{\sqrt{\frac{v-1}{v-4} 2 p(1-p)}} \tag{B.4}
\end{align*}
$$

As expected, letting $v \rightarrow \infty$ gives back the results for the Gaussian distribution given in (i).
Likewise, we consider the sample MAD as measure of dispersion in example B.2.
Example B. 2 (i) In the case of a Gaussian distribution we have, for $p \geq 0.5$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(p), \sqrt{n} \hat{\theta}_{n}\right) & =\frac{\sigma^{2}}{\varphi\left(\Phi^{-1}(p)\right)}\left(\varphi\left(\Phi^{-1}(p)\right)-1-p \sqrt{\frac{2}{\pi}}\right)  \tag{B.5}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}(p), \hat{\theta}_{n}\right) & =\frac{\varphi\left(\Phi^{-1}(p)\right)-(1-p) \sqrt{2 / \pi}}{\sqrt{p(1-p)} \sqrt{1-2 / \pi}} \tag{B.6}
\end{align*}
$$

(ii) For the case of a Student distribution with $v>2$ degrees of freedom, for $p \geq 0.5$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(p), \sqrt{n} \hat{\theta}_{n}\right) & =\frac{\sigma^{2}(v-2)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)}\left(\frac{f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)}{v-1}\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)-\frac{\Gamma\left(\frac{v-1}{2}\right)}{\sqrt{\pi v} \Gamma\left(\frac{v}{2}\right)}(1-p)\right)  \tag{B.7}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}(p), \hat{\theta}_{n}\right) & =\frac{\frac{\sqrt{v(v-2)}}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)-(1-p) \sqrt{\frac{v-2}{\pi}} \frac{\Gamma\left(\frac{v-1}{2}\right)}{\Gamma(v / 2)}}{\sqrt{p(1-p)} \sqrt{1-\frac{v-2}{\pi} \frac{\Gamma^{2}\left(\frac{v-1}{2}\right)}{\Gamma^{2}(v / 2)}}} . \tag{B.8}
\end{align*}
$$

As expected, letting $v \rightarrow \infty$ provides the results for the Gaussian distribution given in (i). This might be not as obvious as in Example B.1, and one might need to recall the asymptotic property of the Gamma function $\lim _{n \rightarrow \infty} \frac{\Gamma(n+\alpha)}{\Gamma(n) n^{\alpha}}=1$ that we need to use here with $n=v \alpha$ and $\alpha=1 / 2$.

Recall from Proposition 3.8, the expression for the covariance of the asymptotic distribution. We remarked that it simplifies for symmetric location-scale distribution. In the case of a Gaussian or Studentt distribution, we can show that, for $p \in(0,1)$, we have

## Example B. 3

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(p), \sqrt{n} \hat{\zeta}_{n}\right)= & \frac{\sigma^{2}}{4}(1-p-2 \max (3 / 4-\max (1 / 4, p), 0))  \tag{B.9}\\
& \times \begin{cases}\left.\frac{1}{\varphi\left(\Phi^{-1}(p)\right) \varphi\left(\Phi^{-1}(3 / 4)\right.}\right) & \text { if } X \sim \mathcal{N}\left(\mu, \sigma^{2}\right) \\
f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(3 / 4)\right) \frac{v}{v-2} & \text { if } X \sim t\left(\mu,(v-2) \sigma^{2} / v, v\right)\end{cases}
\end{align*}
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}(p), \hat{\zeta}_{n}\right)=\frac{1-p-2 \max (3 / 4-\max (1 / 4, p), 0)}{\sqrt{p(1-p)}} \tag{B.10}
\end{equation*}
$$

## B.1.2 ... with the location-scale quantile

In analogy to the cases considered in Section 3.6.1, let us assume for the location-scale quantile estimator too, that the mean $\mu$ is known. We, again, check the expressions for a Gaussian and Student-t distribution, separately for the different measures of dispersion. In the case with the sample variance, we get
Example B. 4 (i) For the Gaussian distribution $\mathcal{N}\left(\mu, \sigma^{2}\right)$ :

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n, \hat{\sigma}}(p), \sqrt{n} \hat{\sigma}_{n}^{2}\right) & =\sigma^{3} \Phi^{-1}(p)  \tag{B.12}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n, \hat{\sigma}}(p), \hat{\sigma}_{n}^{2}\right) & =\operatorname{sgn}(p-1 / 2) \tag{B.13}
\end{align*}
$$

(ii) For the Student distribution $t\left(\mu,(v-2) \sigma^{2} / v, v\right)$ with $v>4$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n, \hat{\sigma}}(p), \sqrt{n} \hat{\sigma}_{n}^{2}\right) & =\sigma^{3} q_{\tilde{Y}}(p) \frac{v-1}{v-4} \sqrt{\frac{v-2}{v}}  \tag{B.14}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n, \hat{\sigma}}(p), \hat{\sigma}_{n}^{2}\right) & =\operatorname{sgn}(p-1 / 2) \tag{B.15}
\end{align*}
$$

While the correlations are already the same - up to a sign - for the Gaussian and Student distributions, we can also check that taking $v \rightarrow \infty$ in (ii) gives back the result for the asymptotic covariance in the Gaussian case.

Consequently, when considering the sample MAD, it holds
Example B. 5 For $p \geq 0.5$, we have:
(i) For the Gaussian distribution $\mathcal{N}\left(\mu, \sigma^{2}\right)$ :

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n, \hat{\sigma}}(p), \sqrt{n} \hat{\theta}_{n}\right) & =\frac{\sigma^{2} \Phi^{-1}(p)}{\sqrt{2 \pi}}  \tag{B.16}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n, \hat{\sigma}}(p), \hat{\theta}_{n}\right) & =\frac{\operatorname{sgn}(p-1 / 2)}{\sqrt{\pi-2}} \tag{B.17}
\end{align*}
$$

(ii) For the Student distribution $t\left(\mu,(v-2) \sigma^{2} / v, v\right)$ with $v>4$ degrees of freedom:

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n, \hat{\sigma}}(p), \sqrt{n} \hat{\theta}_{n}\right) & =\frac{\sigma^{2}(v-1)(v-2) \Gamma\left(\frac{v-1}{2}\right) q_{\tilde{Y}}(p)}{2(v-3) \sqrt{v \pi \Gamma(v / 2)}}  \tag{B.18}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n, \hat{\sigma}}(p), \hat{\theta}_{n}\right) & =\frac{\operatorname{sgn}(p-1 / 2) \sqrt{(v-1)(v-2)}}{(v-3) \sqrt{\frac{\pi \Gamma^{2}(v / 2)}{\Gamma^{2}\left(\frac{v-1}{2}\right)}-(v-2)} \sqrt{\frac{2}{v-4}}} \tag{B.19}
\end{align*}
$$

Example B. 6 (i) For the Gaussian distribution $\mathcal{N}\left(\mu, \sigma^{2}\right)$, we have:

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n, \hat{\sigma}}(p), \sqrt{n} \hat{\xi}_{n}\right) & =\frac{\sigma^{2} \Phi^{-1}(3 / 4)}{2} \Phi^{-1}(p)  \tag{B.20}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n, \hat{\sigma}}(p), \hat{\xi}_{n}\right) & =2 \sqrt{2} \Phi^{-1}\left(\frac{3}{4}\right) \varphi\left(\Phi^{-1}\left(\frac{3}{4}\right)\right) \operatorname{sgn}\left(p-\frac{1}{2}\right) \tag{B.21}
\end{align*}
$$

(ii) For the Student distribution $t\left(\mu, \sigma^{2}(v-2) / \nu, v\right)$ with $v>4$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n, \hat{\sigma}}(p), \sqrt{n} \hat{\xi}_{n}\right) & =q_{\tilde{Y}}(p) \frac{\sigma^{2} q_{\tilde{Y}}(3 / 4)\left(1+\frac{q_{\tilde{\gamma}}^{2}(3 / 4)}{v}\right)}{2 \frac{v}{v-2}}  \tag{B.22}\\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n, \hat{\sigma}}(p), \hat{\xi}_{n}\right) & =\operatorname{sgn}(p-1 / 2) \times \frac{2 \sqrt{2(v-4)} f_{\tilde{Y}}\left(q_{\tilde{Y}}(3 / 4)\right) q_{\tilde{Y}}(3 / 4)\left(1+\frac{q_{\tilde{\gamma}}^{2}(3 / 4)}{v}\right)}{\sqrt{v-1}} \tag{B.23}
\end{align*}
$$

## B.1.3 Sample quantile - calculations

We think it is worthwhile to provide insight into the calculations of the three examples. To ease the derivation based on Theorem 3.1, note the following three properties (for a rv $X$ with mean $\mu$ and variance $\sigma^{2}$ following a location-scale distribution and its normalized version $Y$ with mean 0 and variance 1 ):

$$
\begin{align*}
\tau_{r}(|X-\mu|, p) & =\sigma^{r} \operatorname{Cov}\left(|Y|^{r}, \mathbb{I}_{\left(Y>q_{Y}(p)\right)}=\sigma^{r}\left(\mathbb{E}\left[|Y|^{r} \mathbb{I}_{\left(Y>q_{Y}(p)\right)}\right]-\mathbb{E}\left[|Y|^{r}\right](1-p)\right)\right. \\
& =\sigma^{r}\left(-\mathbb{E}\left[|Y|^{r} \mathbb{I}_{\left(Y \leq q_{Y}(p)\right)}+p \mathbb{E}\left[|Y|^{r}\right]\right)\right. \\
& =\sigma^{r} p\left(\mathbb{E}\left[|Y|^{r}\right]-\mathbb{E}\left[|Y|^{r} \mid Y \leq q_{Y}(p)\right]\right) \tag{B.24}
\end{align*}
$$

and analogously one can deduce

$$
\begin{equation*}
\tau_{1}(p)=\operatorname{Cov}\left(X, 1_{\left(X>q_{X}(p)\right)}\right)=\sigma \operatorname{Cov}\left(Y, 1_{\left(Y>q_{Y}(p)\right)}\right)=-\sigma \mathbb{E}\left[Y \mid Y \leq q_{Y}(p)\right] \tag{B.25}
\end{equation*}
$$

and finally, note

$$
\begin{equation*}
f_{X}\left(q_{X}(p)\right)=\frac{1}{\sigma} f_{Y}\left(q_{Y}(p)\right)=\frac{1}{\sigma} \sqrt{\frac{v}{v-2}} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) \tag{B.26}
\end{equation*}
$$

Recalling, (3.6) and (3.7), we can now compute the examples (with the help of (B.24), (B.25) and (B.26)).

## Proof of Example B.1.

(i) Looking at the Gaussian distribution, we can compute, using partial integration,

$$
\begin{equation*}
\mathbb{E}\left[Y^{2} \mid Y \leq q_{Y}(p)\right]=\frac{1}{p} \int_{-\infty}^{q_{Y}(p)} y^{2} \varphi(y) d y=\frac{1}{p}\left(-\varphi\left(\Phi^{-1}(p)\right) \Phi^{-1}(p)+p\right) \tag{B.27}
\end{equation*}
$$

and, as $f_{Y}\left(q_{Y}(p)\right)=\varphi\left(\Phi^{-1}(p)\right)$ in this case, equation (3.7) for $r=2$, using (B.24) and (B.26) becomes

$$
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} \hat{\sigma}_{n}^{2}, \sqrt{n} q_{n}(p)\right)=\sigma^{3} \Phi^{-1}(p)
$$

and accordingly, as $\mathbb{E}\left[Y^{4}\right]=3$ in the case of a standard Gaussian distribution, equation (3.8) becomes $\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\hat{\sigma}_{n}^{2}, q_{n}(p)\right)=\frac{\varphi\left(\Phi^{-1}(p)\right) \Phi^{-1}(p)}{\sqrt{2 p(1-p)}}$.
(ii) Note that the standard Student t-distribution has variance $v /(v-2)$. Thus, while we would like to work with the random variable $Y$ that is standardised to have variance 1 , we will stick to the standard Student random variable $\tilde{Y}$, which is more favourable from an implementation point of view. Thus, when considering equations (3.7),(3.8), we need to be careful about this. Analogously to the Gaussian distribution, we look at

$$
\begin{equation*}
\mathbb{E}\left[Y^{2} \mid Y \leq q_{Y}(p)\right]=\frac{1}{p} \int_{-\infty}^{q_{Y}(p)} y^{2} f_{Y}(y) d y=\frac{1}{p} \frac{v-2}{v} \int_{-\infty}^{q_{\tilde{Y}}(p)} z^{2} f_{\tilde{Y}}(z) d z \tag{B.28}
\end{equation*}
$$

which can be seen as the second moment of a truncated Student distribution. Results for this are readily available. Unfortunately, the provided results are sometimes wrong (see e.g. [84] for the univariate case, [6] for the multivariate case or [82] when using a truncated skew-Student distribution) So we turn to a correct derivation, found in [74], where we have that, for real-valued truncation points $-\infty<a<b<\infty, v>2$

$$
\begin{equation*}
\frac{1}{F_{\tilde{Y}}(b)-F_{\tilde{Y}}(a)} \int_{a}^{b} z^{2} f_{\tilde{Y}}(x) d x=\frac{v(v-1)}{v-2} \times \frac{F_{\tilde{Y}, v-2}\left(b \sqrt{\frac{v-2}{v}}\right)-F_{\tilde{Y}, v-2}\left(a \sqrt{\frac{v-2}{v}}\right)}{F_{\tilde{Y}}(b)-F_{\tilde{Y}}(a)}-v \tag{B.29}
\end{equation*}
$$

where $F_{\tilde{Y}}$ denotes the standard Student cdf with $v$ degrees of freedom and $F_{\tilde{Y}, k}$ the standard Student cdf with $k$ degrees of freedom. Note that the condition $-\infty<a<b<\infty$ in [74] is actually not necessary for their proof, i.e. we can have $-\infty \leq a<b \leq \infty$.

The above expression can be modified (which yields a simplification for our calculations) using a recurrence relation for the cummulative distribution function of the Student distribution (as presented e.g. in [81] in the more general case of a skew-t distribution), here for $v>2, a \in \mathbb{R}$ :

$$
F_{\tilde{Y}, v-2}\left(a \sqrt{\frac{v-2}{v}}\right)=F_{\tilde{Y}}(a)-\frac{\Gamma\left(\frac{v-1}{2}\right) v^{\frac{v-2}{2}}}{2 \sqrt{\pi} \Gamma\left(\frac{v}{2}\right)} a\left(v+a^{2}\right)^{-\frac{v-1}{2}}
$$

which for our purposes, is simplified in a form where we get the density involved:

$$
\begin{align*}
F_{\tilde{Y}, v-2}\left(a \sqrt{\frac{v-2}{v}}\right) & =F_{\tilde{Y}}(a)-\frac{\Gamma\left(\frac{v+1}{2}\right)}{\sqrt{v \pi} \Gamma\left(\frac{v}{2}\right)}\left(1+\frac{a^{2}}{v}\right)^{-\frac{v+1}{2}} \frac{\left(1+\frac{a^{2}}{v}\right) a}{v-1} \\
& =F_{\tilde{Y}}(a)-\frac{1}{v-1} f_{\tilde{Y}}(a)\left(1+\frac{a^{2}}{v}\right) a \tag{B.30}
\end{align*}
$$

Combining this latter equation and (B.29), taking $a=-\infty, b=q_{\tilde{Y}}(p)$, we obtain:

$$
\begin{align*}
\int_{-\infty}^{q_{\tilde{Y}}(p)} y^{2} f_{\tilde{Y}}(y) d y & =\frac{v(v-1)}{v-2}\left(F_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)-f_{v}\left(q_{\tilde{Y}}(p)\right) \frac{\left(1+\frac{\left.q_{\tilde{Y}}^{2}(p)\right)}{v}\right) q_{\tilde{Y}}(p)}{v+1}\right)-v p \\
& =\frac{v}{v-2}\left(p-f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)\right) \tag{B.31}
\end{align*}
$$

or, equivalently,

$$
\begin{equation*}
\int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) d y=\frac{v}{v-2}-\frac{v}{v-2}\left(p-f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)\right) \tag{B.32}
\end{equation*}
$$

Hence, recalling (B.28), we can conclude that

$$
\begin{equation*}
\mathbb{E}\left[Y^{2} \mid Y \leq q_{Y}(p)\right]=1-\frac{1}{p} f_{\tilde{Y}}\left(F_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) \tag{B.33}
\end{equation*}
$$

and, as $f_{Y}\left(q_{Y}(p)\right)=\sqrt{\frac{v}{v-2}} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)$ in this case, we get from equation (3.7) for $r=2$, using (B.24) and (B.26) that

$$
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} \hat{\sigma}_{n}^{2}, \sqrt{n} q_{n}(p)\right)=\frac{\sigma^{3} q_{\tilde{r}}(p)\left(1+q_{\tilde{\gamma}}^{2}(p) / v\right)}{\sqrt{\frac{v}{v-2}}}
$$

For the correlation, one needs to recall that in the case of the Student distribution

$$
\begin{equation*}
\mu_{4}=\mathbb{E}\left[(\sigma Y)^{4}\right]=\sigma^{4}\left(\frac{v-2}{v}\right)^{2} \mathbb{E}\left[\tilde{Y}^{4}\right]=\sigma^{4}\left(\frac{v-2}{v}\right)^{2} \frac{3 v^{2}}{(v-2)(v-4)}=3 \sigma^{4} \frac{v-2}{v-4}, \tag{B.34}
\end{equation*}
$$

i.e. $\mathbb{E}\left[Y^{4}\right]=3 \frac{v-2}{v-4}$, which gives us, by $(3.8), \lim _{n \rightarrow \infty} \operatorname{Cor}\left(\hat{\sigma}_{n}^{2}, q_{n}(p)\right)=\frac{f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)}{\sqrt{2 \frac{v-1}{v-4} p(1-p)}}$.

Proof of Example B.2. For the case with the sample MAD, the main task is to find an explicit expression for either $\mathbb{E}\left[|Y| \mid Y \leq q_{Y}(p)\right]$ or $\mathbb{E}\left[|Y| \mid Y>q_{Y}(p)\right]$. The easiest way to compute this is to restrict oneself to the case of $p<0.5$ in the former or $p \geq 0.5$ in the latter. As we know that the correlation (and hence also the covariance) is point-symmetric in the cases considered, we can then deduce the case of $p \geq 0.5$ or $p<0.5$ respectively. As in applications we are usually interested in high values $p$ of the quantile, we show the expressions for $p>0.5$ :

As by construction, $Y \geq 0$ a-s. for $p \geq 0.5$, we have

$$
\mathbb{E}\left[|Y| \mid Y>q_{Y}(p)\right]=\mathbb{E}\left[Y \mid Y>q_{Y}(p)\right]=\frac{\mathbb{E}\left[Y \mathbb{I}_{\left(Y>q_{Y}(p)\right)}\right]}{1-p},
$$

which simply is the truncated first moment of the corresponding distribution.
(i) In the case of the Gaussian distribution, $\theta=\mathbb{E}|X-\mu|=\sigma \sqrt{\frac{2}{\pi}}$. Hence $\mathbb{E}|Y|=\theta / \sigma=\sqrt{\frac{2}{\pi}}$ and thus

$$
\begin{equation*}
\operatorname{Var}(|Y|)=1-\frac{\theta^{2}}{\sigma^{2}}=1-\frac{2}{\pi} \tag{B.35}
\end{equation*}
$$

For $p \geq 0.5$, we have by direct calculation that

$$
\begin{equation*}
\mathbb{E}\left[|Y| \mathbb{I}_{\left(Y>q_{Y}(p)\right)}\right]=\mathbb{E}\left[Y \mathbb{I}_{\left(Y>q_{Y}(p)\right)}\right]=\varphi\left(\Phi^{-1}(p)\right) . \tag{B.36}
\end{equation*}
$$

Hence, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}, \sqrt{n} \hat{\theta}_{n}\right) & =\frac{\sigma^{2}\left(\varphi\left(\Phi^{-1}(p)\right)-(1-p) \sqrt{\frac{2}{\pi}}\right)}{\varphi\left(\Phi^{-1}(p)\right)} \\
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}, \hat{\theta}_{n}\right) & =\frac{\varphi\left(\Phi^{-1}(p)\right)-(1-p) \sqrt{\frac{2}{\pi}}}{\sqrt{p(1-p)} \sqrt{1-\frac{2}{\pi}}}
\end{aligned}
$$

(ii) For the case of a Student distribution, we need to pay attention as $\theta=\mathbb{E}|X-\mu|=\sigma \mathbb{E}|Y|=$ $\frac{\sigma}{\sqrt{\frac{v}{v-2}}} \mathbb{E}|\tilde{Y}|$. Recall that $E|\tilde{Y}|=\sqrt{\frac{v}{\pi}} \frac{\Gamma\left(\frac{v-1}{2}\right)}{\Gamma(v / 2)}$, hence we have $\mathbb{E}|Y|=\frac{\theta}{\sigma}=\sqrt{\frac{v}{\pi}} \frac{\Gamma\left(\frac{v-1}{2}\right)}{\Gamma(v / 2)} \sqrt{\frac{v-2}{v}}$ and thus

$$
\begin{equation*}
\operatorname{Var}(|Y|)=1-\frac{\theta^{2}}{\sigma^{2}}=1-\frac{v-2}{\pi} \frac{\Gamma^{2}\left(\frac{v-1}{2}\right)}{\Gamma^{2}\left(\frac{v}{2}\right)} \tag{B.37}
\end{equation*}
$$

Finally, using the formula for the truncated moments from [74], we get

$$
\begin{align*}
\mathbb{E}\left[\tilde{Y} \mathbb{I}_{\left(\tilde{Y}>q_{\tilde{Y}}(p)\right)}\right] & =\frac{\Gamma\left(\frac{v+1}{2}\right)}{\Gamma(v / 2) \sqrt{v \pi}} \frac{v}{v-1}\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)^{-(v-1) / 2} \\
& =\frac{v}{v-1} \frac{\Gamma\left(\frac{v+1}{2}\right)}{\Gamma(v / 2) \sqrt{v \pi}}\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)^{-(v+1) / 2} \\
& =\frac{v}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) \tag{B.38}
\end{align*}
$$

Hence, as $\mathbb{E}\left[Y \mathbb{I}_{\left(Y>F_{Y}^{-1}(p)\right)}\right]=\frac{1}{\sqrt{\frac{v}{v-2}}} \mathbb{E}\left[\tilde{Y} \mathbb{I}_{\left(\tilde{Y}>q_{\tilde{Y}}(p)\right)}\right]$, we conclude

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}, \sqrt{n} \hat{\theta}_{n}\right)=\frac{\sigma^{2}\left(\frac{\sqrt{v(v-2)}}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)-(1-p) \sqrt{\frac{v-2}{\pi}} \frac{\Gamma\left(\frac{v-1}{2}\right)}{\Gamma(v / 2)}\right)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) \sqrt{v /(v-2)}} \\
\text { and } \lim _{n \rightarrow \infty} \operatorname{Cor}\left(q_{n}, \hat{\theta}_{n}\right)=\frac{\frac{\sqrt{v(v-2)}}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)-(1-p) \sqrt{\frac{v-2}{\pi} \frac{\Gamma\left(\frac{v-1}{2}\right)}{\Gamma(v / 2)}}}{\sqrt{p(1-p)} \sqrt{1-\frac{v-2}{\pi} \frac{\Gamma^{2}\left(\frac{v-1}{2}\right)}{\Gamma^{2}(v / 2)}}}
\end{aligned}
$$

Proof of Example B.3. As the Gaussian and Student distribution are both symmetric, the correlation does not depend on the underlying distribution and is directly computable. Equally we deduce the covariances by directly plugging-in. In the Student case, just recall that $Y=\frac{\tilde{Y}}{\sqrt{v /(v-2)}}$ hence $f_{Y}\left(q_{Y}(p)\right)=\sqrt{\frac{v}{v-2}} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)$.

## B.1.4 Location scale quantile - calculations

As we did not present the limit theorems for the location-scale quantile with known $\mu$ in Chapter 3 (although we could derive them from the general case), we cannot present the calculations here. Nevertheless, the interested reader can find the derivations in Appendix B. 2 of our working paper [32].

## B. 2 Full simulation study with Pearson correlation

See the online-appendix in [34].

## B. 3 Simulation study for rank correlations

## B.3.1 Known asymptotics for sample estimators

See the online-appendix in [34].

## B.3.2 Simulation study for rank correlation

See the online-appendix in [34].

## Appendix C

## Supplements to Chapter 4

## C. 1 Generalization of Table 4.2

See the online-appendix in [34].

## Appendix D

## Supplements to Chapter 5

## D. 1 Explicit formulas for risk measure pro-cyclicality (iid case)

## Explicit formulas corresponding to examples in Section 5.4.1

In (the plots of) Section 5.4 .1 we considered the degree of pro-cyclicality for different risk measure (estimators), measure of dispersion estimators and different iid distributions.

Recall that as measure of dispersion estimators we considered the sample variance or sample MAD, and looked at the following risk measure estimator $\widehat{\operatorname{VaR}}_{n}(p), \widetilde{\mathrm{ES}}_{n, k}(p)$ for $k=4,50$ and $k=\infty$ as well as $e_{n}(p)$. As underlying distributions we considered either a Gaussian or a Student-t distribution. We measured the pro-cyclicality as the degree of correlation in the asymptotic distribution between the log-ratio of risk measure estimators and the measure of dispersion estimator.

In Table D. 1 we present the expressions for an underlying Gaussian distribution and then in Table D. 2 for a Student distribution with $v$ degrees of freedom.

To show how we obtain the expressions in Tables D. 1 and D.2, we only need to focus on the quantities with $\widetilde{\mathrm{ES}}_{n, \infty}$.

Indeed, for the correlations including the sample VaR, there is nothing to do as they are simply the correlation of the asymptotic distribution of the sample quantile (with the corresponding measure of dispersion) - we computed this already, see Appendix B.1.

The same remarks hold for the expectile estimator, as it is the sample quantile at level $\kappa^{-1}(p)$ with $\kappa(\alpha)$ being defined in (5.6), which simplifies for location-scale distributions, as follows:

$$
\kappa(\alpha)=\frac{\alpha q_{Y}(\alpha)-\int_{-\infty}^{q_{Y}(\alpha)} y d F_{Y}(y)}{-2 \int_{-\infty}^{q_{Y}(\alpha)} y d F_{Y}(y)-(1-2 \alpha) q_{Y}(\alpha)}
$$

This gives us, in the case of the Gaussian distribution (recall the first truncated moment, (B.36)),

$$
\kappa_{n o r m}(p)=\frac{p \Phi^{-1}(p)+\varphi\left(\Phi^{-1}(p)\right)}{2 \varphi\left(\Phi^{-1}(p)\right)-(1-2 p) \Phi^{-1}(p)}
$$

For the Student distribution (assumed to be with mean 0, and recalling the first truncated moment, (B.38)), we obtain

$$
\kappa_{\text {stud }}(p)=\frac{p q_{\tilde{Y}}(p)+\frac{v}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+q_{\tilde{\tilde{Y}}}^{2}(p) / v\right)}{2 \frac{v}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)-(1-2 p) q_{\tilde{Y}}(p)} .
$$

The ES estimator $\widetilde{\mathrm{ES}}_{n, k}$ is a sum of sample quantiles, thus this is also dealt with, by Appendix B.1. We are only left with $\widetilde{\mathrm{ES}}_{n, \infty}(p)$ which should be understood as $\widetilde{\mathrm{ES}}_{n, \infty}(p)=\frac{1}{1-p} \int_{p}^{1} q_{n}(u) d u$.

Because of the more compact integral representation of the asymptotic correlation we keep in the tables the correlation with $\widetilde{\mathrm{ES}}_{n, \infty}(p)$ as in [32].

The explicit solutions of this integral representation are very lengthy and can be found after presenting the two tables. First, in Table D. 1 the correlations of the asymptotic distributions for a Gaussian distribution.

Table D.1: Correlations in the joint asymptotic distribution between the log-ratios of each, three risk measure estimators, and the two measures of dispersion estimator in the case of a Gaussian distribution

| Correlation | Sample Variance | Sample MAD |
| :---: | :---: | :---: |
| $\operatorname{VaR}_{n}(p)$ | $\begin{equation*} \frac{-1}{\sqrt{2}} \frac{\varphi\left(\Phi^{-1}(p)\right)\left\|\Phi^{-1}(p)\right\|}{\sqrt{2 p(1-p)}} \tag{D.1} \end{equation*}$ | $\frac{-1}{\sqrt{2}} \frac{\left\|\varphi\left(\Phi^{-1}(p)\right)-(1-p) \sqrt{2 / \pi}\right\|}{\sqrt{p(1-p)} \sqrt{1-2 / \pi}} \quad$ (D.2) |
| $\widetilde{\mathrm{ES}}_{n, \infty}(p)$ | $\begin{equation*} \frac{-1}{\sqrt{2}} \frac{\left\|\int_{p}^{1} \Phi^{-1}(u) d u\right\|}{2 \sqrt{\int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{\varphi\left(\Phi^{-1}(u)\right) \varphi\left(\Phi^{-1}(v)\right)} d u d v}} \tag{D.3} \end{equation*}$ | $\begin{equation*} \frac{-1}{\sqrt{2}} \frac{\left\|1-p-\int_{p}^{1} \frac{1-u}{\varphi\left(\Phi^{-1}(u)\right) \sqrt{2 / \pi}} d u\right\|}{2 \sqrt{\left(\frac{1}{2}-\frac{1}{\pi}\right) \int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{\varphi\left(\Phi^{-1}(v)\right) \varphi\left(\Phi^{-1}(u)\right)} d u d v}} \tag{D.4} \end{equation*}$ |
| $e_{n}(p)$ | $\begin{equation*} \frac{-1}{\sqrt{2}} \frac{\varphi\left(\Phi^{-1}\left(\kappa^{-1}(p)\right)\right)\left\|\Phi^{-1}\left(\kappa^{-1}(p)\right)\right\|}{\sqrt{2 \kappa^{-1}(p)\left(1-\kappa^{-1}(p)\right)}} \tag{D.5} \end{equation*}$ | $\begin{equation*} \frac{-1}{\sqrt{2}} \frac{\left\|\varphi\left(\Phi^{-1}\left(\kappa^{-1}(p)\right)\right)-\left(1-\kappa^{-1}(p)\right) \sqrt{2 / \pi}\right\|}{\sqrt{\kappa^{-1}(p)\left(1-\kappa^{-1}(p)\right)} \sqrt{1-2 / \pi}} \tag{D.6} \end{equation*}$ |

The corresponding correlation, now for an underlying Student distribution with $v$ degrees of freedom, are summarised in Table D.2. The expressions look more complex than in the case with the Gaussian distribution. Still, we recover the Gaussian expressions for $v \rightarrow \infty$. For this, recall that $\Gamma($.$) is the$ Gamma function, i.e.

$$
\Gamma(x):= \begin{cases}(x-1)! & \text { for integers } x>0 \\ \sqrt{\pi} \frac{(2 x-2)!!}{2^{\frac{2 x-1}{2}}} & \text { for half-integers } x, \text { i.e. odd integer-multiples of } \frac{1}{2}\end{cases}
$$

where ! and !! denote the factorial and double-factorial function, respectively. Further, one might need to recall the asymptotic property of the Gamma function $\lim _{n \rightarrow \infty} \frac{\Gamma(n+\alpha)}{\Gamma(n) n^{\alpha}}=1$ that we need to use here with $n=\nu \alpha$ and $\alpha=1 / 2$.

Table D.2: Correlations in the joint asymptotic distribution between the log-ratios of each, three risk measure estimators, and the two measures of dispersion estimator in the case of a Student distribution with $v$ degrees of freedom


## Derivations: ES with Sample Variance or sample MAD

First, realise that for location-scale distributions we can rewrite the correlation of the asymptotic distribution of $\widetilde{\mathrm{ES}}_{n, \infty}$ and either the sample mean or sample variance (i.e. just considering $r=1,2$.) as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\widetilde{\mathrm{ES}}_{n}(p), \hat{m}(X, n, r)\right)=\frac{\int_{p}^{1} \frac{\tau_{r}(|Y|, u)+(2-r)\left(2 F_{Y}(0)-1\right) \tau_{1}(Y, u)}{f_{Y}\left(q_{Y}(u)\right)} d u}{\sqrt{2\left(\int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{f_{Y}\left(q_{Y}(v)\right) f_{Y}\left(q_{Y}(u)\right)} d u d v\right)} \sqrt{\operatorname{Var}\left(|Y|^{r}+(2-r)\left(2 F_{Y}(0)-1\right) Y\right)}} . \tag{D.13}
\end{equation*}
$$

In a next step, we look separately at the sample variance $(r=2)$ and sample MAD $(r=1)$, each for the Gaussian and Student distribution separately.
$\triangleright$ ES with Sample Variance - Gaussian distribution. Recall from equation (B.1) the asymptotic covariance between sample quantile and sample variance in the case of the Gaussian distribution (in this case of a standard normal distribution with $\sigma^{2}=1$ ). Thus, the numerator of (D.13) simplifies as $\int_{p}^{1} \Phi^{-1}(u) d u$, which we already solved by change of variables before (truncated first moment, (B.36))

$$
\int_{p}^{1} \Phi^{-1}(u) d u=\int_{\Phi^{-1}(v)}^{\infty} y \varphi(y) d y=\varphi\left(\Phi^{-1}(p)\right)
$$

More work is needed for the computation of the double-integral in the denominator of (D.13). We first consider the inner integral, $\int_{v}^{1} \frac{1-u}{\varphi\left(\Phi^{-1}(u)\right)} d u$. Again, change of variable and partial integration give the following:

$$
\begin{align*}
\int_{v}^{1} \frac{1-u}{\varphi\left(\Phi^{-1}(u)\right)} d u & =\int_{\Phi^{-1}(v)}^{+\infty}(1-\Phi(y)) d y=\left.y(1-\Phi(y))\right|_{\Phi^{-1}(v)} ^{\infty}+\int_{\Phi^{-1}(v)}^{\infty} y \varphi(y) d y \\
& =-(1-v) \Phi^{-1}(v)+\varphi\left(\Phi^{-1}(v)\right) . \tag{D.14}
\end{align*}
$$

Thus, plugging this in, the double integral transforms to

$$
\begin{equation*}
\int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{f_{Y}\left(q_{Y}(v)\right) f_{Y}\left(q_{Y}(u)\right)} d u d v=-\int_{p}^{1} v \frac{\Phi^{-1}(v)}{\varphi\left(\Phi^{-1}(v)\right)} d v+\int_{p}^{1} v^{2} \frac{\Phi^{-1}(v)}{\varphi\left(\Phi^{-1}(v)\right)}+\left.\frac{1}{2} v^{2}\right|_{p} ^{1} \tag{D.15}
\end{equation*}
$$

We compute the two integrals of (D.15) one after the other, again using change of variables and partial integration (with $\varphi^{\prime}(y)=-y \varphi(y)$ ), obtaining:

$$
\begin{aligned}
\int_{p}^{1} v \frac{\Phi^{-1}(v)}{\varphi\left(\Phi^{-1}(v)\right)} d v & =\int_{\Phi^{-1}(p)}^{\infty} y \Phi(y) d y=\left.\frac{1}{2} y^{2} \Phi(y)\right|_{\Phi^{-1}(p)} ^{\infty}-\int_{\Phi^{-1}(p)}^{\infty} \frac{y^{2}}{2} \varphi(y) d y \\
& =\left.\frac{1}{2} y^{2} \Phi(y)\right|_{\Phi^{-1}(p)} ^{\infty}-\frac{1}{2}\left(\left.y(-\varphi(y))\right|_{\Phi^{-1}(p)} ^{\infty}+\frac{1}{2} \int_{\Phi^{-1}(p)}^{+\infty}(-\varphi(y)) d y\right. \\
& =\left.\frac{1}{2} y^{2} \Phi(y)\right|_{\Phi^{-1}(p)} ^{\infty}-\frac{1}{2} \Phi^{-1}(p) \varphi\left(\Phi^{-1}(p)\right)-\frac{1}{2}(1-p)
\end{aligned}
$$

and by the same techniques it follows for the second integral

$$
\begin{aligned}
\int_{p}^{1} v^{2} \frac{\Phi^{-1}(v)}{\varphi\left(\Phi^{-1}(v)\right)} d v & =\int_{\Phi^{-1}(p)}^{\infty} y \Phi^{2}(y) d y=\left.\frac{y^{2}}{2} \Phi^{2}(y)\right|_{\Phi^{-1}(p)} ^{\infty}-\int_{\Phi^{-1}(p)}^{\infty} y^{2} \varphi(y) \Phi(y) d y \\
& =\left.\frac{1}{2} y^{2} \Phi^{2}(y)\right|_{\Phi^{-1}(p)} ^{\infty}+\left.y \Phi(y) \varphi(y)\right|_{\Phi^{-1}(p)} ^{\infty}-\int_{\Phi^{-1}(p)}^{\infty} \varphi(y)(\Phi(y)+y \varphi(y)) d y \\
& =\left.\frac{1}{2} y^{2} \Phi^{2}(y)\right|_{\Phi^{-1}(p)} ^{\infty}+\left.y \varphi(y) \Phi(y)\right|_{\Phi^{-1}(p)} ^{\infty}-\left.\frac{1}{2} \Phi^{2}(y)\right|_{\Phi^{-1}(p)} ^{\infty}+\left.\frac{1}{2} \varphi^{2}(y)\right|_{\Phi^{-1}(p)} ^{\infty}
\end{aligned}
$$

Hence, putting this together gives

$$
\begin{equation*}
(\text { D.15 })=\frac{1}{2} \Phi^{-1}(p)^{2}\left(p-p^{2}\right)+\Phi^{-1}(p) \varphi\left(\Phi^{-1}(p)\right)\left(\frac{1}{2}-p\right)+\frac{1}{2}(1-p)-\frac{1}{2} \varphi^{2}\left(\Phi^{-1}(p)\right) \tag{D.16}
\end{equation*}
$$

and overall, for (D.13) in the case of correlation with the sample variance (as $\mathbb{E}\left[Y^{4}\right]=3$ for the Gaussian distribution, i.e. $\operatorname{Var}\left(Y^{2}\right)=2$ ),

$$
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\widetilde{\mathrm{ES}}_{n}(p), \sigma_{n}^{2}\right)=\frac{\varphi\left(\Phi^{-1}(p)\right)}{\sqrt{\left(\Phi^{-1}(p)\right)^{2}\left(p-p^{2}\right)-\varphi^{2}\left(\Phi^{-1}(p)\right)+\Phi^{-1}(p) \varphi\left(\Phi^{-1}(p)\right)(1-2 p)+1-p \sqrt{2}}}
$$

$\triangleright$ ES with Sample Variance - Student distribution. The case of the Student distribution works analogously, but needs in some details more care. Recall from equation (B.3) the asymptotic covariance between sample quantile and sample variance in the case of the Student distribution with $v>3$, thus the numerator of (D.13) equals to:

$$
\begin{equation*}
\int_{p}^{1} \sqrt{\frac{v-2}{v}} q_{\tilde{Y}}(u)\left(1+q_{\tilde{Y}}^{2}(u) / v\right) d u=\sqrt{\frac{v-2}{v}}\left(\int_{q_{\tilde{Y}}(v)}^{\infty} y f_{\tilde{Y}}(y) d y+\frac{1}{v} \int_{q_{\tilde{Y}}(v)}^{\infty} y^{3} f_{\tilde{Y}}(y) d y\right) \tag{D.17}
\end{equation*}
$$

where the equality follows by change of variables. This first truncated moment was computed already in equation (B.38). For the third truncated moment we, again, use and simplify the formula provided in [74], which gives us:
$E\left[\tilde{Y}^{3} \mathbb{I}_{\left(\tilde{Y}>q_{\tilde{Y}}(p)\right)}\right]=\int_{q_{\tilde{Y}}(p)}^{\infty} y^{3} f_{\tilde{Y}}(y) d y=\frac{v^{2}}{(v-1)(v-3)} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(2+q_{\tilde{Y}}^{2}(p) \frac{v-1}{v}\right)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)$,
giving us for (D.17) (and hence the numerator of (D.13)):

$$
(\mathrm{D} .17)=\sqrt{\frac{v-2}{v}} \int_{p}^{1} q_{\tilde{Y}}(u)\left(1+q_{\tilde{Y}}^{2}(u) / v\right) d u=\frac{\sqrt{v(v-2)}}{v-3}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)
$$

We now turn to the double-integral in the denominator of (D.13), expressed as $\frac{v-2}{v} \int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(v)\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(u)\right)} d u d v$. The inner integral follows one-to-one from the Gaussian case above (as we already know the truncated first moment, see (B.38)):

$$
\begin{equation*}
\left.\int_{v}^{1} \frac{1-u}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(u)\right)} d u=\int_{q_{\tilde{Y}}(v)}^{+\infty}\left(1-F_{\tilde{Y}}(y)\right) d y=-(1-v) q_{\tilde{Y}}(v)+\frac{v}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(v)\right)\right)\left(1+q_{\tilde{Y}}^{2}(v) / v\right) \tag{D.18}
\end{equation*}
$$

Plugging this in the double integral, transforms to

$$
\begin{equation*}
\int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(v)\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(u)\right)} d u d v=\int_{p}^{1} v(v-1) \frac{q_{\tilde{Y}}(v)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(v)\right)} d v+\frac{v}{v-1} \int_{p}^{1} v\left(1+q_{\tilde{Y}}^{2}(v) / v\right) d v \tag{D.19}
\end{equation*}
$$

But, using change of variables, then partial integration and then the knowledge of the truncated second moment (B.32), we obtain:

$$
\begin{aligned}
& \int_{p}^{1}\left(v^{2}-v\right) \frac{q_{\tilde{Y}}(v)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(v)\right)} d v=\int_{q_{\tilde{Y}}(p)}^{\infty}\left(F_{\tilde{Y}}^{2}(y)-F_{\tilde{Y}}(y)\right) y d y \\
& =\left.\frac{1}{2} y^{2} F_{\tilde{Y}}(y)\left(F_{\tilde{Y}}(y)-1\right)\right|_{q_{\tilde{Y}}(p)} ^{\infty}-\int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y+\frac{1}{2} \int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) d y \\
& =\frac{1}{2}\left(\frac{v}{v-2}+p\left(q_{\tilde{Y}}^{2}(p)-\frac{v}{v-2}\right)-q_{\tilde{Y}}^{2}(p) p^{2}+\frac{v}{v-2} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)\right) \\
& -\int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y \\
& \text { and } \quad \int_{p}^{1} v q_{\tilde{Y}}^{2}(v) d v=\int_{q_{\tilde{Y}}(p)}^{\infty} F_{\tilde{Y}}(y) y^{2} f_{\tilde{Y}}(y) d y
\end{aligned}
$$

hence, (D.19) becomes:

$$
\frac{1}{2}\left(\frac{v(2 v-3)}{(v-2)(v-1)}+p\left(q_{\tilde{Y}}^{2}(p)-\frac{v}{v-2}\right)-p^{2}\left(q_{\tilde{Y}}^{2}(p)+\frac{v}{v-1}\right)+\frac{v}{v-2} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right)\right)-\frac{v-2}{v-1} \int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y
$$

So, we are left with the integral of (D.20). Again, using partial integration with the fact that the antiderivative equals $\int y f_{\tilde{Y}}(y) d y=\frac{-v}{v-1} f_{\tilde{Y}}(y)\left(1+y^{2} / v\right)$, we obtain

$$
\begin{align*}
& \int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y=\left.\frac{-v}{v-1} f_{\tilde{Y}}(y)\left(1+y^{2} / v\right) y F_{\tilde{Y}}(y)\right|_{q_{\tilde{Y}}(p)} ^{\infty} \\
&+\frac{v}{v-1} \int_{q_{\tilde{Y}}(p)}^{\infty} f_{\tilde{Y}}(y)\left(1+y^{2} / v\right)\left(F_{\tilde{Y}}(y)+y f_{\tilde{Y}}(y)\right) d y \\
&= \frac{v}{v-1}\left\{p q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)+\int_{q_{\tilde{Y}}(p)}^{\infty}\left(1+y^{2} / v\right) F_{\tilde{Y}}(y) f_{\tilde{Y}}(y) d y\right. \\
&\left.+\int_{q_{\tilde{Y}}(p)}^{\infty} y\left(1+y^{2} / v\right) f_{\tilde{Y}}^{2}(y) d y\right\} . \tag{D.21}
\end{align*}
$$

Since we have $\left(1+\frac{y^{2}}{v}\right) f_{\tilde{Y}}(y)=\frac{v-1}{\sqrt{v(v-2)}} f_{\tilde{Y}, v-2}\left(y \sqrt{\frac{v-2}{v}}\right)$ (using the notation $f_{\tilde{Y}, k}$ introduced after (B.29)), we can write, proceeding again with partial integration,

$$
\begin{align*}
& \int_{q_{\tilde{Y}}(p)}^{\infty}\left(1+y^{2} / v\right) f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y=\frac{v-1}{\sqrt{v(v-2)}} \int_{q_{\tilde{Y}}(p)}^{\infty} f_{\tilde{Y}, v-2}\left(y \sqrt{\frac{v-2}{v}}\right) F_{\tilde{Y}}(y) d y \\
& =\frac{v-1}{v-2}\left\{\left.F_{\tilde{Y}, v-2}\left(y \sqrt{\frac{v-2}{v}}\right) F_{\tilde{Y}}(y)\right|_{\tilde{r}_{\tilde{Y}}(p)} ^{\infty}-\int_{q_{\tilde{Y}}(p)}^{\infty} f_{\tilde{Y}}(y) F_{\tilde{Y}, v-2}\left(y \sqrt{\frac{v-2}{v}}\right) d y\right\} . \tag{D.22}
\end{align*}
$$

Now we use the recurrence relation (B.30) for the distribution functions, to evaluate the integral in (D.22), namely

$$
\begin{align*}
\int_{q_{\tilde{Y}}(p)}^{\infty} f_{\tilde{Y}}(y) F_{\tilde{Y}, v-2}\left(y \sqrt{\frac{v-2}{v}}\right) d y & =\int_{q_{\tilde{Y}}(p)}^{\infty} f_{\tilde{Y}}(y)\left(F_{\tilde{Y}}(y)-\frac{1}{v-1} y\left(1+y^{2} / v\right) f_{\tilde{Y}}(y)\right) d y \\
& =\left.\frac{1}{2} F_{\tilde{Y}}^{2}(y)\right|_{q_{\tilde{Y}}(p)} ^{\infty}-\frac{1}{v-1} \int_{q_{\tilde{Y}}(p)}^{\infty} y\left(1+y^{2} / v\right) f_{\tilde{Y}}^{2}(y) d y \tag{D.23}
\end{align*}
$$

But, by partial integration and with the expression of the antiderivative $\int y f_{\tilde{Y}}(y)$ from above, we can write the integral of (D.23) as

$$
\int_{q_{\tilde{Y}}(p)}^{\infty} y\left(1+y^{2} / v\right) f_{\hat{Y}}^{2}(y) d y=-\left.\frac{v}{v-1}\left(1+y^{2} / v\right)^{2} f_{\tilde{Y}}^{2}(y)\right|_{q_{\tilde{\gamma}}(p)} ^{\infty}-\int_{q_{\tilde{Y}}(p)}^{\infty} y\left(1+y^{2} / v\right) f_{\hat{Y}}^{2}(y) d y,
$$

which is equivalent to

$$
\begin{equation*}
\int_{q_{\tilde{Y}}(p)}^{\infty} y\left(1+y^{2} / v\right) f_{\tilde{Y}}^{2}(y) d y=\frac{1}{2} \frac{v}{v-1}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{\tilde{Y}}}^{2}\left(q_{\tilde{Y}}(p)\right) . \tag{D.24}
\end{equation*}
$$

Hence we obtain for (D.23)

$$
\int_{q_{\tilde{Y}}(p)}^{\infty} f_{\tilde{Y}}(y) F_{\tilde{Y}, v-2}\left(y \sqrt{\frac{v-2}{v}}\right) d y=\frac{1}{2}\left(1-p^{2}\right)-\frac{1}{2} \frac{v}{(v-1)^{2}}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{Y}}^{2}\left(q_{\tilde{Y}}(p)\right)
$$

so that (D.22) becomes (using again the recurrence relation (B.30))

$$
\begin{align*}
& \left.\int_{q_{\tilde{Y}}}^{\infty}(p)+y^{2} / v\right) f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y \\
& =\frac{1}{2} \frac{v-1}{v-2}\left(1+p^{2}-2 p F_{\tilde{Y}, v-2}\left(q_{\tilde{Y}}(p) \sqrt{\frac{v-2}{v}}\right)+\frac{v}{(v-1)^{2}}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{Y}}^{2}\left(q_{\tilde{Y}}(p)\right)\right) \\
& =\frac{1}{2} \frac{v-1}{v-2}\left(1-p^{2}+\frac{2}{v-1} p q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)+\frac{v}{(v-1)^{2}}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{Y}}^{2}\left(q_{\tilde{Y}}(p)\right)\right) \tag{D.25}
\end{align*}
$$

Combining (D.25) with (D.24) in (D.21) provides:

$$
\begin{align*}
& \int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(y) F_{\tilde{Y}}(y) d y \\
& =\frac{v}{v-1} p q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)+\frac{1}{2} \frac{v}{v-2}\left(1-p^{2}+\frac{2 p}{v-1} q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\right) \\
& \quad+\frac{1}{2} \frac{v^{2}}{(v-1)(v-2)}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{Y}}^{2}\left(q_{\tilde{Y}}(p)\right) \tag{D.26}
\end{align*}
$$

Now we are ready to look at the final expression for the double integral as shown in (D.19), using the results in equations (D.20) and (D.26).

$$
\begin{align*}
& \int_{p}^{1} \int_{v}^{1} \frac{v(1-u)}{f_{\tilde{Y}}\left(q_{\tilde{Y}}(v)\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(u)\right)} d u d v \\
& =\frac{1}{2} \frac{v}{v-2}\left\{1+q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)-\frac{v(v-2)}{(v-1)^{2}}\left(1+q_{\tilde{Y}}^{2}(p) / v\right)^{2} f_{\tilde{Y}}^{2}\left(q_{\tilde{Y}}(p)\right)\right. \\
& \left.+p\left(\frac{v-2}{v} q_{\tilde{Y}}^{2}(p)-1-\frac{2(v-2)}{v-1} q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\right)-\frac{v-2}{v} p^{2} q_{\tilde{Y}}^{2}(p)\right\} \tag{D.27}
\end{align*}
$$

Recalling, $\mathbb{E}\left[Y^{4}\right]=3 \frac{v-2}{v-4}$, see (B.34) for the Student distribution (and hence $\operatorname{Var}\left(Y^{2}\right)=2 \frac{v-1}{v-4}$ ), we get overall $\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\widetilde{\operatorname{ES}}_{n}(p), \hat{\sigma}_{n}^{2}\right)=$
$\frac{\sqrt{v(v-2)}}{v-3} f_{\mathcal{Y}}\left(q_{\mathcal{Y}}(p)\right)\left(1+q_{\hat{Y}}^{2}(p) / v\right)^{2}$

and we get back the expression for the Gaussian distribution for $v \rightarrow \infty$.
$\triangleright$ ES with Sample MAD - Gaussian distribution. Recall that we computed asymptotic correlation and covariance between the sample quantile and the sample MAD only for $p \geq 0.5$, as the case $p<0.5$ can be deduced using the point-symmetry around $p=0.5$. For ES, this argument converts to a symmetry around the $p=0.5$-axis when integrating over the asymptotic covariance, i.e. for any $p \in(0,1)$ we can write

$$
\int_{p}^{1} \lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(u), \sqrt{n} \hat{\theta}_{n}\right) d u=\int_{1-p}^{1} \lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(u), \sqrt{n} \hat{\theta}_{n}\right) d u
$$

Clearly, this symmetry does not hold for the double-integral in the denominator of (D.13). Thus, the asymptotic correlation with the sample ES, in contrast to the one with the sample VaR, is not symmetric around $p=0.5$. Nevertheless, for the ease of presentation, we will only consider the case $p \geq 0.5$. The only quantity we need to compute of (D.13) is the integral over the covariance, which comes back, via
(B.5), to evaluate $\int_{p}^{1}\left(1-\frac{1-u}{\varphi\left(\Phi^{-1}(u)\right)} \sqrt{\frac{2}{\pi}}\right) d u$. Using (D.14), we obtain

$$
\int_{p}^{1}\left(1-\frac{1-u}{\varphi\left(\Phi^{-1}(u)\right)} \sqrt{2 / \pi}\right) d u=(1-p)\left(1+\Phi^{-1}(p) \sqrt{2 / \pi}\right)-\varphi\left(\Phi^{-1}(p)\right) \sqrt{2 / \pi}
$$

Recalling the asymptotic variance of the sample MAD, (B.35), and the solution of the double integral, (D.16), in the Gaussian case, this gives overall:

$$
\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\widetilde{\operatorname{Es}}_{n}(p), \hat{\theta}_{n}\right)=\frac{(1-p)\left(1+\Phi^{-1}(p) \sqrt{2 / \pi}\right)-\varphi\left(\Phi^{-1}(p)\right) \sqrt{2 / \pi}}{\sqrt{\Phi^{-1}(p)^{2}\left(p-p^{2}\right)-\varphi\left(\Phi^{-1}(p)\right)^{2}+\Phi^{-1}(p) \varphi\left(\Phi^{-1}(p)\right)(1-2 p)+1-p} \sqrt{1-2 / \pi}}
$$

$\triangleright$ ES with Sample MAD - Student distribution. The remarks made in the Gaussian case hold also for the Student distribution. We proceed analogously. Again, we first compute the integral in the numerator of the asympyotic covariance given in (B.7) (with $\sigma^{2}=1$ ):

$$
\begin{equation*}
\int_{p}^{1} \lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(u), \sqrt{n} \hat{\theta}_{n}(u)\right) d u=(v-2) \int_{p}^{1}\left(\frac{1}{v-1}\left(1+\frac{q_{\hat{Y}}^{2}(u)}{v}\right)-\frac{\Gamma\left(\frac{v-1}{2}\right)}{\sqrt{\pi v} \Gamma\left(\frac{v}{2}\right)} \frac{1-u}{f_{\hat{Y}}\left(q_{\hat{Y}}(u)\right)}\right) d u \tag{D.28}
\end{equation*}
$$

Since by change of variables $\int_{p}^{1} q_{\tilde{Y}}^{2}(u) d u=\int_{q_{\tilde{Y}}(p)}^{\infty} y^{2} f_{\tilde{Y}}(u) d u$, using the knowledge of the second truncated moment, (B.32), for the first integral of (D.28) and (D.18) for the second integral, provides

$$
\begin{aligned}
& \int_{p}^{1} \lim _{n \rightarrow \infty} \operatorname{Cov}\left(\sqrt{n} q_{n}(u), \sqrt{n} \hat{\theta}_{n}(u)\right) d u \\
& =\frac{1}{v-1}\left\{(v-2)(1-p)+1-p+f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right) q_{\tilde{Y}}(p)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)\right\} \\
& +\frac{(v-2) \Gamma \Gamma\left(\frac{v-1}{2}\right)}{\sqrt{v \pi} \Gamma\left(\frac{\nu}{2}\right)}\left((1-p) q_{\tilde{Y}}(p)-\frac{v}{v-1} f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(1+q_{\tilde{Y}}^{2}(p) / v\right)\right) \\
& =1+q_{\tilde{Y}}(p) \frac{\Gamma\left(\frac{v-1}{2}\right) v-2}{\Gamma\left(\frac{v}{2}\right)} \frac{v-}{\sqrt{\pi v}}+\frac{1}{v-1}\left[\left(1+\frac{q_{\tilde{Y}}^{2}(p)}{v}\right) f_{\tilde{Y}}\left(q_{\tilde{Y}}(p)\right)\left(q_{\tilde{Y}}(p)-\frac{\Gamma\left(\frac{v-1}{2}\right)}{\Gamma\left(\frac{v}{2}\right)} \frac{(v-2) \sqrt{v}}{\sqrt{\pi}}\right)\right]-p\left(1+q_{\tilde{Y}}(p) \frac{\Gamma\left(\frac{v-1}{2}\right) v-2}{\Gamma\left(\frac{v}{2}\right)} \frac{v-2}{\sqrt{\pi v}}\right)
\end{aligned}
$$

which gives us back the Gaussian case for $v \rightarrow \infty$, recalling an asymptotic property of the Gamma function $\lim _{n \rightarrow \infty} \frac{\Gamma(n+\alpha)}{\Gamma(n) n^{\alpha}}=1$ that we need to use here with $n=v \alpha$ and $\alpha=1 / 2$. Recalling the asymptotic variance of the sample MAD in the Student case, (B.37), and the solution of the double integral, (D.27), this gives overall $\lim _{n \rightarrow \infty} \operatorname{Cor}\left(\widehat{\mathrm{ES}}_{n}(p), \hat{\theta}_{n}\right)=\frac{1}{\sqrt{1-\frac{v-2}{\pi} \frac{\Gamma(v-1) / 2))^{2}}{\Gamma(v / 2)^{2}}}} \times$
and we get back the expression for the Gaussian distribution for $v \rightarrow \infty$.

## D. 2 Pro-cyclicality analysis on residuals

See the online-appendix in [34].

## Appendix E

## GARCH Optimization

The full version of this study can be found in the online-appendix in [34]. Here we present a part of it.

## E. 1 Intention

In Chapter 2 we have implemented a method by Zumbach, as presented in [130], to estimate the parameters of the $\operatorname{GARCH}(1,1)$ process using the statistical software R. Following the claims and results in [130], it offers a robust optimization method (through reparametrization). This robustness is not guaranteed if the reparametrization is not used. In this Appendix we want to assess, from a practical point of view how some other frequently used alternatives for GARCH fitting perform when using the statistical software R.

This is especially of interest, as it is known that some estimation procedures by R packages fail every now and then when estimating GARCH parameters. Although there does not seem to be a formal largescale investigation on that issue, one example reporting this, is this blog entry complaining about the huge estimation uncertainty when using the fGARCH or rugarch package (https://nt guardian. wordpress.com/2017/11/02/problems-estimating-garch-parameters-r/).

The first version of this small study was already realized in 2017 and we subsequently expanded and updated it in 2018. Also in 2018, we made Prof. Marius Hofert, the maintainer and one of the authors of the R package 'qrmtools' aware of the method of Zumbach and shared the R code. By now, you can find a $\operatorname{GARCH}(1,1)$ parameter estimation method using the method of Zumbach implemented in the 'qrmtools' package (acknowledging the contribution), see [76].

As packages of statistical software are frequently updated, we rerun the study in October 2019 to be sure that our conclusions and observations still hold. All in all, we consider eight different methods of $\operatorname{GARCH}(1,1)$ fitting from four different R packages :

- The method used in this thesis, namely our implementation of the reparametrization approach by [130].
- The popular R package 'fGarch', [126] using version 3042.83.1.
- An alternative R package 'rugarch', [67] in version 1.4-1. Therein we consider two different options in the estimation procedure, either with so called variance targeting or without. We denote this as 'rugarch var' or 'rugarch', respectively.
- The fitting function in the R package 'qrmtools', [76], version 0.0-10. As for the 'rugarch' package, we consider here two options too, either with variance targeting or without. We abbreviate it as 'qrm var' and 'qrm', respectively.
- As fourth alternative package, we consider the GARCH estimation in 'tseries' by [119], version 0.10-47.
- Last but not least, we also include the Zumbach estimation method implemented in the 'qrmtools' package. While the estimation should give the same results as in our use of the Zumbach method, it is also of interest to compare the time needed for the estimation procedure. We label it 'qrm Zum.'.


## E.1.1 Limitations of our study

Sill, this is far from being a representative study. Thus, we want to mention the limitations (which could serve as a basis of extending this work to a proper representative large-scale study).

- This study does not include all available R packages for GARCH estimation. See e.g. the ones mentioned in [5] including the reference itself.
- Also, for the GARCH packages tested, it is not guaranteed that we checked all the options available in the optimization functions as for example different solver/optimization functions one can choose from. Usually we rely on the default options, only for the pacakges 'rugarch' and 'qrmtools' we modified one option, which allows us to activate the volatility targeting.
- We test the parameter estimation quality only on simulated $\operatorname{GARCH}(1,1)$ realizations from two sets of parameters, both with Gaussian innovations. For a proper study it should be extended to the whole range of parameters $\alpha+\beta<1$ and also considere other innovations, like a Student distribution with varying degrees of freedom.
- This study (and the implementation of the Zumbach fitting procedure) focuses only on $\operatorname{GARCH}(1,1)$. No extensions to general $\operatorname{GARCH}(p, q)$ processes are considered. Still, in [130] it is explained that the procedure could be extended for $\operatorname{GARCH}(\mathrm{p}, \mathrm{q})$.
- Our implementation of the Zumbach approach uses only a specific optimization (nlminb) - others were not tested thoroughly (although testing a few times with BFGS optimization gave worse results).
- This is explicitly an empirical study. For theoretical discussion on optimization techniques we refer to the paper of Zumbach, [130] and as more recent references, [64], [65].

Still, despite all those limitations, we believe that this small study can give insights into GARCH fitting with R packages.

## E.1.2 Content

This study contains two different parts. The first one, Section E. 2 is centered around real data, and can be found in the full version of this study in the online-appendix in [34]. The second one, Section E.3, is an analysis on simulated data from a $\operatorname{GARCH}(1,1)$ model (for which we know the underlying true parameters) which we present here.

## On simulated data

For simulated data from a $\operatorname{GARCH}(1,1)$ process, knowing the true underlying parameters, we can test the ability of the different packages of correctly estimating these parameters.

Therefore, we create separately two sets of simulated sample paths ( 1000 sample paths for each of them). The parameters of the first one equal the estimates we obtained with the Zumbach method on the S\&P 500 data. The second one was chosen arbitrarily, as an example of low $\alpha$ and $\beta$ values.

For each of the two sets, we compute the parameter estimates with all different procedures. For each estimation method, we do this using different sample sizes (to see how the parameter estimates vary with increasing sample size). In all of those cases we take the average over all realizations and plot the average values together with the empirical quantiles in a plot for each method.

This way we can easily compare the different methods and their estimation uncertainty.

## E. 2 Results on real data

## E.2.1 Stability of the estimates throughout repetition

See the online-appendix in [34].

## E.2.2 Comparing the estimates of the three methods

See the online-appendix in [34].

## E.2.3 Sensitivity to changes in the data set

See the online-appendix in [34].

## E.2.4 Simulation results: Annualized volatility (over whole sample)

See the online-appendix in [34].

## E.2.5 Simulation results: Annualized volatility (rolling window)

See the online-appendix in [34].

## E. 3 Results on simulated data

As this is not an extensive study over all parameter combinations we simply provide figures of the parameter estimates (as a function of the sample size) for each method. In each we show the parameter estimate average (over 1000 repetitions), as well as the empirical $2.5 \%$ and $97.5 \%$ quantiles. With a dotted line we depict the true parameter value. Further note, that the average was not always computed over 1000 repetitions as for some estimation procedures the convergence failed in some realizations.

Further, as a performance indicator we also compare the computation times needed to estimate the parameters in these 1000 repetitions.

Anticipating the results, we observe the following: For the first sample (which represented GARCH parameter values as they are familiar for financial data), all estimation procedures converge to the true value in the long run, see Figures E.1, E.2, E.3. The confidence intervals vary depending on the estimator but are mostly similar. Also, the confidence intervals are very big for small and moderate sample sizes, say $n \leq 1000$.

On the second sample (which we chose such that $\alpha+\beta$ are low), we observe that some techniques completely misspecify the parameter, (at least up to our sample size considered) not converging at all: rugarch, rugarch var, qrm failed, while Zumbach, fGARCH, qrm var, tseries and qrm Zum. correctly estimated the parameters, see Figures E.4, E.5, E.6. Similarly as for sample 1, the confidence intervals are usually quite big, here even up to sample sizes of $n \leq 2500$.

With respect to computational speed (irrespective of the quality of estimation), we have clear winners. From tables E. 1 and E. 2 we see that the tseries package as well as the qrm package using the technique by Zumbach, are clearly faster than the other (usually by a factor of 3 to 6).

## E.3.1 Sample 1 (S\&P 500)

|  | Methods |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |
| Estimates for | Zumbach | fGarch | rugarch | rugarch var | qrm | qrm var | tseries | qrm Zum. |
| min | 6.76 | 11.72 | 24.65 | 93.99 | 26.96 | 12.11 | 2.81 | 3.79 |

TABLE E.1: Computation time in minutes for estimating the GARCH parameters in 1000 repetitions from sample 1 .

## Estimation Quality: Omega value



Figure E.1: Parameter estimates of omega for sample 1 with the different methods. We see the mean of 1000 repetitions, and its corresponding empirical $2.5 \%$ and $97.5 \%$ quantiles. From left to right, top to bottom, the estimation methods are: Zumbach, fGARCH, rugarch, rugarch var, qrm, qrm var, tseries, qrm Zum.

## Estimation Quality: Alpha value



Figure E.2: Parameter estimates of alpha for sample 1 with the different methods. We see the mean of 1000 repetitions, and its corresponding empirical $2.5 \%$ and $97.5 \%$ quantiles. From left to right, top to bottom, the estimation methods are: Zumbach, fGARCH, rugarch, rugarch var, qrm, qrm var, tseries, qrm Zum.

## Estimation Quality: Beta value



Figure E.3: Parameter estimates of beta for sample 1 with the different methods. We see the mean of 1000 repetitions, and its corresponding empirical $2.5 \%$ and $97.5 \%$ quantiles. From left to right, top to bottom, the estimation methods are: Zumbach, fGARCH, rugarch, rugarch var, qrm, qrm var, tseries, qrm Zum.

## E.3.2 Sample 2 (low $\alpha+\beta$ )

|  | Methods |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Estimates for |  |  |  |  |  |  |  |  | Zumbach | fGarch | rugarch | rugarch var | qrm | qrm var | tseries | qrm Zum. |
| $\min$ | 9.75 | 9.92 | 18.52 | 34.24 | 16.74 | 10.28 | 1.75 | 2.44 |  |  |  |  |  |  |  |  |  |

Table E.2: Computation time in minutes for estimating the GARCH parameters in 1000 repetitions from sample 2.

## Estimation Quality: Omega value



Figure E.4: Parameter estimates of omega in sample 2 with the different methods. We see the mean of 1000 repetitions, and its corresponding empirical $2.5 \%$ and $97.5 \%$ quantiles. From left to right, top to bottom, the estimation methods are: Zumbach, fGARCH, rugarch, rugarch var, qrm, qrm var, tseries, qrm Zum.

## Estimation Quality: Alpha value










Figure E.5: Parameter estimates of alpha in sample 2 with the different methods. We see the mean of 1000 repetitions, and its corresponding empirical $2.5 \%$ and $97.5 \%$ quantiles. From left to right, top to bottom, the estimation methods are: Zumbach, fGARCH, rugarch, rugarch var, qrm, qrm var, tseries, qrm Zum.

## Estimation Quality: Beta value



Figure E.6: Parameter estimates of beta in sample 2 with the different methods. We see the mean of 1000 repetitions, and its corresponding empirical $2.5 \%$ and $97.5 \%$ quantiles. From left to right, top to bottom, the estimation methods are: Zumbach, fGARCH, rugarch, rugarch var, qrm, qrm var, tseries, qrm Zum.

## E. 4 Overall summary

On real data we observed the following (although not presented here, but only in the online-appendix, [34]):

- In general all methods behave similarly (and sensitive) to changes in the data set
- All methods do not capture well the extreme movements of the annualized volatility (measured on a rolling window) in the data, i.e. standard deviation and/or range of the volatility are not replicated well
- We witnessed a case (the japanese index TOPIX) where the packages fGarch, rugarch, qrm, tseries completely fail in replicating the annualized volatility behaviour of the data but Zumbach, rugarch var, qrm var succeed.

On simulated we observed the following:

- When estimating the parameters on 1000 replications of a simulated dataset (i.e. with known parameters) we saw that some methods might completely fail (rugarch, rugarch var, qrm). From the working methods, the confidence intervals of fGarch and tseries seem to be the widest. Comparing the smaller confidence intervals of Zumbach and qrm var, both cases exist: Sometimes Zumbach is more precise, sometimes qrm var.
- The computation time was clearly superior with tseries and qrm Zum.

Thus, combining the observations on the real data and simulated data, we find that either the Zumbach method or qrm var seems to be the most reliable. Given the fact that the Zumbach method implemented in the qrmtools package (what we labeled as 'qrm Zum.'), is more than five times quicker than qrm var. This seems the best choice.

Disclaimer: This is not a representative analysis but only the result from observations on three different indices.

## Appendix F

## Information on computational resources

The empirical studies and simulations were implemented in the programming language R (version 3.6.1), [110], and using RStudio Desktop (version 1.1.423) as integrated development environment, [114].

None of the code material has been published online, but is available on request. The only exception being, as remarked in Appendix E, that we shared our R code implementation for the GARCH optimization method of Zumbach, [130], with Prof. Marius Hofert, the maintainer and one of the authors of the R package 'qrmtools'. By now, you can find a $\operatorname{GARCH}(1,1)$ parameter estimation method using the method of Zumbach implemented in the 'qrmtools' package (acknowledging my contribution), see [76].

In the following we list and acknowledge the additional R packages we used for our computations:

- The package 'laeken', [3], to compute weighted sample quantiles more quickly.
- The packages 'chron', [83], and 'readxl', [122], to import and correctly format the financial data for our purposes.
- The package 'xtable', [42], to output the simulation results conveniently in formatted tables.
- The package 'fBasics', [125], to compute row-wise standard deviations of a matrix.

