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Summary

The Internet of Things (IoT) is a paradigm that has made everyday objects
intelligent by giving them the ability to connect to the Internet, communicate
and interact. The integration of the social component in the IoT has given
rise to the Social Internet of Things (SIoT), which has overcome various issues
such as interoperability, navigability and resource/service discovery. In this
type of environment, participants compete to offer a variety of attractive
services. Some of them resort to malicious behaviour to propagate poor
quality services. They launch so-called Trust-Attacks (TA) and break the
basic functionality of the system.

Several works in the literature have addressed this problem and have pro-
posed different trust-models. Most of them have attempted to adapt and
reapply trust models designed for traditional social networks or peer-to-peer
networks. Despite the similarities between these types of networks, SIoT
ones have specific particularities. In SIoTs, there are different types of enti-
ties that collaborate: humans, devices, and services. Devices can have very
limited computing and storage capacities, and their number can be as high
as a few million. The resulting network is complex and highly dynamic, and
the impact of Trust-Attacks can be more compromising.

In this work, we propose a Multidimensional, Dynamic, Resources-efficient
and Scalable trust-model that is specifically designed for SIoT environments.
We, first, propose features to describe the behaviour of the three types of
nodes involved in SIoT networks and to quantify the degree of trust according
to the three resulting Trust-Dimensions. We propose, secondly, an aggrega-
tion method based on Supervised Machine-Learning and Deep Learning that
allows, on the one hand, to aggregate the proposed features to obtain a trust
score allowing to rank the nodes, but also to detect the different types of
Trust-Attacks and to counter them. We then propose a hybrid propagation
method that allows spreading trust values in the network, while overcoming
the drawbacks of centralized and distributed methods. The proposed method
ensures scalability and dynamism on the one hand, and minimizes resource



consumption (computing and storage), on the other. Experiments applied to
synthetic data have enabled us to validate the resilience and performance of
the proposed model.

Keywords

Trust Management –Internet of Things - Social Networks – Social Internet
of Things – Trust-Attacks.



Resumé

L’internet des Objets (IoT) est un paradigme qui a rendu les objets du quo-
tidien, intelligents en leur offrant la possibilité de se connecter à Internet,
de communiquer et d’interagir. L’intégration de la composante sociale dans
l’IoT a donné naissance à l’Internet des Objets Social (SIoT), qui a permis de
surmonter diverse problématiques telles que l’interopérabilité et la découverte
de ressources. Dans ce type d’environnement, les participants rivalisent afin
d’offrir une variété de services attrayants. Certains d’entre eux ont recours
à des comportements malveillants afin de propager des services de mauvaise
qualité. Ils lancent des attaques, dites de confiance, et brisent les fonction-
nalités de base du système. Plusieurs travaux de la littérature ont abordé ce
problème et ont proposé différents modèles de confiance. La majorité d’entre
eux ont tenté de réappliquer des modèles de confiance conçus pour les réseaux
sociaux ou les réseaux pair-à-pair. Malgré les similitudes entre ces types de
réseaux, les réseaux SIoT présentent des particularités spécifiques. Dans les
SIoT, nous avons différents types d’entités qui collaborent, à savoir des hu-
mains, des dispositifs et des services. Les dispositifs peuvent présenter des
capacités de calcul et de stockage très limitées et leur nombre peut atteindre
des millions. Le réseau qui en résulte est complexe et très dynamique et les
répercussions des attaques de confiance peuvent être plus importantes.

Nous proposons un nouveau modèle de confiance multidimensionnel, dy-
namique et scalable, spécifiquement conçu pour les environnements SIoT.
Nous proposons, en premier lieu, des facteurs permettant de décrire le com-
portement des trois types de noeuds impliqués dans les réseaux SIoT et de
quantifier le degré de confiance selon les trois dimensions de confiance ré-
sultantes. Nous proposons, ensuite, une méthode d’agrégation basée sur
l’apprentissage automatique et l’apprentissage profond qui permet d’une part
d’agréger les facteurs proposés pour obtenir un score de confiance permet-
tant de classer les noeuds, mais aussi de détecter les types d’attaques de
confiance et de les contrer. Nous proposons, ensuite, une méthode de propa-
gation hybride qui permet de diffuser les valeurs de confiance dans le réseau,



tout en remédiant aux inconvénients des méthodes centralisée et distribuée.
Cette méthode permet d’une part d’assurer la scalabilité et le dynamisme
et d’autre part, de minimiser la consommation des ressources. Les expéri-
mentations appliquées sur des de données synthétiques nous ont permis de
valider le modèle proposé.

Mots clés

Gestion de la confiance – Internet des Objets – Réseaux sociaux – Internet
des Objets Social – Attaque de confiance.
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Introduction

General context

The Internet of Things (IoT) is an emerging paradigm in which everyday
objects become connected to each other and to the Internet. These objects,
equipped with sensors and actuators, become able to anticipate users’ needs
and promise better comfort and quality of life to its users. Nevertheless,
still in its infancy, the IoT raises various issues such as the heterogeneity of
devices, networks and communication protocols (Singh et al. (2014)). This
heterogeneity prevents IoT objects and devices from communicating, inter-
acting and exchanging information. The Social Internet of Things (SIoT) is
a variant of the IoT that addresses this issue and establishes interoperability
by allowing people and objects to interact in a social framework based on a
new type of navigation (Atzori et al. (2011)).

The SIoT is the result of an evolutionary process that has affected modern
communication through the integration of the social component into the
Internet of Things. Intelligent objects in the IoT have evolved into pseudo-
social objects able to exhibit pseudo-social behavior, and then into social
objects able to autonomously establish relationships with other objects, join
communities and build their own social networks that may differ from those
of their owners (Nitti et al. (2014b)). To do so, social IoT objects use location,
category or history of interactions with other objects.

1
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The adoption of such a vision is a promising trend that offers multiple ad-
vantages. First of all, navigability and discovery of services/resources are op-
timized by reducing their scope to a manageable social network (Ali (2015)).
Second, scalability is guaranteed like in traditional social networks (Atzori
et al. (2011)). Finally, a wealthier and more varied data source becomes
available as it comes from a set, a network or a community of users. The
volume and variety of the resulting contextual and social data have improved
the intelligence and adaptability of IoT services (Ali (2015)).

Main issues and problematic

Despite this significant progress, the consumption of IoT services remains
below expectations. Users remain suspicious and confused about adopting
this new paradigm. Indeed, in this type of environment, the various actors
compete to offer a variety of attractive services. Some of them resort to
malicious behaviour to propagate poor-quality services. To do so, they launch
different types of attacks called "Trust Attacks (TAs)" (Abdelghani et al.
(2016), Bao and Chen (2012a), Chen et al. (2016b)).

Unlike security attacks, in which the attacker aims to disrupt the commu-
nication network or access data without authorization, a Trust Attack aims
to distort the Reputation System. By launching a TA, the malicious user
attempts to boost his or her own reputation, destroy the reputation of other
legitimate users, or enhance the reputation of other malicious users. This
type of attack can be dangerous in a collaborative environment such as SIoT,
where exchanges and interactions are mainly based on feedback and reputa-
tion. In addition to their vulnerability to Trust Attacks, SIoT networks are
complex and multi-party, as they involve three types of actor nodes. (i) User-
type nodes mainly play two roles. They are both service/resource providers
and service requesters/recommenders. Feedback from the service requester,
represented in the form of ratings assigned after each interaction, helps to
determine the "Reputation" of each node and assists other users in deciding
whether or not to invoke a given service. To interact, provide and invoke
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services, users will use (ii) device-type nodes. (ii) Devices, also called objects
or things, are technical artefacts intended to furnish an interface between the
digital world and the physical world. They provide information, knowledge
or data about the physical entity they control and are able to change the
physical state of a physical entity. To accomplish the tasks required, device
type nodes will use (iii) service type nodes. Services are an abstraction al-
lowing the construction of complex software systems. They are the basis of
most current systems and are responsible for providing the functionalities of
IoT devices (for example the detection function for a sensor).

These three types of nodes collaborate and participate in every interaction.
The quality of the interaction depends on the actor-user but also on the
quality of the device he uses and the quality of the service he provides through
this device, thus implying three Trust-Dimensions to manage.

Finally, SIoT environments are characterized by various constraints linked
either to the nature of the network such as dynamism and large number
of devices or to the specificity of IoT devices such as limited computing
and storage capacities. The establishment of a robust and powerful trust
management mechanism in such a dynamic and constrained environment
becomes challenging.

Background and related works

Trust Management Mechanisms (TMM) are designed to prevent malicious
behaviour to ensure the appropriate functioning of a system. TMMs have
been integrated into various types of open and distributed networking sys-
tems such as e-commerce systems, peer-to-peer networks, social networks
and wireless sensor networks. They do not affect the basic functionality of a
system but form a layer that is superimposed on the original system. A Trust
Management Mechanism must provide methods for assessing and calculating
the degree of trust, as well as for propagating, storing and updating these
values. It consists of three main phases : (i) the Trust Building phase, (ii)
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the Propagation phase and (iii) the Update phases. (i) The Trust Building
phase consists in proposing a "Trust Assessment Model (TAM)". A TAM
makes it possible to assess the system-nodes/actors based on different crite-
ria and to estimate the degree of trust that can be granted to them. It must
therefore be able to attribute a low trust-degree to malicious nodes and a
high one to legitimate nodes. To do so, a TAM relies on the interaction his-
tory of each node and generally proceeds in two steps. The first step is "(i.a)
the Trust-Composition step which consists of selecting Trust-Features (TF).
These-Features also referred to in the literature as factors, indicators, param-
eters or attributes, represent descriptors that make it possible to establish
the criteria considered to compare and evaluate the network nodes. These
criteria depend on the nature of the network, the risks involved, the nature
of the network actors (nodes) and the purpose of the trust. The TAM fea-
tures must allow quantifying these criteria (abstract concepts) into concrete
and measurable features. The authors of the literature have drawn inspira-
tion from the Trust-Features proposed in traditional social networks such as
"profile similarity" or "centrality in the network". These features allow the
assessment of user-type nodes, but not device and service nodes. Moreover,
only a minority of related work has focused on the detection of Trust-Attacks
and proposed Trust-Features allowing to depict the behaviour of malicious
nodes. The great majority neglected this aspect and are only interested and
proposed features allowing to rank the best nodes in the network, leaving the
malicious ones free to carry out their malicious behaviour.

Once the Trust-Features have been determined, the second step of a TAM is
"(i.b) the Trust-Aggregation step" which consists in selecting the appropriate
method to combine the values of the different factors and obtain the final
trust value for each node allowing other nodes to deciding whether or not to
interact with a given node. The authors of the literature have used Prob-
ability, Fuzzy Logic or Combinatorial Logic. But the most commonly used
method is the Weighted Mean, which consists of assigning weights to the
different selected features. The disadvantage of this method mainly concerns
the choice of weights and thresholds. The latter is usually set empirically
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and do not allow the detection of different types of trust attacks. If we
take the example of the Self-Promoting Attack (SPA), in which a user tries
to self-promote his reputation by attributing high rating to himself under a
false identity. The "similarity" factor that is used to measure the similarity
between two users can help reveal that it is the same user. It is therefore
of paramount importance in the case of SPA attacks, whereas it is of no in-
terest for other types of TAs, such as BSA attacks (a collusion attack where
attackers help each other promote each other’s reputation).

(ii) The Trust-Propagation phase consists in selecting a method to diffuse, in
the network, the trust values or scores computer in the Trust-Building phase.
The authors in literature are divided between those who opt for the decentral-
ized method in which each IoT device makes its own trust-calculations and
those who apply the centralized method in which a central entity is respon-
sible for making the necessary calculations for all the nodes of the network.
The main disadvantage of the centralized method is that it does not allow
the scalability while SIoT networks involve a large number of dynamic ob-
jects. The disadvantage of the decentralized method is that it is not suitable
for SIoT devices, as they are constrained in storage and computing capacity,
and unable to perform the complex computations required to manage the
trust. Finally, for (iii) the Trust-Update phase, two methods are proposed
in the literature. In the Time-Driven Method, updates are done periodically.
The problem with this method is that it is difficult to set the granularity
of the period. The majority of authors in the literature have opted for the
Event-Driven method, in which updates are performed each time an event
occurs (one node joins or leaves the network, two nodes interact, ... etc.).
Its advantage is that it allows real-time Trust-Management. The disadvan-
tage of this method is that it generates a large number of updates which
does not comply with the constrained nature of IoT devices. For this reason,
some authors propose to combine the Event-Driven update method with a
Storage-Management Strategy.

Thus, the main objective of this work is to propose a TMM specifically de-
signed for SIoT environments. To achieve this objective, the proposed TMM
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must be able to (1) take into account the different Trust-Dimension involved
(user trust-dimension, device trust-dimension and service trust-dimension),
(2) ensure resilience against all types of Trust Attacks, (3) respect the differ-
ent constraints specific to SIoT environments (scalability, dynamism, limited
resources). The choice of appropriate methods for each phase of the TMM
will enable the design of a Trust Management Mechanism that is appropriate
and adapted to SIoT environments. The propagation, storage and update
phases will ensure scalability, dynamism and resources-efficiency, while the
Trust-Building phase will manage the different trust-dimension and guaran-
tee Trust-Attacks resiliency.

Methodology and contributions

The preliminary of this work can be summarized as follows:

• (1) Definition of the "Trust" concept and its multiple properties, start-
ing from sociological and psychological definitions, to its adoption in
the Computer Science field in general and networking systems in par-
ticular. This allowed us to propose a Trust-definition specific to SIoT
environments, based on the notions of "Intention" and "Ability".

• (2) Proposal of a conceptual SIoT model, allowing to depict the main
types of actors and their different roles, to study the major constraints
of such an environment and to study the risks incurred. This step
enabled us to define our problem and set our objectives.

• (4) Building of a Trust-Attack model allowing to characterize the be-
haviour of malicious nodes in each type of Trust-Attack.

This preliminary work allowed us to implement "DSL-STM", a multidimen-
sional, resilient, dynamic, resources-efficient and scalable TMM for the Social
Internet of Things. Our contributions can be summarized as follows:

• For the (i) Trust-Building phase, we proposed a multidimensional TAM
that manages the three trust-dimensions of SIoT and allows to detect
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and counter the various Trust-Attacks, but also, to rank the different
nodes according to a trust-score. To achieve these objectives :

– In (i.1) the composition step, we propose Trust-Features that al-
lows estimating the "Ability" of device and service type nodes, as
well as the "Intention" of user type nodes.

– In (i.2) the aggregation step, we propose a method based on su-
pervised Machine-Learning and Deep-Learning that allows, on the
one hand, to aggregate the proposed features to get a Trust-Score
allowing to rank the nodes, but also to detect the different types
of Trust-Attacks and to counter them.

• For the (ii) propagation and (iii) update phases, we propose a hybrid
method that allows disseminating trust values in the network, while
overcoming the drawbacks of centralized and distributed methods. This
method allows to guarantee scalability and dynamism on the one hand,
and to minimize resource consumption (computing and storage) on the
other.

Overview of the structure

The plan of this thesis is as follows. The first chapter entitled presents,
first, an overview of the Internet of Things paradigm to move to the Social
Internet of Things, its history, its main advantages and constraints and its
architecture to finish with a use case.

The second chapter deals with Trust-Management in SIoT environments. It
presents different definitions and properties of this concept, starting from the
social sciences fields and ending with a definition specific to SIoT environ-
ments. This chapter also presents a conceptual SIoT model that allows to
specify the different types of actors and their different roles, to study the
rules and constraints of such an environment and to present its risks and
vulnerabilities. This chapter then details each component of the proposed
conceptual model and focuses on the risks and vulnerabilities by propos-
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ing a Trust-Attack model. The last section of this chapter represents the
Trust-Management process and its different steps to conclude with a litera-
ture review and a comparison of the different related-works according to the
elements presented upstream.

The next two chapters detail "DSL-STM", the proposed Trust Management
Mechanism. The first chapter presents the Trust-Composition step of our
Trust-Assessment Model and details the features proposed for each Trust-
Dimension. The second chapter of the proposal details our contribution for
the aggregation, propagation and update phases.

Finally, the last chapter of this manuscript is the experimental part. It
has allowed us to test and validate the different contributions of this work,
including the relevance of the proposed Trust-Features, the Resilience of the
resulting Trust-Assessment Model and finally the scalability, dynamism and
resources-efficiency of the Trust Management Mechanism that is built based
on the proposed Trust-Assessment model. To conduct these experiments, we
implemented a prototype that allowed us to conduct different simulations on
synthetic data.
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1.1 Introduction

The social Internet of Things is the next level of the Internet of Things
paradigm. It consists on the evolution of objects with a degree of smartness
to social objects, able to interact with the surrounding, to autonomously
establish relationships with other objects to join communities and build their
own social networks.

As the purpose of this work is to propose a Trust-Management Mechanism
dedicated to Social Internet of Things (SIoT) environments, it becomes im-
portant to understand and explain the SIoT paradigm, to understand its ori-
gin, its evolution, its characteristics, its advantages and its constraints. This
chapter explains the evolution of the "Internet of Things paradigm (IoT)"
into the "Social Internet of Things". It is divided into two main sections.

In the first section, we give an overview of the Internet of Things paradigm,
the different visions of this paradigm, its main components, its architecture,
its domains of application and its major challenges. In the second section,
we present the SIoT. We present the evolution that allowed the emergence
of this paradigm, its various advantages, the SIoT architecture, as well as a
use case to better understand this paradigm and to demonstrate its effective
interest. Finally, we outline the various constraints that characterize this
type of environment and that must be taken into consideration when dealing
with SIoT environments.

1.2 Overview on the Internet of Things

With the burgeoning technological evolution in computer science technol-
ogy a new vision connecting the physical world with the digital space has
emerged. Physical surrounding objects become embedded with computing
technologies (such as sensors, actuators, communication devices, etc.,). This
gives them a digital imprint and thus enable them to interact and to per-
ceive the surrounding environment giving birth to the Internet of Things
(IoT) paradigm.
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1.2.1 The IoT paradigm

IoT is defined as a system of interrelated devices, objects, animals, or people
that are provided with unique identifiers, and are able to collect, analyze and
exchange data (Atzori et al. (2010)). Each such object in the IoT systems of-
fers a particular service through which persuasive applications are designed.
The main purpose of IoT is to allow better living for mankind, where the
surrounding objects anticipate users needs and requirements and act accord-
ingly without taking explicit instructions (Atzori et al. (2010), Dohr et al.
(2010)). The Internet of Things thus makes it possible to connect the physi-
cal world, the virtual world and the digital world with the aim of making any
service available to any object/person, anywhere and anytime (Figure 1.1).

Internet
of Things

Virtual
World

Physical
World

Digital
World

Any
time

Any
place

Any
service

Any
network

Any
things

Any
one

Figure 1.1: The Internet of Things paradigm.

1.2.2 The IoT components

To achieve this vision, the IoT relies on five major components (Figure 1.2).
The most significant one is the device component which is composed of
the internet and the devices also known as "Objects" or "Things" (sensors,
actuators, ...). The prime purpose of these devices is to continuously col-
lect information and transfer them to the subsequent layer. Most of IoT
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devices have limited functionality due to low internal storage, memory, com-
putational capability and limited power. Indeed, a part of the IoT devices
are, basically, everyday objects not designed to perform computer processes
but that was extended to be able to do so (example: a lamp, a coffee ma-
chine or a chair ...). These devices are said "smart" because they have been
endowed with the ability to connect to the Internet and send/receive data.
Nevertheless, these devices remain very limited in terms of storage capacity
and computing power. They are unable to perform complex calculations, or
sometimes, even simple ones. The majority of them cannot support standard
communication protocols and have to use a specific protocol layer and pass by
a gateway to be able to connect to the internet. The gateway is, therefore,
the second component as it serves as the bridge between the cloud and the
sensors or devices. Every data either towards or from the cloud has to pass
through the gateway which can be in the form of a hardware device or a soft-
ware program. Cloud is a network of sophisticated and high-performance
servers, programmed to perform data processing at great speed, managing
data traffic and delivering accurate analytics. Analytics involves the process
of conversion of billions of data collected from the devices into meaningful
insights which can easily be interpreted and further analyzed. Finally, the
User interfaces component allows visualizing results for end-users.

Devices/Things
/Objects

Cloud

Gateway

Analytics

User Interfaces

Figure 1.2: The Internet of Things main components.
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1.2.3 The IoT architecture

To outline and specify the functional orientation of each IoT component, sev-
eral architectures have been proposed in the literature. The figure 1.3 shows
the best known of them. The first and basic architectures, known as IoT
reference architectures are the three and five-layered ones which are derived
from the ISO model (Figure 1.3.a). In the three-layered architecture, Per-
ception layer deals with physical objects. The network layer is responsible
for transmitting and processing the information between them. The appli-
cation layer gives services and application to the final-user (Novo (2018)).
In five-layer architecture, two more layers are there to give more abstraction
(Guo et al. (2018)).

The figure 1.3.b presents the middleware architecture where the middleware
layer is at the heart of the system and is not only responsible for managing
it but also controls the flow of data. Perception layer, access layer and edge
layer come under physical plane where sensor and actuators are present.
Backbone Network Layer and Middleware layer are present in a virtualized
plane which consists of clouds and servers (Gubbi et al. (2013)).

In service-oriented based architecture, the system functionalities are ab-
stracted and exposed through interfaces (Figure 1.3.c). Objects and appli-
cations use these functionalities through services. The advantages are that
API does not change even if the inner technology and code are changed as
newly introduced functionality is simply used through a new service without
impacting the existing system Chen et al. (2016b). Finally, in fog-based ar-
chitecture, the monitoring layer observes and checks the data obtained from
the sensors. The pre-processing layer performs operations on them. The stor-
age layer gathers all the processed data and the security layer is responsible
for the integrity and privacy of the data Sethi and Sarangi (2017).

1.2.4 The IoT application domain

The success of the IoT paradigm stems from its undeniable contribution in
various fields of application. The figure 1.4 shows a ranking of the most im-
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Figure 1.3: The Internet of Things architectures.

pacted application areas according to their popularity. Smart Home clearly
stands out, ranking as highest Internet of Things application. Wearables
remains a hot topic too. Smart city spans a wide variety of use cases, from
traffic-management to water-distribution, to waste management, urban se-
curity and environmental monitoring. The industrial internet is also one of
the special Internet of Things applications, however, its popularity currently
does not reach the masses as smart-home or wearables do. The connected car
is coming up slowly since the development cycles in the automotive industry
is typically slow. Connected health remains the sleeping giant of the Internet
of Things applications. The concept of a connected health care system and
smart medical devices bears enormous potential. Prominent use-cases and
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large-scale startup successes are still to be seen.
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Figure 1.4: The percentage of the most popular IoT application domains.

1.2.5 The IoT challenges

Though IoT is of great benefit to the society, it raises a plethora of issues for
the researchers, designers and developers.

Heterogeneity is a major issue where IoT devices are of varying nature
at various levels. From devices level, Identifying, addressing, naming and
managing heterogeneous devices presenting dissimilar capabilities from com-
putational and communication standpoints in a standardized way is challeng-
ing. From a network-centric perspective, allowing those devices with various
communication capabilities to communicate and interact through various net-
works and using different communication protocols is a tricky issue. From
a data-centric vision, the lack of a standard data representation model pre-
vents IoT applications to exchange and analyze massive amounts of data and
there to support automated reasoning Singh et al. (2014). From a service-
oriented vision, the main challenge relates to how to integrate and compose
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functionality provided by smart objects into services Miorandi et al. (2012).
This heterogeneity, occurring at different levels, prevents the IoT vision from
becoming effective.

Scalability is a second primary concern where the number of devices that
are getting connected to the IoT network is growing at a tremendous rate. As
daily objects become connected to globally networked infrastructure, scala-
bility issue arises at different levels, including (i) identifying, addressing and
managing due to the size of the resulting system and to the constrained
nature of typical IoT devices which do not enable quite a memory and com-
puting capabilities; (ii) data communication and networking due to the high
level of interactions, communications and data exchanges among involved
entities; (iii) information and knowledge management due to the massive
amount of data and information sensed, detected, generated and analyzed
and (iv) service provisioning and management due to the high number of
real-time services execution options that could be available and the need to
handle heterogeneous resources Miorandi et al. (2012).

Both of these issues impact the Resources Discovery and the Navigability in
IoT networks, preventing the IoT vision, where objects are supposed to com-
municate and interact autonomously and where people should have access to
a range of services anytime and anywhere, from becoming effective.

Resources Discovery is, consequently, one of the major challenges in an
environment like IoT, where objects are supposed to communicate, interact
and exchange services autonomously. The term resource could mean physical
objects and/or associated metadata or the services provided by the objects
(Datta et al. (2015)). Several approaches have been proposed to ensure
resource discovery in the literature. These approaches can be grouped into
three categories:

(i) The centralized discovery where a central registry is the backbone of the
architecture and is responsible for indexing smart resources. The searching
of resources in a given domain can be done by simply connecting to the cen-
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tral registry which provides a direct reference of the resource to the clients.
Jara et al. (2013) presented a mechanism for the global resource discovery of
devices and sensors across several scenarios. Fortino et al. (2013) proposed
a service-oriented discovery framework integrated into a centralized archi-
tecture. The main limitation of the centralised approach is that it does not
allow for scalability.

(ii) The distributed or peer-to-peer discovery: is recognized as one of the most
prominent paradigms to achieve scalability. Paganelli and Parlanti (2012)
propose a peer-to-peer (P2P) approach that adopts the distributed hash-table
techniques and supports multi-attribute and range queries. Liu et al. (2013)
presents an architecture for distributed resource discovery where the dis-
tributed resource peers communicate among each using peer-to-peer overlay
protocol. Cirani et al. (2014) reports about a scalable and self-configurable
peer-to-peer architecture for service discovery where an IoT gateway acts as
a backbone of the Service Discovery architecture. In contrast to the cen-
tralized approach, in the distributed one, the Peers are both suppliers and
consumers of resources. This method is efficient, but some IoT devices and
objects are too limited in terms of computing and storage capacity to be able
to perform these tasks.

(iii) The search-engine based Discovery is another alternative proposed in
Ding et al. (2012). However, there is very limited work on the search engine
for IoT and the existing ones do not support multimodal search like spatial-
temporal, value-based and keyword-based criteria.

1.3 The Social Internet of Things

The Social Internet of Things (SIoT) is an extension of the IoT that has ad-
dressed the mentioned challenges through the integration of the social com-
ponent. We present in this section, how the SIoT came into being. We quote
some related paradigms. We then propose an architecture to represent the
main functionality of the IoT and we detail each component of the architec-
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ture. After, we give some examples of use-case. Then we finish by exposing
the constraints specific to SIoT environment that need to be considered when
we deal with such environment.

1.3.1 The emergence of the SIoT paradigm

In 2001, Holmquist et al. (2001) were the first to put forward the concept
of socialization among the objects of an IoT system. The significant idea
behind SIoT is that objects with identical profiles and features are able to
share solutions to resolve problems encountered by other objects i.e., their
interacting partners. The SIoT paradigm emerged as a result of a gradual
process. The first step of this process consists of making objects "smart".
The second step rests on the evolution of objects with a degree of smartness
to pseudo-social objects Atzori et al. (2014), which can interact with the
surrounding environment and perform a pseudo-social behaviour with other
objects. The last step of this process relies upon the appearance of social
objects which are able to autonomously establish relationships with other
objects in order to join communities and build their own social networks,
which can differ from those of the owners Atzori et al. (2014).

As shown in figure 1.5, the ideas behind the SIoT are (i) increasing so-
ciality (or connectivity) and (ii) improving pervasiveness (or availability).
Allied technologies such as ontology Perera et al. (2013), Machine Learning
Ye et al. (2012), Commonsense reasoning Davis and Marcus (2015), Deep
Learning Jiang et al. (2020) and Human–computer interfaces Kranz et al.
(2009), among the many are increasingly contributing to the development of
SIoT.

1.3.2 Related social and user-centric models

In this section, we quote some SIoT related models and paradigms aiming to
give focus to the user.



1.3. THE SIOT 21

P
er
va
si
ve
n
es
s
(A

va
il
a
b
il
it
y
)

Sociality (Connectivity)

Intranet
of Things

Internet
of Things

Social Inter-
net of Things

Thing-to-Thing

Human: Consumer

Thing: Provider

Human-to-Human,Thing-to-Thing

Human: Consumer

Thing: Consumer & Provider

Human-to-Human,Thing-to-Thing

Human-to-Thing

Human: Consumer, Provider &
Recommender

Thing: Consumer & Provider

Figure 1.5: Evolution history of ubiquitous computing technologies.

Internet of People Miranda et al. (2015) define the Internet of People
(IoP) as bringing the IoT closer to people in order to easily integrate into
it and fully exploit its benefits. This paradigm aims to put people at the
centre of innovation strategies and be able to make profit from the power
of collective intelligence. Miranda et al. (2015) define a set of features they
believe are essential foundations for any approach to the IoP: (i) being social;
(ii) being personalized which mean that interactions must be personalized to
users’ sociological profiles and contexts; (iii) being proactive and not manu-
ally commanded by the user; (iv) being predictable which means that inter-
actions must be triggered according to a predictable context. IoP includes
numerous topics such as Biometric Sensors and Wearable Technology.

Physical-Cyber-Social computing Sheth and Anantharam (2013) pro-
pose Physical-Cyber-Social (PCS) computing, that takes a human-centric
and holistic view of computing by analyzing observations, knowledge, and
experiences from physical, cyber, and social worlds. Some of the main chal-
lenges in healthcare, sustainability, crime prevention and mitigation require
a holistic approach to computing for providing actionable information. With
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the increased digitization of the physical world culminating in a massive data
generated from sensors, mobile devices, and personal/social observations has
led to a deeper view into our physical, cyber, and social worlds. PCS com-
puting is envisioned to derive insights from these observations to provide
actionable information to humans.

People as a Service People as a Service (PeaaS) is a mobile-centric com-
puting model that allows a user’s sociological profile to be generated, kept,
and securely provided as a service to third parties directly from a Smart-
phone. PeaaS emphasizes smart-phones’ capabilities and relies on them for
inferring and sharing sociological profiles. Unlike other mobile-centric mod-
els provide data, such as GPS localization and temperature, PeaaS allows a
variety of information to be collected, such as moods, tendency, preferences,
social statuses, daily habits and health habits of a group of peoples. Various
techniques, including activity recognition approaches and affective comput-
ing, are used in PeaaS for building the richest sociological profile possible
(Guillen et al. (2014)).

Social Devices Social Devices is an Internet of Things (IoT) model, in-
troduced by Mäkitalo et al. (2012). The motivation behind the model was
that Smart-phones have not only a lot of information about their owners,
but also modalities that enable them to resemble humans. They can, for
example, translate text into speech. At present, Social Devices concept is
supported by a middle-ware platform. This allows proactive triggering of
interactions between devices of co-located people. Additionally, it offers a
complete set of Web-based tools to define interactions and their triggering
contexts.

Social Sensing Social Sensing is an integral paradigm of the Internet of
Things when objects being tracked are associated with individual people.
Mobile phones, smartwatches, smart glasses and wearable sensors are good
examples of sensing objects. Such paradigms have tremendous value in en-
abling social networking paradigms in conjunction with sensing (Aggarwal
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et al. (2013)).

1.3.3 SIoT Architecture

The main functionalities of a SIoT environment have been addressed in var-
ious related works. Several works have focused on Relationship Manage-
ment (Ali et al. (2018), Atzori et al. (2012), Chen et al. (2016a)), while
some others have focused on Navigability in SIoT networks (Amin et al.
(2019), Marche et al. (2017), Nitti et al. (2014a)). Many related-works have
addressed the problem of Resource Discovery in this type of environment
(Hussein et al. (2017), Li et al. (2015)), while other ones have addressed
the Trust-Management issue (Huang et al. (2016), Jayasinghe et al. (2016),
Militano et al. (2016), Truong et al. (2018)). Those functionalities are recog-
nized and well defined in the literature, but there is no architecture, allowing
to identify the responsible modules and to clarify the connection between
them. We propose in figure 1.6 an architecture allowing to identify the main
modules of a SIoT system and clarify their main functionalities.

Relationship Management As shown in the figure, the first module is
about Relationship Management. Indeed, the main contribution of SIoT
environments consists in the integration of different types of relationships
and socialization that can link one or several types of actor nodes.

In Chen et al. (2016a), authors set up three types of relationships occurring
between objects owners (users type node), namely; (i) the friendship relation-
ship, which represents closeness and intimacy; (ii) the community of interest
relationship, which designs common experiences; and (iii) the social contact
relationship which represents proximity. Atzori et al. (2012) proposed var-
ious forms of socialization among objects. (i) The parental relationship is
defined among objects belonging to the same category. (ii) The ownership
relationship is defined for objects owned by the same user. (iii) The co-
location relationship is established between objects in proximity. (iv) The
co-worker relationship is defined for objects which collaborate to accomplish
common tasks. Ali et al. (2018) propose the (i) STGOR — Stranger Ob-
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Figure 1.6: SIoT Architecture.

ject Relationship for objects that encounter the existence of each other in
the public surroundings or on the go and the (ii) SVOR — Service Object
Relationship, which is formed between objects that fulfil the service request
by coordinating the same service composition.

According to the previous related works, relationships in a SIoT system can
be classified into four categories as (1) User-to-User Relationship (UU Re-
lationship); (2) User-to-Object Relationship (UO Relationship); (3) Object-
Object Relationship (OO Relationship), where the physical objects are bound
to each other through some relation; and (4) Object-Service Relationship (OS
Relationship).

The first task of the Relationship Management module is to define the dif-
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ferent types of relationships that are possible. The next task is to set the
rules for establishing these relationships. For example, from how many in-
teractions can object be considered as co-workers? From how proximity can
two objects be considered as co-located? Finally, this module is responsible
for creating and updating these relationships, which are generally dynamic
and can vary over time.

Network Navigability Once the SIoT network is created, the idea behind
the SIoT is to allow the different nodes to navigate within it. The navigation
module is responsible for this task and allows the users to set their rules.
Indeed, a user could indicate that he does not wish to interact with co-
located nodes, but only with nodes with which he has a social or co-worker
relationship.

Resource Discovery The next module is about Resource Discovery. Re-
source discovery includes, firstly, the discovery of objects and devices, and
secondly, the discovery of the services they provide.

Service Management The last module is the Service Management mod-
ule. The previous modules will allow the user to access different services.
This module aims to help the user to select the most relevant or adequate
services, and also to compose services.

Trust Management Finally, the Trust Management module, comes ver-
tically because it operates on each of the mentioned modules. It can operate
at the Relationship Management level to ensure that a node can only link
relations with reliable other nodes. It can intervene at the Resources Dis-
covery level to guarantee the relevance of the discovered resources. It can
also operate at the Service-Management level to help users select the most
reliable and trustworthy services. The figure 1.7 shows an example of the
Service Discovery in SIoT.
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Figure 1.7: Service Discovery in SIoT.

1.3.4 SIoT use cases and scenarios

In order to demonstrate the value of integrating the social component and to
explain how SIoT can be used, we cite here an example of a scenario in the
context of Road Traffic Management. In this scenario, drivers will collaborate
to learn about the current state of the road at their position. Information
about the road conditions (accident, traffic jam, stalemate, works, floods,
jolts, narrow road, ...) can be detected automatically through different types
of intelligent objects (smart vehicles, smart-phones, Sensors, ...), or manually
signalled by various conductors. In this type of scenario, users are the drivers.
Devices are intelligent objects. And services are the information provided
about the status of a given road at a given time.

The figure 1.8 shows an example. Bob will take the road. He sends a re-
quest through his smart-phone to get the road state. (i) At this step, the
smart-phone will find Alice who has a social relationship with Bob. Alice
has a smart vehicle equipped with intelligent sensors and able to predict the
road state. (ii) Bob’s smart-phone will also discover John who is in prox-
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Figure 1.8: Road Traffic Management use case.

imity and has a co-location relationship with Bob. John has a connected
weather station which enables him to get a notification if some incidents like
fog, snow or flood will happen. (iii) Bob’s smart-phone will also discover
Alex through the parental relationship because Bob’s smart-phone and Alex
smart-phone belong to the same category. Alex smart-phone provides a col-
laborative traffic management service which bases on a global community
and enables drivers to share road traffic information in real-time. (iv) Bob’s
smart-phone discover also Bill tablet which is equipped with GPS and which
offers an online mapping service that uses satellite imagery to allow access
to detailed information about different locations. (v) Finally, Bob’s smart-
phone discovers an installed ADI sensor (Automatic Detection of Incidents).
The latter belongs to the Ministry and allows to send detected information to
a server hosted on Cloud which will analyze them in real-time. Bob receive
multiple information generated by multiple kinds of services, but he needs to
estimate the trustworthiness of received information. Through this example,
we can see how SIoT has enabled its users to discover a range of attractive
services through the integration of different types of social relationships.

1.3.5 SIoT constraints and advantages

SIoT has enabled overcoming three major IoT challenges. The heterogeneity
of devices, networks and communication protocols is solved Ali (2015) and
scalability is guaranteed Atzori et al. (2012) by the use of social networks.
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As explained in the previous sub-section, navigability, as well as resource
discovery, are improved by reducing their scope to a manageable social net-
work of anything. Besides, a larger data source becomes available because
it comes from a set of users, a network of users or a community rather than
from a single user. The continuous feeding of data from communities gives
us a big data team Geetha (2016), and the quantity, as well as the variety
of contextual data, are increased, allowing improved services intelligence and
adaptability to users’ situational needs Ali (2015).

However, SIoT despite having solved many IoT challenges has also inherited
some of its constraints. Indeed, just as in the IoT, SIoT devices are numerous,
dynamic and constrained in computing and storage capacity. Moreover, the
structure of SIoT networks, which involves different types of nodes, makes
them even more complex. In addition to this, the consumption of IoT/SIoT
services remains below expectations as users remain suspicious and perplexed
about the adoption of this new paradigm, making Trust Management one of
its major challenge.

1.4 Conclusion

The Social Internet of Things is an extension of the IoT that has addressed
some IoT challenges through the integration of the social component. In this
chapter, we introduced the SIoT paradigm. The objective of this chapter is
to understand the characteristics, specificity and constraints of SIoT envi-
ronments. In the next chapter, we focus on one of the main SIoT challenges,
which is Trust Management.
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2.1 Introduction

The study of SIoT environments has enabled us to understand the numerous
advantages of this paradigm and its usefulness in the real world, but also to
understand its constraints and specificity and to identify the different issues
in this type of environment.

Trust Management is one of the most challenging issues raised in SIoT envi-
ronments. We propose, in this second chapter, to study the "Trust" concept
in SIoT environment. In the first three sections, we address the issue of Trust-
Management in general. We propose an enlargement of the Trust definition,
starting from the sociological and psychological fields to its incorporation in
the world of computer sciences. Then, we present the Trust Management
process and give a literature overview of trust in some collaborative and
networked environments.

In the remainder of the chapter, we focus on Trust-Management in SIoT en-
vironments. We propose a conceptual trust model that allows us to define the
different actors involved, to delimit the risks and vulnerabilities in this type
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of environment, to establish a Trust-Attack model, to study the constraints
and specificity to be considered and to deduce the purpose of the trust in
SIoT environments. We end this chapter with a review of the literature.
We compare related works that have dealt with Trust Management in SIoT,
based on numerous criteria, extracted from the different definitions, explana-
tions and models presented earlier in the chapter. Finally, we conclude with
the conclusion.

2.2 Enlargement of Trust definition

Trust is a multifaceted concept essential for people to deal with uncertainty
about the future and which represents an important aspect of decision mak-
ing. The concept of Trust originally derives from social sciences. However,
it has been studied in many disciplines including sociology (Helbing (1994),
Möllering (2001), Molm et al. (2000)), psychology (Cook et al. (2005), Rotter
(1967)) and economy (Granovetter (1985), Huang (2007)). Although its im-
portance was already duly recognized, there was no consensus over "Trust"
and its very definition varies greatly according to the disciplines and the
perspectives.

2.2.1 General definitions of Trust Concept

To define the concept of trust, we start with its literary definition and its
definition in the social and psychological fields, to arrive at its definition in
the fields of computer science.

The Oxford Reference Dictionary states that Trust is “the firm belief in the
reliability or truth or strength of a trustee”. In psychology, Trust is considered
to be a psychological state of the individual, where trustor risks being vulner-
able to a trustee, based on positive expectations of its intentions or behaviour
(Rotter (1967)). In sociology, Zavlanos and Pappas (2007) defined Trust as
the degree of subjective belief about the behaviours of a trustee. Luhmann
(2000) defined trust as confidence in one’s expectations. Kini and Choobineh
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(1998) defines Trust as a belief that is influenced by the individual’s opinion
about certain critical features. According to Beatty et al. (2011), trust is con-
sidered to have two aspects: cognitive and behavioral (Beatty et al. (2011)).
Blomqvist and Ståhle (2000) proposed a similar vision and suggested that
trust has two aspects of expectation: Ability which implies technical capa-
bility, skills, and know-how and Intention, which implies goodwill and moral
responsibility towards the other.

There are several terms that are often associated with the term trust such as
(i) Confidence which is the feeling or belief that one can have faith in or
rely on someone or something; (ii) Trustworthiness which represents the
ability to be relied on as honest or truthful; and (iii) Belief which represents
the acceptance that something exists or is true, especially one without proof.
Beliefs reflect the critical role that perceptions about the other party play in
trust.

The important concepts that appear in most definitions are as follows:

Trustor and trustee Trust is usually specified in terms of a relationship
between a Trustor, the subject who trusts and a trustee, the entity that is
trusted. Trust forms the basis for allowing a trustee to use or manipulate
resources owned by a trustor or may influence a trustor’s decision to use a
service provided by a trustee.

Expectation Expectancy reflects the future orientation of Trust. Trusting
behaviours expected by trustors are identified as trust expectations. Accord-
ing to the previous definitions, the trustor’s expectations of the trustee cover
essentially two aspects: intention and ability.

Intention is central to the concept of voluntary action and includes cog-
nitive choices and behavioural estimates.

Ability means that an entity is capable of performing the functions ex-
pected of it.
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Risk The source of risk is the uncertainty regarding the intention of the
other party. Many researchers recognized that trust is associated with risk
Mayer et al. (1995).

2.2.2 Trust in Computer Sciences

In the computer science domain, Trust can be classified into two broad cate-
gories: "user" and "system". The standard notion of "system trust" is derived
from the security domain. Grandison and Sloman (2000) define trust as "the
firm belief in the competence of an entity to act dependably, securely and
reliably within a specified context". Stump et al. (2008) introduced the term
"Trust Management" and identified it as a separate component of security
services in networks. Yao et al. (2010) define system trust as "the expecta-
tion that a device or system will faithfully behave in a particular manner
to fulfil its intended purpose". For example, a computer is trustworthy if
its software and hardware can be depended on to perform as expected, such
that its services are still available today, unaltered, and behave in the same
way as they did yesterday (Moreland et al. (2010)). The notion of “system”
trust is supported by both software- and hardware-based solutions.

The notion of "user trust" is derived from psychology and sociology (Marsh
(1994)) and has been integrated especially into collaborative environments
implying interactions and exchanges. From this perspective, a large number
of research groups have been working on trust-management in Networking
Environments such as peer-to-peer (P2P) networks, Wireless Sensor Net-
works (WSN), Social Networks, and IoT/ SIoT networks; varying in many ap-
plications and services from access control (Zhou et al. (2015)) to e-Commerce
( Kim and Peterson (2017), Oliveira et al. (2017)).

In this work, we, mainly, focus on "user trust", which is a crucial issue in a
networked and collaborative environment such as the SIoT, although we also
address some aspects of "system trust".
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2.2.3 Trust properties

Before building a trust system, it is also important to identify the trust
properties. These properties have been identified and presented in several
works (Abdelghani et al. (2016)).

Subjective. The subjective nature of trust occurs because of differences in
trustors’ perceptions, opinions, beliefs, and expectations. The same trustor
is likely to have different levels of trust regardless of a trustee.

Asymmetric. Trust is typically asymmetric. A trustor may trust a trustee
more than s/he is trusted back. However, when both parties are trustworthy,
they will converge to high mutual trust after repeated interactions.

Dynamic. Trust can increase or decrease with new experiences (interac-
tions or observations). It may also decay with time. New experiences are
more important than older ones, since old experiences may become obsolete
or irrelevant with time.

Context or domain-specific. Trust is context-specific in its scope. For
example, John trusts Bob as his doctor, but he does not trust John as a
mechanic to fix his car.

2.2.4 Generic Conceptual Trust Modeling

Based on the various definitions and clarifications presented above, we pro-
pose in figure 2.1, a conceptual trust model. Indeed, whatever the system in
which we want to establish a Trust Management Mechanism, it is necessary,
before embarking on its implementation, to study the following points:

(1) The trust actors: as explained above, a trust relationship mainly
involves two actors: a trustor and a trustee. The nature and characteristics of
these actors depend on the system in which a Trust Management Mechanism
is to be established. In a wireless sensor network, the actors are the sensors.
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In a social network, the actors are the network users. In a recommendation
system, the trustor is a user while the trustee is an item (article, movie, ..).
Once we have defined the actors, it is important to study and formalize the
trustor’s expectations on the one hand and the behaviour and competence
of the trustee on the other hand. Indeed, a Trust Management Mechanism
must, in the first place, make it possible to measure the matching between
them.

(2) The system: it is essential to study the system in which we want
to set up a Trust Management Mechanism (TMM). A recommendation sys-
tem, a social network or an e-commerce system are examples of systems, in
which it is possible (and interesting) to integrate a TMM. The characteris-
tics and purpose of this TMM depend on the nature of the system and its
rules. Indeed, each system has a set of rules that must be respected by its
users. Non-compliance with these rules influences, as well as non-compliance
with the trustor’s expectations, the degree of trust that can be placed in the
trustee. For example, in an e-commerce system, a seller has to give his iden-
tity, give a correct description of his products, ...etc. In a recommendation
system, the recommender has to give honest ratings representing his personal
experience with the item. A Trust Management Mechanism must, therefore,
allow measuring the degree of matching between the trustee’s behaviour and
the system rules.

(3) The incurred risk: the notion of risk goes hand in hand with the
notion of trust. It is essential to define the risk incurred by the trustor if
he takes the decision to interact with a trustee. The risks of such a decision
may come either from a trustee who, for example, behaves maliciously or
from the system itself. For example, an unsecured e-commerce site where a
buyer risks having his bank details stolen.

(4) The environment: It is useful to study the environment and context
in which the TMM must operate. The specificities and constraints (such as
the number of actors (scalability), the number of interactions (dynamism),
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the type of hardware used (resource capacity)) must be considered. This
study helps to guide in the choices to be adopted for the creation of an
effective and functional TMM.
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Figure 2.1: Conceptual Trust Modeling

2.3 Trust-Management process

Once the various conceptual aspects have been dealt with, it becomes possi-
ble to implement the Trust Management Mechanism. There are three main
phases in the trust management process: (i) The Trust-Building phase, (ii)
The Trust-Propagation phase and (iii) The Trust-Update phase (see figure
2.2). The performance of the proposed TMM depends on the methods se-
lected for each of these phases (Abdelghani et al. (2016), Yan et al. (2014)).

2.3.1 Trust-Building phase

The Trust-Building phase is the main phase of a Trust Management Mech-
anism. It consists of implementing a Trust-Assessment Model (TAM). A
TAM allows to assess and estimate the degree of trust that can be placed
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Figure 2.2: Trust-Management process

on a given entity and therefore assists in deciding to interact or not with
that entity. The Trust-Building Phase consists of two steps, namely, (i) the
Trust-Composition step and (ii) the Trust-Aggregation steps.

2.3.1.1 Trust-Composition step

The objective of Trust-Composition step is to gradually move from the ab-
stract concept of Trust to concrete numerical values. As shown in figure 2.3,
this gradual shift is done over three or more iterations. Usually, the first
iteration consists of moving to more precise and less abstract sub-concepts,
based on the adopted trust definition, for example, "Ability", "Goodwill",
"Affinity", ... etc.

The second iteration consists of moving from these less abstract sub-concepts
to features that describe each of them. In the literature, the term "feature"
is also referred to as "parameter", "factor" or even "indicator". Depending on
the purposes of the Trust Management Mechanism, the Trust-Features may
make it possible either to (i) depict the trustee behaviour, or (ii) estimate
his competence for the task for which he is invoked, or (iii) measure the
matching between the trustor’s expectations and the trustee’s behaviour and
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competence, or (iv) estimate the percentage of risk incurred by the trustor if
he engages with the trustee, or (v) check whether the trustee complies with
the system rules, ...., or even all of them.

Finally, the last iteration consists in fixing the metrics, formula or equa-
tions enabling to compute these features. Note that the number of iterations
depends on the complexity of the system, the behaviour of the actors, the
harmfulness of the risks ...etc. And we can, therefore, find models with one
or two iterations that go directly from the abstract "Trust concepts" to mea-
sures.

Trust Concept

Sub-concept-1 Sub-concept-2 ........... Sub-concept-n

Feature-1 Feature-2 Feature-3 Feature-4 Feature-5 ................. Feature-n

..
..
..
..
..
..
..
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Figure 2.3: From Trust concept to concrete values

2.3.1.2 Trust-Aggregation phase

The composition phase returns as output a set of numerical values corre-
sponding to the different selected Trust-Features. The Trust-Aggregation
step comes afterwards, to allow aggregating these different values into a sin-
gle final trust-value allowing the trustor to make the decision to trust or not
a trustee. This final value can be binary (malicious/benevolent, trust/dis-
trust, ... ) or numerical allowing to rank the trustees according to a score.
To obtain this final trust value, authors in the literature have used different
methods such as Fuzzy Logic or Combinatorial Logic. But the most used
one is the weighted mean which consists in assigning weights to the different
features.
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2.3.2 Trust-Propagation phase

The Trust-Propagation phase consists of choosing a method to propagate
in the network the overall trust values returned by the Trust Assessment
Model. Depending on the system in which we set up our TMM and on the
characteristics and specificity of the environment in which the interactions
are taking place, it is possible to opt for either the (i) centralized or the (ii)
decentralized propagation method.

In the centralized propagation method, a central entity (a server, for example)
does the various computations for all the nodes of the network. The main
drawback of the centralized method is that it does not allow scaling up and is
not suitable for environments involving a large number of nodes. It remains
a reasonably robust solution for environments with a moderate number of
nodes.

In the decentralized propagation method, each node makes its own calcula-
tions. This method solves the drawback of the centralized method and allows
scalability, but it requires powerful nodes able to performing complex trust-
calculations. To solve this issue, it is possible to create lightweight Trust-
Assessment-Models to simplify such calculations. However, lightweight mod-
els may be less robust. Another potential solution is to combine this method
with Storage Management Strategies to minimize resources consumption.

2.3.3 Trust-Updating step

The trust-Updating step consists of choosing a method for updating trust
values, either the (i) time-driven method or the (ii) event-driven method.
In the time-driven method, updates are done periodically, whereas, in the
event-driven method, updates are done each time an event occurs. The
event-driven method is the most robust as it allows fast detection of any
malevolent behaviour. However, it is resources-consuming as it involves a
huge amount of updating, and is, thereby, not suitable for highly-dynamic
environments or resources constrained environments.
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The time-driven method is resource-efficient, but it is difficult to set the
granularity of the time-frame between updates. Besides, this method is less
robust and can be very risky in critical and sensitive environments, as a
dangerous incident may be detected too late.

To summarize, the Trust Building phase is the main phase of a TMM as it
defines how Trust is computed and on which basis. It is also this phase that
allows risk-management, system resiliency and qualified interactions. The
propagation and update phases, come in the second position, to ensure the
non-functional properties of the TMM. The choice of the method (central-
ized or decentralized) made for the propagation phase makes it possible to
give priority either to the scalability of the TMM or to its efficiency in re-
sources consumption. In some systems where the scalability problem does
not arise, or where the hardware infrastructure is powerful, the choice of the
propagation method does not really matter and becomes optional. For the
Trust-Update phase, the choice of the update method (time-driven/event-
driven) allows giving priority either to system dynamism and robustness or
to resource consumption efficiency. As with the propagation phase, this
choice is of little importance for systems with no resource constraints. These
two phases are, however, of primer importance in the case of systems that
require scaling up, are vulnerable and dynamic, or have constraints related
to the consumption of storage and computing resources, since failure to take
these properties into account is likely to generate a robust TMM that cannot
be applied in real field conditions. Table 2.1 present the impacted properties
for each TMM phase.

Table 2.1: The impacted properties for each TMM phase
TMM phase Impacted property

Interactions
quality Resiliency Scalability Resources

efficiency Dynamism

Trust-building phase X X
Trust-propagation phase X X
Trust-updating phase X X X
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2.4 Trust Management in networked and col-
laborative systems: A literature review

In this section, we present a review of some related-works that have focused
on Trust Management in different collaborative and networked systems. We
use the conceptual model of trust and the trust management process, ex-
plained above, to explain and compare the different related works. We
present, therefore, for each environment, its actors, its characteristics and
constraints, the risks and vulnerabilities and the purpose of Trust. We chose
to study social networks, peer-to-peer networks and recommender systems
because SIoT can be seen as a combination of these three systems.

2.4.1 Trust in social networks

A social network is described as a social structure made of nodes connected by
edges that represent one or more specific types of inter-dependency (Barnes
(1954)). Nodes represent individuals, groups, or organizations, while the
connecting edges are relations like values, ideas, friendship, trade. Trust
plays an important role in the formation of coalitions in social networks, in
assessing the quality and credibility of information as well as in determining
how information flows through the network.

We can trust the user or his publications. Some works focus on mutual user
trust and try to study the relationship between users to determine similarity,
affinity and community of interests and to perform pertinent recommenda-
tion. Some other works study single user trust and try to identify, for ex-
ample, fake profile. Others are interested in items-trust (posts, publication,
information...), and try to detect buzz, spam and rumour (Washha et al.
(2017)).

2.4.2 Trust in peer-to-peer networks

The purpose of Trust-Management Mechanism, in a peer-to-peer network,
is to allow two sides of a transaction to judge the reliability and/or quality
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of transaction by studying the peer’s history behaviour. Several reputation
systems have been proposed in the research community to enhance the ro-
bustness, scalability, and efficiency of peer-to-peer computing models, such
as EigenTrust (Kamvar et al. (2003)) and PeerTrust (Xiong and Liu (2004)).
The main risks incurred in peer-to-peer systems are free-riding, virus, worms
and Trojan horses spreading, fake files dissemination, index poisoning, etc
(Chu et al. (2010).

To evaluate reputation values many TMMs where proposed. We can cite, for
example, Credence which is a subjective, independent and local reputation
mechanism based on Gnutella which is based on a polling mechanism (Walsh
and Sirer (2006)).

TrustGuard is a secure reputation mechanism framework based on PeerTrust
aiming to counter three types of threats, namely strategic oscillations, fake
transaction, and dishonest feedback, and provide corresponding countermea-
sures (Xiong and Liu (2004)). In this framework, each peer has a transaction
management unit, a reputation evaluation engine and a feedback data storage
unit. LIP is an objective, global reputation mechanism which gives statis-
tics automatically about file’s remaining time in each user’s computer, and
then computes the number of holders of each file and also the file’s average
remaining time in user’s computer (Feng and Dai (2007)).

2.4.3 Trust in Recommender Systems

The actors involved in Recommender Systems (RS) are the items and the
recommenders. An item can be a book, a movie, a web service, a computer,
... . Recommenders are users who have tested the items and given explicit
feedback. A user who is looking for a given item will use other user’s feedback
to choose the right item. Nevertheless, two major problems make it impossi-
ble to retrieve feedback on some items. First, the cold start problem where
a new item that has just been added and that has never been tested, has not
been evaluated yet and thus, may never be tested. To solve this problem,
Recommender Systems will try to predict the score of this new item (Kalaï
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et al. (2018)).

To do this, they will rely on feedback given by recommenders who are similar
to the user who is looking for an item. To calculate the similarity between
users, recommender systems will apply similarity measures (Cosine measure,
Jaccard index, Pearson correlation coefficient ..) on their rating vectors.
However, in practice, this is often not possible because it raises the second
issue: the data sparsity (Kalaï et al. (2018)). Indeed, rating matrices are
often very scattered and it is not easy to find rates assigned to the same
items. It is in this context that researchers have proposed to integrate the
trust notion in the Recommender System. The idea is to find trustworthy
recommenders and use their ratings to predict the score that can be as-
signed to a given item. To measure trust in RSs, authors in the literature
have proposed various features based on profile/interests similarity, past in-
teraction history and relationship strength/age. These factors are generally
aggregated by a weighted mean. The problems of propagation, updating and
resources management do not arise in this type of environment, as unlike
SIoT environment, RS environments are centralized and unconstrained.

2.5 Conceptual trust model for SIoT

After having explained and studied the notion of trust in general, then in
computer systems in particular, and more specifically in collaborative and
networked systems, the rest of this chapter focuses on the Trust Management
in the Social Internet of Things. We reproduce each of the elements presented
before and explain it in the case of the SIoT.

In the sub-section 2.2.4, we have presented the structure of a generic con-
ceptual trust-model. In this sub-section, we detail each component of this
model, for the case of SIoT environments.
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2.5.1 Actors and object of trust

In SIoT networks, we have three types of actors involved in each interaction:
Users, Devices and Services. Indeed, interaction is initiated by a "user" who
will use his "device" to provide or invoke a given "service". The quality of
an interaction depends on the three types of actors mentioned. The user
actor plays three roles in SIoT environments. He is both a "Service Provider"
and a "Service Consumer". As in all collaborative environments, the service
consumer is invited to provide feedback after each interaction and in this case,
plays the role of "Recommender". A legitimate and benign recommender is
a user who returns feedback that reflects his or her true opinion about the
interaction he or she had with another user provider. A legitimate and benign
provider is a user who offers qualified services.

The figure 2.4 shows the classic pattern of interaction in a SIoT environment.
User u1 launches a request for a given service. The service s2 provided by
user u2 via the d2 device responds to his request. Before deciding whether to
invoke this service or not, user u1 consults the feedback given on u2. Users u3

and u4 have already interacted with u2 and recommend it. u1 considers that
u3 and u4 are honest well-intentioned recommenders and therefore decides to
trust them (2). When making the decision to invoke the s2 service, u1 trusts
the u2 provider and assumes that he is reliable and well-intentioned (3). He
also trusts the d2 device and assumes that he is able to execute the s2 service
according to his expectations (3) (computing power, security, availability ...).
Finally, he trusts the s2 service and assumes that the service is qualified (3)
(response time, availability, ...). This figure illustrates the different trust-
dimensions involved in a SIoT environment and gives an overview of the
purpose of trust (expectations of u1) for each trust-dimension.

2.5.2 Environment constraints

In the previous chapter, we mentioned in section 1.3.5, the various constraints
of SIoT environments. These constraints are to be taken into consideration
for the implementation of an applicable TMM and can be summarized as
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Figure 2.4: Example of interaction scheme.

follows:

• Multi-party networks

• Dynamic Networks

• a Large number of nodes

• Most nodes constrained in terms of storage capacity

• Most nodes constrained in terms of computing capacity

2.5.3 Risks and vulnerability

The main risk incurred by a user who is going to make the decision to engage
with another user is to obtain a poor-quality service. To avoid this risk,
collaborative environments such as SIoT allow access to feedback from other
users. This feedback, expressed in the form of ratings, gives an idea about the
reputation of each user in the network and can be used to discriminate a good
Service Provider (SP) from a bad one. That said, bad Service Providers can
behave maliciously and distort or dupe the Reputation System. To do this,
they use two categories of Trust-Attacks (TA): (i) Malicious-Recommender
Attacks and (ii) Malicious-Provider Attacks:
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(i) Malicious Recommender Attacks aim at distorting reputation values by
enhancing the reputation of a malicious user or by spoiling the reputation
of a legitimate user through the attribution of erroneous ratings. Increasing
a malicious user’s reputation allows him to spread his poor quality services.
Decreasing the reputation of other legitimate users, allows a malicious user to
move up in the ranking and increases his chance of being selected as a service
provider, which also allows him to propagate poor quality services. This
category of attacks is launched by Recommender Users, either in groups or
individually. (ii) Malicious provider attacks are launched by Service Provider
Users individually. They aim to dupe the reputation system by propagating
bad services while maintaining a good reputation in the network. To do
so, these malicious users may provide good quality services until they reach
a good reputation and then start providing poor quality services. They
can, also, alternately provide good/bad services to still keep an acceptable
reputation value.

Note that a Trust-Attack is always launched by a human user-driven by his
bad "Intention". Indeed, services and devices have no intention and act under
the control of their owners. In other words, it is their owner who decides to
make good/ or bad use of them. We, therefore, define a Trust-Attack as "a
set of interactions carried out by a malicious user to break and mislead the
reputation system". We define a malicious user as "a bad-intentioned user"
who launches Trust-Attacks intending to propagate poor quality services in
the network".

Beyond Trust-Attacks, other risks can threaten the quality of interactions
between users and influence the degree of trust that can be granted. Indeed,
(a) a user may have no malicious Intention, and distort reputation system
by attributing unrepresentative ratings to other users, because of his lack of
expertise, which leads to his "Inability" to properly judge the quality of the
invoked service. (b) The device used may, for example, lack the computing
capacity required to complete the task assigned to it. It may also be vulner-
able to security attacks (Intrusion, ...) and threaten the security of the entire
network. The invoked (c) service, for example, may not be available at the
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time of its invocation or need a long run-time. These various risks threaten
the quality of interactions, but, are not due to a bad intention and are not
considered as Trust Attacks. They are related to the "Ability" of each type
of entity involved in SIoT networks and it is necessary to also consider them.

2.6 Trust-Management in SIoT: Literature
review

In this sub-section, we rely on all the concepts presented above to compare
related-works. This comparison is made according to the choices adopted for
each phase of the Trust-Management process presented in section 2.3 and
according to the impact of each choice on the resulting TMM characteristics
(see Table 2.1).

2.6.1 Trust-establishment: Attacks-resiliency and
Trust-dimensions

The Trust-Building phase is the main step of a Trust-Management Mech-
anism, as it consists in implementing a Trust-Assessment Model that will
allow estimating the Trust-degree that can be granted to a given node. As
explained above, a Trust-Assessment Model proceeds in two steps: (i) The
Trust-composition step and (ii) The Trust-Aggregation step. For aggregating
trust in SIoT, Truong et al. (2016,0) propose to base on fuzzy-logic. Chen
et al. (2016a) opt for combinatorial-logic based aggregation method. That
said, the vast majority of related work opt for the weighted-mean based ag-
gregation method (Bernabe et al. (2016), Chen et al. (2016c), Huang et al.
(2016), Jayasinghe et al. (2016), Militano et al. (2016), Nitti et al. (2014b),
Truong et al. (2018)). We propose, in the following, to compare the Trust-
Assessment Models proposed for SIoT in the literature according to three
criteria. (i) The definition of trust, as we can find in the literature, those
who, when proposing Trust-Features, have focused only on the "Intention"
aspect, and those who consider only the "Ability" aspect; (ii) The consid-
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ered trust-dimensions, as there are related-works that have proposed Trust-
Features only for the user dimension, and those that have also dealt with
the device and/or the service dimension; and (iii) The purpose of the Trust-
Assessment Model, since some related-works has implemented TAM to detect
Trust-Attacks, while many others aimed solely at Ranking nodes.

2.6.1.1 Feature engineering for trust-composition: Intention or
Ability

When defining the Trust concept, Truong et al. (2017) and Huang et al.
(2016) are the only who have considered both the Intention and the Ability
aspects. Truong et al. (2017) propose the Reputation feature to estimate the
Intention of a user and the Knowledge and Experience features to estimate
users Ability. Bernabe et al. (2016) propose the "QoS" dimension which
allows estimating service’s Ability, and Chen et al. (2016c) proposed the
"Current energy status" feature to estimate the device’s ability.

The majority of other related-works focus only on the Intention perspective.
Jayasinghe et al. (2016) propose the Recommendation and Reputation fea-
tures. Nitti et al. (2014b) propose the Centrality, the Direct Experience and
the Indirect Experience features. Chen et al. (2016a) propose the Honesty,
Cooperativeness and Community-Interest features, and Militano et al. (2016)
propose the Reliability and the Reputation features. All the mentioned fea-
tures are designed to estimate the user’s Intention.

2.6.1.2 User trust-dimension vs Multi trust-dimensions

The majority of the literature consider only the user trust-dimension (Huang
et al. (2016), Jayasinghe et al. (2016), Militano et al. (2016), Truong et al.
(2017,0)) and propose features such as: Reputation (Jayasinghe et al. (2016),
Truong et al. (2018)), community-Interest (Chen et al. (2016a)), Social re-
lationship (Chen et al. (2016c) ) or centrality (Nitti et al. (2014b)), which
are related only to user-type nodes . Bernabe et al. (2016) are the only to
have considered the service trust-dimension and proposed the "QoS" dimen-
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sion which refers to the evaluation of the overall quality of service provided
by a device. This dimension is comprised of four main indicators: (i) The
"Successful-Interactions property" recaps the percentage of successful inter-
actions over the total amount of previous interactions within the device. (ii)
"The Availability property" indicates the proportion of time that the IoT
device is operating. (iii) The network Throughput is measured in bits per
seconds and is defined as the rate of successful packets delivery over a com-
munication channel. (iv) The average network Delay indicates how long it
takes for a bit of data to travel across the network from one device to another.

Chen et al. (2016c) are the only who are interested in the device trust-
dimension and propose the "Current energy status" feature. According to
Chen et al. (2016c), the remaining energy factor and consumption rate fac-
tor (reflected by running time) are denoted to determine the energy status of
a node in the present. Nodes with less energy will have a restrictive trustwor-
thiness value, and their opportunity for cooperation will decrease to make
the network stable

2.6.1.3 Ranking vs Attack-Detection

We can classify related works according to the purpose of the Trust-
Assessment Model into two categories. Those who are interested in the detec-
tion of trust-related attacks (Chen et al. (2016a) and Chen et al. (2016c)) and
those who are interested in the nodes-ranking (Bernabe et al. (2016), Huang
et al. (2016), Jayasinghe et al. (2016), Militano et al. (2016), Truong et al.
(2017,0)). The related works who focus on attack-detection aim at capturing
suspected nodes. It is generally binary models that return as output classifi-
cation of the node (benevolent/malicious, trust/distrust). The advantage of
this approach is that it provides the ability to isolate malicious nodes and by-
pass the damage they cause. However, this approach remains restrictive, as it
does not provide scores allowing to compare service providers and select the
best one. Moreover, when we look closely at the related-works that has fo-
cused on Attack-Detection (Chen et al. (2016a) and Bao and Chen (2012b)),
we notice that: (1) They do not deal with all types of Trust-Attacks, (2) We
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can not see logical or semantic relationships between the proposed features
and the description of attacks, and (3) They do not prove the resilience of
the model against the treated Trust-Attacks through experiments.

For example, Bao and Chen (2012b) are only interested in BSA, BMA and
SPA attacks. They suggest the "Honesty", "Community-of-interests" and "Co-
operativeness" features, where, Cooperativeness is calculated as the number
of common friends between two users, Community-of-Interest is calculated
as the number of common interests, and Honesty is calculated as the number
of negative received rating. The "Honesty" factor is, in this case; particularly
sensitive to Trust-Attacks, as the rating on which this calculation is based
can be erroneous.

The related works that focus on nodes ranking returns as output a value,
generally, in the interval of [0,1] that represents the degree of trust that
can be placed in a service provider and therefore allows to rank providers
according to this score and helps the trustor to choose the best among them.
This method maximizes the chances of good service providers being selected
but does not prevent malicious nodes from acting. Besides, by launching
BMA or BSA attacks, for example, malicious nodes can skew trust-scores.

2.6.2 Trust propagation: Scalability vs Resources-
efficiency

The vast majority of related work has followed the centralized propagation
method (Huang et al. (2016), Jayasinghe et al. (2016), Militano et al. (2016),
Truong et al. (2017,0)). While this method is certainly robust and easy to
implement, it is not appropriate in networks with up to billions of devices and
an equally large number of exchanges and interactions per second. Thus, the
TMMs they propose do not allow for scalability. Bao et al. (2013), Nitti et al.
(2014b) are the only authors to have opted for the decentralized propagation
method. This approach allows scalability to be ensured, but is very resources-
consuming, especially if the proposed trust model is complex. It is therefore
as inapplicable as the centralized method, given that most of the IoT devices
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are characterized by limited computing and storage capacities. To overcome
the drawbacks of this method, Nitti et al. (2014b) suggests combining it with
a storage-management strategy. They propose that only special nodes, that
called Pre-Trusted Objects (PTOs), can store the data about feedback or
trustworthiness values. PTOs do not provide any service and are integrated
into the architecture; their number is decided based on the number of nodes
in the SIoT so that there is always a PTO available to manage the data.

Bao et al. (2013) propose to combine the distributed propagation approach
with a Storage Management Strategy which consists of considering only nodes
with the highest trust values and recent interacting nodes. The assumption
behind it is that authors consider that these nodes are most likely to share
common interests. That said, this strategy, although it saves storage and
computation consumption, makes all traces of the interactions made by ma-
licious users disappear.

2.6.3 Trust updating: Dynamism vs Resources-
efficiency

The trust updating step consists of choosing a method for updating trust val-
ues, either the time-driven method or the event-driven method. The problem
with the time-driven updating is that it is hard to fix the period. Indeed, it
may be possible that no attack is carried out for a month, and that one hun-
dred attacks are made in 20 minutes. The majority of authors in literature
opted for the event-driven method Chen et al. (2016a), in which updates are
done each time an event occurs. Its merit is that it allows having a real-
time trust management system. The drawback of this method is that it will
generate a huge number of updates and is very resources consuming.

2.6.4 Synthesis

The majority of related works focus on the user trust-dimension and propose
only features asses the Intention of user type nodes while neglecting the
Ability of device and service type nodes. To aggregate these factors, they
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opt for the weighted mean, to classify network users according to trust scores
and are not interested in Trust-Attacks detection. Those who deal with this
problem are not interested in all the types of Trust-Attacks cited in the
literature. To propagate trust values, the authors are divided between the
centralized method which does not allow scalability and the decentralized
method which is not adapted to limited and constrained SIoT nodes. Finally,
to manage and update the trust values, the majority of the works opt for the
event-driven method. This method is more robust, but it involves a large
number of updates, which is not feasible for constrained SIoT nodes.

In our work, we propose a multidimensional Trust Assessment Model that
encompasses all three trust-dimensions and propose features for assessing
both Intention and Ability. Our model allows the classification of nodes
but also the detection and countering of all types of Trust-Attacks, cited
in the literature, thanks to a mechanism based on Machine Learning and
Deep Learning. To propagate trust values in the network, we propose a
hybrid aggregation method, which overcomes the drawbacks of centralized
and decentralized methods. This hybrid propagation method consists in
inserting trust nodes which base on distributed hash tables. Each trust node
supports a set of nodes in the network and performs the necessary calculations
for it. This method allows us to apply the event-driven update method.

2.7 Conclusion

In this chapter, we presented the background and the main concepts that
need to be assimilated before setting up a Trust Management Mechanism.
Then, we presented a review of the literature that allowed us to identify gaps
and set the objectives of our work.

In the next two chapters, we will present our contribution, including the
methods chosen to implement DSL-STM , a "Dynamic Scalable Lightweight
- Social Trust- Mechanism", for Social Internet of Things.
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3.1 Introduction

As explained in section 4 of the previous chapter, the process of trust manage-
ment consists of three main phases. The first phase being the "Trust-building
phase" allows the implementation of a Trust-Assessment model to estimate
the trust-degree that can be granted on each node in the network. This phase
is carried out in two steps. The (i) Trust-Composition step which consists in
selecting the Trust-Features, and (ii) the Trust-Aggregation steps which focus
on Attack-detection, node-ranking or both of them. As in our work we are
interested in both attack-detection and node ranking, we start this chapter
by providing the attack-model. The latter allows us to depict and identify the
different malicious behaviours that may occur in SIoT and thus to propose
the appropriate Trust-Features allowing to detect them. Then we expose the
architecture of our Multidimensional Trust-Assessment Model, which deals
with the three trust-dimensions involved in SIoT environment, namely, (i)
Users-trust dimension, (ii) Devices-trust dimension and (iii) Services-trust
dimension. We focus in this chapter, only, on the first part of the architec-
ture which concerns the Trust-Composition step, as the Trust-Aggregation
steps will be the topic of the following chapter.

The rest of the chapter is divided into three sections, each devoted to a
different trust-dimension. The first section presents the features allowing
to estimate the intention and the ability of user type nodes. The second
and third sections present, respectively, the features allowing to estimate the
ability of devices and services type-nodes.
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3.2 Trust-Attacks model

A trust attack is a set of interactions conducted by a malicious user, to bias
and mislead the reputation system. By launching an attack, the attacker
seeks to propagate poor quality services in the network. We focus, in this
section, on Trust-Attacks. We detail each type to build an intelligible Attack-
Model. We end the section by a comparison between all the detailed attacks.

3.2.1 Bad Mouthing Attack (BMA)

Bad Mouthing Attack (BMA) belongs to the Malicious Recommender At-
tacks category. In BMA, malicious nodes collude to destroy the reputation
of well-behaved ones. They collaborate by assigning low rates values to the
targeted nodes. Attackers are generally those who fail to propagate their ser-
vices in the network, either because of their bad reputation or because of the
poor quality of the services they provide. In both cases, these attackers are
not well ranked and their chances of being selected as a service provider are
reduced. Destroying the reputation of other benevolent nodes allows them
to move up in the ranking and increases the likelihood of the invocation of
their services. These attacks are therefore launched against nodes having a
good reputation in the network and providing qualified services. The BMA
attacks are, generally, colluding attacks carried out in groups, and requiring
a large number of interactions. Indeed, numerous low ratings are needed to
effectively smash the reputation of the targeted node(s).

Figure 3.1 shows an example of a benevolent node ui that has a good reputa-
tion (0.8/1) and offers three good-quality services (s1.1, s1.2 and s1.3). Nodes
u2 and u3, having a bad reputation and providing poor quality services, are
bent on giving negative ratings to u1. They, thus, manage to lower the repu-
tation of u1 from 0.8 to 0.3 and become ranked in the same position as him.

To summarize, in this type of attack, the attacker is a node with a low
reputation value. The target is a node with a high reputation value. We
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Figure 3.1: Example of Bad-Mouthing Attack.

can notice a large number of rating attributed by the attacker to the target,
which reflects his persistence. These ratings are mostly negative and are
therefore different from the rating assigned by the majority of other nodes in
the network to the target.

3.2.2 Ballot Stuffing Attack (BSA)

Ballot Stuffing Attack is a colluding attack where malicious disreputable
nodes collaborate to promote their mutual reputation. To do so, each of
the nodes will assign positive ratings to the other. The figure 3.2 shows an
example of a BSA attack. Nodes u1 and u2 with low reputation values of 0.2
and 0.3 respectively and offering poor quality services s11, s12, s13, s21 and
s22 are no longer able to propagate their services in the network and are no
longer solicited. Node u1 assigns several positive ratings to u2 and node u2

assigns several positive ratings to u1. These dishonest and unrepresentative
ratings will increase the reputation values of both malicious nodes to 0.8.
They will therefore be considered as good providers in the network and will
have a free hand to propagate their poor quality services. To summarize,
in this type of attack, the attacker is a node with a low reputation value.
The target is also a node with a low reputation value. We can notice a large
number of ratings attributed by the attacker to the target, which reflects
his persistence. These ratings are for the majority positive and are therefore
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Figure 3.2: Example of Ballot-Stuffing Attack.

different from the rating attributed by the majority of other nodes in the
network to the target.

3.2.3 Self Promoting Attack (SPA)

Self Promoting Attack (SPA) is an individual malicious recommender attack.
In this attack, malicious nodes providing poor quality services and having a
low reputation value try to boost their self-reputation. To do so, they are
replicating themselves and self-assigning positives ratings. This malicious
behaviour will allow them to obtain a good reputation value and allows them
to spread poor quality services in the network. The figure 3.3 shows the
example of a node u1 who has a bad reputation value equal to 0.3 and who
provides bad quality services s1,1, s1,2, s2,1 and s2,2. The node u1 used his
both devices d1 and d2 to assign positives rates to himself. As a result, the
reputation of u1 increase and reach 0.8. The other nodes in the network will
take him for a good service provider and will therefore invoke his services.

As in the case of the BSA attack, in this attack, the attacker is a node with
a bad reputation and offering bad services. The target (which, in this case,
is the same node) is therefore also a node with a bad reputation and offering
bad services. We also notice a large number of ratings which are positive
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Figure 3.3: Example of Self-Promoting Attack.

and different from the majority of the other ratings attributed by the other
nodes in the network. That said, contrary to the BSA attack where the
target and the attacker are different nodes, in the SPA attack it is the same
one, which will be reflected by a great similarity between the attacker node
and the target node.

3.2.4 Discriminatory Attack (DA)

Discriminatory Attack (DA) is an individual malicious recommender attack
where malicious nodes attack discriminatory other nodes, without a strong
social relationship with them. As with all malicious recommender attacks,
the malicious node will use erroneous and unrepresentative rating to attack
other nodes. However, in the DA attack, the attacker has no specific criteria
to choose his target. He does not target well-reputed nodes as in BMA or
bad-reputed ones as in BSA but assigns negative rates to all nodes with which
he does not have a strong relationship. Figure 3.4 shows an example of a
node u1 with a bad reputation that assigns negative ratings to other nodes
regardless of their reputation or the quality of services they provide.

In this type of attack, the attacker is a node with a bad reputation. The
target can be any other node and has no special characteristics and can be
either a good provider or a bad one. We can not notice any harshness on
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Figure 3.4: Example of Discriminatory Attack.

a particular node, nor a clear difference between the rating assigned by the
attacker and those assigned by the other nodes. Indeed, the target can also
be a bad provider who received negative ratings from other legitimate nodes.
We notice, however, that the vast majority of the rating provided by the
attacker are negative. We can also notice that the targets and the attacker
do not have a strong relationship.

3.2.5 On-Off-Attack (OOA)

On-Off Attack (OOA) is an individual malicious provider attack which means
that the attacker is not using ratings to skew the reputation system. In
OOA the malicious node performs bad services randomly instead of always
performing best services. It aims to avoid being labelled as a low trusted
node by the trust system, to be selected as a service provider. In this case,
the misbehaving node is identified as a trustee with medium old and new
reputation values (neither high nor low compared to the selected threshold
by the trust system).

Figure 3.5 shows an example of the OOA attack. The user who alternatively
provides good/bad services, also alternatively receives high/low rates. The
blue curve shows the variation of the received rates. The red curve shows
the reputation of the node which is calculated classically as the average of
received rates. The figure shows that the reputation is always greater than
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or equal to the threshold (set here to 2.5). This gives this malicious provider
the hand to propagate its poor quality services.
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Figure 3.5: Example of On-Off Attack.

3.2.5.1 Opportunistic Service Attack (OSA)

The malicious user starts to provide good quality services until he reaches a
high reputation value. Then he starts providing poor quality services. His
reputation will gradually decline, but he will be able to spread a large number
of poor quality services before his reputation value falls below the threshold.

The figure 3.6 shows an example of the OSA attack. The blue curve, which
represents the ratings received by the user, shows how he provided good
services up to the sixteenth interaction and started providing bad services
from the seventeenth interaction onward. The red curve which represents
the reputation of this user and which is calculated as the average of the
received rates remains stable and then starts to decrease gradually. The figure
shows that the reputation curve (red curve) remains above the threshold
curve (black curve) even after the user has provided 15 poor services. This
means that he can still be solicited despite the poor quality of the services
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he provides.
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Figure 3.6: Example of Opportunistic Service Attack.

3.2.6 Trust-attacks comparison

According to the different descriptions, explanations and diagrams presented
above, we propose in the following, comparisons of the attacks, according to
different criteria. We compare in the table 3.1 the malicious recommender
attacks according to (i) the characteristics of the attacker, especially his repu-
tation and the quality of his services; (ii) the characteristics of the target, in-
cluding his reputation and the quality of his services, but also his legitimacy,
as in some colluding attacks (BSA for example) the target is also a malicious
user; (iii) characteristics related to the attacker/target relationship, including
frequency of interactions, strength of the relationship, similarity and rating
trend; and finally (iv) characteristics related to the attacker’s relationship
with other nodes in the network, which differs, generally and depending on
the type of attack, from its relationship with the target. The literature that
has focused on Trust-Attacks detection has not considered these different
aspects and has focused only on the characteristics related to the attacker
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himself. We believe that a more complete and contextual description will
allow us to find more relevant features.

Table 3.1: Malicious recommender attacks comparison
BMA BSA SPA DA

Attacker Reputation ↘ ↘ ↘ ↘
Service quality ↘ ↘ ↘ ↘

Target
Malicious/ Legitimate L M M NC
Reputation ↗ ↘ ↘ NC
Service quality ↗ ↘ ↘ NC

Attacker - Target

Rating frequency ↗ ↗ ↗ NC
Rating value ↘ ↗ ↗ ↘
Relationship strength NC ↗ NC ↘
Similarity NC NC ↗ NC

Attacker - Other nodes Rating similarity ↘ ↘ ↘ NC

We then compare, in the table 3.2, all Trust-Attacks, including Malicious
Recommender Attacks and Malicious Provider attacks according to the fol-
lowing criteria: (i) The role of the attacker, because, as explained before,
a user can be a recommender and/or a service provider; (ii) The behavior
during the attack, especially if it is a colluding or individual attack; and
finally (iii) The targeting, because in some attacks the attacker has a target
while in others he does not. These comparison criteria help guide us in the
choice of features that will enable us to detect the different types of attacks.
For collusion attacks, the features that allow us to study the relationship
between the attackers may be of interest. In targeted attacks, local features
may be more interesting, while in non-targeted attacks, global features are
sufficient. A local feature is a feature that involves two users ft(ui, uj) and
that for the same ui varies in value according to the identity of the uj. The
"Similarity" is, for example, a local feature because sim(ui, uj) 6= sim(ui, uk).
A global feature is relative to a single user ft(ui) and keeps the same value
independently of other users on the network. "Reputation" (average of re-
ceived rating) or "Quality of Service" are global features. The dependency
or not of a chronological order, also allows to avoid a bad choice of feature.
Indeed, in BMA, BSA or other attacks, the order of interactions has no ef-
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fect. However, in Malicious Provider Attacks (OOA and OSA) the same set
of interactions in another order are no longer considered as an attack. This
type of attack involves the integration of temporal features.

Table 3.2: Trust-attacks comparison
Attackers role Attackers behaviour Targeting

Recommen-
dation

Service
Provision Colluding Individual Target No target

BMA X X X
BSA X X X
SPA X X X
DA X X X
OOA X X X
OSA X X X

3.3 The DSL-STM Trust-Assessment Model
architecture

The figure 3.10 illustrates the architecture of the proposed Trust-Assessment
model. For the trust-composition step, we can distinguish the three trust-
dimensions and the proposed features for each one. The mentioned trust-
dimensions are based on the trust definition proposed in the Background
part, and thus allow us to assess either the "Intention" of the node, or its
"Ability", or both according to the purpose of the trust. Indeed, we trust a
"Service-type node" for its "Ability" to meet our request, to be available when
we need it, to process in a reasonable run-time... etc. We trust a "Device-type
node" for its "Ability" to execute the required service (computing capacity,
storage capacity, ..), for its availability when needed (connectivity, battery
level, ...) and for its respect of minimum security measures (this device must
not present security flaws that may endanger the whole network). Finally,
a user node is trusted for his "Ability" to provide qualified services and for
his "Intention" when providing honest and representative feedback and rec-
ommendation.
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The Trust-Aggregation step takes as input those different Trust-Features
and is composed of two main modules. (1) The Attack-Detection mod-
ule concerns only user-type nodes, because as explained in the background
chapter, Trust-Attacks are performed by the user-type node. This module
proceeds in two steps to detect and distinguish the different type of launched
attacks. By this way, this module will divide the network users into three
classes: (i) Legitimate users; (ii) Malicious Recommender users; and (iii) Ma-
licious Providers users. This distinction is essential to clarify the behaviour
of the TAM to counter the effect of those attacks according to their type.

The node ranking model allows computing a Multidimensional Trust-
Score based on the three Trust-Dimensions.

3.4 User Trust-Dimension

In this section, we focus on the user-trust dimension. A user node is trusted
for his "Ability" to provide qualified services and for his "Intention" when
providing honest and representative feedback and recommendation. We set-
up a set of Trust-Features enabling to guess the user intention by depicting
if he tries to perform a trust-attack.

3.4.1 Intention

The intention applies only to user type entities. Indeed, device-type or
service-type entities act under the control of their owners or suppliers and
have no intention. A user’s intention indicates his willingness to comply with
the various rules imposed by the system, the environment, and other users.
To quantify the intention of a user, we propose three features, including (i)
honesty, (ii) compliance with system rules, and (iii) compliance with users’
requirements.

The honesty feature indicates that a user gives rates, which represent his
real opinion about service and is measured by the trust indicator Credibil-
ity. The compliance with system rules indicates that a user does not try
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to perform any of the cited trust-related attacks and is measured by dif-
ferent trust indicators, namely Credibility, Reputation, Similarity, Direct-
Experience, Rating-Frequency, and Quality of Provider. The compliance
with other users’ requirements is a subjective feature indicating whether a
user ui respects the preferences of a user uj or not. It is measured by the
trust indicator Similarity, which represents affinity between users.

Reputation The term Reputation is widely used in literature to designate
the renown, the notoriety and the prominence of a node in a network. It is
necessary to differentiate between the concept "Reputation" and the indicator
"Reputation", which consists in setting a measure to estimate this concept.
The trust-indicator "Reputation" is denoted as Rep(ui) and represents the
global renown of a user ui in the overall network. It is computed as the
quotient between the number of positive interactions and the total number
of interactions (eq.3.1). Positive interactions are the ones that received a
high rating value. Users with a high reputation value are more likely to be
attacked by other users. Users with a low reputation value are more likely to
perform trust-attacks. The reputation trust-indicator, combined with other
trust-indicators, can help to reveal BMA, BSA, SPA, and DA attacks.

Rep(ui) = 1
N i

N i∑
k=0,rk>m

rk (3.1)

(where N i is the number of rates attributed to the user ui, rk is the rating
value and m is the threshold, above which a rating value is considered as
positive.)

Credibility The term Credibility is often associated with the term trust.
It is widely used in literature. Nevertheless, it does not admit a consensual
definition and is measured in different ways in each related-work. In our work,
a user is considered credible if his ratings reflect his opinion, which means
that he does not try to give wrong rating values to promote or decrease other
users’ reputation.
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The Credibility feature is, a key factor as it may reveal when associated with
other features, different types of attacks. Indeed, in the BMA attack, the
malicious user gives bad ratings to a user providing good quality services, to
ruin his reputation. In the BSA attack, the malicious user gives good ratings
to another malicious user to promote his reputation. In the SPA attack, the
malicious user tries to increase his own reputation by giving himself good
ratings though his services are of poor quality. To measure the Credibility,
we use the Cosine Similarity in order to compare the user rating vector with
the overall rating matrix. If the user rating vector is far from the majority of
other users’ ratings, he is considered as incredible. We admit that a user may
have different rating just because he has a different opinion. Nevertheless, in
this case, his rates remain unrepresentative. Note that it is the combination
of this indicator with all the other indicators that will decide if the user is
malicious or not.

r̄ ri

Rating Matrix
users/ services
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Figure 3.7: Measuring credibility trust-indicator.

To measure the similarity between a user’s rating vector and the rating ma-
trix, Cosine Similarity Measure is used (eq.3.2). The figure 3.7 shows an
example of a rating matrix where we find the rating assigned by all the users
to all the services they invoked. The first step is to extract r̄, a column vector
of dimension 1, containing the mean of ratings assigned to each service. The
second step is to apply the cosine similarity, in order to compare this mean
rating vector with ui user rating vector. We can note, in figure 3.7, from
the rating matrix, as well as from the mean rating vector r̄ that services s1,
s2 and s3 are judged to be of good quality by the majority of users, while
services s4 and s5 are judged to be of poor quality. The comparison of the
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ui vector with the mean rating vector shows that the ratings of ui are far
from the majority of other users rates. It is, therefore, possible that ui is
launching BMA and BSA attacks.

Cred(ui) = MAXr −
1
S

S∑
j=0

√
(xi,j − x̄j)2 (3.2)

(Where xi,j is the rate of the user i on the service j, x̄j is the average of rates
given by all network nodes on service j, S is the total number of services in
the system andMAXr is a static variable indicating the highest rating value.)

Direct-Experience This feature refers to the opinion of a user ui about his
past interactions with another user uj and is denoted as dExp(ui, uj). Unlike
reputation and credibility, which are global indicators, direct experience is
a local indicator. This means that its value varies from one pair of users to
another. For example: dExp(ui, uj) 6= dExp(ui, uk) . This indicator is also
asymmetrical as dExp(ui, uj) 6= dExp(uj, ui), whereas for global indicators,
ui will have the same value of Reputation Rep(ui) and Credibility Cre(ui)
for all the other users in the network.

The direct-experience indicator is computed as the quotient of successful
interactions between user ui and user uj, divided by the total number of
interactions between them. The direct experience feature can not, therefore,
directly reveal an attack. However, combined with other features, it helps
distinguish what kind of attack it is. Indeed, in the BMA attack, the node
ui aims to smash the reputation of uj by assigning many low rates to him,
which will result in a low dExp(ui, uj) value. However, in the BSA attack,
the node ui aims to increase the reputation of uj by giving him high rate
values, which will lead to a high dExp(ui, uj) value.

dExp(ui, uj) = 1
N ij

N ij∑
k=0

rk(ui, uj) (3.3)

(where N i is the number of rates attributed by the user ui to the user uj and
rk(ui, uj) is the rating value assigned by the user ui to the user uj.)
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Rating-Frequency The Rating-Frequency is another local and asymmet-
ric indicator which relies on rating frequency to estimate if a user ui target
another user uj and is denoted as RateF (ui, uj). The idea behind this in-
dicator comes from the description of the different types of attacks. In the
BMA attack, a user aims to ruin the reputation of another well known legit-
imate user in the network. He will therefore try to give him a large number
of negative rates in order to decrease his reputation. In the BSA attack, a
user seeks to promote the reputation of another malicious user with a bad
reputation in the network. He will, therefore, assign him a large number of
positive rates, in order to increase his reputation’s value. In the SPA attack,
a user that provides bad services and has a bad reputation will attribute to
himself a large number of positive rates in order to increase his own reputa-
tion value. In all three types of attacks, the large number of rates attributed
is revealing, because a small number of rates will not allow modifying the
reputation of the targeted node.

Figure 3.8 shows an example of an interaction history for three types of
behaviour. In each interaction history, we have sij the invoked service, pi the
provider of the invoked service and rt the assigned rating value. The first
table shows the normal behaviour of a user who invokes services from different
providers and assigns positive/negative rates regardless of the identity of the
provider. The other two tables show the behaviour of users that are bent
on invoking services provided by a particular provider which is the u1 user.
In the second table, the attacker launches a BMA attack and assigns a large
number of negative rating to u1. In the third table, the attacker launches a
BSA attack and assigns a large number of positive rates to u1. To calculate
RateF (ui, uj) the rating-frequency of ui to uj, we divide the number of rates
assigned by ui to uj by the total number of rates assigned by ui (3.4).

RateF (ui, uj) =
∑

pij
z ∈Ii

z∑
pik

y ∈Ii,uk∈U y
(3.4)

(where Ii the set of interactions of node ui with all network nodes, pij
z The

z-th interaction between the user ui and the user uj, pik
y The y-th interaction
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BMA behaviour

Rt Sij Pi

0/5 s11 u1

1/5 s12 u1

3/5 s21 u2

1/5 s13 u1

0/5 s14 u1

0/5 s15 u1

4/5 s16 u1

0/5 s31 u3

1/5 s17 u1

0/5 s18 u1

BSA behaviour
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4/5 s41 u4
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0/5 s31 u3
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4/5 s18 u1

Normal behaviour
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4/5 s33 u3
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4/5 s15 u5

2/5 s25 u5

Figure 3.8: Examples of rates targeting distribution for different behaviours.

between the user ui and another user uk, with uk belonging to U the set of
all the users in the network.)

Rating-Trend The Rating-Frequency is a global and asymmetric indicator
used to understand a user’s general behavior in the network and to detect
whether he is mainly optimistic or pessimistic. This feature allows to estimate
whether the user’s opinion is representative. Indeed, the opinion of a user
who displays an unmitigated opinion, and who gives a majority of negative
rates to everyone, or conversely positive rates to everyone, is representative
of his extremist attitude and not of the quality of the interactions he has had.
The weight of this type of rates must therefore be lower than the weight of
the other rates. In addition, this feature makes it possible to reveal DA-type
attacks, in which the malicious user randomly and discriminatory assigns
negative rates to all other users, regardless of the quality of the services they
provide.

The rating-trend feature is denoted as RateT (ui) and is and is calculated
as the number of positive rates assigned by the user ui divided by the total
number of rates assigned by the user ui.

Similarity The similarity indicator aims to measure the degree of simi-
larity between two users. This indicator is based on all the data that can
be collected about a user from his profile, his list of interests, his social
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network, his interaction history, his locations, etc....This indicator is lo-
cal and symmetrical. This means that SimU(ui, uj) 6= SimU(ui, uk) and
SimU(ui, uj) = SimU(ui, uk). To estimate this similitude we use Jaccard
Index.

The similarity indicator can reveal affinities between users, but it is mainly
used to reveal that it is the same user under another identity. This indicator is
not interesting in the case of certain attacks such as the BMA or BSA attack.
But, combined with other indicators, it allows detecting a SPA type attack,
where the user hides under a false identity to self-promote his reputation.

Relationship strength In order to detect colluding attacks, it is inter-
esting to study the relationships that occur between users. Indeed, users
that collaborate to launch an attack have, potentially, a strong relation-
ship. We, therefore, propose the Relationship-Strength indicator, denoted
as RelStren(ui, uj) which makes it possible to use the type as well as the
number of relationships that links two users, to estimate the strength of
this relation. Indeed, two users can be linked by several relations of differ-
ent types. A user can, for example, have both a social relationship and a
co-location or co-working relationship with another user.

In the table 3.3 we present the weights assigned according to the type of
the relation. These weights are set according to the semantics of each type
of relationship. The parental relationship is estimated as the weakest one
because it just links objects belonging to the same category. The ownership
relationship that links two devices belonging to the same user is the strongest.

To calculate this indicator, we calculate, two by two, the strength of the
relationship between the devices of user 1 and the devices of user 2, based on
the weights presented in the table. The equation 3.5 explains this calculation.

RelStren(ui, uj) = 1
|Di||Dj| × Tw

∑
dk∈Di

∑
dy∈Dj

∑
rz∈Rky

fw(rz) (3.5)

With Di the set of devices belonging to the user ui, Dj the set of devices
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Type of relationship Weight
or 1
sr 0.8
wr 0.8
lr 0.5
pr 0.0

Table 3.3: Weights according to relationship type

belonging to the user uj, Tw = 2.2 the sum of the weights for all types of
relations, Rky the set of relations linking the device dk and the device dy, fw

the function assigning to each type of relation rz the corresponding weight
according to the table.

Fluctuation Figure 3.9 shows an example of the votes received by four
users who have four different types of behaviour. The sub-figure 3.9.a shows
the case of a good service provider, which always receives votes above the
threshold (black horizontal line). The sub-figure 3.9.b shows the case of a bad
service provider who always receives votes below the threshold. Despite the
poor quality of the services he offers, this user is not a problem. Indeed, he
does not launch an attack to improve his reputation and he will no longer be
solicited because of his bad reputation. The subfigures 3.9.c and 3.9.d show
the cases of a user launching the OOA attack and a user launching the OSA
attack, respectively. The latter two have oscillating behaviour and alternate
between good and bad services to keep a reputation above the threshold.

To capture this kind of behaviour, we propose the feature called Fluctuation
e denoted as Fluct(ui). It consists in counting the number of passes through
the threshold and dividing it by the total number of interactions. The higher
this value is, the more the user is estimated as having an oscillatory and not
stable behaviour that reveals an OOA or OSA attack.
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Figure 3.9: Example of rating variation in Malicious provider attacks.
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3.4.2 Ability

A user’s ability concerns only the user as a recommender. If a user chooses
to provide poor quality services (provider), it has no relation to his ability
and instead shows his bad intention. If a user gives rates that are not rep-
resentative (recommender role), this may be due to two different reasons.
Either the user in question intends and tries to perform an attack, or this
user is a beginner and is, therefore, unable to provide adequate rates. It is,
in this case, the user’s ability. To quantify the user’s ability, we propose the
Expertise trust-indicator.

User Expertise The Expertise indicator evaluates the user as a recom-
mender. It allows judging the user’s ability to give representative rates after
soliciting a given service. Services can be grouped according to their domains
(for example, weather, traffic management, ...). The more a user has used
services belonging to a given domain, the more his rates can be useful and
representative. The expertise is therefore defined according to the domain
and is denoted as Expt(ui, d) where ui represents the user and d the service’s
domain. It is calculated by the ratio of the number of services invoked by ui

belonging to the d domain, divided by the total number of services invoked
by ui.

Expt(ui, d) =
∑

pij
z ∈Ii

z∑
pik

y ∈Ii,uk∈U y
(3.6)

3.5 Device Trust-Dimension

Devices node are not concerned with Intention, as they act under the control
of their owners. In this section, we are interested in quantifying the Ability of
device type-node. We present in the first sub-section the criteria we choose
for classifying Devices nodes. Then we introduce the Device-Trust score
indicator, which bases on the cited criteria to assign a score allowing to
estimate the ability of each device.
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3.5.1 IoT devices classification criteria

A "Device-type node" is trusted for its "Ability" to :

- Execute the required service: which mean that the device has enough stor-
age and computing capacity to achieve the needed task. This criterion is
important for IoT devices which can be constrained and have limited re-
source.

- Be available when needed. The availability of an IoT device is threatened by
two factors. Firstly, IoT devices are generally mobile and ubiquitous devices
and are therefore not powered via mains but rather by a battery. Ensuring
that the device has the power level required to perform a task is an important
requirement. Secondly, to perform the requested task, an IoT device must,
necessarily, be connected to the Internet.

- Respect the minimum security requirements. Although this condition has
no direct effect on the execution of the requested task, it is critical because
a single device with security vulnerabilities can threaten the entire network
and allow malicious entities to intrude.

On the basis of the above-mentioned assumptions and in order to be able
to assess the Ability of device-nodes, we have been guided by a standard
proposed by the Internet Engineering Task Force (IETF) (Bormann et al.
(2014)) that was set to classify IoT devices. The criteria for comparison are
as follows: (i) The constrained device capability criterion; (ii) The energy
limitation criterion; and (iii) The security requirements criterion.

3.5.1.1 The constrained device capability criterion

The constrained device capability criterion (CDC) permits to classify devices
according to their storage, processing, and communication capabilities into
three classes.
CDC.0: The Very Constrained Devices Class: gathers IoT devices
which are very constrained sensor-like motes. They are so severely con-
strained in memory and processing capabilities that most likely they will not
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have the resources required to communicate directly with the Internet with-
out the help of larger devices acting as proxies, gateways, or servers.
CDC.1: The Quite Constrained Devices Class contains devices which
are quite constrained in code space and processing capabilities. They are
capable enough to use a protocol stack specifically designed for constrained
nodes (such as the Constrained Application Protocol (CoAP) or the UDP)
and participate in meaningful conversations without the help of a gateway
node. However, when using this kind of devices, we need to be parsimonious
with state memory, code space, and often power expenditure for protocol
and application usage.
CDC.2: The Not Constrained Devices Class groups less constrained
devices capable of supporting most of the same protocol stacks as used on
notebooks or servers. Using this class of devices might reduce development
costs and increase interoperability.

3.5.1.2 The energy limitation criterion

The energy limitation (EL) criterion allows classifying devices according to
(i) their power terminology and (ii) their strategies for using power for com-
munication.

Considering (i) the power terminology we can distinguish: (a) EL.0.0: De-
vices with energy limited by events (i.e. event-based harvesting); (b)
EL.0.1: Devices with energy limited by period (i.e. replaceable bat-
tery); (c) EL.0.2: Devices with energy limited by lifetime (i.e. pri-
mary battery); and (d) ELC.0.3: Devices without energy limitation
(i.e. mains-powered).

Considering (ii) the strategies for using power for communication, we can
categorize IoT devices into three classes:
EL.1.0: The Devices using normally-off communication strategy
They need specific strategies to minimize energy consumption during the
reattachment process.
EL.1.1: The Devices power-limited which must communicate frequently.
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For that, low-power solutions must be used for the hardware and the link-
layer mechanisms.
EL.1.2: The Devices using always-on communication strategy when
there is no need for power-saving measures.

3.5.1.3 The minimal security requirements criterion

IoT devices are exposed to a variety of security threats and vulnerabilities.
Typical security threats and vulnerabilities of IoT devices include unautho-
rized access, loss or theft, physical destruction, information leakage, illegal
data modification, and denial of service attacks.

Many research proposes to classify IoT devices according to their ability to
face different security threats and vulnerability based on four elements of
information security which consist of confidentiality, integrity, availability
and Authentication/Authorization. IETF propose to classify IoT devices
according to security requirements but don’t give a specific classification.
International Telecommunication Union (ITU) classified into four different
types of IoT devices according to type and functionality as follows: data-
carrying device, data-capturing device, sensing and actuating device, and
general device.

In this work, as the security of IoT devices is a vast and wide field that
is beyond the scope of this work, we are just interested in minimal secu-
rity requirements (MSR). We propose to reuse the classification proposed
by Seungyong et al. (2017) who propose four categories of minimal security
requirements, namely (i) Confidentiality, (ii) Integrity, (iii) Availability and
(iv) Authentication/ Authorization.

The (i) Confidentiality consists of preventing sensitive information from
reaching the wrong people. In other words, access must be restricted to
those authorized to view the data in question. To estimate if an IoT device
is able to preserve confidentiality, we can check the existence of the following
functionality Seungyong et al. (2017):
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• Transmitted message encryption: Messages exchanged between IoT de-
vices should be transmitted in an encrypted format.

• Data encryption: IoT devices should encrypt sensitive data such as
private information and cryptographic keys.

• Tamper resistance: IoT devices should provide a function ensuring the
safety from physical attacks.

• Device ID management: IoT device should have unique device identi-
fication information.

The (ii) Integrity involves maintaining the consistency, accuracy, and trust-
worthiness of data over its entire life cycle. Data must not be changed in
transit, and steps must be taken to ensure that data cannot be altered by
unauthorized people. To assess if an IoT device is capable to ensure in-
tegrity, we can check the existence of the following functionality Seungyong
et al. (2017):

• Data integrity: IoT device should provide data integrity verification
function to prevent forgery of data.

• Platform integrity: IoT devices should provide a platform integrity
verification function of system level.

• Secure booting: IoT devices should provide secure booting function to
ensure the reliability of the device.

The (iii) Availability guarantees that systems, applications and data are avail-
able to users when they need them. The most common attack that impacts
availability is denial-of-service in which the attacker interrupts access to in-
formation, system, devices or other network resources. To estimate if an IoT
device is able to guarantee availability, we should check the presence of the
following functionality Seungyong et al. (2017):

• Logging: IoT device should provide the adequate log function for the
user, the system and the security event.
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• State Information Transmission: IoT device should provide a peri-
odic keep-alive or device state messages to prevent from physical re-
moval/destruction.

• Security patch: IoT device should provide a safe and secure software
update and patch function.

• Security policy setting: IoT device should provide the ability to set an
appropriate security policy on the different types of devices.

• Software safety: IoT devices should ensure software safety, with fea-
tures such as appropriate module separation or removal, and access
restrictions.

The (iv) Authentication/ Authorization: Authentication provides a way of
identifying a user before access is granted. The process of authentication is
based on each user having a unique set of criteria for gaining access. Follow-
ing authentication, a user must gain authorization for doing certain tasks. To
estimate if an IoT device is able to preserve minimal Authentication/ Autho-
rization requirement, we can check the existence of the following functionality
Seungyong et al. (2017):

• User authentication: IoT device should provide a user authentication
function to prevent unauthorized access.

• Device authentication: IoT device should provide a device authentica-
tion function to block the access of illegitimate devices.

• Password management: IoT device should set a robust password and
ensure periodic update.

• Mutual authentication: IoT device should provide mutual authentica-
tion between the devices to establish secure, autonomous communica-
tion environment.

• Identification information verification: IoT device should provide a
function to verify unique device identification and prevent device repli-
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cation or appropriation.

Based on the previous definitions for each security requirements, we can cat-
egorize IoT devices in four classes.
MSQ.0: Devices unable to provide minimal security requirements
This category of devices are unable to provide integrity, availability, and au-
thentication/ authorization mechanisms. However, they are able to identify
themselves.
MSQ.1: Devices able to ensure basics security requirements These
devices are capable of ensuring confidentiality and authentication require-
ments.
MSQ.2: Devices supporting almost security requirements These de-
vices are able to support the majority of security requirements.
MSQ.3: Devices supporting all security requirements These devices
are capable to ensure confidentiality, availability, integrity and authentica-
tion/ authorization requirements.

3.5.2 The Devices-Trust score

Based on the above classification, we propose a new trust-indicator called
Quality of Devices (Td(di)) allowing to assign a score to each device implied
in SIoT networks. The table 3.4 summarizes the classes of each classification
criterion and present the scores corresponding to each class.

The final TdD(di) value is computed according to the following equation
(Eq.3.7):

Td(di) = 1
4

∑
cci∈C

scorecci
(c(di) (3.7)

(Where (scorecci
(c(di)) represents the score of the class c to which the device

belongs for each comparison criterion cci in C the set of criteria.)

Note that the characteristics of a device can be deduced from the type and
category of the device (sensor, actuator, smartphone, tablet, ...) or explicitly
entered by its owner. A trustful device should accept sharing his characteris-
tic. If it is not the case, this characteristic can be deduced with the parental
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Table 3.4: Scores for each IoT device class

Classification Criterion Class
Class
Denomi
-nation

Score

Constrained Device Capability
Very constrained capability CDC.0 0.0
Quite constrained capability CDC.1 0.5
Not constrained capability CDC.2 1.0

Energy
Limitation

Power
Terminology

Energy limited by events EL.0.0 0.0
Energy limited by period EL.0.1 0.25
Energy limited by lifetime EL.0.2 0.5
Unlimited energy EL.0.3 1

Strategy for
Using Power

Normally-off strategy EL.1.0 0.0
Low-power solutions EL.1.1 0.5
Always-on strategy EL.1.2 1.0

Minimal Security Requirements

Insufficient security requirements MSQ.0 0.0
Basic security requirements MSQ.1 0.25
Almost security requirements MSQ.2 0.5
All security requirements MSQ.3 1.0

relationship. If it is not possible, clustering techniques allow to affect the
device to a category and deduce his quality-score.

3.6 Service Trust-Dimension

Like device nodes, service nodes have no intention. We trust a "Service-type
node" for its "Ability" to meet our request, in other words for its functional
characteristics, but also for other non-functional characteristics such as its
availability when we need it or its response-time. Functional characteristics
fc(sk) are quantified as the average rate given to a service sk. To quantify
non-functional characteristics, the method proposed by Al-Masri and Mah-
moud (2007) consisting of ranking services based on the characteristics cited
below is reused.

• Response Time: refers to the time taken by service to respond to input
and is measured in millisecond (ms).

• Availability: aims to estimate the degree to which the service is in an
operable state and is computed by dividing the number of successful
invocations by total ones.

• Throughput: refers to the maximum rate of production of service and
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is computed as the number of invocations of service in a given interval
of time.

• Succesfulness: represents the number of successfully accomplished
queries.

• Reliability: refers to the number of failures committed by the service
and is computed as the number of erroneous messages divided by the
total number of messages.

• Latency: refers to the delay between request and response and is mea-
sured in millisecond (ms).

A score hi is attributed to each service based on equation 3.8 and a rank
WsRf(sk) is given based on equation 3.9.

hj(sk) = wj
qsk,j

Max(qsm,j)
(3.8)

WsRf(sk) =
∑

hj(sk) (3.9)

We propose the service trust score feature denoted as Ts(sk), which combines
functional and non-functional characteristics as follows (Eq.3.10).

Ts(sk) = α ∗ fc(sk) + β ∗ nfc(sk)
α + β

(3.10)

fc(sk) = 1
N

N∑
j=0

rt(uj, sk) (3.11)

nfc(sk) = 1
WsRf(sk) (3.12)

3.7 Conclusion

In this chapter, we have set up the features proposed for the Trust-
Composition phase. These features are aligned on three dimensions and
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allow to estimate, on one hand, the "Intention" of user nodes, and on the
other hand, to quantify the "Ability" of the device and service nodes. The
features relative to the user trust-dimension are deducted from the proposed
Attack-Model and aim at detecting if a user has launched a Trust-Attack.
The features related to the device trust-dimension allow to check if a device
is able to perform the task assigned to it, if it is available and if it does not
present a security flaw that could compromise the security of the whole net-
work. The features proposed for the service trust-dimension allow to check
the non-functional characteristics of a service such as its response time or its
availability.

In the following chapter we describe the methods proposed to aggregate the
values of the proposed features into a trust-score that allows to take the
decision to interact or not with a node, to propagate these trust-scores in
the network and to manage them, while respecting the specific constraints of
SIoT environments.



3.7. CONCLUSION 85

U
se
r
T
ru
st
-D

im
en
si
on

In
te
n
ti
on

d
et
er
m
in
at
io
n
fe
at
u
re
s

C
re
d
ib
il
it
y

R
ep
u
ta
ti
on

D
ir
ec
t-
E
x
p
er
ie
n
ce

R
at
in
g-
F
re
q
u
en

cy
R
at
in
g-
T
re
n
d

S
im

il
ar
it
y

R
el
at
io
n
sh
ip

st
re
n
gt
h

F
lu
ct
u
a
ti
on

E
x
p
er
ti
se

M
L

D
L

M
l

L
g

B
M

A
B
S
A

S
P
A

D
A

O
S
A

O
O
A

M
R

M
P

S
M

A
d
ju
st
ed

U
se
r-
T
ru
st

S
co
re

D
ev
ic
e
T
ru
st
-D

im
en
si
on

A
b
il
it
y
va
lu
at
io
n
fe
at
u
re
s

C
on

st
ra
in
ed

ca
p
ab

il
it
y

E
n
er
gy

li
m
it
at
io
n

S
ec
u
ri
ty

re
q
u
ir
em

en
ts

f d

D
ev
ic
e-
T
ru
st

S
co
re

S
er
v
ic
e
T
ru
st
-D

im
en
si
on

A
b
il
it
y
va
lu
at
io
n
fe
a
tu
re
s

R
es
p
on

se
T
im

e
A
va
il
a
b
il
it
y

S
u
cc
es
fu
ln
es
s

L
at
en
cy

f s

S
er
v
ic
e-

T
ru
st

S
co
re

W
M

F
in
al
-T
ru
st

S
co
re

Trust-Composition Trust-Aggregation

A
tt
a
ck

-d
e
te
c
ti
o
n

M
o
d
u
le

N
o
d
e
-r
a
n
k
in
g
M

o
d
u
le

In
te
n
ti
on

A
b
il
it
y

M
L
:
M
ac
h
in
e
L
ea
rn
in
g

D
L
:
D
ee
p
-L
ea
rn
in
g

S
M
:
S
ta
ti
c
M
ea
n

W
M
:
W
ei
gh

te
d
M
ea
n

M
l:
M
al
ic
io
u
s

L
g:

L
eg
it
im

M
R
:
M
al
ic
io
u
s
R
ec
om

m
en
d
er

M
P
:
M
al
ic
io
u
s
P
ro
v
id
er

Fi
gu

re
3.
10
:
T
he

D
SL

-S
T
M

Tr
us
t-
A
ss
es
sm

en
t
M
od

el
ar
ch
ite

ct
ur
e.





Chapter 4
Trust-aggregation, propagation
and update for resilient, dynamic,
scalable and resource-efficient
TMM

Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 88

4.2 Trust-Aggregation . . . . . . . . . . . . . . . . . . . . . 88

4.2.1 Machine-learning for Malicious-users detection . . 89

4.2.2 Deep-learning for type-attack detection . . . . . . 90

4.2.3 Attack Countermeasures . . . . . . . . . . . . . . 95

4.2.4 Node-ranking . . . . . . . . . . . . . . . . . . . . 100

4.3 Trust-Propagation and Update . . . . . . . . . . . . . . 101

4.3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . 102

4.3.2 The hybrid propagation . . . . . . . . . . . . . . 103

4.3.3 The event-driven update . . . . . . . . . . . . . . 104

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 106

87



88 CHAPTER 4. TRUST-AGGREGATION & PROPAGATION

4.1 Introduction

In the previous chapter, we presented our contribution to the Trust-
Composition step and detailed the different Trust-Features proposed for each
Trust-Dimension. In this chapter, we focus on the Trust-Aggregation, Prop-
agation and Updating.

We start by emphasizing on the proposed aggregation method, which per-
mits, on the one hand, to isolate malicious nodes and counter their at-
tacks and, on the other hand, to rank legitimate nodes according to a
trust score. To achieve this result, the proposed method bases on artificial
intelligence techniques, including Supervised Machine-Learning and Deep-
Learning. Then we outline our proposition for the propagation and update
phases, to guarantee the scalability, dynamism and resources-efficiency of the
proposed TMM.

4.2 Trust-Aggregation

Trust-Aggregation step consists of selecting a method to combine Trust-
Features values into a single final value allowing to make the decision to
trust or not. We presented in section 3.3 the architecture proposed for the
Trust-Assessment Model. As can be seen in figure 3.10, the propagation
phase of our TAM is composed of two main modules: (i) The Trust-Attack
detection module and (ii) The Node-Ranking module. (i) The Trust-Attack
detection module proceeds in three steps. (a) The first step consists in detect-
ing malicious users. (b) The second step consists in distinguishing the type
of launched attack. (c) The last step consists in countering these attacks. (ii)
The Node-Ranking module comes afterwards to estimate the degree of trust
that can be granted to a given service. This trust-degree is used to rank ser-
vices and assists services requester in selecting the most appropriate service.
Note that this degree is based on the three mentioned trust-dimensions, as it
includes the quality of the Service-Provider (user type node), the quality of
the device used to operate the service and the quality of the service provided.
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This section summarizes the different steps of the Trust-Aggregation method
including the steps performed by (i) The Trust-Attack detection module
and the one performed by (ii) The Node-Ranking module, as follows:
((i).a) Detection of malicious users; ((i).b) Detection of Trust-Attack types;
((i).c) Trust-Attacks countering; ((ii).d) Trust-scores computing.

4.2.1 Machine-learning for Malicious-users detection

We used supervised machine learning techniques to identify malicious users
from legitimate ones. We report in this subsection, the motivation of the
choice of this method as well as its implementation and its setting.

4.2.1.1 Motivations

Since the problem of the detection of malicious nodes is considered as a com-
plex problem requiring an in-depth analysis of nodes behaviour, we propose
to use Machine-Learning technique. From this perspective, we consider our
system as a classification problem. Indeed, our objective is to detect if a user
is a malicious or a legitimate one. A user is considered as malicious if he/she
performed BMA, BSA, SPA, DA, OOA and/or OSA attack. If the user did
not perform any of the cited attacks, he is considered as legitimate. Thus,
for each couple of users (ui, uj), we recover all of the past interactions. We
compute on the basis of these interactions the value of the different features
related to ui, uj and (ui, uj) (see Table 4.1). The input to the algorithm is
the set of these values. The analysis of these values will allow detecting if
an attack has taken place. According to this, the user ui will be judged as
malicious/benign (see Figure 4.1).

4.2.1.2 Implementation and setting of the Deep Learning Model

In order to select the most suitable Machine Learning algorithm for our
problem, we have tested Naive Bayes, Multi-Layer Perceptron, and Random
Tree algorithms on a sample of 1000 observations. A 10-fold cross-validation
algorithm was used to evaluate the average classification performances.
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Table 4.1: The input of the Machine-Learning algorithm.
Users Features Denomination

ui

Rep(ui) Reputation
Cred(ui) Credibility
Fluct(ui) Fluctuation
rTren(ui) Rating-Trend

uj

Rep(uj) Reputation
Cred(uj) Credibility
Fluct(uj) Fluctuation
rTren(uj) Rating-Trend

(ui, uj)

dExp(ui, uj) Direct-Experience
rFreq(ui, uj) Rating-Frequency
Sim(ui, uj) Similarity
RelStren(ui, uj) Relationship-Strength

The average recall, precision, and F-measure obtained for each Machine-
Learning algorithm are reported in Figure 4.2. Overall, we observed good
classification performances for every learning algorithms, with F-measures
ranging from 0.9 to 0.95. Multi-Layer Perceptron Network has shown the
best-average results, with a recall of 0.935, precision of 0.955, and an F-
measure of 0.95. We, therefore, apply Multi-Layer Perceptron for this step.

4.2.2 Deep-learning for type-attack detection

The purpose of this step is to distinguish the type of launched Trust-Attacks
and will, therefore, only apply to users judged as malicious by the previ-
ous step. The identification of the type of attack will allow us to choose
the effective method to counter it in the next step. To achieve this goal
we have opted for supervised Deep-Learning. We report in this sub-section
a restrained state of the art on Deep-Learning, as it is a relatively recent
method. We also present the motivations that led us to select this method,
as well as its implementation and setting.
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Figure 4.1: Trust-Aggregation based on Machine Learning.

4.2.2.1 Background and Motivations

Deep Learning is the new generation of Artificial Intelligence that takes Ma-
chine Learning to the next level through the use of artificial neural networks.
The performance of Deep-Learning is revealed not only in the task of clas-
sifying objects but also in the recognition of images, videos, texts and other
types of content.

According to their topology deep neural networks can be classified into (i)
Convolutional Neural Network (CNN) which is a special type of 2 Dimen-
sional (2D) convolutional layer network, well suited for image and video
recognition; (ii) Recurrent Neural Network which is a neural network whose
connection graph contains at least one cycle and is well suited for tasks that
involve sequential inputs, such as speech and text; and (iii) The Multi-Layer
Perceptron (MLP) that can be applied to digital and numerical data and is,
therefore, best suited to the context of our work.

The Multi layer-Perceptron or deep neural network is an acyclic neural net-
work (Feed-Forward Neural Network) structured in several successive con-
nected layers. The higher the number of layers, the "deeper" the network is.
These layers are intermediate (hidden) layers between the input layers and
the output layers all having the same function. Indeed, in a perceptron, the
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Multi-Layer Perceptron Random Tree Naive Bayes

Figure 4.2: Classification results obtained with machine-learning algorithms
trained with the proposed features.

outputs of one layer are the inputs of the next. The inputs of the MLP are
associated with synaptic weights. Thus, for each hidden layer and the output
layer, there is a bias term (threshold) whose value is equal to 1.

For each layer, the perceptron calculates a weighted average of its inputs
taking into account the bias, called the total input. This total input will be
transmitted to an activation (or transfer or thresholding) function f , in order
to produce the output. This function can extremely affect the performance
of the network.

Activation functions include :

• The identity function: the input signals are not changed.

• The Softmax function: generally used for classification tasks. It allows
the construction of neural networks with several probabilistic outputs.

• The hyperbolic tangent function: the most used.

• Etc.

To determine the best synaptic weights applied to each of the inter-neuronal
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connections, the perceptron uses an algorithm called Error Gradient Back-
propagation. This algorithm is repeated thousands of times for each neuron
in a neural network from the last layer to the first one. The purpose is to
adjust the weights according to the average error committed by the network
over the training set until the error can no longer be reduced. The error is
calculated by taking the difference between the desired output of the model
and the output calculated by the neural network.

The gradient back-propagation algorithm is summarized in the following four
steps:

1. The input signal propagates forward in the network layers using the
activation function.

2. When forward propagation is complete, the output is delivered.

3. The algorithm calculates the error between the desired output and the
output given by the network.

4. The algorithm propagates the error backwards by adjusting the weights
in all layers to decrease the error.

Recent advances in Deep-Learning, have improved the state of the art in
several areas such as image recognition, speech recognition, natural language
processing, and so on. Therefore, in this part, we will review some examples
of related work that have exploited Deep-Learning in social networks and
recommendation systems. Our choice is justified by the fact that these two
areas are closest to our field of study, especially since no work has used
Deep-Learning for Trust-Management in SIoT environments.

Yuan et al. (2014) propose in their work a method for detecting malicious
applications. The proposed method based on two fundamental steps. In the
first one, features are extracted from Android applications. In the second
one, an MLP Deep-Learning model, proceeding in two steps, is applied. The
first step is the pre-processing one, during which unlabeled data are trained.
The second step is the back-propagation step which allows refining the pre-
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trained neural network by classes.

Deng et al. (2016) addressed the problem of data-sparsity in Social Recom-
mendation Systems (SRS). AS SRS bases on users rating matrix to measure
similarity, matching and affinity between users, the fact that these matrices
are generally very scattered is a great challenge. [Deng et al., 2017] propose
to use what they call a deep auto-encoder which is an unsupervised Deep-
Learning method that allows initializing the rating matrix more efficiently
and accurately.

Jaradat et al. (2016) propose an adaptive method for dynamic privacy cus-
tomization for users of online social networks (OSNs). This is done in three
steps. (i) The first step is to calculate the trust value assigned by one user
to another over time. (ii) The second step is to introduce a brain/long-term
memory component that allows calculating the benefit of sharing information
with each user. (iii) The final step is the generation of a component allowing
the calculation of the final Trust. [Jaradat et al., 2016] use deep learning in
the second stage. Indeed, the proposed brain/long-term memory component
is based on LSTM neural networks.

To summarize, Deep-Learning has been successful in Trust & Privacy Man-
agement in Social Networks and Social Recommender Systems. We propose
to use Deep-Learning and specifically the MLP neural networks in order to
aggregate the Trust-Features proposed in the composition steps and detect
the type of Trust-Attack launched by each Malicious user.

4.2.2.2 Implementation and setting of the Deep-Learning Model

We used the MLP algorithm implemented in the PyCharm4 tool based on
Python, in order to build our classification function. To parameterize the
MLP, we tried different values for each parameter. All the results obtained
for each configuration are reported in the appendix . Table 4.2 reports the
settings that give us the best performance. The figure 4.3 shows the resulting
deep model.
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Table 4.2: The MLP Deep-Learning algorithm setting
Designation Value

Input Layer Number of neurons 12
Activation function Hyperbolic tangent

Hidden Layers
Number of hidden layers 1
Number of neurons 8
Activation function Rectified Linear Units (ReLu)

Output Layer Number of neurons 6
Activation function Sigmoid

Optimizer Adam
Error calculation function Categorical crossEntropy
Epoch 25
Batch-size 1

4.2.3 Attack Countermeasures

Contrary to a lot of related work, in this work we focused on the detec-
tion of trust attacks. Our goal is to recognize malicious users, identify the
types of attacks they have launched so that we can counter them and reverse
their harmful effects on the system. We distinguish two methods to counter
attacks, depending on the type of attack.

Malicious recommendation type attacks harm the system by propagating
erroneous votes. To counteract this effect, once a user is deemed malicious by
the system and once the attacks he has performed are identified as malicious
recommender attacks, his votes are eliminated and no longer count towards
calculating trust scores.

Malicious vendor attackers do not give false votes. However, they mislead the
system by alternating between good and bad services and are therefore harder
to spot. These attackers may not have a high reputation value but may have
average values, allowing them to continue propagating their services. To
counter this type of attack, the reputation of users deemed to be malicious
providers is divided by 1.5.

These two methods are explained in more detail and through scenarios in the
next two subsections.
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Figure 4.3: Deep-Learning Model for Type-Attack detection.

4.2.3.1 Countering Malicious Recommender Attacks

Figure 4.4.a shows an initial configuration of a SIoT network with a set of
seven user nodes (u1, u2, u3, u4, u5, u6 and u7) each offering a set of services.
These users have already interacted with some other users and received feed-
back. We see on the figure, for each user, the list of his past interactions.
Nevertheless, this configuration is said to be initial, because there is no at-
tack yet. In other words, a good quality service received a high rate and
bad quality service received a low rate. The reputation of each user is cal-
culated classically, as the average of the received ratings and is displayed on
the history table of each user.

Figure 4.4.b shows a second configuration of the same network after several
trust-recommender attacks have been launched:

• The user u1 did not invoke any service and did not assign any rating.

• User u2 invoked a service s12 provided by user u1. This service is of
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good quality and u2 has acted legitimately by assigning it a positive
rating. u2 has also invoked the service s62 provided by user u6. This
service is of poor quality and u2 acted legitimately by assigning it a
negative rating.

• The user u3 invoked the service s22 provided by the user u2. This
service is of good quality and u3 has acted legitimately by assigning it
a positive rating.

• The u4 user who has a bad reputation launched a BMA attack against
the user u1 to decrease his reputation. He assigned him two negative
ratings despite the good quality of the services he provides. As a con-
sequence of this attack, the reputation of u1 goes from 4.5/5 to 2.8/5.
User u4 also launched a BSA attack in favour of user u5 to increase
his reputation. He assigned him two positive ratings despite the poor
quality of the services he offers. As a consequence of this attack, the
reputation of u5 went from 0.5/5 to 2.75/5.

• The user u5 did not invoke any service and did not assign any rating.

• The user u6 has a bad reputation (1/5) and has launched a SPA attack
to self-promote his reputation. To do so, he duplicated himself (node
u′

6) and gave himself two positive ratings despite the poor quality of
his services. As a consequence of this attack, the reputation of u′

6 went
from 0.5/5 to 3/5.

• The user u7 has a bad reputation (1/5) and launched a DA type attack
against users u2, u3 and u6. As a result of this attack, the reputation
of u2 goes from (5/5) to (3.5/5), the reputation of u3 goes from (4/5)
to (2/5) and the reputation of u6 goes from 3/5 to 2/5.

As a result of these different trust-recommender attacks, u1, who is a legiti-
mate user offering two good quality services s11 and s12, has almost the same
reputation value as the user u5 who offers two poor quality services s51 and
s52. Similarly, user u3, who is a legitimate user offering two good quality
services s31 and s32, has almost the same reputation value as user u6, who
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offers two poor quality services s61 and s62. Reputation values, in this case,
are erroneous and unrepresentative and may lead network users to solicit a
bad service provider rather than a good one.

The application of the machine-learning on the proposed trust-features makes
it possible to detect malicious users. The application of deep-learning on the
same features makes it possible to identify the type of attack and to classify
the malicious user as a malicious-recommender or malicious provider. The
rating attributed by the malicious providers biases the reputation system.
Our Trust Rating Model allows us to identify these erroneous votes (coming
from malicious-recommender users) and to exclude them in order to counter
these attacks and to ensure correct and representative reputation calcula-
tions. We can see on figure 4.4.b the red rows in the interaction histories that
represent the non-legitimate interactions (attacks). The adjusted reputation
values returned by our Trust Assessment Model are displayed in green. We
can see that, using our Trust Assessment Model, good service providers have
reputation values greater than or equal to (4/5) and bad service providers
have reputation values less than or equal to (1/5).

4.2.3.2 Countering Malicious Provider Attacks

Figure 4.5 shows the example of two malicious nodes u1 and u2, each offering
4 services, respectively u11, u12, u13 and u14 for u1, u21, u22, u23 and u24 for
u2. These two nodes interact with the rest of the nodes in the network. The
table 4.3 reports all the interactions. Unlike other trust attacks, for malicious
provider attacks, the order of the interactions is important. These interac-
tions are therefore presented in their chronological (numbered) order. We
see in the table, that the node u1 launches an OOA attack, and alternates
between good services (interactions t1, t3 and t5) and bad services (interac-
tions t2 and t3) each time. The node u2 launches an OSA attack. It started
providing good quality services (t6, t7 and t8 interactions), then it went on
to provide poor quality services (t8 and t9 interactions).

The last two columns of the table show respectively the trust scores obtained
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u1

s11

s12

u s r
10 11 5
12 12 4
Reputation 4.5

u2

s22

u s r
12 22 5
13 22 5
Reputation 5

u3

s31

s32

u s r
11 31 4
Reputation 4

u4

s41

u s r
12 41 1
Reputation 1

u5

s51

s52

u s r
12 51 0
13 52 1
Reputation 0.5

u6

s61

s62

u s r
11 61 1
13 62 1
Reputation 1

u7

s72

u s r
13 72 1
Reputation 1

u1

s11

s12

u s r
10 11 5
12 12 4
4 11 0
4 12 0
2 12 5
Classic Rep 2.8
TAM Rep 4.6

u2

s22

u s r
12 22 5
13 22 5
7 22 0
3 22 4
Classic Rep 3.5
TAM Rep 4.6

u3

s31

s32

u s r
11 31 4
7 31 0
Classic Rep 2
TAM Rep 4

u4

s41

u s r
12 41 1
Classic Rep 1
TAM Rep 1

u5

s51

s52

u s r
12 51 0
13 52 1
4 51 5
4 52 5
Classic Rep 2.75
TAM Rep 0.5

u6

u′
6

s61

s62

u s r
11 61 1
13 62 1
2 62 0
7 62 0
6’ 61 5
6’ 62 5
Classic Rep 2
TAM Rep 0.66

u7

s72

u s r
13 72 1
Classic Rep 1
TAM Rep 1
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Figure 4.4: Malicious Recommender Attacks Coutering.
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Figure 4.5: Malicious Provider Attacks Countering.

by a classical reputation system (average of votes) and the scores obtained
by DLS-STM. The values below the threshold are in red. The table shows
how the values of the two malicious users quickly fall below the threshold in
the case of DLS-STM, while they remain above the threshold in the case of
the classical reputation system.

4.2.4 Node-ranking

The objective of the node ranking module is to quantify the degree of trust
that can be placed in a given node into a numerical value or score. This
score will allow to classify the services and will thus assist service requester
in selecting the most appropriate service for their needs. In this work, we
propose a multidimensional score that allows to calculate the trust score
according to the three mentioned trust dimensions and on the basis of the
features proposed in the composition step for each of the dimensions.

For the user dimension, the trust score tu is calculated according to the
following equation, as the average of the reliable ratings received. The reliable
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Table 4.3: List of Malicious Provider interactions.
time prov req ser rating C-Rep DLS-STM-Rep
t1

u1

u3 s11 5 5 5
t2 u4 s12 1 3 2
t3 u7 s13 4 3.33 2.22
t4 u8 s14 0 3 2
t5 u5 s11 5 3 2
t6

u2

u8 s23 5 5 5
t7 u5 s21 4 4.5 3
t8 u9 s11 5 4.66 3.1
t9 u10 s11 0 3.5 2.33
t10 u6 s11 1 3 2

ratings are those assigned by legitimate users. The trust attack detection
module fulfils this role by detecting and countering attacks that can bias this
score.

For the device dimension, the trust score Td is calculated according to the in-
dicator presented in section 3.5 in the previous chapter. This factor is based
on three criteria including (i) Constrained Device Capability, (ii) Energy Lim-
itation and (iii) Minimal Security Requirement. This score checks whether
a device has enough storage and computing capacity to achieve the needed
task, whether it is available when needed and whether it doesn’t compromise
the network security by respecting the minimum security requirement.

For the service dimension, the service trust score Ts is calculated according
to the indicator detailed in the section 3.6 of the previous chapter. This
feature classifies services according to their non-functional properties, such
as response time, latency, throughput and availability. The final trust-score
is obtained by the mean of the three trust-scores.

4.3 Trust-Propagation and Update

The main objective of a Trust Management Mechanism is the provision of a
representative and unbiased trust score. This objective is fulfilled by the trust
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assessment model, in particular by the composition and aggregation steps
presented previously. Propagation and update steps ensure non-functional
properties, but which remain just as important in the case of a constrained en-
vironment such as SIoT. Indeed, the characteristics of SIoT networks, which
concern a large number of nodes involved, the great dynamism and the lim-
ited computing and storage capacity of device type nodes, represent strong
constraints. A reliable and robust trust management mechanism risks not
being able to be effectively established in the real world if these various con-
straints are neglected.

4.3.1 Motivation

Trust propagation refers to how to propagate trust evidence to peers. In
general, there are two trust propagation schemes, that is, centralized and
decentralized.

Decentralized trust propagation refers to IoT devices autonomously prop-
agating trust observations to other IoT devices they encounter or interact
with without the use of a centralized entity. While this method is certainly
robust and easy to implement, it is not appropriate in networks with up to
billions of devices and an equally large number of exchanges and interactions
per second, as it does not allows for scalability.

Centralized trust propagation requires the presence of a centralized entity,
either a physical cloud or a virtual trust service implemented by participating
in IoT devices. This approach allows for scalability, but is very resources-
consuming, especially if the proposed trust model is complex. It is therefore
as inapplicable as the centralized method, given that most of the IoT devices
are characterized by limited computing and storage capacities.

The trust updating step consists of choosing a method for updating trust val-
ues, either the time-driven method or the event-driven method. The problem
with the time-driven updating is that it is hard to fix the period, as, it may
be possible that one hundred attacks are made in 1 minute. In the event-
driven method, updates are done each time an event occurs. Its merit is
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that it allows having a real-time trust management system. The drawback
of this method is that it will generate a huge number of updates and is very
resources consuming for the constrained IoT devices.

To overcome the drawbacks of those methods, we propose, at first, a hybrid
propagation method, allowing to overcome the disadvantages of both cen-
tralized and decentralized ones. Then, we opt for the event-driven updating
method. Indeed, combining it with the hybrid propagation method will allow
overcoming its drawbacks.

4.3.2 The hybrid propagation

We propose a new hybrid propagation method that combines centralized and
decentralized propagation methods, to ensure a good compromise between
the two methods and to overcome their disadvantages. The hybrid propaga-
tion method consists of inserting into the network, a number of nodes called
Trustful Nodes (TN). Their number depends on the number of nodes in the
network and varies in a proportional way to the latter. These nodes are
called Trustful Nodes because they do not provide or invoke services. Hence,
they are not motivated to make trust-related attacks. Their main role is to
compute and store the values and trust parameters of the other nodes. Each
TN is responsible for a set of nodes. A hash function fh is used to assign
each node to a TN. This function will take as an input, the identifier of the
node and return the identifier of TN, which will manage it.

Take the simplified example of the following hash function:
fh(x) = x mod 4 .
Assume that the SIoT network is composed of five nodes identified respec-
tively as follows: idNi in{1, 2, 3, 4, 5}. And suppose that four TNs are in-
serted in the network and are identified as follows: idTN1 = 0, idTN2 = 1,
idT N3 = 2 and idT N4=3. By applying the hash function fh on the identifier
of each node in the network, we will obtain a value belonging to {0,1,2,3}.
The nodes {0,4} will be assigned to TN1, the nodes {1,5} will be assigned
to TN2 and so on (Figure 4.6). A Distributed Hash Table (DHT) will be
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TN0

N1

N2

N3 N5

N4

TN1

Figure 4.6: Network structure example.

responsible for mapping each node and the TN that is responsible for it.

Figure 4.7 presents a sequence diagram that represents the exchanges between
nodes and trustful nodes. We have on the figure three nodes N1, N2 and
N3 and two trustful nodes TN1 and TN2.

The figure shows two use cases. The first case concerns an interaction of a
node u1 managed by a TN TN1, with another node u2 managed by the same
TN TN1. The second case concerns an interaction of a node u1 managed by
a TN TN1 with another node u3 managed by another TN TN2.

The advantages of this hybrid method are multiple. Unlike the centralized
propagation method, the hybrid method makes it possible to deal with a huge
number of nodes without fearing saturation and, thus, makes it possible to
ensure scalability. Unlike the decentralized approach, the proposed hy-
brid method respects the constrained nature of IoT objects as TN will make
the necessary calculations and storage in their place. This allows ensuring
Resources-efficiency.

4.3.3 The event-driven update

The use of hybrid propagation will make the choice of the event-driven update
method feasible. Indeed, unlike the time-based update approach, in which it
is difficult or impossible to set the granularity of the period, the event-driven
approach is more suitable for a system as unpredictable as the SIoT. However,
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Figure 4.7: Sequence diagram of Hybrid propagation based on Distributed
Hash Table.
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given the size and dynamism of a SIoT network, the event-driven update
approach is likely to be very expensive for both centralized and decentralized
propagation. Therefore, a hybrid storage model is proposed in DSL-STM,
allowing to apply the event-driven update method.

4.4 Conclusion

In this chapter, we focus on the Trust-Aggregation, Propagation and Up-
dating. Our proposal for the Trust-Aggregation allows ensuring resilience
against different Trust-Attacks. Our proposal for the Trust-Propagation and
Updating allows ensuring scalability, dynamism and resources-efficiency.

The next chapter of this manuscript is the experimental part. It has allowed
us to test and validate the different contributions of this work, including
the relevance of the proposed Trust-Features, the Resilience of the resulting
Trust-Assessment Model and finally the scalability, dynamism and resources-
efficiency of the Trust Management Mechanism that is built based on the
proposed Trust-Assessment model
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5.1 Introduction

Throughout previous chapters, we have presented DLS-STM, a trust man-
agement mechanism specifically designed for SIoT environments. The main
contributions of this work concern the following aspects:
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• Resilience to trust attacks: this property is ensured by the "Attack
Detection" module in the Trust Aggregation phase.

• Multidimensionality of the trust: this property consists of the fea-
ture proposition for each SIoT trust dimension during the composition
phase.

• Scalability: This property is ensured by the hybrid propagation
method proposed in the aggregation phase.

• Dynamism: This property is ensured by the event-driven updating
method during the updating phase.

• Resource-efficiency: This property is ensured by the hybrid propa-
gation method proposed in the aggregation phase.

We propose, in this chapter, a series of experiments to validate the above-
mentioned properties one by one.

5.2 The Trust-Assessment Model: Attack-
detection and Node-Ranking

The Trust-Assessment Model is composed of the (i) Composition step: which
consists in selecting the Trust-Features and the (ii) Aggregation step: which
consists in aggregating the features proposed in the composition step into a
final value allowing to take the decision to invoke or not to invoke a service.

In chapter 3, we proposed features for each trust dimension, notably features
(honesty, ...) for the user trust-dimension, features (quality of device) for
the device trust-dimension and features (quality of service) for the service
trust-dimension.

In the first section of chapter 4, we proposed an (i) Attack-Detection mod-
ule, that allowed to aggregate the features of the user trust-dimension us-
ing Deep-Learning and Machine-Learning and a (ii) Node-Ranking module,
that allowed to aggregate the features of the three trust-dimensions using a
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weighted Mean.

The objective of this sub-section is to validate the proposed Trust-Assessment
Model, in other words, to validate the proposals made at the level of the
composition and aggregation steps. To do this, we start by assessing the
relevance of the proposed Trust-Features using the "information gain" metric
Kent (1983). We, then, evaluate the Attack-Detection module by assessing
each of its components to validate the "Resilience" property. Finally, we
evaluated the Node Ranking module to validate the interest of considering
the "Multidimensional aspect of trust".

5.2.1 Simulations setting and nominal scenarios

Owing to the unavailability of real data, the majority of related works pro-
vided experiments based on simulations. In our work, we have also imple-
mented simulations based on different scenarios. The scenarios differ accord-
ing to the perimeter, the network dynamism, the frequency of interactions,
and the number of users, devices and services. We can thus distinguish,
in the table 5.1, the scenario "scena-1" which covers an area of 1 kilome-
tre and represents a weakly dynamic network and a moderate interactions
frequency. This scenario does not include many users/devices and services.
and can represent the case of a Smart-House, a Smart-Restaurant or a Smart
Gas-station,...

We can, also, distinguish in the table 5.1, the scenario "scena-2" which covers
an area of 10 kilometres perimeter and represents a moderately dynamic
network and a medium interaction frequency. This scenario can represent a
Smart-Campus or a Smart-hospital for example. Finally, the scenario "scena-
3" is a scenario involving a huge number of actors and which is highly dynamic
and interactive. This scenario can represent a Smart-city or a Vehicular-
Network.

For each of the mentioned scenarios, we launched simulations over 3 different
durations, namely, one week, one month and six months. The objective
here is to verify and monitor the impact of the temporary evolution on the
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proposed TMM.

Finally, according to the purpose of the experimental series, we have launched
on these same sub-mentioned scenarios:

• Random simulations: users select and invoke services randomly, with-
out considering the reputation of the service provider and without pro-
viding rating.

• Simulations with only legitimate nodes: users select and invoke services
based on the reputation of the service provider. The reputation is
computed as the mean of received rating. All the users acts legitimately
by affecting high rating value for good quality services and bad ratings
value for bad quality services.

• Simulations with malicious nodes without the integration of a TMM:
users select and invoke services based on the reputation of the service
provider. The reputation is computed as the mean of received rating.
The users act maliciously by launching different trust-attacks in each
interaction.

• Simulations with malicious nodes and with the integration "DLS-STM"
TMM: users select and invoke services based on the trust values given
by DLS-STM. The users act maliciously by launching different trust-
attacks in each interaction, but DLS-STM is introduced in order to
detect and counter each attack.

• Simulations with malicious nodes and with the integration of some
TMMs proposed in the literature: users select and invoke services based
on the trust values given by TMMs proposed in the literature and act
maliciously by launching different trust-attacks.

5.2.2 Features selection

To demonstrate the relevance of each feature proposed in the composition
step, we used the Information Gain metric Kent (1983) to estimate the dis-
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Nominal scenarios for experimental series
Denomi-
nation-1 Perimeter Network

Dynamicity
Interaction
Frequency

Number
of
users

Average
device/
user

Average
service/
device

Duration Denomi-
nation-2

Scena-1 1 km 25 % 25 % 200 2 4
1 week Scena-1-D1
1 month Scena-1-D2
6 months Scena-1-D3

Scena-2 10 km 50 % 50 % 1000 3 10
1 week Scena-2-D1
1 month Scena-2-D2
6 months Scena-2-D3

Scena-3 100 km 100 % 100 % 10000 5 30
1 week Scena-3-D1
1 month Scena-3-D2
6 months Scena-3-D3

criminating character of each feature used as input to a machine learning
algorithm.

Figure 5.1 depicts the information gain when using one single feature in the
learning process. The similarity feature has the highest value of information
gain. This can be explained by the fact that it is the only feature that enable
to reveal Self Promoting Attacks (SPA). Rating frequency, quality of provider,
rating trend, honesty and reputation features present almost equal informa-
tion gain values. Indeed, they are equally discriminative for the detection
of BMA, BSA, and DA attack types. The direct experience attribute has
the lowest information gain value. This attribute does not actually detect
attacks. However, it allows, as explained previously, to make the difference
between BMA and BSA attack.

5.2.3 Experimenting the Attack-Detection Module

The Attack-detection module represents the first module in the Trust-
Aggregation phase. Its role consists of detecting and countering the dif-
ferent trust-attacks. To do so, the Attack-Detection module proceeds in
three steps: (i) Malicious users detection, (ii) Type-attack detection and (iii)
attacks countermeasures.

In this section, we assess the performance of each step. We use the Recall,
Precision and F-measure metrics to assess the pertinence of the first and the
second step, as they are based on Machine Learning and Deep-Learning. For
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Figure 5.1: Information gain for single feature performance.

evaluating the attack countermeasure steps, we measure the rate of propa-
gation of bad-quality services in the network.

5.2.3.1 Malicious users detection

The malicious user detection step is performed using the application of super-
vised machine learning (more precisely the multi-layer perceptron algorithm)
on the features proposed for the user dimension during the composition step.
This step thus allows classifying users as malicious/legitimate based on trust
features. To validate the proposed learning model, we conducted different
series of experiments for each of the scenarios scena-1, scena-2 and scena-3,
mentioned above.

The first series represents a network with 50% of malicious nodes all perform-
ing only the BMA attack. The second series represents a network with 50%
of malicious nodes, performing only the BSA attack. The third series repre-
sents a network with 50% malicious nodes, performing only the SPA attack.
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Similarly for the fourth, fifth and sixth series, which present networks with
50% malicious nodes performing, respectively, DA, OOA and OSA attacks.
The last series represents three networks with percentages of 10%, 25% and
30%, respectively, of malicious nodes performing all types of attacks. The
objective of these experiments is to evaluate the relevance of the model to
detect malicious users, regardless of the type of attack they have launched.

A 10-fold cross-validation algorithm was used to evaluate the average clas-
sification performances. Experiments were implemented using the WEKA
API.

The obtained averaged recall, precision, and F-measure are reported in the
table 5.2. We can notice that the Recall values are better in the case of BMA,
BSA, OOA and OSA attacks compared to those of DA and SPA, for all three
scenarios. We can also notice that the Recall, Precision (and consequently
F-Measure) values are better for the case of the scena-3 scenario. Indeed,
this scenario implies a higher number of interactions. And it is true that
OOA and OSA attacks can only be discovered after a certain number of
interactions. Finally, we notice that the model gives higher recall, accuracy
and F-Measurement values when dealing with all mixed attacks. Knowing
that this module is not supposed to distinguish between the different types
of attacks, and considers a user as malicious as soon as he has performed any
attack. We also notice that the recall, precision and f-measurement values
remain, more or less, invariable in the face of a much higher number of nodes
and interactions.

5.2.3.2 Attack-type detection

The step of detecting the type of attack will take as input all the users judged
as malicious by the previous step, and will return the attack(s) launched as
well as its/their type(s). To make this classification, this step is based on
deep learning. To validate this step, we proceed in the same way as for the
previous step and we apply the simulations on the three scenarios mentioned
before with each time 50% of malicious users for each type of attack, then



114 CHAPTER 5. EXPERIMENTATION

Malicious Users Detection

Series Evaluation Metric
R P F-M

Scena-1

BMA (50%) 0,85 0,80 0,82
BSA (50%) 0,89 0,82 0,85
SPA (50 %) 0,70 0,80 0,75
DA (50%) 0,79 0,73 0,76
OOA (50%) 0,80 0,80 0,80
OSA (50%) 0,81 0,89 0,85

ALL-Attack
10% 0,81 0,86 0,83
25% 0,84 0,89 0,86
50% 0,83 0,91 0,87

Scena-2

BMA (50%) 0,90 0,90 0,90
BSA (50%) 0,91 0,91 0,91
SPA (50 %) 0,89 0,89 0,89
DA (50%) 0,70 0,70 0,70
OOA (50%) 0,85 0,85 0,85
OSA (50%) 0,79 0,79 0,79

ALL-Attack
10% 0,98 0,98 0,98
25% 0,92 0,92 0,92
50% 0,90 0,90 0,90

Scena-2

BMA (50%) 0,95 0,93 0,94
BSA (50%) 0,97 0,93 0,95
SPA (50 %) 0,94 0,91 0,92
DA (50%) 0,89 0,75 0,81
OOA (50%) 0,93 0,82 0,87
OSA (50%) 0,90 0,87 0,88

ALL-Attack
10% 0,98 0,98 0,98
20% 0,98 0,92 0,95
50% 0,97 0,90 0,93
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with 10%, 25% and 50% of malicious users for all types of attacks mixed.
We also use Recall, Precision and F-Measure evaluation metrics to assess the
relevance of a classifier.

The obtained averaged recall, precision, and F-measure are reported in table
5.3. We can notice that the greater the number of interactions, the higher the
recall values increase. They reach up to 0.98. The precision values decrease
slightly when the number of interactions is huge, but they remain above 0.8.
The resulting F-Measurement values are above 0.85 in all cases and reach
0.95 when the number of interactions is large. We notice, also, that the
values for the detection of the type of attack are better for the case of BMA,
BSA, OOA and OSA attacks. It is average good for SPA and DA attacks
but remains above 0.7.

5.2.3.3 Attack-countermeasure

After detecting the type of attacks, the Attack-countermeasure step consists
of adopting, depending on the type of attack, the necessary measures to
counter them and prevent them from biasing the reputation system. It is
not possible to evaluate the relevance of this step with the classical recall
and precision metrics. We, therefore, stipulate to study the effect of this
step on the network, by depicting the network evolution. We propose to
measure the Propagation Rate of Poor-Quality Services (prpqs). Indeed,
this step is supposed to prevent this type of services from propagating and
limit their invocation.

We apply the prpqs metric to each of the scenarios scena− 1, scena− 2 and
scena−3, but over different duration. The purpose is to capture the evolution
over time. The table 5.4 reports the results obtained for different network
configurations. We can visualize in the second column the total number
of interactions for each sub-scenario scena− i−Dj. These interactions are
established over different durations. We can see that for the scenario scena−
1, for example, scena − 1 − D1 which represents a capture of the scenario
scena − 1 over a duration of "one week" (see the table 5.1 for the duration)
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Type Attack Detection.

Series Evaluation Metric
R P F-M

Scena-1

BMA (50%) 0,9 0,8 0,85
BSA (50%) 0,89 0,82 0,85
SPA (50 %) 0,7 0,8 0,75
DA (50%) 0,79 0,73 0,76
OOA (50%) 0,8 0,8 0,80
OSA (50%) 0,81 0,89 0,85

ALL-Attack
10% 0,81 0,86 0,83
25% 0,84 0,89 0,86
50% 0,83 0,91 0,87

Scena-2

BMA (50%) 0,9 0,9 0,90
BSA (50%) 0,91 0,91 0,91
SPA (50 %) 0,89 0,89 0,89
DA (50%) 0,7 0,7 0,70
OOA (50%) 0,85 0,85 0,85
OSA (50%) 0,79 0,79 0,79

ALL-Attack
10% 0,98 0,98 0,98
25% 0,92 0,92 0,92
50% 0,9 0,9 0,90

Scena-2

BMA (50%) 0,98 0,89 0,93
BSA (50%) 0,97 0,88 0,92
SPA (50 %) 0,9 0,85 0,87
DA (50%) 0,8 0,79 0,79
OOA (50%) 0,85 0,85 0,85
OSA (50%) 0,87 0,82 0,84

ALL-Attack
10% 0,99 0,91 0,95
25% 0,99 0,91 0,95
50% 0,98 0,9 0,94
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Table 5.4: Rate of propagation of bad-quality service.
Series Nb Total

Interactions
Random Legitimate All Attack DSL-STM
NBQIS % NBQIS % NBQIS % NBQIS %

Scena-1-D1 38 400 11096 28,90 1700 4,43 32200 83,85 3000 7,81
Scena-1-D2 144 000 102022 70,85 4989 3,46 138023 95,85 4050 2,81
Scena-1-D3 864 000 64005 7,41 5090 0,59 851233 98,52 8450 0,98
Scena-2-D1 1 440 000 1340065 93,06 100 0,01 1410353 97,94 45903 3,19
Scena-2-D2 5 400 000 2222330 41,15 1209 0,02 4897603 90,70 170034 3,15
Scena-2-D3 32 400 000 23578900 72,77 1000101 3,09 31899003 98,45 900380 2,78
Scena-3-D1 120 000 000 100000 0,08 1356030 1,13 103003000 85,84 10000767 8,33
Scena-3-D2 45 000 000 000 7000003 0,02 2340000000 5,20 41233300300 91,63 2500000203 5,56
Scena-3-D3 2,77E+15 7,E+09 0,00 7,E+12 0,26 2,E+15 83,63 7,E+13 2,35

includes 38 400 interactions. Whereas scena − 1 − D2 which represents a
capture of the same scenario over a duration of "one month" includes 144,000
interactions.

Each of the sub-scenarios admits different configurations described and ex-
plained in the sub-section 5.2.1. In the "random", "legitimate" and "all at-
tacks" configurations, no TMM is applied and no method to counter the
attacks is used. In the "DLS-STM" configuration, our method to counter
attacks is applied. We represent for each configuration the number of poor
quality services invoked, as well as the percentage of propagation of these
services compared to the total number of interactions. In the random con-
figuration, the prpqs is very random and varies in a non-proportional way,
which justifies the interest of implementing a reputation system in general.
In the "legitimate" configuration, the prpqs is very low, while, on the con-
trary, it is always very high and varies between 83.85% and 98.45% in the
"all attack" configuration. Indeed, the propagation of this type of services
is mainly due to Trust-Attacks. Finally, we note that when applying our
Attack-countermeasure method, the rate obtained is very low and is very
close to the rates of the "legitimate" configuration whatever the size of the
network and the duration. Moreover, we notice that the more the number
of interactions increases, the lower the rate decreases. Thus this experiment
allows us to validate The Resilience of the proposed model for different
scenarios and different configurations.
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Table 5.5: Parameters setting for comparison with related work
Features Weights Threshold

Jayasinghe et al. (2016) Recommendation
Reputation

0,62
0,38 0,30

Truong et al. (2018) Reputation
Experience

0,84
0,16 0,22

Chen et al. (2016a)
Honesty
Cooperativeness
Community-Interests

0,74
0,12
0,14

0,22

Militano et al. (2016) Reliability
Reputation

0,37
0,63 0,35

DSL-STM
User Trust-score
Device Trust-score
Service Trust-score

0,33
0,33
0,33

0,50

5.2.4 Node-ranking

Since the majority of works in the literature do not address the problem of
Trust-Attacks detection, we could not compare ourselves to them to validate
the previous module. Indeed, these works are mainly interested in the ranking
of nodes based on the weighted mean of the different features they propose.
In our work, we also propose a node ranking module allowing to rank nodes
on the basis of the features "user trust-score", "device trust-score" and "service
trust-score".

In contrast to the majority of related works, our features are multidimensional
as they allow to study the three trust-dimensions, generated by the three
types of SIoT nodes. To validate the interest of this approach, we have re-
implemented the models proposed by Jayasinghe et al. (2016),Truong et al.
(2018), Chen et al. (2016a) and Militano et al. (2016) and we have applied
them on our data. For each of the sub-mentioned related work, we conducted
a series of tests to set the optimal parameters. The parameters are essentially
the weights assigned to each feature and the threshold allowing to distinguish
good nodes from bad ones. We report in the table 5.5 the parameters set for
each of the related works, including ours.
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Comparison of Node-Ranking module with related works
Scena-1 Scena-2 Scena-3

R P F-M R P F-M R P F-M
Jayasinghe et al. (2016) 0.8 0.71 0.75 0.79 0.7 0.74 0.77 0.7 0.73
Truong et al. (2018) 0.91 0.82 0.86 0.91 0.82 0.86 0.87 0.79 0.83
Chen et al. (2016a) 0.78 0.92 0.84 0.67 0.82 0.74 0.67 0.82 0.74
Militano et al. (2016) 0.98 0.72 0.83 0.98 0.72 0.83 0.91 0.72 0.80
DSL-STM 0.98 0.88 0.93 0.96 0.88 0.92 0.95 0.9 0.92

In order to compare ourselves to the related work, we have applied each of the
above-mentioned related work on the scena-1, scena-2 and scena-3 scenarios.
We used recall, precision and f-measurement evaluation metrics. The ob-
tained results are reported in table 5.6. Considering the three scenarios, our
node-ranking module provide better results in terms of recall and precision
(respectively (0.98;0,88) (0,96;0,88) and (0,95;0,9)). In scenario Scena − 2,
Recall with features of Militano et al. (2016) reached respectively 0.98 and
outperformed our set of features. However, with these configurations, their
precision was significantly lower (0.72) than the precision obtained with our
set of features (0.88). Overall, this shows the relevance of our features over
those proposed in other works considering the same aggregation method.

5.3 Trust-propagation and update: Scalabil-
ity, dynamism and resources-efficiency

In the previous section, we validated the functional properties of our TMM,
in particular its resilience. In this section, we focus on the non-functional
properties, which are equally important in a dynamic and constrained envi-
ronment such as the SIoT. In what follows, we present a series of experiments
conducted on the different scenarios mentioned at the beginning of the chap-
ter, in order to prove the scalability, dynamism and resource minimization
of DLS-STM.
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Table 5.7: Average execution time for centralised, decentralised and hybrid
propagation methods.

Series Average execution time (second)
Centralised Decentralised DLS-STM (Hybrid)

Scena-1-D1 1100 1100 1100
Scena-1-D2 1200 1200 1100
Scena-1-D3 1300 1500 1100
Scena-2-D1 1500 1100 1300
Scena-2-D2 1600 1200 1300
Scena-2-D3 1600 1500 1300
Scena-3-D1 1800 1300 1400
Scena-3-D2 2100 1400 1400
Scena-3-D3 3100 1700 1400

5.3.1 Scalability vs Resources-efficiency

To estimate the behaviour of our TMM in front of a large number of nodes
and its capacity to support scale-up, we applied simulations on the different
scenarios scena1-D1, scena1-D2 up to scenario scena-3-D3. These scenarios
differ based on two properties: the number of nodes and the dynamism. We
used as evaluation metrics the average execution time and compared our
hybrid propagation method to the centralized and decentralized methods.
The results are reported in table 5.7.

We can deduce that the hybrid and decentralized methods are insensitive
to the increase in the number of nodes. The hybrid propagation method is
slightly sensitive to dynamism, whereas the decentralized method is sensitive
to both the increase in the number of nodes and the dynamism of the network.

5.3.2 Dynamism vs Attacks-resiliency

To prove the interest of adopting the method of event-driven updating, we
propose to compare, on the basis of different scenarios, the propagation rate
of poor quality services (NBQIS) in the case of time-driven updating with
the case of event-driven updating. We tested the time-driven method with
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Table 5.8: Comparison between Time-driven and event-driven updating
methods.

Series Nb Total
Interactions

DSL-STM + Time-driven update DSL-STM + Event-
driven updatePer 10 mn Per 30 mn Per 60 mn

NBQIS % NBQIS % NBQIS % NBQIS %
Scena-1-D1 38 400 4002 10,42 7865 20,48 11333 29,51 3000 7,81
Scena-1-D2 144 000 8099 5,62 14506 10,07 30823 21,40 4050 2,81
Scena-1-D3 864 000 35100 4,06 95090 11,01 185715 21,49 8450 0,98
Scena-2-D1 1 440 000 301567 20,94 411111 28,55 453453 31,49 45903 3,19
Scena-2-D2 5 400 000 350233 6,49 733909 13,59 989603 18,33 170034 3,15
Scena-2-D3 32 400 000 3450300 10,65 7859003 24,26 7248897 22,37 900380 2,78
Scena-3-D1 120 000 000 12431030 10,36 17222080 14,35 33003000 27,50 10000767 8,33
Scena-3-D2 5,E+10 3540000000 7,87 6040000000 13,42 11236799321 24,97 2500000203 5,56
Scena-3-D3 2,77E+15 3,00E+14 10,83 6,11E+14 22,06 8,00E+14 28,90 7,00E+13 2,53

three different periods: updates every 10 minutes, updates every 30 minutes
and updates every 60 minutes.

The results are reported in table 5.8. The results obtained with a 10-minute
period on the scena-1 scenario are close to the results obtained by our TMM.
Nevertheless, for the scena-2 and scena-3 scenarios, which have more nodes
and more interactions, the number of poor quality services propagated is
doubled. For the 30-minute and one-hour periods, they are almost tripled.
The results obtained by the event-driven method are better.

5.4 Conclusion

We have presented, throughout this work, DSL-STM, a Multi-
Dimensional Trust-Model for Dynamic, Scalable and Resources-efficient
Trust-Management in Social Internet of Things. This chapter allowed us to
test and validate the different contributions of DSL-STM, including the rel-
evance of the proposed Trust-Features, the Attack-resiliency of the resulting
Trust-Assessment Model and finally the scalability, dynamism and resources-
efficiency of the Trust Management Mechanism that is built on the basis of
the proposed Trust-Assessment model. To conduct these experiments, we
used different evaluation metrics and tested on varying scenarios close to
reality. We also compared ourselves to the work in the literature. The re-
sults presented in this chapter allow us to verify and validate the different
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contributions.



Conclusion

With the burgeoning technological evolution in computer science technology,
physical surrounding objects become embedded with computing technologies
so as to give them a digital imprint and thus enabling them to interact and
the surrounding environment giving birth to the Internet of Things (IoT)
paradigm.

Though IoT is of great benefit to the society, it raises a plethora of issues
for the researchers, designers and developers. Heterogeneity is a major issue
where IoT devices are of varying nature at various levels. Scalability is a
second primary concern where the number of devices that are getting con-
nected to the IoT network is growing at a tremendous rate. Both of these
issues impact the Resources Discovery and the Navigability in IoT networks,
preventing the IoT vision, where objects are supposed to communicate and
interact autonomously and where people should have access to a range of
services anytime and anywhere, from becoming effective.

The Social Internet of Things (SIoT) is an extension of the IoT that has
addressed the mentioned challenges through the integration of the social
component. Intelligent objects in the IoT have evolved into social objects
able to autonomously establish relationships with other objects, join com-
munities and build their own social networks that may differ from those of
their owner. The adoption of such a vision is a promising trend that offers
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multiple advantages. However, in SIoT networks, the various players com-
pete to propagate their services. Some of them resort to malicious behaviour
and launch different types of attacks to spread poor quality services. These
attacks, known as Trust-Attacks, can be dangerous in an environment like
SIoT, where services can alter and act on the physical world. The implemen-
tation of a powerful and robust Trust Management Mechanism to counter
these attacks and ensure reliable and qualified interactions was the first issue
of this thesis.

On the other hand, SIoT networks are complex and multipartite, which gen-
erates different dimensions of trust to manage. These networks involve a
large number of nodes that interact dynamically and in real-time. The ma-
jority of these nodes have limited storage and computing capacities. Ensur-
ing that the proposed Trust Management Mechanism respects these different
specificities and constraints was the second challenge of this thesis. The pro-
vision of a Trust Management Mechanism for the SIoT, therefore, requires
the removal of barriers linked to scalability, dynamism and minimization of
resource consumption.

Thus the contributions of this thesis cover the following points:

• Proposal of trust features relative to each of the trust dimensions in-
volved.

• Proposal of a method for detecting and countering Trust-Attacks
(based on Machine-Learning and Deep-Learning).

• Proposal of a hybrid propagation method that allows spreading trust
values in the network, while overcoming the drawbacks of centralized
and decentralized methods. This method thus ensures scalability and
minimizes resource consumption.

• Proposal of a time-driven update method that respects the dynamic
nature of SIoT networks.

The series of experiments based on simulations and carried out on different
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scenarios have allowed validating the different points of this proposal.

As perspectives for this work, we plan to deepen our study of the device and
service trust-dimensions. Indeed, contrary to the other works which were lim-
ited to the user trust-dimension, we proposed in this work to introduce these
dimensions. Nevertheless, we have limited ourselves to the basic features.
We can integrate other requirements related to GWPD, energy consumption
or contextualization.

Our second perspective concerns the hybrid propagation stage. The method
proposed in this work, although it overcomes the drawbacks of centralized and
decentralized methods, involves the introduction of new nodes in the network.
This can be costly when dealing with very large networks. With this in mind,
we study two alternatives. The first concerns the introduction of Blockchain
techniques, which go hand in hand with the notion of trust, and distributed
systems. The second concerns distributed computing techniques, which is
based on the MapReduce, and which allows complex computations to be split
over the different nodes, in order to respect the limits of constrained nodes.
The effective implementation of these methods will allow the validation or
not of these ideas.

Finally, a last idea, consists in adapting and testing the proposed model in
other social and collaborative environments. For example, for the detection
of malicious nodes in Social Networks and Mobile Social Networks, for fraud
detection in e-commerce sites or for cyber-security .
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Appendix A
Overview of results for different
deep-learning settings

In this appendix, we present a summary of the results for different deep-
learning settings. This allowed us to choose the best configuration. The
parameters used are as follows:

The batch size which is a hyperparameter of gradient descent that con-
trols the number of training samples to work through before the model’s
internal parameters are updated.

The number of epochs which is a hyper-parameter of gradient descent
that controls the number of complete passes through the training data-set.

The Neural network activation functions determine the output of a
deep learning model, its accuracy, and also the computational efficiency of
training a model and have a major effect on the neural network’s ability to
converge and the convergence speed.
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Table A.1: Overview of results for different deep-learning settings
Batch-
size 1 1

Epoch 10 25
Nb
neur.
Hid.
L.

6 8 12 6 8 12

A. f.
Inp.
L.

R R R R R R R R R R R R R R R R R R

A. f.
Hid.
L.

R T T R T T R T T R T T R T T R T T

A. f.
Out.
L.

R R S R R S R R S R R S R R S R R S

Accuracy 0,73 0,75 0,79 0,82 0,87 0,91 0,72 0,81 0,88 0,83 0,85 0,84 0,89 0,91 0,98 0,82 0,88 0,88
Batch-
size 1 2

Epoch 50 10
Nb
neur.
Hid.
L.

6 8 12 6 8 12

A. f.
Inp.
L.

R R R R R R R R R R R R R R R R R R

A. f.
Hid.
L.

R T T R T T R T T R T T R T T R T T

A. f.
Out.
L.

R R S R R S R R S R R S R R S R R S

Accuracy 0,8 0,81 0,82 0,81 0,81 0,88 0,72 0,78 0,81 0,7 0,71 0,75 0,8 0,83 0,89 0,69 0,78 0,83
Batch-
size 2 2

Epoch 25 50
Nb
neur.
Hid.
L.

6 8 12 6 8 12

A. f.
Inp.
L.

R R R R R R R R R R R R R R R R R R

A. f.
Hid.
L.

R T T R T T R T T R T T R T T R T T

A. f.
Out.
L.

R R S R R S R R S R R S R R S R R S

Accuracy 0,79 0,8 0,8 0,83 0,85 0,93 0,76 0,79 0,8 0,71 0,78 0,79 0,78 0,81 0,80 0,72 0,74 0,8
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