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Glossary 

Symbols: 

Symbols Definition Unit 

𝐶𝑑  Drain capacitance F 

𝐶𝑔 Gate capacitance F 

𝐶𝑔𝑐  Gate-to-channel capacitance F 

Cox Oxide capacitance F 

𝐸// Longitudinal field V/m 

𝐸C Conduction band energy eV 

𝐸𝐺 Band gap energy eV 

𝐸𝑉 Valence band energy eV 

𝐸𝑒𝑓𝑓 Transverse effective field V/m 

𝑓max Maximum operating frequency Hz 

𝑔𝑚 Transconductance A/V 

𝐼𝑂𝐹𝐹 OFF-state current or leakage current of a MOSFET A (or A/µm) 

𝐼𝑂𝑁 ON-current or saturation current A (or µA/µm) 

𝐼𝑡ℎ  Drain current criterion for threshold voltage extraction A 

𝑘, 𝑘𝐵 Boltzman constant J/K 

LG  Transistor gate length m 

𝑁𝐴 Acceptor impurities concentration Atomes/cm3 

𝑛𝑖 Intrinsic carriers concentration cm−3 

𝑞 Elementary charge C 

𝑅𝐴𝐶𝐶  Access resistance Ω (or Ω.µm) 

𝑅𝑂𝑁 , 𝑅𝑇𝑂𝑇 
ON-resistance in linear regime and at a given gate 

overdrive 
Ω or Ω/µm 

SS Substhreshold Slope mV/dec 

𝑡𝑜𝑥 Gate oxide thickness m 

VB  Back-bias voltage (Body voltage) V 

VD Drain voltage V 

𝑣𝑑  Drift velocity m/s 

VDD   Supply voltage V 

VFB  Flat-band voltage V 

VG Gate voltage V 

VS  Source voltage V 

VT  Threshold voltage V 

VTLIN  Threshold voltage in linear regime V 

VTSAT  Threshold voltage in saturation regime V 

W Transistor width m 

𝜀0  Permittivity of vacuum F/m 

𝜀Si Permittivity of silicon F/m 

γ Body Factor mV/V 

𝜃𝑖 Mobility attenuation parameters V−𝑖 

𝜆0 Mean free path m 

𝜇0 Low-field mobility m²/Vs 

𝜇𝑒𝑓𝑓 Effective mobility m²/Vs 

𝜏 Relaxation time s 

𝜑𝑀  Metal work function eV 
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𝜑𝑆 Semiconductor work function eV 

𝜑𝑓 Fermi potential eV 

𝜒𝑆 Electron affinity eV 

𝜓𝑆 Surface potential eV 

 

Acronyms: 

Acronym Definition 

3DCO 3D Contact 

3DSI 3D Sequential Integration 

AFM Atomic Force Microscopy 

AI Artificial Intelligence 

ALD Atomic Layer Deposition 

AMD Advanced Micro Device 

ASIC Application Specific Integrated Circuit 

BEOL Back End Of Line 

BGCO Back-Gate COntact 

BIST Built-In Self Tests 

BL BitLine 

BOX Burried OXide 

BTBT Band-To-Band Tunneling 

BTI Bias Temperature Instability 

CBRAM Conductive-Bridge RAM 

CD Critical Dimension 

CEA Commissariat à l’Energie Atomique 

CMOS Complementary Metal Oxide Semiconductor 

CMP Chemical Mechanical Polishing 

CNT Carbone NanoTube 

DFT Design For Testability 

DIBL Drain Induced Barrier Lowering 

DRAM Dynamic Random Access Memory 

DRC Design Rule Check 

DTCO Design-Technology Co-Optimisation 

DUV Deep Ultra-Violet 

EDA Electronic Design Automation 

ENIAC Electronic Numerical Integrator Analyser and Computer 

EOT Equivalent Oxide Thickness 

EUV Extreme Ultra Violet 

FAST Field Assisted Superlinear Threshold 

FDSOI Fully Depleted Silicon On Insulator 

FEOL Front-End-Of-Line 

FET Field Effect Transistor 

FFT Fast Fourier Transform 

FOM Figure Of Merit 

GAA Gate All Around 

GDS Graphic Design System 

GIDL gate-induced drain leakage 

GNS-LC Green Nanosecond Laser Crystallization 

GP Ground Plane 

HCI Hot Carrier Injection 

HDD Highly Doped Drain 

HDL Hardware Description Language 
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HRS High Resistance State 

IC Integrated Circuit 

IM Inversion Mode 

IMC In-Memory Computing 

IMEP-LAHC 
Institut de Microélectronique Electromagnétisme et Photonique et le 

LAboratoire d'Hyperfréquences et de Caractérisation 

IMT Insulator Metal Transition 

IOT Internet Of Things 

IRDS International Roadmap for Devices and Systems 

ITO indium-tin oxide 

IZO indium-zinc-oxide 

JAM Junctionless Accumulation Mode 

JLT JunctionLess Transistor 

KMC Kinetic Monte Carlo 

LDD Lightly Doped Drain 

LER Line-Edge Roughness 

LETI Laboratoire d'Electronique, de Technologie et d'Instrumentation 

LFN Low Frequency Noise 

LRS Low Resistance State 

LVS Layout Versus Schematic 

LVT Low VT 

LWR Line-Width Roughness 

MAGIC Memristor Aided loGIC 

MC Monte Carlo 

MIEC Mixed ionic electronic conductor 

MIV Monolithic 3D Inter Via 

MOS Metal Oxide Semiconductor 

MW Memory Window 

NBL Negative BitLine 

NBTI Negative Bias Temperature Instability 

NMC Near Memory Computing 

NMOS Negative MOS 

NW NanoWire 

OPC Optical Proximity Correction 

OTS Ovonic threshold switch 

OxRAM Oxide-based RAM 

PBTI Positive Bias Temperature Instability 

PC Personal Computer 

PCM Phase-Change Memory 

PD Pull-Down 

PDK Process Design Kit 

PEX Parasitic Element eXtraction 

PG Pass-Gate 

PINATUBO Processing In Nonvolatile memory ArchiTecture for bUlk Bitwise Operations 

PMD Pre-Metal Dielectric 

PMOS Positive MOS 

PPA Power Performance Area 

PPAC Power-Performance-Area-Cost 

PPACT Power-Performance-Area-Cost-Time-To-Market 

PU Pull-Up 

PUF Physical Unclonable Function 

RBB Reverse Back Bias 

RC Resistance Capacitance 

RDF Random Dopant Fluctuations 

RFID Radio Frequency Identification 
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RO Ring Oscillator 

RRAM Resistive Memory 

RSD Raised Source and Drain 

RTL Register Transfer Level 

RTS Random Telegraph Signal 

RVT Regular VT 

SCE Short Channel Effect 

SCL Scouting Logic 

SEM Scanning Electron Microscopy 

SF Slow Fast 

SIT Sidewall Image Transfer 

SL Source Line 

SNM Static Noise Margin 

SOI Silicon On Insulator 

SOC System On Chip 

SPER Solid Phase Epitaxy Regrowth 

SPICE Simulation Program With Integrated Circuit Emphasis 

SRAM Static Random Access Memory 

SRH Shockley-Read-Hall 

SRRV Supply Read Retention Voltage 

SRS Surface Roughness Scattering 

STT-MRAM Spin-Torque-Transfer Magnetic Memory 

TCAD Technology Computer-Aided Design 

TDDB Time Dependant Dielectric Breakdown 

TEM Transmission Electron Microscopy 

TFT Thin-Film Transistor 

TG Tri Gate 

TRR Time Resolved Reflectometry 

TSMC Taiwan Semiconductor Manufacturing Company 

TSV Though Silicon Via 

TT Typical (NMOS) Typical (PMOS) 

TVS Threshold Vacuum Switch 

VLSI Very Large Scale Integration 

WFV Work Function Variations 

WL WordLine 

WNM Write Noise Margin 

ZnO ZiNc Oxide 
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Context: 

The first microprocessor was manufactured by Intel in 1971, composed of 2300 transistor on a 10mm² 

chip (Intel 4004, node 10µm). Its performances were equivalent to the first electronic computer ENIAC 

(Electronic Numerical Integrator Analyser and Computer) built in 1946 for a total surface of 167m². 

However, nowadays, the AMD (Advanced Micro Device) ROME detains up to 39.54 billions transistors 

and is integrated on 1008mm² surface with 7nm node of TSMC (Taiwan Semiconductor Manufacturing 

Company)[1]. To achieve such a progress, the dimensions have been aggressively reduced (from 10µm 

to 7nm). At the beginning, during “happy scaling area”, the transistors have been scaled down 

geometrically. However, at some point, because of physical constraints, some innovation were required 

to reduce further the dimensions. In this context, several performances booster are introduced, like strain 

[2] or high-k dielectrics [3]. New transistor architectures such as Fully Depleted Silicon On Insulator 

(FDSOI) transistors or FinFETs were also developed to mitigate short channel transistor performance 

degradation. However, as the transistor dimensions are reduced, the density of transistors and 

interconnection increases, as well as the power consumption per unit area. In fact the performance of a 

circuit is no longer dictated by transistor performance only but also and mainly by the interconnection 

delay. The dominant delay for ultra-scaled technological nodes (7nm and bellow) comes from the RC 

wire delay as indicated by Fig. 1. Furthermore, interconnection congestion limits the area gain when 

shrinking further the transistor dimensions.  

A solution considered by the International Roadmap for Devices and Systems (IRDS) is to stack 

transistors of top of the other sequentially (called 3D monolithic integration) to achieve an equivalent 

node in terms of performance and density without scaling further the devices. Connections at the 

transistor level between two tiers can de-congestion the interconnections, improve the RC delay and 

increase the performance compared to planar circuit with the same silicon footprint. In this context, 

chapter II focuses on the performance advantages of such an integration for SRAM and chapter III 

presents the fabrication and electrical characterization of devices in the scope of 3D monolithic 

integration. 

 In a similar way, past years were dedicated to lower down the energy required for a computation. 

However, there are additional levers to increase the overall performance of a circuit, such as playing on 

the complexity or error rates, improving reliability or lifetime instead of focusing only on energy (Fig. 

2). For instance, futures technologies can provide high level functionalized circuits and add value by 

differentiating. In this PhD manuscript, we propose to reduce the energy of the computation system by 

reducing the data transmission between memories and computing part. In fact, most of the bandwidth 

 
 

Fig. 1: Gate and Wire delay for advanced technologies 

nodes, taken from [4]. 

Fig. 2: Schematic presenting the improvements axis for 

computing: energy, error rates and complexity. Figure taken 

from [5]. 
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and the power of nowadays circuits is used to access the memory. To break this memory-wall a 

possibility is to perform computation (or to pre-process) directly in the memory. In this scope, chapter 

4 proposes a 1T-1R cube for in-memory computing (IMC). 

Manuscript organization:  

This thesis was conducted between CEA-LETI (Laboratory of Electronics, Technology and 

Instrumentation -French Atomic Energy Agency) and IMEP-LAHC (Institut de Microélectronique 

Electromagnétisme et Photonique et le LAboratoire d'Hyperfréquences et de Caractérisation) both 

located in Grenoble, France. 

The manuscript is organized as followed:  

Chapter 1 is dedicated to the presentation of semi-conductor industry and its current challenges. The 

history of semi-conductor industry is discussed and the major technological changes to overcome 

industrial problems are highlighted.  New architectures are also proposed to increase electrostatic control 

and enable to scale down further the transistors. In particular, 3D monolithic integration is discussed as 

an alternative to traditional scaling in the context of More Moore applications. Also an emphasis is done 

on in-memory computing, which by gathering memory and computational part promises energy savings.  

Chapter 2 consists in the design-technology co-optimization of 3D monolithic SRAM devices. A back-

bias assist using specific features of 3D monolithic integration is proposed. SPICE simulations are done 

using a FDSOI 14nm model card. A performance/area gain is seen with 3D monolithic architecture, 

making such a technology interesting for more than Moore applications. Also, a SRAM based Physical 

Unclonable Function for security applications is analysed in depth. 

Chapter 3 explains the choice of junctionless devices for 3D monolithic integration, its fabrication in 

CEA-LETI and electrical characterisation. Sizing TCAD studies are exposed. The low-temperature 

(<400°C) process flow is detailed before electrical characterization. An in-depth characterisation 

comparative study is done between junctionless, accumulation and inversion mode devices targeting 

mixed digital-analog applications.  

Chapter 4 is about in-memory computing to reduce the interactions (data transfers) between memory 

and computation parts. A 3D structure composed of stacked junction transistors co-integrated with 

memory devices is proposed. Simulations based on junctionless electrical measurements are performed 

to explore the feasibility of scouting logic. An emphasis is put on junctionless mismatch. Planar JL-

RRAM are fabricated to demonstrate the working operation.  

Chapter 5 ends the thesis manuscript with a general conclusion, and the perspectives of this work. 

Additional details are given in appendix.  
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Chapter I: Introduction  

This chapter presents the thesis work overall context. First a summary of the history of the 

semiconductor industry is presented, focusing on CMOS technology scaling and nowadays energy and 

performance challenges. Finally, the last section highlights 3D monolithic integration interest for More 

Moore applications and In-Memory Computing, which will be explored in this thesis work. 
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1- History of Semiconductor industry: 

a. Dennards’law: happy scaling era (Moore’s law): 

In the beginning of 20th century, electronics was based on vacuum tubes and permitted the first electronic 

computer in 1945 (weight: 30 000kg, surface: 167m², power consumption: 150kW and performances: 

38 divisions per seconds [6]). Previous computers, like Z3 in 1941 were based on mechanical switches 

using binary algebra to perform operations. However, the vacuum tube technology became obsolete and 

is replaced by the emergence of transistor devices. In fact, invented by William Shockley, John Bardeen 

and Walter Brattain in 1947 (bipolar transistor in 1948), the transistor were more reliable, produced less 

heat and consumed less power. But before 1958, the discrete transistors were manufactured 

independently and Jack Kilby suggested that transistors could be integrated on a same substrate and 

connected together, making the integrated circuit manufacturing closer to nowadays one. And since this 

time, the microelectronics industry has evolved to provide Personal Computer (PC) in the 90’s, 

democratisation of internet (cable or Wi-Fi in 1998), phones and smartphones in beginning of 21th 

century, connected objects (Internet Of things) in the past ten years. With the promised of 5G and an 

ever more connected world for customers, the semi-conductor technologies had to evolved (and will) to 

provide cheaper and smaller components with more performances and functionalities. 

 
 

Fig. 3: Evolution of TSMC technology node from 1987 to today taken from [7]. Nowadays, the technology nodes no longer 

correspond to the smaller dimension but are artificially reduced by a 0.7 factor from one generation to the next one. 

In fact, if we have a look on TSMC technology node evolution the past years (Fig. 3), we can observe 

that in only 30 years, the transistor technology has evolved from 3µm to 5nm. This drastically shrinking 

of dimensions comes along with a price per transistor reduction, mainly induced by a higher transistor 

density. In fact, in 1965, Gordon E. Moore, co-founder of Intel, predicted that the number of transistors 

on a chip would double every two years at least for a decade. This declaration, based on six years data 

(from 1959 to 1965), became the “Moore’s Law” and drove the semi-conductor industry for several 

years. This transistor miniaturization is also announced by a cost reduction of integrated circuits (IC) as 

highlighted in Fig. 4. So the interest of shrinking transistor dimensions is mainly a price reduction and 

a performance increase. The main flavor of transistors used is the Metal Oxide Semiconductor Field 

Effect Transistor (MOSFET) due to requirements for energy consumption reduction. From this, Dennard 

et al. set straightforward scaling rules based on the “constant-field scaling method” in 1974 to reduce 

the MOSFET dimensions without additional technological development [8]. In fact, he noticed that from 

one technological node to the next one, if we maintain the same power density, the transistor dimensions 

must be scaled by 30% (x0.7) to reduce circuit delay (x0.7) and thus increase operating frequency (x1.4). 

The supply voltage is also reduced by 30% and the area by 50%. For informative purpose, the scaling 

factors of the device or circuit parameter are given in Fig. 5. We might observe that by scaling the device 
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dimensions (tox, L, W), the current, supply voltage, capacitance or delay are scaled down by the same 

factor. So, the power density stays identical from one node to the next one, while increasing transistor 

density and performance. This time is referred today as the “happy scaling” era since there were no 

trade-off between cost, functionality and performance.  

 

 

Fig. 4: Manufacturing cost as a function of 

transistor density, taken from [9]. 

Fig. 5: Dennard’scaling rules: presentation of the scaling factor of 

device or circuit parameters, figure from [8]. 

However, for small dimensions the scaling is no longer straightforward (for instance, tox cannot be 

reduced anymore) and parasitic effects due to physical limits tend to appear. In fact, beyond 90nm node 

(around 2005), some adaptations were needed to stick to Moore’s law induced industrial roadmap.  

b. Physical limit to scaling, apparition of parasitic effects: 

The transistor device consists in a three terminal device named gate, source and drain. The substrate can 

also be biased but is usually kept to ground. The current flow between the source and drain is controlled 

by the voltage applied on the gate electrode. The ideal MOSFET must be closed (i.e. OFF state and no 

current flow) if the voltage applied on the gate (VG) is below a threshold voltage noted VT. If VG is 

above this value, the MOSFET is in ON state and a current flows from the source towards the drain. In 

reality the dissociation of theses two states is not abrupt and the invert of the slope corresponding to the 

transition is called Subthreshold Slope SS (or Subthreshold Swing). In fact thermodynamics’ laws 

impose the limit of SS=ln(10).kT/q = 60mV/dec at ambient temperature below threshold for MOSFET. 

As far as the threshold voltage is concerned, its values is usually extracted for a drain current 

Ith=100nAW/L. However, for sub-90nm nodes, in addition to this deviation from ideal working 

operation, unwanted effects for small gate length, called short channel effect (SCE) has risen. In fact, 

for small gate lengths the electrostatic control by the gate on the channel is degraded and might not be 

longer efficient to dissociate ON and OFF state. Among these limitations (including SCE) we can notice: 

 Electron/hole mobility degradation. 

 Subthreshold slope: the transistor does not switch from ON to OFF abruptly.  

 Gate-induced drain leakage current. 

 Gate leakage. 

 Threshold voltage roll-off: the threshold voltage tends to decreased for smaller gate length.   

 Parasitic resistances: the shorter the channel length, more important (in relative) are the source 

and drain access and contact resistances w.r.t the channel resistance.  

 Drain Induced Lowering Barrier (DIBL). In fact for short channel devices, the threshold voltage 

is no longer independent of the drain voltage since physically, the drain is close enough to the 

source. It induces a negative threshold shift and a degradation of the subthreshold slope. A 

measure of DIBL is given by:  
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𝐷𝐼𝐵𝐿 =
𝑉𝑇

𝐷𝐷 − 𝑉𝑇
𝑙𝑜𝑤

𝑉𝐷𝐷− 𝑉𝐷 
𝑙𝑜𝑤

 
Eq. 1 

 Source to drain tunneling: for ultra scaled gate dimensions (physical gate length below 10nm 

[10]), electrons in the source can directly tunnel to the drain, the probability of transmission 

being determine by the barrier width/height and silicon effective mass.  

 Punchthrough: if the physical gate length is small enough, the source and drain depletion regions 

can merge, leading to a large undesirable current flow between source and drain.  

These degradations results in an increase of the leakage current, limiting further the MOSFET scaling.  

Due to these effects, the pure geometrical scaling (Dennard’s rules) couldn’t be applied anymore. For 

instance, let us consider the oxide thickness scaling. According to Dennard’s scaling rules, the oxide 

thickness is scaled down for each node to maintain a constant vertical field (together with a VDD 

reduction) at the expense of an increase of the gate leakage due to tunneling currents. To overcome this 

leakage, high-k dielectrics have been introduced to increase the gate oxide capacitance Cox without 

reducing the oxide physical thickness tox. The Equivalent Oxide Thickness (EOT) is defined as the 

equivalent SiO2 thickness of the capacitance made of high-k materials. The formula is expressed as:   

𝐸𝑂𝑇 = 𝑡ℎ𝑖𝑔ℎ−𝑘

𝜀𝑆𝑖𝑂2

𝜀ℎ𝑖𝑔ℎ−𝑘
 

Eq. 2 

 

For these reasons, hafnium-based dielectrics detaining an high permittivity (k-HfO2=25) have been 

introduced in the gate stack along with metal gate satisfying the 45nm node requirements [3]. 

In addition, Dennard’s scaling imposes a reduction of the supply voltage while the threshold voltage 

should be maintained not to degrade the leakage current. As a result, the gate overdrive VDD-VT 

decreases and Cox.(VDD-VT) as well. To compensate for the drive current loss, mechanical stress is 

introduced in Intel 90nm technology [2]. In fact a compressive stress from SiGe S/D for PMOS and a 

tensile stress from a stressed SiN layer for NMOS will boost the carrier mobility and thus improve 

performances without impacting the leakage current.  

c. New architectures (FINFET, FDSOI: back bias) 

 

 

Fig. 6: Presentation of Bulk architecture, FinFET architecture FDSOI and GAA-NW architecture. Figures from [11] and 

adapted from [12]. 

To continue Moore’s law, the transistors density was required to increase. To counteract SCE, new 

architectures have risen to improve the electrostatic control of the gate on the channel. Among them we 

can cite Fin-shaped Field Effect Transistors (FinFET), Fully-Depleted SOI (FDSOI) and stacked Gate-

All-Around Nanowires (GAA-NW) or stacked nanosheets. The geometry differences between these 

devices are outlined in Fig. 6. The main idea is to create smaller channel dimension (either silicon 

thickness or width) with a higher gate electrode surface to strengthen the electrostatic control. Compared 
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to bulk technologies, where the silicon used for the transistors channel was thick and wide, the FINFETs 

architecture proposes to reduce the device width and increases the transistor height, forming a device in 

a FIN shape. This device electrostatics is controlled by top-gate but also by lateral gates since the gate 

surrounds the channel. It was first manufactured by Intel at the 22nm node [13]. At the opposite, FDSOI 

architecture enables a better electrostatic control thanks to the insertion of a buried oxide, which depletes 

entirely the thin silicon film, preventing leakage currents between the S/D and the bulk. It is then possible 

to bias the region below the buried oxide and use it as a back-bias to modulate VT to achieve the best 

trade-off between performance and power consumption. To go further, devices with a gate wrapped 

around the channel (GAA) are created to have a full gate control. In this PhD manuscript we will focus 

on FDSOI devices and GAA-NW ones, which will be the object of next parts. We will present more in 

details FDSOI and NW architecture in the next sub-sections. 

 

i. FDSOI architecture 

 

 
Fig. 7: FDSOI transistor TEM cross-section developed for 

the 22nm node. Figure from [14]. 

Fig. 8: Static current as a function of frequency for different 

back biasing. A positive back-bias increases the 

performance as well as static current. Figure from [14]. 

First introduced at the 28nm nodes [15] and developed for 22nm [14] and 14nm nodes [16], FDSOI 

architecture detains a thin isolated channel which is well controlled by the gate. Fig. 7 presents a TEM 

cross-section of a FDSOI device for the 22nm node for both NMOS and PMOS. Note that some of the 

previously discussed boosters to produce strain in the channel are integrated. Unlike Bulk devices, the 

channel is on top of a Buried OXide, called BOX, which isolates the device from the substrate. This 

particular kind of devices uses SOI substrates, which are fabricated with the Smart Cut technique. If the 

silicon channel is thin enough, the channel can be entirely depleted and in this case the depletion depth 

is equal to the silicon film thickness. Thus the electrostatics is enhanced compared to planar bulk 

technologies.  

Additionally, there is a coupling between the channel and the body, only separated by the BOX. In fact, 

the threshold voltage can be modulated by back-bias and ground plane (GP) doping [17]. This 

modulation is expressed by the body factor γ=ΔVT/ ΔVB and is higher for lower values of BOX. Thanks 

to this modulation, it is possible to switch from a low power state (high VT) to a high performance one 

(low VT). In fact, two back-bias regimes can be distinguished depending of back-bias polarity: 

 Reverse back-bias: a negative (respectively positive) voltage is applied on the NMOS 

(PMOS) body, which increases the transistor absolute threshold values and lower the 

leakage current. Low leakage devices are obtained at the expense of performances.  

 Forward back-bias: a positive (respectively negative) voltage is applied on the NMOS 

(PMOS) body, which decreases the transistor absolute threshold values and increases the 

leakage and drive current. High performance devices are obtained at the expense of power 

consumption.  
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As an example, Fig. 8 presents the modulation of a ring oscillator frequency and static current figure of 

merit with forward back-biasing. The higher the back-bias, the higher the operating frequency is but the 

higher the static current is. 

We can also think of this feature to compensate process variability between dies: a forward back-bias 

can be applied on slower dies. Also, this modulation is not limited to static compensation but can rather 

be used in a dynamic way. The use of back-bias will be discussed more in details into chapter II. 

Additionally, details about FDSOI structure fabrication will be given in chapter III. 

ii. Gate all-around Nanowires or nanosheets 

 

 
Fig. 9: TEM cross-section of seven stacked nanowires. Figure taken from [18]. 

The ultimate CMOS device consists in wrapping entirely the channel by the gate to have the best 

electrostatic control. This structure is called nanowire. However, even if this architecture is relevant to 

counteract SCE, their small width, due to mechanical constraints, delivers a low drive current. That is 

why, stacking vertically nanowires to increase the equivalent device width (and thus the drive current) 

appears as a viable solution. Up to seven stacked nanowires (Fig. 9) have been demonstrated in [18] 

with excellent electrostatic control. It is also possible to enlarge the transistor width to create nanosheets, 

which are promising devices for sub 5nm nodes [19]. This structure will be investigated in Chapter IV 

and details about fabrications will be given.  

In this part, the semi-conductor industry history from Moore’s law, Dennard’s scaling rules to SCE 

limitations have been presented. Some technological boosters such as the introduction of high-k 

dielectrics/metal gate to reduce EOT and strain into the channel have been discussed. Later on, some 

new architecture have emerged to ensure a better electrostatic control of the gate on the channel. In the 

next part, we will dress an overview of today semi-conductor industry, highlighting challenges and 

roadmaps. 
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2- Semi-conductor industry: current challenges, roadmaps and 

propositions to keep the race to technological node  

a. Picture of 2020 microelectronic ecosystem 

In France in 2019, 99% (77%) of the 18-24 population (whole population) detains a smartphone [20]. 

Combined with IOT, which requires back and forth communication between the device and the “cloud”, 

around 463 exabytes (10006) of data which will be generated each day in 2025 [21] and some of them 

need to be stocked in clusters of servers and memory banks called data centers. A veritable data deluge 

is predicted, especially with 5G development, deep learning and the democratisation of Artificial 

Intelligence (AI) and big data. That is why for data centers, there is a need of performance, while 

mastering power issues. 

 
Fig. 10: Presentation of the IRDS roadmap. Even if the miniaturization still drives the semi-conductor industry (More 

Moore: miniaturization), the diversification towards several applications is desired (More than Moore). Combined together, 

this paves the way to higher value systems.  Schematic from [22]. 

Targeting these future applications, the International Roadmap of Devices and Systems (IRDS) provides 

requirements for logic and memory technologies over a 15 years horizon. The main considered points 

are power, performance, area and cost (PPAC metric). According to their 2020 report, the main 

applications of nowadays logic technologies is high-performance and low-power/high density logic. 

Even with the improvement of lithographic tools, such as the extreme-ultraviolet (EUV) tools, the 

ground scaling is forecast to slow down and saturate around 2028. This traditional scaling must go with 

design-technology-co-optimization (DTCO) to reduce further the area limited by the design rules. 

Additionally, the standard transistor miniaturization is limited by parasitic elements but also by the 

prevalence of interconnections, which dictate nowadays the circuit delay. At the same time, power 

density poses a serious challenge, which when combined with the scaling of gate drive, could limit clock 

frequency at 0.8GHz in 2034. From this statement, a new paradigm has emerged, where microelectronics 

is no longer driven by PPAC but tends to diversify to propose added functionalities to standard devices 

(Fig. 10). This is called More than Moore applications and is not an alternative to Moore’s law but rather 

a complement to digital signal and data processing. From one hand, 3D monolithic integration (or 

sequential integration) by stacking transistors on top of the other, appears as an alternative to standard 

miniaturization to decrease further the delay between transistors, but also as a lever to add 

functionalities. This technology will be presented in the next sub-section. From the other hand, the 

limiting factor for performances is no longer the number of operations per second but rather the speed 

of communication between logic and memory chips and the associated energy. To break this memory 
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wall, In-Memory computing proposes to gather memory and logic (computation) to reduce data 

movement and thus power consumption. It will be discussed in the second sub-section. 

b. Introduction to 3D sequential integration 

As previously stated, 3D sequential integration is interesting for More Moore and More than Moore 

applications. After a brief explanation of the technologies characteristics (which will be more detailed 

in Chapter II and III), we will see how 3D monolithic can be part of industrial roadmaps.  

i. 3D sequential integration 

3D sequential integration (3DSI), also called 3D monolithic integration consists in stacking active device 

layers on top of each other in a sequential manner. The sequential term is in opposition with parallel 

which described an integration (3D parallel integration or 3D packaging) where different chips are 

processed independently before being stacked and connected vertically. The connections between 

substrates can be done Through Silicon Via (TSV).  

 
Fig. 11: Presentation of 3D Sequential Integration process flow. 

Fig. 11 presents a typical 3D sequential integration process flow, where first the bottom MOSFET tier 

(bottom tier or tier 1) is processed and followed by the top active layer creation. It can be done either by 

direct deposition or wafer bonding. This step is detailed in chapter III. The final top active layer is thin 

enough to align the top transistor with the bottom level. Then the top layer is processed at low thermal 

budget (<500°C, 2hours) to avoid bottom tier degradation. Finally interconnections (3D contact) are 

done between the two tiers. Unlike TSV (diameter ~1.7µm), 3D contact detains dimensions similar to 

traditional ones, offering unique inter-tier connectivity opportunities thanks to precise alignment 

between tiers. In fact, the alignment accuracy is only limited by stepper resolutions [23]. As far as 

parallel integration is concerned the interconnection density is limited by the bonding alignment (around 

200nm). Additionally, regarding the 3D contact dimensions, a high via density can be reached: over 100 

million/mm² is projected with 14nm ground rules in [24]. 

To conclude this part, 3D monolithic integration enables the formation of multi-tier devices with a high 

interconnection density between the tiers that is not feasible in TSV technology. Next part will present 

why a dense interconnection network is required for More Moore applications. 

ii. 3D sequential integration: More Moore applications 

The first justification of 3DSI was to pursue Moore’s law and create an equivalent node by staking 

instead of shrinking transistors to improve circuit performances. Fig. 12 presents the granularity scale 

of stacking devices, 3DSI enabling a fine grain interconnection network between tiers that is not 

achieved with 3D parallel integration. In fact, for an identical silicon footprint (or die size), more devices 

will be integrated with shorter connections, improving the RC delay which dictates the circuit speed for 

advanced nodes (see Fig. 13). The gain of performances compared to planar devices are detailed in 



Chapter I: Introduction 

 

 

Page 23 

 

chapter II but in a nutshell Shi et al. [25] show that a transistor level partitioning in a 14nm technology 

node yields 20% improved performances among with 30% power saving compared to 2D IC [25]. 

.  
Fig. 12: Definition of the different granularity scale for 3D integration, which are entire core, logic bloc, logic gates and 

transistor level. Due to the size of the contact, 3D parallel integration is limited to the first two level of abstractions while 

3D sequential integration can cover the whole levels. This figure is taken from [26].  

iii. 3D sequential integration: More than Moore Applications 

In the scope of More than Moore applications, the idea is to integrate different layers types (analog layer, 

sensors and actuators, memory…) with 3D monolithic integration according to the targeted application. 

There is already done in other co-integration solutions like System-On-Chip but they are costly (large 

die size) and the process is not necessarily optimized for all signal domain (analog, digital…). Fig. 14 

presents the advantages of heterogeneous integration, in particular 3D stacks to reduce system size, 

increase performances and reduce cost. Please note that 3D stack is not limited to 3D monolithic 

integration but can also comprise TSV technology, which, depending of the application, can be more 

relevant. For instance, we can think of a digital layer with an advanced CMOS node with high 

performances on top of an analog one with a relaxed node, which is less costly. The connections between 

analog and digital layers can be either fine grain or between entire blocks. Both technologies could be 

optimized for each applications (digital and analog in this example).  

 
 

Fig. 13: Transistor and interconnection delay for sub 

100nm nodes. Even if the transistor delay is reducing, 

the overall delay is dominated by back-End of Line 

(BEOL) RC. Reproduction from [27].  

Fig. 14: Comparison between planar, System-On-Chip (SOC) 

and 3D stack to highlight advantages of heterogeneous 

integration. This figure is taken from [28]. 



Chapter I: Introduction 

 

 

Page 24 

 

In this PhD manuscript we will tackle the topic of 3D monolithic technology from both design point of 

view and fabrication one. In fact, chapter II will describe Design-Technology Co-Optimization required 

to take all the benefits, in terms of performances, area and power from such a technology. Later, chapter 

III will propose the physical and electrical analysis of JL transistors and their low-temperature 

integration (<500°C), making them compatible with 3D monolithic integration. However, before going 

further, we will introduce In-Memory Computing applications, which do not rely on transistor 

miniaturization to gain performances but rather on gathering the memory block from computational one 

to reduce data transfer delay.  

c. Introduction to In-Memory Computing:  

The aim of this part is to provide general knowledge about In-Memory Computing, the context and their 

application field. For detailed information about the working principle, please refer to chapter IV. First, 

to present the pre-dominance of data access, various applications are presented in Fig. 15 according to 

data needs, computational complexity and computational precision. We do observe that either for 

security, deep learning or scientific applications, the data transfer between memory and computation 

part is primordial. However, this data exchange is translated into additional latency and power 

consumption for the well-known Von-Neumann architecture. In fact, due to this computing centric 

architecture -and not data-centric-, data movements in the memory hierarchy result in 50% energy waste 

[19] and is the main factor, limiting further improvements in computing performances. This limit is 

generally referred as the “memory wall”.  

 
Fig. 15: Data access for various type of applications organised by computational precision and complexity. This figure is 

taken from [29]. 

To overcome this limitation, In/Near-Memory Computing (IMC/NMC) rises to be a solution with the 

co-location of data and logic operations, reducing drastically data movements. The idea is 

straightforward and illustrated in Fig. 16. In a Von-Neumann architecture, the processing unit will ask 

the memory block for the data, compute it and transfer again the result into the conventional memory. 

In an IMC system the processing unit will ask the computational memory block to perform the 

operations, whose results will be stocked directly into the memory array. For this, they exist several 

approaches based on charge or resistance memory devices. Several IMC approaches can be found in 

literature, shared between volatile (DRAM or SRAM) and non-volatile memory (Resistive memories as 

well as charge storage) with promising energy efficiency.  
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Fig. 16: Illustration of Von-Neumann architecture and In-Memory Computing (IMC) one, taken from [29]. 

Chapter IV will explain what kind of computation operation can be performed in IMC architectures and 

propose an implementation of so-called “scouting logic” into a low-power high-density 3D cube. 
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3- Thesis objectives: 

This chapter presented the history of semiconductor industry as well as the current challenges. From the 

transistor miniaturisation trend enounced by Gordon E. Moore in 1965, a happy scaling era (with 

constant scaling factor between nodes) lasted until the 21 century. With the shrinking of dimensions, 

short channel effects limiting the device operation appeared. To mitigate them, boosters have been 

introduced and new device architectures rose. Nevertheless, digital circuit performance are no longer 

dictated by intrinsic transistor delay but rather by interconnections. At the same time, with the increase 

of transistor (and interconnection network) density, power consumption and dissipation is now an issue. 

From both aspects, 3D monolithic integration by staking transistors on top on the other can solve these 

issues by enabling shorter interconnections and lower silicon footprint. Chapter II will explore 3D 

monolithic designs to analyze the PPA gain from planar to 3D designs. For the manufacturing point of 

view, chapter III describes the fabrication of low-temperature junctionless transistors and their electrical 

characterization. Additionally, it is also possible to merge memory and computational part to avoid data 

transfers (i.e save energy) through separated blocks. In-Memory computing is foreseen as an alternative 

to Von-Neumann architecture for efficient and low power computation. In this scope, Chapter IV 

proposes a low-power high-density 3D cube. Simulations based on experimental data demonstrates 

Boolean operation feasibility.  

The main topics tackled in this manuscript are:  

Chapter II: 

 Proposition of a 3D VLSI design flow.  

 How to share resources between different tiers? How efficient is the partitioning?  

 Can we take benefit from the 3D architecture to integrate back-planes for top-tier transistors?  

 SRAM as physically unclonable functions.  

Chapter III: 

 TCAD comparison of JL devices, n/p devices and inversion-mode one.  

 Description of junctionless devices process flow at low-temperature. 

 Electrical characterization of Juncrionless and Inversion-Mode devices (analog applications, 

digital FOM and variability).  

Chapter IV: 

 Introduction of a 3D cube co-integrating junctionless nanowires and memory elements for IMC 

through “Scouting Logic”.  

 Choice and sizing of the materials. 

 Presentation of the process flow. 
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Chapter II: Design Technology Co-Optimization: 

functionalities provided by 3D monolithic 

integration  

3D monolithic integration is foreseen as an alternative to traditional transistor scaling to pursue Moore’s 

law. Stacking devices with a fine grain contact grid between tiers allows the reduction of the wire length 

and could leverage new architectures improving both performance, power and silicon footprint. The aim 

of this chapter is to optimize 3D structure design with such a technology and quantify the gain provided. 

In the first part, the VLSI digital planar design flow is presented with insights and modifications required 

to create a 3D one. In the second part, the state of the art of 3D design assessment is done in terms of 

performance, power consumption and area. In the third part, the 3D environment used in this PhD work 

is presented. Then, 3D monolithic routing, wire decongestion and design guidelines of back gate contact 

are discussed. Afterwards, a specific assist technic for 3D monolithic SRAM is proposed to compensate 

SRAM deviation from reference one. This technic is enabled by a specific feature of this technology: 

the back gate integration. To finish with, variability in SRAM is used as an asset to generate physical 

unclonable function for security purposes.  
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1- VLSI digital design flow 

First, this part presents the VLSI planar design flow commonly used to design complex circuits. Then, 

an emphasis is done on power, performance and area (PPA) metrics. To finish, the adaptation of the 

planar design flow for 3D monolithic technology is presented. 

a. Overview of a planar digital design flow and EDA tools 

With an increasing number of transistors to manage, the Very Large Scale Integration (VLSI) design 

flow has become automated. It is composed of various sequential stages with a high level of abstraction 

to build complex circuit up to billion of transistors. Fig. 17 presents the sequential steps to generate the 

layout. Let’s consider the example of a ring oscillator to explain the different building blocks. 

 
Fig. 17: Usual planar design flow. The part tackled in this work are highlighted in red. 

A ring oscillator (RO) is a device composed of an odd number of NOT gates (inverters) in a ring. The 

output oscillates between two voltage levels, representing true (noted 0) and false (noted 1). The NOT 

gates, or inverters, are attached in a chain and the output of the last inverter is fed back into the first. A 

three stage RO is presented in Fig. 18 and its ideal output in Fig. 19.  

 
 

Fig. 18: Example of a three ring inverter. The output 

frequency depends on the inverter delay τ and is 1/6.τ.  

Fig. 19: Schematic of the desired waveform output. An 

oscillation is expected from a low state (gnd, ‘0’) to a high 

state (VDD, ‘1’). 

One practical way to represent this ring oscillator is to code it using a hardware descriptive language 

(HDL) like in Fig. 20. For instance, Verilog or VHDL can be used to model a synchronous digital circuit 

in terms of the flow of digital signals (data) between hardware registers, and the logical operations 
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performed on those signals. The described circuit is usually synchronous, i.e. the change of state of each 

memory element is regulated by a clock signal. 

library ieee; 

use ieee.std_logic_1164.all; 

entity ring_oscillator is 

    port (ro_en : in std_logic; 

            delay : in time; 

            ro_out : out std_logic); 

end ring_oscillator; 

 

architecture behavioral of ring_osc is 

    signal gate_out : std_logic_vector(2 downto 0) := (others => '0'); 

 

begin 

    process 

    begin 

        gate_out(0) <= ro_en and gate_out(2); 

        wait for delay; 

        gate_out(1) <= not(gate_out(0)); 

        wait for delay; 

        gate_out(2) <= not(gate_out(1)); 

        wait for delay; 

        ro_out <= gate_out(2); 

    end process; 

 

end behavioral; 
Fig. 20: This three inverter ring oscillator code is given as an example. The input/output ports are highlighted in red. The 

input delay have been added to be able to simulate the RO at this stage. Also, when the logic is synthetized without specific 

constraints, the redundant logic cell are suppressed and the ring oscillator described above will be replaced by a single 

inverter. 

Then, the synthesis tool considers the combinational and sequential logic described by the HDL at the 

RTL level and synthesises the logic. It means that the RTL blocks are associated to the smallest level 

constructs called standard cells. The standard cells come from a library and perform specific operation. 

For instance, an inverter (Boolean function NOT) with input I and output O can be a standard cell. More 

complex structure such as 2-bit full adder are also available in the standard cell library. The layout of 

standard cell are fixed height (but variable width) to ease their future placement in rows.  For instance 

for the 14nm, the standard cell height is 880nm, delimited by power rails. They are optimized full custom 

layout, minimizing delay and area. Usually they are designed by the Application Specific Integrated 

Circuit (ASIC) manufacturer and are presented under several views such as symbols or electrical 

schematics (see Fig. 21). The final collection of standard cells and the required electrical connections 

between them is called a gate-level netlist. A timing analysis can be done at this stage to ensure the 

proper operation of the circuit. 
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(a) (b) (c)  

Fig. 21: Different representation for the same entity (a) Electrical schematics of an inverter taken from [30]. The NMOS 

and PMOS are represented and the pin in blue materialized the input port (A) and in red the output port (Z). (b) Symbolic 

representation, the inverter is seen as a black box with input (A) and output (Z). Behind this representation, the circuit in 

(a) is implemented. That is why this entity can be directly used in more complex circuit. (c) Associated layout of the inverter. 

After, the physical design consists in placing and optimizing the gate position of the netlist on a 

floorplan. It is possible to define a specific partitioning to separate some blocks from the others. Once 

the gates are physically placed, the clock tree is synthesised to drive correctly the flip-flops and minimize 

the skew and insertion delay. Filler cells complete the unused space to ensure performance and 

reliability. Then, the root tool will make physical connections between the standard cells with back-end 

metal rails and via. Usually, the wire length is minimized to avoid additional delay but should not lead 

to a wire congestion. An example of the obtained layout is presented in Fig. 22. From a general point of 

view, all the tools search to reduce area, timing (increase performance) and power consumption. Some 

specific requirement can be done on a constraint (maximum power consumption for instance) at the 

expense of the others. However, if the constraints are too restricted, the place and root tool cannot find 

a solution and a trade-off between power, performance and area must be figured out. 

 
Fig. 22: Example of a layout combining several Ring-oscillators, physical random number generation taken from [31]. 

Final physical verifications are done prior mask generation. For instance, a Design Rule Check (DRC) 

ensure that the generated layout respect the design restrictions for device processing. As an example, 

the DRC contains spacing rules between metallic layers to make sure that they are electrically 

independent. A specific DRC is done for each technology. Also, the circuit timing is verified (and thus 

proper circuit operation is ensured) considering all the parasitic elements (capacitance, RC wire 

delay…). Waveforms function can be generated for timing analysis. Note that similar verifications are 

done for each step of the design process flow but are not detailed.  

To finish, the Graphic Design System (GDS) is generated. It is a binary file format which represents 

planar geometric shapes, text labels, and other information about the layout. It can be directly used to 

generate masks for future device processing. 
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The general planar VLSI design flow have been presented, but before going further and propose a 3D 

alternative, the trade-off between power, performance and area will be explained to give insights of 

design optimization. 

b. Power, performance and area (PPA) design trade-off 

When introducing a new technology node, the progress compared to the previous one are usually shown 

in terms of gain on power consumption, performance and area. For instance TSMC 7nm node provides 

a 20% speed improvement at iso-power, a 40% power decreased at iso-speed and a density multiplied 

by 1.6 with respect to TSMC 10nm node [7]. From this marketing announcement, three important 

criteria can be figured out: power, performance and area. Some variants of this metric (not used here) 

are Power-Performance-Area-Cost (PPAC) and Power-Performance-Area-Cost-Time-To-Market 

(PPACT). In fact, increasing the transistor density from an N-1 node to an N node means increasing the 

integration capability. It also implies shorter connections between devices and less silicon used to 

perform similar operation. Thus, with a lower silicon footprint, the same operation should be cheaper to 

perform from N-1 to N node. For the performance aspect, speed (or frequency) is a good indicator to 

see if the N node is better than the N-1. However, nowadays, power is a major concern. The first reason 

concerns the power density, which increases drastically when the dimensions shrunk and can lead to 

device overheating and prematurely aged components. A second reason is the need for low energy 

devices, such as for Internet Of Things (IOT). 

As far as power is concerned, it is possible to reduce the overall chip consumption by optimizing the 

circuit-level power at the expense of area or performance. Static power must be differentiated from 

dynamic power and can be express as:  

𝑃𝑡𝑜𝑡 = ∑(
1

2
. 𝛼. 𝑓. 𝐶. 𝑉𝐷𝐷 + 𝐼𝑙𝑒𝑎𝑘 . 𝑉𝐷𝐷)

𝑛

 
Eq. 3 

 

With n the number of gates, α the activity factor for each gate, f being the transistor frequency, C the 

charging capacitance, VDD the operating voltage and Ileak the leakage current. The switching activity 

factor is a number between 0 and 1 representing during a clock cycle how often the transistor will be 

ON.  

When considering Eq. 3, an efficient way to lower both dynamic and static power will be to reduce the 

supply voltage VDD [32]. For instance, wider transistors can be designed to deliver the same amount of 

drain current but at a lower operating voltage (area penalty). The VDD can be directly lowered down at 

the expense of speed circuit (performance penalty). Also, part of the circuit can be shut down (VDD=0) 

when unused with power gating technics to lower leakage current [33]. In fact a high VT sleep transistor 

is added to shut off power supply of part of the design. Similarly, clock gating technics can be used to 

prevent the clock input to idle modules [34]. The granularity of power gating (or also clock gating) can 

be adapted to the circuit but increases both area and time delay. The switching energy can also be 

reduced by carefully designing different frequency domains or using techniques such as dynamic voltage 

and frequency scaling [35]. Some optimisations can be also done during logic synthesis such as path 

balancing [36] or state encoding [37]. 

To conclude this part, power, performance and area are part of a trade-off and is design dependent. Each 

circuit should be designed with specific constraints in mind. Next part will present the modifications 

done to the planar design flow to create 3D designs.  
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c. From 2D to 3D digital design flow 

i. 3D Design flow  

For 3D monolithic design, the first two steps (hardware description and logic synthesis) are unchanged. 

Basically, all the steps will remains the same, except that the place and root tool must consider a 

floorplan with several tiers (here two) instead of one. At this time, there is no commercial dedicated 3D 

floorplaning and routing tool. The practical way is to separate the 2D netlist into netlist 1 and netlist 2 

using a given separation strategy prior placement. Then each part is partitioned to a specific floorplan 

accounting for tier 1 and 2. The tool will map netlist 1 to floorplan 1 and netlist 2 to floorplan 2. 

However, the tiers are not independent and are connected by 3D contacts (3DCO). That is why a step of 

3DCO placement is inserted in the standard planar design flow (see Fig. 23). 

 
Fig. 23: 3D design flow. The modifications compared to planar one are highlighted in red. A floorplan partitioning step of 

the 2D netlist generated by logic synthesis is added. Also, 3DCO are placed. 

 

ii. Netlist partitioning: examples 

Several partitioning technics have been proposed to separate the netlist into two parts [38], [39], [40] 

accounting for different optimization strategies. For instance, Sarhan et al. [39] propose to sort the wire 

lengths after a 2D placement. Then, wires longer than a defined threshold will be cut, i.e. partitioned 

into two tiers to reduce the wire length. For instance, the length cut-off threshold can consider the 

maximum number of 3DCO needed. Also, some specific interconnections can be constrained to a 

specific tier for optimization. However, these technics tend to limit the number of 3DCO or Monolithic 

3D Inter Via (MIV) and do not take fully advantage of the 3D architecture. In [41], the mathematical 

formulation of MIV placement is presented and a new partitioning tool based on simulated annealing 

algorithm coupled with a dedicated cost function is presented. The iterative algorithm minimizes the 

wire cost and balances the area between both tiers without limiting the number of MIVs. Compared to 

min-cut algorithm, the total wire cost is reduced by up to 44% [26]. 
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With such an approach, the overall wire length will decrease and less delay and parasitic elements will 

be associated to wires. It can be intuited an overall performance gain. Also, the addition of a third 

dimension could enable the reduction of critical paths and buffers and repeaters to achieve a gain on 

power consumption. If the gain of area from 2D to 3D is straightforward, the advantages of a 3D 

technology for both power and performance must be analyzed. The next part presents a literature review 

on 3D monolithic gain assessment.  
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2- State of the art of 3D design performance assessment: 

Motivation for 3D monolithic integration for digital 

applications 

a. Cost analysis 

The first evaluation of 3D monolithic technology concerns its cost. In fact, to be industrially envisioned, 

this technology must be cheaper to produce chips achieving similar performance than planar technology. 

Two types of cost intervene: the design cost (additional EDA tools, 3D design engineers…) and the 

manufacturer cost (processing cost such as die, metal, bonding and cooling cost [42], [43]). In this part, 

only the cost to fabricate 3D wafers is analysed since the design cost will tend to the planar one when 

the technology will be mature. Cost analysis of 3D monolithic chip is not straightforward. In fact, 

stacking devices increases device performance but add complexity for the process. As presented in [43], 

a 3D cost model expressed for TSV technology must consider wafer/die yield, wafer test cost, stacked 

die test cost, die area, I/O count, package yield, number of TSV, die temperature and bonding yield. For 

3D monolithic, some of these indicators are lower but others are higher. For instance the 3D fault free 

dies are the combination of a bottom tier fault free, interconnections fault free and top-tier fault free, 

and intuitively 3D defectivity should be lower. Furthermore, the processing time for 3D monolithic 

wafers is longer since more steps are required to fabricate the intermediate metal lines and top-tier but 

results in a larger amount of dies [44]. Gitlin et al. [45] consider 3D yield (composition of Bose-Einstein 

yield) to provide a 3D cost model and investigate different scenario such as CMOS over CMOS, nMOS 

over pMOS. Up to 50% lower cost is seen for large die (~250mm²) with a CMOS over CMOS integration 

(28nm 12ML and 4 intermediate BEOL). This range of benefits is found back for more advanced node. 

In fact -50% cost is seen compared to planar devices for a 400mm² die with a transistor-level partitioning 

design for 14nm technology node [25]. As far as the 7nm node is concerned, 33% die cost reduction is 

seen compared to standard planar for 125mm² die area for heterogeneous (memory and logic part are 

separated from analog and IO which are manufactured in the N28 technology at top-tier) 3D monolithic 

integration [46]. 

To conclude, cost analysis of 3D monolithic integration indicates an opportunity and a motivation to 

develop dedicated process flow and explore 3D designs. Nevertheless, thermal dissipation is an issue in 

nowadays TSV technologies and before going further, we have to ensure that this technology can 

efficiently dissipate heat. 

b. Thermal dissipation issue 

Thermal dissipation is a widely known drawback of bonding technologies, it could even be a potential 

show stopper [47]. In the general category of bounding technologies, which provides 3D solutions, we 

can cite TSV (Though Silicon Via), Face-to face Copper-to-Copper (F2F Cu-Cu) or hybrid bonding. In 

this part, we will compare mainly TSV and 3D monolithic but most of the argument are also valid for 

3D technologies in general. In fact, the reduction in footprint area increases the power density by the 

same factor. The heat is generated by Joule effect in the MOS transistor and wires and can propagates 

though the network of dielectrics and metal lines. Silicon and copper detain high thermal conductivities 

(150 and 390 W/m.K). However, with the circuit miniaturization, the interconnections shrinks, having 

a higher resistivity. That is why, the heat density in nowadays circuits reaches high values. The impact 

of this temperature rise for circuit can be divided in two categories. The first one is about the physical 

impact on the single MOS transistor. The electron and hole mobility in silicon is reduced with 

temperature [48], decreasing the transistor drain current. At the same time, the bandgap decreases, which 

leads to higher leakage current and thus, increases the Joule effect. The reliability is also limited and the 

electromigration issues decupled. Usually, a temperature limit of 125°C is fixed for CMOS devices. The 

second category concerns the discrepancies of this temperature rises. In fact, high computational 
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systems, such as computing cores, will present locally high heat density flux, called hot-spot. Due to the 

presence of hot spots, the temperature of a chip can varies by up to 30°C [49] and impacts the variability 

and reliability of the circuit. Significant intra-die performance difference are seen due to the temperature 

difference. Dissipation technology can use natural (heat sink, localized or not [50]) or forced (fans) 

convection to get rid of the heat and manage hot spots. Furthermore, a power-driven design optimization 

can mitigate hot spots. For instance, parallel processing (two spaced cores instead of one) will decrease 

the local rise of temperature. That is why it is important to understand and monitor the dissipation paths 

for device performances. 

As far as the 3D integration is concerned (both TSV and monolithic), the dissipation paths becomes 3D 

and thermal coupling between tiers appears. However, not the same materials and sizes of via and 

intermediate layers are used between TSV technology and monolithic one. In fact Santos et al. [51] 

show that the copper pillars for TSV standard technologies [52] has poor thermal hot-spot dissipation 

results since the underfill layers necessary for stress issues have poor thermal conductivity. However, 

CoolcubeTM technology (3D monolithic technology from CEA-LETI) has a good thermal coupling 

between tiers, mainly due to the thin dielectric layers and the absence of bulk silicon [53]. For instance, 

the peak temperature of an 8 stacked dies is below 100°C for CoolcubeTM and around 140°C for TSV. 

The corresponding thermal maps are given in Fig. 24, highlighted that CoolcubeTM technology dissipates 

efficiently hot spots. In the case of a uniformly distributed power density, the heat flow is vertical and 

depends mainly on packaging. Brocard et al. [54] analyzed the thermal difference between top and 

bottom tier for a 3D buffer. In fact, for some applications (like analog), it is important than the top and 

bottom device performances, depending on temperature, matches. This deviation increases with load 

capacitance and decreases with routing capacity. The worst case is 7°C difference between top and 

bottom devices.  

 
Fig. 24: Thermal maps of the middle and topmost tiers in the case of hot spot dissipation in a 8-die stack: a) TSV-based 

with cu-pillars; b) TSV-based with hybrid direct bonding; c) CoolcubeTM taken from [51]. 

Similar results with thermal maps are expressed in [53] for the comparison between TSV and 3D 

monolithic technologies. The impact of TSV on thermal dissipation, unlike 3DCO, due to their large 

dimensions is emphasized. A fast thermal model is proposed to accurately analyze 3D monolithic 

designs. Based on this model, a thermal aware floorplanning algorithm is proposed. The floorplanner is 

run a first time with a wire length cost function and area constraint. Then, floorplaning is done again to 

minimize the temperature without impacting the area constraint (5% area slack). The 3DCO are not 

minimized.  

Similarly, Hung et al. [55] proposed a 3D evolution of the 2D tool hot spot developed in [56] to estimate 

the chip by thermal-electrical duality. Based on, the 3D thermal-aware floorplanner shows the 

importance of taking into account the interconnections power consumption to estimate the peak 

temperature. Up to 15°C peak temperature difference is seen when the interconnections are not 

considered for an Alpha microprocessor. Also, a maximum on chip temperature reduction by 56% is 

demonstrated in [57]. The thermal aware floorplanning algorithm combines a resistive model 
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representation (accurate but long) and a closed-form model (faster but less accurate) to measure the 

thermal effect. 

To finish with, Falkenstern et al. [58] propose to develop concurrently the 3D floorplan and the 

Power/Ground network to minimize IR (ohmic) drop due to the introduction of the Power/Ground 

network. The addition of a power delivery network to a 3D OpenSPARC T2 processor core design 

reduces by 48°C the maximum temperature [59] but without considering the increased congestion during 

wire routing especially because of 3DCO placement. When this additional constraint is considered, the 

power delivery advantage is more mitigated but up to 13.9% signal wirelength and 17.6% total power 

reduction is obtained in [60] for a 7nm advanced encryption standard (AES) design. 

To conclude this part, unlike TSV technologies, 3D monolithic integration detains a good thermal 

coupling between tiers and can efficiently dissipate hot spots. Furthermore, several thermal driven 

floorplan algorithms are proposed in the literature to lower the peak temperature. Next, we will 

investigate the performance gain by going to the third dimension. 

c. Performances 

We explained the interest of a 3D monolithic integration to reduce the die cost and how to alleviate 

thermal dissipation issues. Now we will tackle the 3D circuit performances and investigate the speed, 

the power and area gain compared to 2D circuits or TSV-based 3D ICs. For a fair comparison, the gain 

(for example of area) is done with the other metrics fixed (iso-speed and iso-power). The general assets 

of this technology will be detailed and some specific design cases taken in the literature will be 

described. 

Like for TSV-based circuits [61], the motivation of stacking transistors are miniaturization, reduction 

of interconnects delay, increase of the memory bandwidth and the possibility of heterogeneous 

integration. However, unlike TSV, 3D monolithic integration achieves a higher via density [24] thanks 

to the excellent alignment between tiers limited only by lithographic tools. In fact, over 20 million/mm² 

have been demonstrated [62] and up to 100 million/mm² is envisioned for 14nm rules [63]. This high 

contact density enables connections between tiers at the gate level without adding wire complexity and 

congestion. Also, the wire lengths are even shorten between blocks, reducing its capacitances and 

lowering the Energy Delay Product (EDP). Shi et al. [25] show that a transistor level partitioning in a 

14nm technology node yields 20% improved performances among with 30% power saving compared to 

2D IC. In addition, 3D designs can take advantage of the coupling between tiers or the dynamic threshold 

voltage modulation thanks to back-gate integration for top devices [64].  

As far as the heterogeneous integration is concerned, several groups in the literature propose original 

stacks for a specific application. For instance, the next generation of 5G devices combined with the 

increasing connectivity of IoT devices will induce a real “data deluge”. To manage all this information, 

high speed systems gathering separate chips, each optimized for a specific application (RF chip, radio 

chip, digital chip…) are used [65]. In this case, 3D monolithic integration can be an asset to gather 

different optimized technologies to create a hybrid chip considering all the technology boosters. 

Similarly a smart pixel is proposed in [66] combining memory, computing and sensing layers for image 

processing. In [67] the logic and the memory are split into two layers to form a 3D FPGA. This 

configuration yields a 55% area reduction compared to 2D FPGA and a 47% improvement on EDP 

thanks to lower routing congestions.  

The optimization of a basic cell (SRAM) in 3D design will be discussed to have insights of what 3D 

monolithic integration can achieve. SRAM blocks represent more than 60% of the total chip area and 

could be monolithically integrated to reduce it. Usually the SRAM bitcell is designed with six transistors 

(6T) to achieve a good stability during read and write operation. Thomas et al. [68] propose to partition 

the transistors between tiers to take benefits from the back-gate of top transistors to modulate 
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dynamically part of the transistors VT. Thanks to this feature, the static noise margin (the indication of 

read operation stability) can be improved by 10% and the area is reduced by 20% with 45nm design 

rules. In the same spirit, the use of dynamic back-biasing enables a stable 3D 4T SRAM with a low 

power consumption (6 times reduction for write operation, 28nm node) [69]. It is also possible to split 

NMOS and PMOS between tiers to reduce the area by 33% in 22nm node (6T SRAM) [70] while 

maintaining the same read/write stability. Even more, the superposition of two 6T SRAM cells (20nm 

technology) with connection between the internal nodes enables in-memory computing and increases 

the write ability of 17%, the read stability (x2.2) and the access time by 6.6% [71] without changing the 

silicon footprint. For larger circuits, a 3D RISC-V in 28nm rules shows a 23.61% area reduction 

compared to a 2D RISC-V at iso-performance and power [72]. 

In this work, the CMOS over CMOS integration will be studied focusing on how to share resources 

between tiers and how to take benefit from top-tier back-gate to propose enhanced functionalities. The 

aim of the following 3D monolithic design study is to evaluate the potential of this technology as an 

alternative to transistor scaling. That is why we will focus on standard cell or small circuit full custom 

design such as SRAMs. 
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3- 3D design MOSFET environment 

This part will explain the choices we made to analyse 3D monolithic performance for technology, 

methodology and benchmark. The first part will present the CoolcubeTM Design Kit, the second one the 

SPICE model used, the third the extraction of parasitic elements and the last one the design circuit 

chosen for benchmark and the associated figures of merit.  

a. 3D tier and intermediate BEOL for CMOS over CMOS integration: 

Coolcube TM  

The CMOS over CMOS integration, also known as 3D gate-level integration, uses both PMOS and 

NMOS transistors for each tier. Compared to NMOS over PMOS integration, less 3DCO are needed 

since the CMOS structure can be done into a given tier. The main advantage of CMOS over CMOS 

integration is that the planar standard cell can be directly imported into the 3D environment with small 

modifications. Layers and connectivity associated to 3DCO and intermediate BEOL must be added. A 

choice could be to define the 3DCO as a standard cell in order to place and route it automatically before 

the filler cell placement. The number of 3D monolithic vias in a standard cell depends on the 3DCO 

pitch. Ayres et al. shows that a 49.6% area gain can be obtain for large circuits (1200 transistors) [73] 

with such an integration. For smaller circuit (33 stage RO), the area gain is of the order of 30%, limited 

by the area overhead due to 3DCO. 

As stated in [74], merging environment for different technologies is a major challenge but required for 

3D monolithic optimisation. In fact, due to the high contact density, separate design environments for 

each tier can no longer be representative of reality. That is why a unified design environment for 3D 

sequential technology by merging Process Design Kits (PDKs) of different technologies related to 

different tiers is used. In this PhD manuscript, two distinct 3D environments are used for two different 

reasons. The first one, called here CoolCubeTM consists in 14nm CMOS over 14nm CMOS and is used 

in a prospective way for Design-Technology Co-Optimisation (Fig. 25). The second one consists in 

65nm-like CMOS over 28nm CMOS heterogeneous integration for mixed digital-analog applications 

(Fig. 26). This 3D environment is made to design, fabricate and test chips and simple demonstrators. 

The associated process flow is presented in Fig. 27.  

 

  
Fig. 25: Schematic stack of CoolCubeTM 14nm Design Kit 

with intermediate vias between the back plane and the upper 

intermediate metal line. 

Fig. 26: Schematic stack of the proposed heterogeneous 

integration. The bottom tier is done in 28nm technology and 

the top-tier is done with an adapted 65nm low-temperature 

process flow. Top tier devices minimum dimension is 

L=67nm and W=89nm. 



Chapter II: Design Technology Co-Optimization: functionalities provided by 3D monolithic 

integration 

 

 

Page 40 

 

The main work is done on the CoolCubeTM
 design kit (see Fig. 25). Transistors of bottom tier and top 

tier are adapted from14nm FDSOI CMOS technology. Intermediate backend of line metal lines, noted 

iMLX are required to take all the benefits of 3D sequential integration. Four intermediate metal lines 

are chosen for this design kit. In Fig. 25 iML4 is highlighted in red and iML4 parameters and sizing are 

equivalent to M4. 3D contacts are feasible to connect bottom to top tier. Furthermore, this technology 

allows a local back-plane underneath each transistor with an associate via. To finish, metals lines are 

integrated. Similarly, heterogeneous integration DK allows the integration of ground planes and 

connections between the two tiers with 3D contacts (or MIV).  

 

 
Fig. 27: process flow to create 65nm-like top devices on top of 28nm devices. 4 intermediate metals lines are available to 

route bottom tier and a 3D contact (MIV) between tiers is available.   

 

b. SPICE model 

The SPICE model used in the simulation is LETI-UTSOI2 model [75], [76] declined for 28nm and 14nm 

node. All model cards included in our PDK are based on the performance of the 14nm FDSOI CMOS 

and fits with the performance reported in [77], [78]. The assumption that top tier transistors performance 

are equivalent to bottom tier is made. The state of the art 3D sequential process is in agreement with this 

hypothesis. Batude et al. experimentally demonstrate that the low temperature process performance 

matches the planar one [79].  

As far as the SPICE simulations are concerned, it is possible to define the functionality of a small unit 

such as the inverter. Then this small element can be duplicated to form bigger circuit such as ring 

oscillators or an array to study for instance environment effects or leakage issues.  

c. Parasitic element extraction 

The Parasitic Element eXtraction (PEX) consists in the computation of parasitic effects from device 

interconnections such as resistance and capacitances. Parasitic elements must be considered since they 

affect timing performance (RC delay), signal integrity and also power consumption. They are related to 

technology and design. The CoolcubeTM technology stack is described in Fig. 28 from iM4 to BEOL 

and enables the integration of local back-gate and 3DCO between the two tiers. Some modifications will 

be done to this stack to evaluate other aspects of 3D monolithic technology. For instance, the advantages 

brought by the via integration between iM4 and Top-tier back-gate will be explained in subsection 5-c.  
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Fig. 28: DRM showing upper level tier, with MI4 iBEOL level, back-

gate, top tier FEOL and BEOL, taken from [80]. 

Fig. 29: Representation of the parasitic 

elements produced by CLEVER SILVACO tool. 

The capacitances and resistances between pre-

defined nets are computed.    

That is why, for more flexibility, the CLEVER tool from SILVACO is mainly used in this work to 

compute the parasitic elements which are layout dependent. The approach is layout driven and each 

layer is emulated from a layout file to construct a 3D representation of the structure. An example of top-

tier SRAM CLEVER output is given in Fig. 29. The tool can handle lithographic effect, linewidth 

variations, corner rounding and non-uniform etch rates but in this prospective study, manhattan 

structures (ideal rectangular block shapes) have been chosen. The CoolcubeTM
 process specificities 

(material, sizing and resistivity) are taken into account. From this 3D representation, resistances and 

capacitances between user-defined electrodes are computed and compiled into a netlist. This netlist can 

be directly injected in SPICE simulations. The SPICE simulation itself (without the parasitic element 

netlist) considers also some local parasitic elements related to the transistor (without BEOL elements) 

such as the gate to source capacitance. That is why it is important to include both descriptions to model 

the full parasitic network without overlaps. Design configuration (such as plain back-plane or individual 

back-gates) can now be directly compared in terms of capacitances, resistances but also on typical 

figures of merit such as drive current.  

d. Methodology summary  

Once the 3D environment is set and the reference layout is designed, some layout variants are done (see 

Fig. 30). In order to compare it with respect to the reference, the parasitic element (which highly depend 

on layout) are computed and considered in the SPICE simulation. Then, the circuit waveforms are 

generated and timing analysis can be performed and the circuit functionality verified. However, to be 

able to compared two different circuits or technologies, some metric must be defined which are 

representative of the performance, power or area. As far as area is concerned, the area overhead in % 

with respect to the reference layout is representative of a gain or a penalty. As far as power is concerned, 

the leakage current or total power consumption can be analysed to compare two designs, depending on 

the application. For instance, if a circuit is meant to be idle, the static power is more critical than the 

dynamic one. For the performance, the maximum operating frequency of the system can be a good 

indicator. However, depending of the application (for instance low-power device), one can attribute 

more importance on one criteria (power) and defined a custom figure of merit through a formula. In this 

case, where performance are not required but where power is an issue, a possible FOM is FOM= 

P0/P+A0/Area. Furthermore, a design can be high-performance and an other-one power-efficient for the 

same silicon footprint and thus, it is important to define which is the best for the tackled application.  
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 Next paragraph will present the FOM of the chosen benchmark circuit.  

 
Fig. 30: Methodology used in this PhD work. To compare two layout variants (or technology), the PEX is done and injected 

into SPICE simulations. From this, the FOM are extracted and a comparison is done between the two designs.  

 

e. RO, SRAM benchmark: typical figure of merits 

Full custom circuits were done in the 3D sequential PDK, complying with DRM. The chosen 

benchmarked circuits are Ring Oscillators and SRAM. Those circuits are simple enough to be full-

custom designed without synthesis tools, nevertheless they are a representative benchmark for digital 

designs. They are both composed of inverter gates which is a basic building block. The idea is to define 

some criteria systematically used to evaluate the pertinence of a particular design or a new technological 

approach. Such criteria are called figure of merit (FOM) and are discussed in the next paragraph for ring 

oscillator and SRAM.  

i. Ring Oscillator 

As explained previously, the ring oscillator consists in an odd number of inverters connected in series. 

It will generate an oscillating signal with a specific frequency, depending of the number of inverter and 

the inverter delay. Each inverter is called a stage. Also, each inverter can drive more than one inverter, 

this number is called the fan-out (FO). For instance, a fan-out three inverter has three inverters connected 

to its output. The RO can be done in FO3 or FO4 to be closer to a real circuit implementation. The 

frequency is higher for a lower FO since there is less parasitic elements. Also, the higher the number N 

of stages, the lower the frequency is. 

This kind of circuit is very useful to evaluate technology processes, because it is simple to design and 

to check the logic functionality. It is also directly linked to performance (switching frequency). 

To determine the best design approach, the output frequency versus the power consumption can be 

considered. Thus the performance and the power consumption can be easily compared. 

ii. SRAM 

Static Random Access Memory (SRAM) is a volatile type of memory in the sense than information is 

lost when unpowered. However, unlike Dynamic RAM (DRAM), no periodical refreshment of the 

memory element is needed for proper operation. Usually, six transistors are used to create and access a 

memory point (6T-SRAM). 4T –SRAM are also proposed for density reasons and 8T or 10T SRAM for 

stability one. In this PhD manuscript, only 6T-SRAM will be presented and analysed. In this 

introductory part, 6T-SRAM operation will be presented before explaining the SRAM typical figures of 

merit. 
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a- SRAM operation  

The schematic of the 6T-SRAM bitcell is given in Fig. 31. The bitcell is composed of two cross-coupled 

inverter to store the information. Two additional transistors (named pass gates, PG) are needed to access 

the memory point. The stored state can be either a ‘0’ (GND on internal node BLLI) or a ‘1’ (VDD on 

internal node BLRI). It can be read, written and maintained to its current state using two bitlines (left or 

right BL) and a wordline (WL).  

In the data retention mode, the Pass Gate (PG) transistors are biased in the OFF state (WL=0). Bitlines 

BLL and BLR can be either be precharged to VDD or GND or left floating. The two cross-coupled 

inverters are able to maintain the state if the supply voltage is sufficiently high.  

To perform the read operation, the WL is biased at VDD (WL=VDD) and both BLs are precharged to 

VDD. In this configuration, on the side where a ‘0’ is stored, a read current flows though the PG and the 

PD, discharging the bitline from VDD towards GND. On the other side, where a ‘1’ is stored, no current 

is seen since the potential of the source and the drain are both equal to ‘1’. The read operation consist in 

sensing the difference between the two sides. However, to ensure that the internal node is maintained to 

‘0’ during read operation, the PD must be stronger (lower resistance) than the PG (noted here PD>PG). 

If not, for extreme cases, the read operation can change the ‘0’ stored into a ‘1’, writing the cell instead 

of reading it. This strength ratio is usually achieved by designing the appropriate width ratio between 

the PD and PG transistors.  

  
(a) Read operation (b) Write operation 

Fig. 31: 6T-SRAM schematics. WL and BLs bias are indicated in read (a) and write (b) operation. 

Taken from [78]. 

During the Write operation, PG are biased in ON state (WL=VDD) and both bitlines are biased 

according to the value of the bit to be written. As depicted in Fig. 31-b the write mechanism consists in 

pulling the internal node storing ‘1’ to GND through the bitline. In order for this to be possible the PG 

has to be stronger than PU (PG>PU). Combining this criterion with the one for read, the general strength 

relations between the transistors in the SRAM cell can be defined as PD>PG>PU. 
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b- SRAM Figures of Merit (FOM) 

 
Fig. 32: Experimental vs. simulated butterfly curve at VDD=0.8V. The spice simulation is done using the 14nm model card 

and is taken from [78]. SNM and WNM can be extracted from the curves and are defined as the smallest square, which can 

be inserted into the curves. 

To characterize the SRAM bitcell, different metrics are defined, such as the Static Noise Margin (SNM) 

[81] and the Write Noise Margin (WNM) [82]. Experimental and simulated metrics extraction for two 

14nm 6T-SRAM cells (High Density HD, 0.078µm² and High Current HC 0.098µm²) is illustrated in 

Fig. 32.  

SNM: During Read operation, the voltage of the internal node depends on the PD>PG ratio (voltage 

divider). If the internal node voltage is higher than the trip point of the other inverter, the data stored in 

the cell will flip, leading to a read failure or a destructive read. This condition corresponds to SNM 

violation. To measure the SNM experimentally, an internal node voltage sweep is carried out while 

monitoring the voltage on the other internal node. Doing this process for both SRAM cell inverters, one 

can plot the so-called butterfly curve. The side of the largest square embedded between the two 

characteristics gives the partial SNM (one for each lobe). The SNM is the minimum of the two partial 

SNMs. The lower the supply voltage, the lower the SNM.  

WNM: in a similar way, two voltage transfer characteristics are measured in write conditions and the 

partial WNM is defined as the side of the smallest square embedded between the curves. The lower the 

WNM, the more likely the write operation will fail. 

Read and write currents give a fair approximation of the read/write operation speed. In addition, the 

leakage current (WL=0 and BL=0) represents the static power consumption and has to be kept in mind. 

From the experimental curves (Fig. 32), a trade-off can be derived: an increase of the SNM can decrease 

the WNM. Furthermore, as far as the design is concerned, the width of each transistor is limited to retain 

a small silicon footprint. 

Leakage current represents the stand-by power of the bitcell and thus the power consumption.  

To conclude this part, the benchmark designs chosen to evaluate 3D monolithic technology are RO and 

6T-SRAM. For the RO, power versus frequency or delay is considered to compare different designs or 

technology approaches. As far as the SRAMs are concerned, a major criteria is the cell stability when 

reading (SNM) or writing (WNM). Read and write current are also considered to give insights about 

read and write operation speed. 

The 3D design MOSFET environment (DK, SPICE, PEX and benchmark structures) used in this work 

has been defined. Next, we will address the routing in 3D designs. 
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4- Routing in 3D designs 

One of the main advantage of 3D monolithic integration concerns the reduction of overall wire length, 

thanks to tier partitioning, in order to increase the circuit performance by reducing wire delays. In this 

part, tier-partitioning strategies won’t be addressed but we will rather investigate the benefits of 3D 

monolithic integration (fine grain connection between tiers capability) at the cell level. First, the 

additional routing resources can be used to contact the top-tier by behind to avoid a longer top 

connection. Secondly, we can think of sharing some resources between the two tiers such as clock signal 

or power rail. To finish with, back planes can be dynamically accessed and a technological sizing study 

is carried out to define back-plane design guidelines.  

a. Buried power rail  

Buried power rail is envisioned for planar devices to scale down the circuit and limit the IR drop of low 

voltage technologies. A ruthenium lines have been proposed in [83], Fig. 33, detaining lower resistance 

than W and super via trench [84] to efficiently deliver power and reduce the wire resistivity. Prasad et 

al. [85] analyse back-side and front side power delivery network to reduce the IR drop. These options 

are benchmarked using the Arm Cortex-A53 CPU at IMEC 3nm technology node and the front side 

power delivery reduces the worst IR drop by 1.7 while the back side by 7. Salahuddin et al. [86] show 

that the use of buried power rail can improve the write margin (340mV) and read speed (30%) of a 3nm 

SRAM, because the power rail can be enlarged without impacting the SRAM footprint. The second one 

consists in burring interconnections to reduce the area of routing limited standard cells. Zhu et al. [87] 

demonstrate a 9-13% chip area reduction thanks to a buried interconnect layer for a 7nm node with FPU 

and MIPS from Open Cores as well as a Cortex M0 testcases. We propose to investigate in the next 

paragraph if a buried power rail in between the two tiers is feasible in 3D monolithic design. The benefits 

would be to share the rail between the tiers and reduce the sizing constraint to provide larger power rail 

for both tiers. 

 
 

Fig. 33: A buried power rail (in shallow trench isolation STI 

and Si substrate) runs parallel to the fins. The power grid of 

VDD and VSS lines is designed at Mint level. Shifting the 

grid to the FEOL, reduces standard cell height. Taken from 

[83].  

Fig. 34: Schematics presenting how a share power rail can 

be used. In fact the bottom network on Mi1, Mi2, Mi3 and 

Mi4 can be duplicated and directly enforced on upper 

intermediate lines.    

 

b. Congestion mitigation and resources sharing between tiers 

Auth et al. [88] evaluate the density benefit between technologies with a metric combining NAND 

(60%) and scan flip-flop (40%) density. That is why, to evaluate the benefits of 3D monolithic 

integration, a 14nm NAND2 is designed with the 14nm 3D PDK and two scenarios of connections are 

envisioned in Fig. 35. The layout succeeds the LVS check. The first one consist in contacting the VDD 

and GND power rail by intermediate metal lines to share it with bottom devices and enlarge the power 

rail width. The second one investigates further the freedom of 3D monolithic integration by deporting 



Chapter II: Design Technology Co-Optimization: functionalities provided by 3D monolithic 

integration 

 

 

Page 46 

 

the output of the cell to bottom tier to save area on top-tier. Without modifications, the 14nm NAND2 

height is H=813nm (presented in Fig. 35-b) and performs the operation Z=NAND(A,B). Only the M1 

layer and PC are presented to highlight the interconnection scheme. In our case, two PMOS are in 

parallel and connected to two NMOS in series. If the power is delivered by intermediate lines (Fig. 35-

c), the cell size does not evolved, since the 3DCO can be directly connected to GND/VDD. In our case, 

we chose to let the GND/VDD lines at M1 (and not fully buried the line with iML4 because in this case, 

no area gain was seen due to the distance constraint between 3DCO and PC). However it is possible to 

contact GND/VDD to iML4 with different scenarios for instance to facilitate different voltage domains. 

Also, the width of the power rail can be enlarged without impacting the top and bottom cell area. Here 

the study was about feasibility, impact on area and automatic adaptation of a 2D design. Thus here, a 

shared power rail between tiers seems to be feasible without impacting the top-level standard cell and is 

straightforward to implement. In fact, 3DCO from the bottom-tier power grid to GND/VDD top-tier can 

deliver top-tier power by duplicating reversely the integration scheme as explained in Fig. 34.  

 
  

 

(a) (b) (c) (d) 
Fig. 35: (a) Electrical schematic of an NAND2, Z=NAND(A,B). (b) Associated top-tier layout where the purples lines are 

M1 and the red one PC, to highlight the connections between transistors. The height without optimization is HREF= 813nm 

and with optimization Hop=0.94xHREF= 767nm. (c) VDD and GND are connected with intermediate metal lines instead of M2, 

the height is the same as (b) without optimisation. (d) In this case, the output Z is made with intermediate metal lines and 

vias and connect directly the source and drain of upper transistors. The final height is 615nm = 0.75.HREF. 

To optimize further, Fig. 35-d presents a layout where the output Z have been deported to iML and the 

contact to the active area is done by beneath thank to a via, called iV5 between iML4 and top tier. 

Without the output routing at top tier, the height of the cell is reduced (x0.75). Also, since the output is 

at iML4, if the next stage is in the bottom tier, the interconnections between this NAND output and the 

next input can be reduced. However, such a via cannot cross the back gate and must be integrated without 

damaging the top-tier process and remained an integration challenge. Some technological drawbacks or 

advantages are advanced in the next lines, but it consists in considerations rather than real studies. The 

main issue is the metallic contamination. That is why, this iML4 to top active area contact cannot be 

done before top-device processing, since no naked metal is wanted in front-end tools. Furthermore, with 

nowadays technologies, the wafer bonding process consists in an oxide-oxide bond and not an 

oxide/metal lines to silicon. For these reasons, the contact must be done during back-end of line device 

processing. If so, the contact will punch though the active until to reach the iML4. This configuration, 

as far as the transistor electrical characteristic is concerned will be similar to borderless contacts 

proposed in [89]. However, a borderless contact increases significantly the leakage current. 

Nevertheless, at the same time, this contact could reduce the parasitic capacitance and must be 

investigated to verify if the capacitances and routing reduction gain compensate the leakage current as 

well as the additional integration complexity. 
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The design modifications steps are the following: 

 The desired M1/M2 routing path is changed to iML4/iML3 and the via V0 is replaced by 

iV5.   

 A hole is done into the back gate to let the via 

 The top cell is routed again to decrease its area and make sure than the iV5 is not in contact 

with V0.   

The two top steps can be done automatically but the last one should be done by hands and inherently is 

more costly. 

To verify the interest of the methodology, the same exercise is done with a OAI22 (Fig. 36), where the 

implemented function is Z = NOT( (A & B) OR (C & D)). Similar results are seen: a small area gain 

when optimizing the bitcell and using a shared power rail and a final height structure of 0.79HREF when 

intermediate interconnection are used.  

 
 

 
 

(a) (b) (c) (d) 
Fig. 36: (a) electrical schematic of an OAI22, Z = NOT( (A & B) OR (C & D)). (b) associated top-tier layout where the 

purples lines are M1 and the red one PC, to highlight the connections between transistors. The height without optimization 

is HREF= 882nm. (c) VDD and GND are connected with intermediate metal lines instead of M2 and the height cell is optimized 

Hpwr=836nm.  (d) In this case, the output Z is made with intermediate metal lines and via and connect directly the source 

and drain of upper transistors. The final height is 660nm = 0.79HREF. 

However, such a via is complicated to integrate so we made the decision to perform the same study only 

with 3DCO and 3D buried power rail. A more complex design is chosen, a D flip-flop with a multiplexer 

to allow scan chains for testability. It detains a clock input as well as enable input. A balanced clock tree 

should be designed to deliver a synchronous signal to every sequential cell with small skew and under 

skew constraint. The clock can be gated to deliver the signal only to operating cell to lower the power 

consumption. Several algorithms propose a thermal and slew aware clock routing for TSV circuits [90], 

[91], [92]. In [93], the 3D stacked clock distribution/generation network achieves a 2.29 times energy-

efficiency improvement compared to the H-tree structures in 45nm CMOS technology.  

  
Fig. 37: D-flip-flop with scan chain for testability layout.  Fig. 38: Modified layout with 3D buried power rails, 

clock and testability enable routed with iML4 and 

contacted to the top tier with 3DCO. For visibility 

reasons, only the modifications are represented. The 

area is increases by 4.4%.  
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That is why, there is an interest in having shorter clock wire between two tiers to balance the skew. Thus 

in the SDFPR1QN design, the clock signal and the Design For Testability (DFT) signal are routed using 

3DCO. In the non-modified design, these nets are not above active area or back-gate. That is why only 

slight modifications to the existing designs are done and most of them can be automatized:  

 Via0 => 3DCO except for the 3D buried power rail where a 17nm shift is done to respect the 

3DCO to backgate distance constraint. The overall area is increased by 2*17nm * L.  

 M1 => Mi4 

 M1pin => Mi4pin  

 MOA_UP to be enlarged to contact 3DCO 

The final area is increased by 4.4% and the clock tree can be shared between tiers. It is also possible to 

let the power rail at the top level to avoid IR drop and a bonding on thick metallic lines. 

To conclude, sharing resources between tiers such as power rail or clock tree can be done with a slight 

area cost but allows the reduction of wire lengths. A prospective work would be to place and route cells 

with and without this punch-through via to analyse the impact on latency and performances. The next 

part tackle another topic: back-plane contact for top-tier. 

c. Design guidelines for top-tier Back-plane contact 

I contributed to a prospective study to elaborate design guidelines for the back-gate contact. In fact 3D 

monolithic integration enables the creation of individual back-gates which can be dynamically 

controlled. The main question is what should be the distance between back-gate contact and the device 

back-gate to ensure a correct signal propagation when dynamically biased. To answer this question, a 

RO is simulated and the back-gate are statically and dynamically biased. In this part, unlike the previous 

and the following one, the design kit used is the one of heterogeneous integration (65nm over 28nm).  

i. Simulated structure 

 
Fig. 39: Schematics of the simulated circuit. The propagation of a 3ns square signal though 13 inverters in series is 

presented in the waveform.  

The simulated circuit consists in 13 inverter in series (13 stage ring oscillator). A 3ns squared impulsion 

is given in input and the delay per stage or the frequency per stage is considered. It is defined as the time 

between the seventh inverter equals to VDD/2 and the ninth equals to VDD/2. In Fig. 39 the propagation 

though the inverter is seen. The supply voltage will vary between 0.6 to 1V, a fanout of 1 and 5 will be 

considered, a αdynamique=0.1 and T=25°C. The distance between the back-gate contact and the inverter, 

noted X will vary from 0 to 10µm (Fig. 40).  
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Fig. 40: Presentation of the simulated situations: the back-gate contact is at the minimum distance to the BG and the 

distance between plug and inverter varies from 0 to 10µm. 

 

ii. Static consideration 

In a first time, we will consider that a static signal is applied on the back-plane contact. The first step is 

to verify if the back-gate bias has an impact on the considered FOM. Fig. 41 presents the delay through 

the 13 inverters (ns) as a function of back plane polarization (from -1V to 1V). This short modulation 

range translates into a 4ns delay difference on the inverter. Monitoring the delay or conversely the 

maximum operating frequency fmax can indicate the voltage applied on the back-plane. A 1V back plane 

voltage is statically applied before the propagation of the 3ns squared signal though the inverter and the 

maximum frequency is extracted for various plug distances (Fig. 42). When static, the distance between 

the contact and the standard cell do not matter up to 5µm but the type of extraction (RCC or C+CC) 

does. RCC type of extraction means that both intrinsic and coupling capacitance as well as distributed 

elements are considered. C+CC considers only capacitances. In fact, when the resistances (RCC mode) 

are considered, in addition to capacitances, the delay is larger and fmax lower. Later on, RCC extraction 

is done. Please note that in 3D monolithic integration, if the back plane is of the same polarity no latch-

up (failure due to excessive current typically between p and n junctions for wells [94]) can occurs since 

the back plane is isolated by the oxide. To mitigate this, usually a distance constraint on well contacts is 

applied, which won’t be the case for 3D monolithic integration.  

 
 

Fig. 41: delay through the 13 inverters (ns) as a function of 

back plane polarization (from -1V to 1V). 

Fig. 42: Maximum operating frequency in GHz as a function 

of the plug distance. In one case the capacitances are 

considered only and in the other case, resistance + 

capacitances lower the maximum operating frequency.   
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iii. Dynamic consideration 

In this dynamic back plane access case, the back plane is biased at the same time that the RO enable 

signal to see the propagation of the signal as schemed in Fig. 43. A 1V polarization is chosen, increasing 

the RO delay if the node is correctly biased. Fig. 44 presents the parasitic elements considered in the 

PeX file. Similarly to the previous static case, up to 10µm, no difference were seen for the RO delay, 

indicating that the 1V signal had the time to propagate on the back-plane. However, for an extreme case 

(the contact at 1000µm from the RO cell) the observed delay was the one of VB=0V. In fact, as presented 

in Fig. 45 the delay per stage is modulated up to 200µm indicating that the ground plane is polarized 

positively up to this distance in dynamic. It sets an upper bound for the ground plane contacts: 200µm. 

 

 

 
Fig. 45: Delay per stage as a function of the distance. A +1V pulse is applied on the back-plane, increasing the delay of the 

RO. The modulation is effective up to 200µm.   

In this part we first proposed a “hand” design methodology to share resources between tiers by exploring 

a shared power rail, shared clock signal and test one. Then we defined sizing guidelines to take fully 

advantage of a dynamic back plane modulation. However, to have a fine grain back-plane or back gate 

connections at the transistors level implies several back-gate contact leading to a significant area 

overhead. That is why, in the next part, we will go further and analyse the advantages of a contact 

directly between the back-gate and intermediate metal lines. 
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Fig. 43: Polarization scheme between static and 

dynamic case. 

Fig. 44: Representation of the capacitance and the resistance 

network of the back-gate contact. The values are given for 1µm. 
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5- Design-technology co-optimization: top-tier SRAM 

The intermediate back-end-of-line can be used to route bottom tier and top tier from below. The idea 

here is to use this additional connectivity to contact the top-tier back-gate from below thanks to an 

intermediate via iV4. Previously, the back-gate contact BGCO (metal resistivity 2.8x10-7 Ω.m and 

width W=32nm) was between the back-gate and M1 (top-tier), leading to additional area to respect the 

minimum distance to the active zone (see Fig. 46). In fact in Fig. 46, only the design rules of the BGCO 

with respect to BG or active zone are given but there are additional rules concerning the distance of 

BGCO with metal0, trench contact and poly. However, if the connection is from below, like in Fig. 47, 

no additional space is needed for the BGCO and for the back-gate additional extension. Thus, it will 

enable the use of local back-gate without any area overhead, since the connections are below in the same 

silicon footprint. That is why an iV4 is defined following the same design rules as iV3 (Width 32nm 

and distance to BG min of 16nm) and having the metal resistivity of 2.8x10-7 Ω.m. An SRAM bitcell 

is taken to evaluate the interest of a fine grain back-gate network which can be dynamically accessible.  

  
Fig. 46: Schematics of the design rule for back-gate contact 

(BGCO) in the CoolcubeTM integration. 

Fig. 47: Schematics of the design rule for the proposed 

back-gate – iV4 connection. An area gain can be intuited.   

The methodology of this work consists in demonstrating the interest of a back gate for 14nm FDSOI 

SRAM before analysing a 3D architecture. For this, we will first describe the electrical characterisation 

results of 14nm FDSOI planar SRAMs, in terms of typical FOM, back-bias sensitivity and reliability. 

Then, we will propose a back-bias assist for 3D monolithic SRAM, based on layout studies and 

simulations. 

a. 14nm technology performance 

i. Electrical characterization of typical FOM 

14nm planar CMOS devices were fabricated at STMicroelectronics featuring 6nm-thick silicon 

channels, 20nm gate length (L), SiGeB/SiP in-situ doped sources/drains, 90nm Contacted Poly Pitch 

and 64nm Metal Pitch [95]. SRAM cells were fabricated down to 0.078µm² and are declined into two 

flavors: high-density (HD) and high-current (HC). The bitcell device dimensions are summarized in Fig. 

50. The strength criteria PU<PG<PD is done by modulating the gate width, the gate length being 

constant, equals to 30nm for all the devices. For instance for the high-density cell, WPU=45nm< 

WPG=66nm < WPD=68nm. A SEM top view of the HD bitcell observed at the gate level is presented in 

Fig. 48. All the transistors of both High-Density (0.078µm2) and High-Current (0.098µm2) cells, i.e. 

the Pull-Up (PU) pMOS as well as the Pass-Gate (PG) and Pull-Down (PD) nMOS are built on silicon 

channel and with a single p-type metal gate and single p-doped well (SPWELL) (Fig. 49), which can be 

biased at Vwell.  
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Fig. 48: 14nm High 

Density SEM 

observed at the gate 

level. 

Fig. 49: Schematic device cross section. Fig. 50: Key dimensions of 14nm FDSOI 6T-

SRAM. 

The measurements are done on 30 cells and without further indication, the median value is given. To 

compare HC and HD cells and see what is the limiting operation, the FOM explained in part 3-e are 

considered. Excellent experimental static performance is obtained in nominal conditions (VDD=0.8V, 

Vwell=0) for both cells. The HD cell features: SNM=139mV; WNM=320mV, Iread=10µA, Iwrite=15µA 

and static leakage in the retention mode Ileak=6.3pA. The margins are even higher for the HC cell: 

SNM=148mV and WNM=351mV, the stability is improved thanks to the SRAM transistor sizing. 

However, starting from these nominal references, a lower VDD reduces the SNM and WNM margins, as 

presented in Fig. 52. As far as the temperature is concerned, when the temperature increases, the 

threshold voltage decreases and therefore the SNM decreases [96]. That is why the worst case in our 

measurements is at VDD=0.55V and T=125°C (see Fig. 51). For this case, the median WNM value is 

around 230mV for both HC and HD cell and the SNM ranks between 60mV (HD) and 90mV. The SNM 

and WNM dependence on VDD and SNM degradation with temperature is seen on Fig. 51. Considering 

global variability, one finds that 14nm FDSOI SRAM stability is read-limited, especially for the HD 

cell. For instance, the HD cell SNM is 68mV at VDD=0.55V and T=125°C, to be compared with 139mV 

in nominal conditions (VDD=0.8V and T=25°C). That is why we will now focus mainly on improving 

the read operation stability (SNM) for the HD cell. 

  
Fig. 51: Read and write stability. 14nm FDSOI SPICE model vs. 

experiment for different VDD and temperature values. Both high-density and 

high-current cells are read limited. Taken from [78]. 

Fig. 52: Butterfly curve at various VDD with 

SNM representation. The lower the supply 

voltage, the lower the SNM is.  

In fact, to enhance SNM, several standard assist techniques are available [97] to modulate the PD>PG 

strength criteria. The idea consists in dynamically (temporary) modifying the PG (or PD, PU) resistance 

during the read operation. To increase the read operation stability, either the PG resistance can be 

increased or the PD resistance can be decreased. It can be done by using a negative ground (larger VGS 

for the PD and thus lower PD resistance), using a VDD boost or a partial Bit-Line Precharge or Word 

Line underdrive (WL). These technics will increase the read margin only during read operation, so the 

write operation won’t be done with such adjustment and WNM do not have to be considered. More 

specifically, Fig. 53 shows that a Word-line (WL) underdrive (lower VGS-PG implies larger PG 

resistance) by 20% improves the SNM by 37% at VDD=0.8V. 
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Fig. 53: Experimental vs. SPICE SNM as a function of WL voltage (worldline underdrive read assist). A 20% reduction on 

WL supply voltage leads to a 37% SNM gain taken from [78]. 

The 14nm FDSOI SPICE model and a design kit introduced in part 3-b were adjusted using these 

devices. It should be highlighted in Fig. 51 and Fig. 53 that this model reproduces well the behavior of 

planar SRAM SNM and WNM even at low VDD and under WL underdrive. 

This part presented the typical read and write stability for 14nm FDSOI SRAM high-density and high-

current cells. The read stability for the HD cell is the main limitation for voltage scaling. Several read-

operation assists are feasible with a dynamic control of voltages. However, a control of transistor 

threshold voltage though back-biasing is also feasible and could be used to increase SNM. 

ii. SRAM: variability issue and impact on FOM  

In theory, a defined design (W and L for each transistor) delivers a known amount of current and leads 

to specific value of SNM and WNM (or other FOM). This theoretical case is called typical case and 

without layout or SPICE modification, its simulation will give a repeatable output. However, in reality, 

the cell is not perfectly symmetrical due to process-related or dynamic variability. For more information 

on process variability, see chapter III, part 4-d. In fact, the strength criteria PD>PG>PU relies on 

equivalent resistance and is impacted by width/length variations and VT variations. For instance, when 

we consider the corner SF (Slow for NMOS and Fast for PMOS) the SNM reduces drastically just 

because of a higher VT for NMOS and a lower VT for PMOS (see Fig. 54). In this SF corner, the obtained 

SNM and WNM values are far from the SNM and WNM in the typical case. The variation between 

typical case and extreme cases (corners SF, FS, SS, FF) are inherent from a technology. It means that 

for a specific process, a parameter called matching parameter Avt can be defined to quantify the 

threshold voltage variability. This parameter is express in mV.µm and when dividing by 1/sqrt(W.L) 

indicates the threshold voltage variability. Two variabilities must be considered. The first one considers 

the overall variability between one device and another one in another die. It is called global variability. 

The second one, considers the VT shift between adjacent devices and is called local variability or 

mismatch. It is experimentally measured with a pair of transistors as close as the technology allows.  

To consider the variability on threshold voltage, statistical simulations called Monte-Carlo are done, 

each sample considers a new set of VT for each SRAM transistor. Fig. 55 depicts Monte-Carlo simulation 

result (WNM vs. SNM, MC=1000) taking into account local, global, local and global variability 

(Avt=1.7mV.µm), showing a significant impact both on SNM and WNM. The SF and FS corners are 

indicated. Global variability can be well represented by typical case TT and SF and FS corners. 

Moreover the fact that the local variability is by far dominating the cell behavior highlights the 

importance of running high sigma statistical simulations to ensure a sufficient yield on the bitcell level. 

To this end, typically a 6σ yield is targeted for all stability metrics. A 6 σ process (i.e. SNM- 6σ >0) 

ensures that 99.99966% of the cases will be correct (i.e. no read failure in the bitcell). Fig. 55  indicates 

the σ, 3σ and 6σ margins, and in this specific case, even if SNMTT=85mV, the SNM-6σ =4mV. In case 

of SNM and WNM, this can be assessed either by complex importance sampling methods or by 
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extrapolating into the tail of the partial SNM and WNM distributions as they are Gaussian, contrarily to 

the full SNM (or WNM) taken as the minimum of two partial ones. 

  

Fig. 54: SF (Slow NMOS and Fast PMOS) corner impact 

representation on butterfly curve. The SNM is drastically 

reduced.  

Fig. 55: WNM vs SNM taking into account global and/or 

local variabilities at VDD=0.8V. A read failure is obtained 

at SNM=0. Typical (TT), Slow-Fast (SF) and Fast-Slow (FS) 

and margins are indicated. Taken from [78].  

In this work, we first consider the TT corner (typical values for both NMOS and PMOS) before doing 

Monte-Carlo simulations (MC=1000), which are time consuming. We can note that changing the corner 

from SF (Slow for NMOS and Fast for PMOS) to FS allows us to tune the SNM-WNM metrics. In fact 

controlling independently VT can modulate the different FOMs. 

iii. Back-bias assist  

In fact, thanks to the FDSOI structure, the back gate can be electrically biased, changing the threshold 

voltage of the transistors. Fig. 56 presents the threshold voltage VT as a function of the well bias Vwell 

for NMOS transistors (HD-PG). The back-gate acts as an additional gate, modulating the electron flow 

in the channel. Thus, a positive Vwell will lower the VT and a negative one will increase the VT. A 63-50 

mV/V threshold voltage modulation by well bias (Vwell) was extracted for the HC-HD Pass-Gate (PG), 

respectively. This VT modulation have a consequence on HD-PG ION-IOFF FOM, presented in Fig. 57. 

This enables either the PG drive current to be boosted by 44% for Vwell=+2V or its leakage to be reduced 

below 0.1pA for Vwell=-2V on demand. Thus, by tuning the threshold voltage, the well provides an 

additional degree of freedom for changing the usual SRAM trade-off between read, write and retention 

operations.  

   
Fig. 56: Experimental Pass Gate 

threshold voltage modulation with 

back biasing. ID(VG) (inset). 

Fig. 57: Experimental High Density 

Pass Gate IOFF(ION) for different 

Vwell. SNM vs. Vwell (inset). 

Fig. 58: Experimental Read and Write 

FOM as a function of Vwell. A positive Vwell 

increases the write margin as well as the 

current drive in read and write operation. A 

negative Vwell increases the read operation 

margin. Figure reproduced from [78]. 
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Fig. 58 shows the experimental modulation of SNM, WNM and read and write current by the Vwell. In 

our case, since the well is shared between all devices in planar FDSOI, Vwell<0 V strengthens PMOS 

Pull-Up (PU, VT(PU) decreases) with respect to NMOS (PG, Pull-Down PD), helping the PU to maintain 

BLTI=1 and BLFI=0 during the read operation [98]. In fact, Vwell=-1V increases the SNM by 29mV. 

On the contrary, using Vwell>0V improves the PG/PU strength ratio (and so the WNM). Thus, the 

sensibility of SRAM to the back bias can be used to assist the read (Vwell<0) and write (Vwell>0) 

operation.  

Furthermore, since variability is an issue for yield, this specific feature can be rather used as a process 

compensation technique, to narrow die-to-die variations. The SNM have been measured on 24 HD-

SRAM cells with Vwell=0V among the 300mm wafer. The SNM values ranks from 95mV to 175mV as 

illustrated by the wafer mapping in Fig. 59. Custom back-bias values have been applied on the well to 

reduce the SNM variability. This technique is called back-bias assist. For instance, a negative 

(respectively positive) well bias is applied if the SNM value is lower (respectively higher) than the 

median SNM value. The range of modulation is [-VDD, +VDD], with VDD=0.8V. Fig. 60 presents the 

50mV SNM variability gain in HD bitcells across wafer.  

  
Fig. 59: Exp. SNM wafer mapping before (Vwell=0V) and 

after back bias compensation (various Vwell). The back-bias 

range of modulation is [-0.8V, +0.8V]. Figure from [99]. 

Fig. 60: Exp. SNM distribution before and after back bias 

compensation for 24 different dies. A 50mV SNM variability 

improvement is seen. Figure from [99]. 

To conclude, threshold voltage modulation by well biasing is efficient to improve the SNM of the read-

limited HD cell. Back-biasing can be also used as a variability compensation technique rather than read-

operation assist. However, if the read operation assist must be dynamic and the back-biasing must occur 

only during the read cycle, it is not the case for the variability compensation assist.  That is why we have 

to ensure that this static back biasing assist does not cause additional stress (prematurely ageing), 

decreasing the benefits of this assist. 

iv. BTI-induced dynamic variability at the bitcell level 

To tackle ageing of the HD SRAM cell with and without the back-bias assist, the ageing process will be 

explained in a first part before presenting in a second part the electrical measurements. 

a- BTI mechanism  

Fig. 61 presents the lifecycle of an electronic component, in our case a transistor and is composed of 

three distinct periods. The first one is called infant mortality and is related to pre-existing defects [100] 

and considered in the yield. Its duration is of the order of months under normal working condition. The 

non operating devices can be identified by burn-in electrical tests, such as leakage detection in SRAM 

to detect the faulty cells. Theses extreme working-condition tests are done in the manufacturing facilities 

prior commercialisation. After this infant mortality, the failure rate stabilizes to its minimum, some 

random defects affecting the transistor operation. This region last several years and must be extended 
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for higher reliability. During the last period, end of product life, called wearout the failure rate increases 

again.  

The goal of reliability tests is to determine the time-to-failure of a product or device, i.e the time to enter 

in the wearout period. Usually this amount of time is of the order of years. For industrial reasons, one 

cannot wait years to determine the lifetime of the product before putting a product on the market. That 

is why the product ageing is accelerate thanks to two parameters: temperature and electrical potential. 

The time-to-failure is then found back by modelling.  

In the case of CMOS technology, the main failure mechanism are Time Dependant Dielectric 

Breakdown (TDDB) for sudden failure of transistor, Bias Temperature Instability (BTI) and Hot Carrier 

Injection (HCI) which are graduals. As far as TDDB is concerned, a high voltage is applied on the gate 

and the time for oxide breakdown is measured, giving information about the quality of the gate oxide 

[102]. For BTI and HCI, the test is similar and consist in applying a stress voltage on the gate, when the 

device is heated (usually 125°C). For BTI case, the drain electrode is not stressed unlike for the HCI 

test. The resulting degradation is different but both are linked to oxide quality and oxide-silicon interface 

quality. More information about oxide defects and failure mechanisms are given in Annex I.  

In this work, we will focus on BTI degradation at the SRAM bitcell level and not for individual 

transistors.  

b. BTI at the bitcell level: experimental results 

BTI is an issue for SRAM circuits since they are always powered. In particular, under retention mode 

(i.e. information storage, VWL=0 V and VBLT=VBLF=0V), half of the transistors are constantly under 

positive or negative BTI stress (Fig. 62). As explained previously, this phenomenon induces a threshold 

voltage shift, positive for NMOS and negative for PMOS [103]. As illustrated in Fig. 63, the SNM is 

reduced due to BTI induced VT shift. It reduces mainly the read margin [104], which can be critical for 

the SRAM cell operation. Furthermore, ageing can be detrimental for security. In fact, if the same pattern 

is stored for a long amount of time, the VT shift in the SRAM will be representative of the pattern and 

the previous data can be recovered. Ho et al. [105] demonstrates up to 21% data recovery of a 65nm 

commercial SRAM Lyontek because of ageing effects. This data imprinting effect must be avoided and 

strategies to relocate the information and minimize the transistor ageing can be done. That is why in this 

study, we focus only on BTI and not TTBD. The BTI induced threshold voltage shift will be compared 

between with and without [106] back-biasing. A negative well bias Vwell=-0.8V is chosen since such a 

value increases the SNM.  

 
Fig. 61: Bathtub curve showing the lifecycle of a product taken from [101]. Three periods are distinguished: infant mortality 

where the failure rate is high, useful life where the failure rate is minimum and constant and wearout where the failure rate 

increases. The useful life duration can be a specification, such as 5 years, of a product.   



Chapter II: Design Technology Co-Optimization: functionalities provided by 3D monolithic 

integration 

 

 

Page 57 

 

  
Fig. 62: SRAM schematics. Transistors under Positive and 

Negative BTI are highlighted when a ‘0’ is stored at left 

node. 

Fig. 63: Illustration of P and N BTI impact. Both 

mechanisms reduce the SNM. 

The idea is to apply a voltage stress for different durations at high temperature and then monitor an 

SRAM metric to have an idea of the degradation. The standard SNM metric extracted from the well-

known butterfly curve is obtained with two measurement steps, which is not fast enough to capture stress 

and recovery effects. That is why, the Supply Read Retention Voltage metric, representative of the SNM 

and compatible with fast measurement (tmeas~65 µs [107]), is chosen. This metric can be extracted from 

the bitline current measurements. In fact (see Fig. 64), the bitcell is initialized to a known state (for 

instance ‘0’ in the left node and ‘1’ in the right one) and the bit-lines and wordlines are precharged to 

VDD. Then the cell voltage Vcell, is decreased while the bitline current is monitored. At some point, for 

Vflip, the cell state flips, dropping the current bitline. The SRRV is thus defined as VDD-Vflip. Fig. 64 

shows fourteen measurements on the same bitcell in a 10mV range: the 65µs SSRV measurement is 

repeatable.  

The measurements are done at 125°C, VDDstress=+2V and a 1V supply voltage on 40 isolated HD SRAM 

cells. Two well biasing (20 bitcell for each condition) are chosen to characterize the cell without back-

bias assist (Vwell=0V, reference) and with read assist (Vwell= -0.8V). The stress time at VDDstress varies 

between 0s (fresh cell) to 100s.  

 

 
 

Fig. 64: SRRV measured 14 times on the 

same bitcell, showing the reproducibility 

of the measure. SRRV is the voltage 

difference between VDD and VFLIP 

(voltage when the information is flipped, 

extracted from the IBitline−VCELL curve). 

Taken from [106]. 

Fig. 65: Fast procedure waveform 

used for SRAM cell reliability 

characterization. Taken from [107]. 

The stress time at VDDstress=+2V 

varies between 0s (fresh cell) to 

100s. 

Fig. 66: SRRV measured on a bitcell 

during stress (black lines) and recovery 

(green lines). Stress reduces the read 

stability of the bitcell. Taken from 

[106]. 

Our Bit-Line (BL) current fast measurement method (Fig. 65), described in [107] is effective to extract 

the reduction of the read margin induced by stress. First the SRAM is initialized at a known state and 

the fresh SRRV is determined (VCELL is decreased while IBL is sensed). Secondly a stress is applied 

(VDDstress=+2V or 0V for recovery) during tstress and the SRRV is measured. This sequence is repeated 

for different stress durations from 0s to 100s. Recovery time is also monitored. 
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Fig. 66 shows a typical measure of the IBITLINE-VCELL curve the different stress times. A SRRV 

degradation up to 180mV is seen for long stress duration (t=100s). The recovery on SRRV degradation 

is highlighted in dark green.  

The associated ΔSRRV distributions at different stress times for Vwell=0V and -0.8V are reported in Fig. 

67. We can note that the mean value µΔSRRV increases with stress like the standard deviation. Same 

ageing is observed (SRRV variation) for both Vwell biases. It proves that back biasing does not degrade 

the BTI reliability. 

  
 

Fig. 67: Experimental ΔSRRV 

distribution on ~20 bitcells for two Vwell 

polarizations and fitted using the model 

[104]. Same ageing is measured for both 

polarization. Taken from [106]. 

Fig. 68: Fresh and after stress SRRV 

distributions for different p-well 

biasing. A higher SRRV metric is seen 

for a well biasing of -0.8V. Taken from 

[106]. 

Fig. 69: µSRRV during stress and 

recovery. A -0.8 V Vwell biasing 

achieves better stability on fresh, 

stress and after stress bitcells. Taken 

from [106]. 

Finally, Fig. 68 and Fig. 69 shows that Vwell=-0.8V can efficiently boosts SRRV by 65.5mV for fresh 

bitcells, and that this benefit is preserved after stress. This proves the great interest of back biasing to 

improve not only performance but also reliability of the SRAM cell.  

In this part, we showed that the 14nm high-density FDSOI SRAM cell were read limited. Well biasing 

have been proposed to increase read stability but also to compensate the SNM variability of the wafer. 

Such an assist does not degrade the SRAM reliability while increasing the performances. However, in 

this FDSOI configuration, the measured devices shares the same well limiting the voltage modulation 

since the PG and PD experience the same VT shift. Also, the voltage range is limited due to the risk of 

forwarding the p-well/n-well junctions [108]. To finish with, the large well capacitance is a drawback 

for a dynamic assist, limiting the speed. That is why, the use of dedicated back-plane at the transistor 

level can provide a dynamic assist without limited voltage range, increasing further the performances. 

In fact, 3D monolithic integration allows to connect the back-gate from behind, offering much greater 

opportunities for assist techniques application than regular planar FDSOI MOSFETs with diffused back 

gates. In the next part, such a 3D assist is investigated considering layout effects, parasitic elements and 

timing.   

 

 

 

 

 

0.00 0.05 0.10 0.15 0.20

-2

-1

0

1

2

        exp HD

V
well

=-0.8V

V
well

=0V

DCM model

0.1s 1s 10s

T=125°C

V
DD,stress

=+2V

Stress

time

100s100µs

 

P
ro

b
it

SRRV (V)
0 50 100 150 200

0.1

0.2

0.3
EXP

  V
well

=

 0V

 -0.8V

VDD,rev=0V

V
DD,stress

=+2V

Stress Recovery

 

m
e
a
n

 S
R

R
V

 (
V

)

time (s)

N=~20, HD



Chapter II: Design Technology Co-Optimization: functionalities provided by 3D monolithic 

integration 

 

 

Page 59 

 

c. Proposition of a novel fine-grain back-bias assist techniques for 3D-

monolithic 14nm FDSOI top-tier SRAMs 

First, we will see what design is feasible with the CoolcubeTM design kit rules within the area of the 

bitcell. Secondly, the performance gain with the design assist will be studied in detail. Last, the parasitic 

element will be computed and timing will be discussed.  

i. 3D monolithic design kit: layout considerations 

The idea in this part is to integrate a local back plane within the area of the top SRAM bitcell. The top 

HD SRAM bitcell layout is presented in Fig. 70. The 14nm 3D-monolithic design environment includes 

four intermediate metal lines iML and a back plane following the same design rules as a back end metal 

layer as illustrated in Fig. 71. Thus, the design kit allows placing an individual back plane underneath 

each type of SRAM transistor without area penalty. To connect the back planes, there is no need to 

differentiate each transistor (PUr from PUl for instance) to maintain the symmetry of the bitcell. So the 

maximum requirement is to dissociate the back gate of PD (BGPD) from BGPG from BGPU.  

 

  
Fig. 70: Top high-density SRAM bitcell layout 

into a 4 by 4 SRAM matrix. The direction of 

bitlines and wordlines are indicated. 

Fig. 71: Schematic stack of 

CoolCubeTM 14nm Design Kit 

with intermediate vias between 

the back plane and the upper 

intermediate metal line. 

Fig. 72: SRAM 3D layout view with 

underneath back bias connections 

(green) routed in the word line 

direction for dynamic back biasing. 

PU are modulated in a static manner 

thanks to a shared well (purple). 

Taken from [109]. 

The first step is to verify with the design rules if the back gate of PU, PD and PG can be differentiated. 

Both PU devices are next to each other, nevertheless one PD is associated to one PU two times in the 

bitcell as illustrated in Fig. 73-a. However it is possible to define individual back gate below each nMOS 

transistors, the pMOS transistors having a shared back gate since they do no need to be set apart. Using 

this configuration, all the PU of a same column are already connected, since the same SRAM cell is 

repeated (see Fig. 73-b). However, without modification (with a unique back gate contact per column), 

the PUBG cannot be accessed in a dynamic way since the BG material is more resistive than iML. If a 

dynamic assist is required, back-gate contacts can be distributed to conduct signal more efficiently in 

this PU back-gate column.   

The second step is to connect, using intermediate metal lines the two (a line or column) PG, respectively 

PD together. The connections can either be horizontal or vertical, the most important condition is that 

the distance between the 32nm width metal lines is higher than 32nm. A minimum area of 0.0046µm² 

is required. In the 0.180µm height, the maximum number of lines can be computed from Eq. 4 and is 

2.3. Thus, a maximal of 2 independent lines can be included in this bitcell. However, if the lines can be 

shared with neighbourhood cells, three iML4 lines can be integrated as designed in Fig. 73-c. 

Nevertheless, in Fig. 73-c, the PD and PG are connected together which is not wanted, so iM3 must be 

used to dissociate PD from PG. 
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Wmin=(Wspacing+Wlines) *Nlines+Wspacing Eq. 4 

The additional Wspacing takes into account the neighbourhood cell, if the lines are not shared between 

them.  

In the 0.362 width, it is possible to design up to 5 iML4 lines. However, we would like to have them in 

the PD-PG area and connected to each other as represented in Fig. 73-d in the same bitcell. It is not 

possible to achieve this with the specified design rules. That is why the (c) configuration is envisioned, 

where the dynamic assessment of back gate is parallel to the WL, which is impossible in planar FDSOI 

technology with wells. Using iM4 and iM3 it is possible to dissociate the PG from the PD if required.  

 

 

(a) (b) 

  
(c) (d) 
Fig. 73: Different routing configurations for the top-tier SRAM. (a) Description of the bitcell size and transistor position. 

The PU are close to each other whereas the PG and PD are paired. The back-gate are represented in green. (b) 

Representation of four adjacent cells to highlight the need of dedicated circuitry for PD and PG back gate respectively. (c) 

iML4 horizontal (parallel to the wordlines) proposition. (d) iML4 vertical proposition.  

We have some design guidelines for the back-bias assist: BGPU are by-default connected in column for 

a static assist and two groups of back-plane can be dynamically connected. In the next paragraph, SPICE 

simulations are performed to investigate the interest of a back-bias assist.  

ii. Fine grain and versatile back-bias assist 

Thanks to the local back plane, the threshold voltage of each SRAM transistor type can be modulated 

independently in a wide voltage range with no risk of forward biasing any diode between the wells. The 

voltage back-biasing range here is arbitrarily chosen from –VDD to +VDD. Detailed SPICE simulations 

in typical case for the HD bitcell are performed. Fig. 74 presents the gain in % of each metric (SNM, 

WNM, Iread and Iwrite) for different back-bias conditions for PU/PG/PD. The first feedback owing to 

this 3D representation, is that the threshold voltage of the PU must be lowered (VBPU<0) to improve all 

figures of merit (except leakage, not shown here). This cannot easily be achieved using a gate-first 

FDSOI process. However, this can be performed in 3D by using a PU-dedicated back plane with a 

constant bias (VBPU=-0.8V) applied in all operation modes. Additionally, PD (or PG) threshold voltage 

can be modulated dynamically according to the SRAM operations to improve margins and currents. It 

can be imagined, for example to switch from a low leakage mode (stand-by mode) to a write-assist mode 

during a write operation and then to a read-stability assist when reading.  

To define the assist conditions, the idea is similar to the aforementioned assist mode. In our case, the 

PD/PG strength ratio is modulated by an independent back-bias and not by changing the voltage 
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potential. Note that the two types of assist can thus be combined. Two types of assist for read and write 

operation can be differentiated: stability or drive current (speed) assist. Based on these considerations, 

three promising assist modes (with different VBPG and VBPD) are selected for their write (A1: VBPG=0.8V 

and VBPD= -0.8V) and read stability (A2: VBPG=0V and VBPD= 0.8V, A4: VBPG=-0.8V and VBPD= 0.8V) 

as well as for their improved read time (A3: VBPG=0.8V and VBPD= 0.8V) assist performance. The 

changes in the butterfly curve for A1 and A2 are illustrated in Fig. 75. As far as the write assist is 

concerned, the strength of the PU (VBPU=0.8V) is boosted in comparison of the one of the PD (VBPD=-

0.8V), increasing the write ability but being detrimental to the read stability. However, during read 

operation, it is possible to switch to assist mode A2 where the strength of the PD (VBPD=0.8V) is 

increased with respect to PG strength (VBPG=0V). In this latter case, the back-gate bias of PG is not 

negative in order not to degrade the read time. That is why an additional read stability assist A4 is 

proposed with VBPG=-0.8V.  

This versatile assist configuration yields +17% WNM, +28% IWRITE for A1, +4% SNM for A2 +17% 

SNM for A4 and +28% IREAD for A3 at VDD=0.8V and Vwell= ± VDD/GND vs. the reference configuration 

with a single back-plane biased at 0V (Fig. 76). It should be noted that the assist mode A4 improves the 

SNM by 17% with a 10% IREAD penalty which can be interesting for a slower but low-power operation 

mode (VDD=0.8V). The assist bias values applied to the different terminals in this 3D-monolithic 

structure and the associated results are summarized in Fig. 76. 

  
Fig. 74: Sensibility (%) of (a) WNM, (b) IWRITE, (c) SNM and (d) 

IREAD to independent back-biasing (on PD,PG,PU) (nominal 

configuration is at VBG=GND) (SPICE) taken from [78]. Three 

assist modes are highlighted: A1, A2, A3 and A4. 

Fig. 75: The impact on the butterfly curve for stability 

assists (A1, A2) taken from [78]. 

Furthermore, when compared to planar FDSOI (where VBPG=VBPD), 3D-monolithic integration offers 

more freedom owing to its ability to individually back-bias NMOS transistors. For instance at 

VDD=0.5V, the best planar FDSOI configuration achieves (w.r.t. REF VWELL=0V) +1.4% WNM 

(VBPMOS= 0.5V, VBNMOS= -0.5V), +25% SNM (VBPMOS= -0.5V, VBNMOS= -0.5V), +72% IWRITE 

(VBPMOS= -0.5V, VBNMOS= 0.5V), +72% IREAD (VBPMOS= 0.5V, VBNMOS= -0.5V). These gains are to be 

compared with +23% WNM (A1), +32% SNM (A4), +79% IWRITE (A1), +78% IREAD (A3) for 3D 

configurations. In addition, to reduce the leakage current in the standby mode, the VT of all transistors 

should be increased, which can easily be achieved in FDSOI structure with NMOS and PMOS 

independent well (reverse back biasing). However, this standby configuration is applicable with 3D 

monolithic structure regardless if the transistors are RVT (conventional well, regular VT) or LVT (flip 

well, low VT). In fact in planar LVT the RBB range (reverse back bias) is limited by the diode formed 

by the p-well (under PMOS transistor) and N-well (under NMOS transistors) (Fig. 77).  
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Fig. 76: Applied voltage on back-gate for assist A1, A2, A3 and A4.  Fig. 77: ILEAK as a function of applied reverse 

back bias. The voltage bias is informative and 

taken from [110]. 

Fig. 78 depicts the analyzed metrics in different biasing configurations with respect to reference case in 

function of VDD showing an increasing improvement obtains with the VDD decrease. There is an 

advantage in using back-bias assist for typical conditions, especially at low VDD. We will now consider 

variability in our simulations to make sure that this gain in typical conditions also translates into a gain 

for non-standard devices. Monte Carlo simulations (1000 samples) were performed to evaluate the 

minimum operating voltage (Vmin = min(Vmin-SNM, Vmin-WNM), Vmin-FOM being the voltage for µFOM-6σFOM 

=0) for the different assist configurations. Vmin represents the lower-limit supply voltage to ensure than 

99.99966% of the cases can be read or written. The minimum supply voltage for the HD REF bitcell is 

0.56V. The write counterpart can be easily improved with negative bitline (NBL) assist (-ΔBL increases 

the strength of the PG) as seen in Fig. 79. A Vmin reduction of 92 mV is seen with the A4 assist 

configuration and 60mV for the A2 bias scheme. Back-biasing techniques are thus efficient to boost 

write or read stability and to lower down the minimum operating voltage.  

The corresponding layout (common for A1-A2-A3-A4) was designed, connecting two groups of local 

(to-the-bitcell) back planes for PD and PG though internal vias without area penalty (Fig. 80). Back-

plane lines parallel to the BLs are used to distribute a static PU bias. Moreover, the two dynamic signals 

are routed by iML3 in the WL direction within the SRAM height (whereas wells are typically in the BL 

direction in planar technologies). Thus, back biasing allows boosting a selected row in top-tier without 

disturbing other rows and without impacting the cell footprint. Since the access for BGPD and BGPG 

is dynamic and A1-A2-A3-A4 detain the same layout, one can switch between a read stability assist and 

a read time assist during the read operation or use a write assist when writing.  

REF Stability enhancement
Speed (current) 
enhancement

Operation All Write (A1) Read (A2) Read (A4) Write (A1) Read (A3) 

PG (V) 0 0.8 0 -0.8 0.8 0.8

PU (V) 0 -0.8

PD (V) 0 -0.8 0.8 0.8 -0.8 0.8

SNM (mV) 146 130 164 171 130 124

WNM (mV) 336 431 300 295 431 315

IREAD (µA) 17.4 20 18.6 15 20 22

IWRITE (µA) 30.6 33 30 24 33 30
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Fig. 78: WNM/SNM/Iwrite/Iread improvement vs. VDD w.r.t. 

REF (SPICE). Figure from [78]. 

Fig. 79: Partial (to have a Gaussian distribution) 

SNM/WNM (at µ-6σ) as a function of VDD. Voltage Range 

(VR) of back-bias are indicated. Vmin is lowered up to 92mV 

with back biasing (A4, SPICE). Figure from [78]. 
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Fig. 80: Corresponding layout for A1-A2-A3-A4 assist 

mode. 

Fig. 81: Clever tool cross-section used to compute the 

parasitic elements. The additional via is in purple.    

 

iii. Parasitic capacitances reduction  

In order to evaluate the capacitance gain provided by having a local back-plane instead of a continuous 

one, i.e. a common back plane running beneath all the devices (or a single well in planar), back-end 

parasitics have been extracted using clever tool presented in 3-c (Fig. 81) and included in the SPICE 

netlist. Fig. 82 presents the differences between the chosen configurations, the continuous BP being the 

reference. 

 
Fig. 82: Schematics of the three back-plane (BP) configurations investigated in this work, (a) without BP, (b) with a 

continuous BP (REF) and (c) with a partitioned BP, corresponding to the assist layout previously designed.  

Fig. 83 gives as an example the BL capacitance values, showing that compared to a continuous back 

plane, the BL capacitance is reduced by 7%.  

SRAM 
cell

SRAM 
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Fig. 83: Bitline capacitance computation for a single bitcell 

with different back plane configurations (TCAD). Taken 

from [78]. 

Fig. 84: Read/write time (SPICE). A3 is particularly 

interesting to boost cell-reading time. Taken from [78]. 

Using the obtained values allows an estimation of the dynamic bitcell performance for the selected 

biasing conditions. Read and write times are extracted on 64x64 SRAM matrix. A 12/50% read/write 

time improvement is achieved for A3 and A1 assist (w.r.t. reference cell at VDD=0.8V) (Fig. 84). In A4, 

an increase of the read speed by 59% w.r.t. REF is observed, owing to the strong RBB on the PG, 

however, the point of this configuration is the VMIN minimization, therefore the loss in terms of access 

time is less critical. A2 emerges as a good compromise for the read operation, achieving a better read 

stability and being slightly faster (-4%) than the reference. A2 detains also less leakage since, contrary 

to A3, the PG is not forward biased. In the write operation, A1 increases the write stability and the write 

speed (-16%) w.r.t the reference. In addition, the demonstrated assist technique can be combined with 

WL underdrive, negative BL or other standard assist techniques [110] for further performance and 

stability improvement. 

In this part, we showed that SRAM stability margins are highly vulnerable to process induced variability. 

The use of the well as a back plane in planar structures can mitigate this variability. However, the back 

gate polarization degree of freedom provided by top-tier SRAMs integrated in 3D is a real asset, 

enabling a dynamic polarization for a versatile and fine grain assist. In next part we will turn the 

variability between adjacent devices in the SRAM cell into an asset to generate a unique identification 

key for chips. 

  

0.0

0.1

-9.5%

 continuous BP (REF)

 partitioned BP (A1-A2-A3)

 without  BP
B

it 
L
in

e
 C

a
p
a
ci

ta
n
ce

 f
o
r

 a
 s

in
g
le

 B
itc

e
ll(

fF
) -7%

TCAD HD,TT

0.0

0.2

0.4

-12%

-50%

HD,TT, V
DD

=0.8V

N
ROW

=64

SPICE

Read                          Write
REF A1 A2 A3 A4      REF A1 A2 A3 A4

T
im

e
 (

n
s)



Chapter II: Design Technology Co-Optimization: functionalities provided by 3D monolithic 

integration 

 

 

Page 65 

 

6- Variability as an asset: FDSOI SRAM PUF 

In the previous part we saw technics to increase the margins limited by variability. In this part, variability 

is rather taken as an advantage to create a unique key of identification for circuits. In the first part, the 

achievement of such a functionality with SRAM is explained. In the second part, the different process 

lever to increase the variability in a dedicated part on the chip for this kind of operation are explained. 

Finally, emulation results obtained with the 14nm SPICE model are presented. 

a. PUF: SRAM based fingerprint 

With the IOT devices spreading, there is an industrial need for a low cost way of chip identification. In 

fact, wearables and portable devices contains user’s data and has a regular access to the cloud. That is 

why an embedded private key is required to allow the IC recognition and to protect stored data. Process 

induced variability, when device manufacturing, can be exploited to generate a unique and non-

predictable fingerprint. Such digital fingerprints are the output of a Physical Unclonable Function (PUF) 

to a specific input. The PUF when submitted to a known input will deliver an unpredictable but 

repeatable output. For instance, threshold voltage measurement is used for RFID [111] since the VT 

variability comes mainly from random dopant fluctuation which is not spatially correlated. Su et al. 

[112] propose a dedicated design relying on mismatch and cross-coupled NOR gates to generate IDs. 

However to use existing devices without area overhead, Holcomb et al. [113] use SRAM power-up state 

to generate an identifying fingerprint. 

An SRAM is composed of two inverters in series with two additional transistors to access the data. 

When the SRAM is not powered (i.e. VDD=0) each internal nodes labelled BLLi and BLRi are discharged 

low (i.e to gnd) ‘00’. When power is applied, the state (BLLi, BLRi) will be either ‘01’ or ‘10’ depending 

on process variation mismatch and noise. The final state will depend on the balance between the two 

inverters. Two cases can be distinguished in Fig. 86. The first one (a) presents a ‘1’ skew cell where the 

cell is biased enough by process variation to be resilient to noise. The cell result when power-up is 

repeatable and thus, this cell can be used for identification. On the contrary, the (b) case cell is neutral 

and will indifferently gives a ‘0’ or a ‘1’. So, a first insight for a technology- SRAM PUF friendly is 

that the skew must be higher than the noise.  

To generate the fingerprint, a 64-bit SRAM array is powered-up one hundred time and the result is 

illustrated in Fig. 85. The probability of obtaining a ‘1’ state is indicated by the shades of grey. The 

white and the black squares represent an SRAM with a repeatable power-up state. The grey ones are not 

skewed enough to be used as ID. To maximize the security, the perfect pattern would be 32 bits white 

and 32 bits black. However such a characteristic is not enough to ensure security. For instance, we can 

 

 
(a) (b) 

Fig. 85: a 64-bit fingerprint taken from [113]. The shade of 

grey indicates the probability of powering-up to 1. The 

desired pattern is 32 bits black and 32 bits white to 

maximize the security. When the cell is grey, the power-up 

state is not repeatable. If the randomness is process biased, 

the pattern will be easier to reproduce.   

Fig. 86: Two cases are exposed and taken from [113]. The 

first one (a) presents a ‘1’ skew cell: the noise is not sufficient 

to shift power-up state. Such a cell can be used for 

identification. In (b) case, the cell is neutral and will 

indifferently gives a ‘0’ or a ‘1’.  
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imagine a pattern with the 1st half white and the 2nd half black which could be process dependant and be 

the same for each die. That is why, to quantify both reproducibility and unique character, the hamming 

distance is used. It is defined as the number of different bits between two power-up. Ideally, on the same 

fingerprint, the hamming distance is zero (no differences between two power-up). However, for different 

fingerprints, the hamming distance should be half of the array size if there is no asymmetry of the design 

or process bias.  

To conclude, from an input power-up pattern, each SRAM array detains a specific answer which is 

reproducible if the variability of the SRAM is high enough compared to noise. However, Selimis et al. 

[114] evaluate a 90nm commercial 6T-SRAM for PUF applications, in particular, the sensitivity to 

temperature, supply voltage, voltage rump-up and ageing. In fact, the power-up state is sensitive to such 

variations and a fuzzy extractor [115] performing code correction error is implemented to counteract 

these limitations. In the next part, a proposition to enhance variability in dedicated FDSOI SRAM 

without additional circuit will be proposed to target such applications. 

b. Single dopant transport 

Some technological modifications to a baseline process can be done in order to increase the variability. 

For instance, O’uchi et al. demonstrate polycrystalline-Si channel FINFET SRAM based PUF [116]. A 

systematic comparison between poly- and monocrystalline-Si FinFET PUF cells is done. The poly-Si 

cell improves the intra-PUF hamming distance to 1/3.4 of that of the monocrystalline-Si cell, exploiting 

the variability of poly-Si. Also, ageing can be used to increase the variability on the chip [117]. In this 

study we rather propose to exploit a specificity of ultra-scaled FDSOI devices: single-donor ionization 

energy. As the transistors scale down, the channel is doped by a few discrete atoms and is prone to 

random dopant number fluctuation. When a single dopant is present in the channel it can participate to 

the conduction when ionized [118]. Resonant transport occurs and a peak of conduction is seen at VG=EI 

(ionization energy) for low temperatures (10K) [119]. At 300K thermal broadening smears the peak, 

impacting SS and effective VT [120]. So the signature of a single dopant in the channel at ambient 

temperature is a degraded SS and a smaller VT: a leakier MOS. This degradation is influenced by the 

number of peaks, intensity and VG position. The Vg position is determined by the distance between 

dopant and Gate and their ionization energy. The distance between dopant and gate is random and 

associated to ion implantation process. However, the dopant must be coupled to source and drain 

reservoirs, thus the distance between dopant and either source or drain must be lower than two times 

Bohr radius (2.2nm for As). It leads to a sizing constraint on gate length: LG<10nm. Also, the transistor 

width must be small to avoid the presence of several dopants in the channel. An advantage in using 

FDSOI devices is that the ionization energy is constant in bulk Si (~53.7 meV for As [121]) but not in 

SOI where a value of 108 meV is found in [122]. Another degree of randomness is added thanks to the 

choice of SOI wafers.  

To conclude this part, the variability induced by the presence of a single dopant in a FDSOI ultra-scaled 

transistor will be considered to create SRAM based PUF. It requires only a light additional implantation 

step to dope only the SRAM. Next part will present the emulation of such devices thought SPICE 

simulations.  

c. Emulation of leaky devices to assist technological choices  

Using the 14nm FDSOI SPICE model introduced in part 3-b, we would like to emulate the presence of 

a single dopant in the channel in the high-density cell. First, the introduction of dopants will induce a 

shift of the threshold voltage of the transistors. We have to make sure that in the general case, i.e. without 

resonant transport, the SRAM bitcell is operational. Then, the SPICE parameters to emulate the 

transistor degradation due to the presence of a single dopant in the channel will be identified and 

discussed. Then, the simulation environment including Monte-Carlo simulations and the definition of a 
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metric VNM are presented. At this stage, only skew linked to channel doping is considered. After, based 

on noise consideration and different power-up scenarios, the need of an additional degradation 

mechanism is highlighted. To finish with, leaky devices are emulated. 

i. Impact of channel doping on SRAM devices 

In the ideal case, a single doping atom should be implanted in the LG~W~tSi~10nm transistor channel. 

It means a doping concentration of the order of N=1018 at/cm3. The induced threshold voltage shift for 

FDSOI transistor correspond to (q.N.tSi)/(2.Cox), 16mV for N=1018 at/cm3 as illustrated in Fig. 87. This 

negative ΔVT (P doped for PMOS and N doped for NMOS) has small repercussion on the butterfly 

curve, maintaining a good read margin (Fig. 88). However, for bulk devices, the VT shift for the same 

doping is much higher and reduce drastically the read margin. For PUF applications, it is important to 

be able to read the information set by power-up. Nevertheless, if the SRAM is dedicated to PUF 

application, a destructive read operation does not matter. However, usually, an overhead circuit is 

present to select the good bitcells (the skewest cells) in a matrix to form a subset for PUF. In this case, 

part of the SRAM matrix will be used as a conventional SRAM, so the read margin is important. In 

addition, the introduction of doping does not degrade the symmetry of the cell (the butterfly crossing 

point being on the diagonal VR=VL), which avoids a technological skew towards a preferential state.    

 

 
Fig. 87: Threshold voltage shift for FDSOI devices (EOT=1nm, tSi=7nm) 

and bulk one (EOT=1nm). The NMOS have an n-type doping and the PMOS, 

a p-type. 

Fig. 88: Butterfly curve of the HD cell at 

VDD=0.8V with the associated read margins. 

The nominal cell is in black, the FDSOI cell 

with a N=1018at/cm3 is in blue and the 

corresponding bulk cell is in red. A 

detrimental reduction of the read margin is 

seen for bulk devices.  

 

ii. Simulation environment  

Using the 14nm FDSOI SPICE environment, we would like to reproduce the SRAM power-up and then 

read the information set in the bitcell. For this, we simulate a power-up ramp from 0V to VDD in a time 

tpwup (abrupt if equals to 0s, see Fig. 89) and a read operation is performed at tread. To assess the 

reproducibility, this pattern is reproduced several times. Also, to take variability into account, Monte-

Carlo simulations are done (if not indicated, MC=1000). On Fig. 89 we can see that an occurrence 

stabilizes at VDD/2: it corresponds to MC=0, where no variability is introduced and the cell is perfectly 

stabilized. However, this ideal case is not representative of the reality. In the other cases, the cell will 

always shift either to 0 or to 1, to take a convention, we consider a 0-skew cell when the right node is 0. 

Fig. 90 presents the final distribution between GND and VDD for both right and left node and 

technological skew can be verified. 
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Fig. 89: Waveform of the simulated power-up and read 

operation. The different parameters are the supply voltage 

VDD, the power-up ramp tpwup, and when is performed the read 

operation. Here MC=100. 

Fig. 90: Final distribution of the right (left) node potential. 

In the best case the repartition is half-half to maximize the 

information.  

However, for computation reasons, we would like to determine from the butterfly curve if the cell is 

skewed. In addition, if the DC butterfly characteristic could be linked to power-up state, it could be a 

powerful metric for fast characterisations. In [123], the strength of the mismatch is determined by the 

distance between the separatrix and its ideal position. Based on this observation, a metric VNM is defined 

as the shortest distance (orthogonal projection) between the butterfly curve cross-point and the diagonal 

(see Fig. 91). In the previous paragraphs the butterfly curve was plotted using reading conditions 

(WL=1). In the power-up case, WL is set to 0 according to our power-up scheme, so we rather use the 

butterfly curve in power-up conditions like in Fig. 91. To make sure it was the appropriate figure to 

consider, we performed MC simulations with the described power-up scheme (VDD=0.8V, tramp=60ns) 

to analyse if the VNM is correlated to the cell power-up state. As seen in Fig. 92 the VNM extracted with 

the read butterfly curve is not representative of the final state contrary to the VNM extracted with power-

up conditions. However, for VNM close to 0, there are some cells which do not polarized according to 

their VNM preferential state (more visible in Fig. 93). For the metric VNM to be reliable, these particular 

points must be understood properly.  

  
Fig. 91: Definition of the VNM metric to quantify if a cell is 

skewed or not. From this butterfly power-up curve, a metric 

called VNM is defined as the crossing point distance (VR, VL) to 

the separatrix.   

Fig. 92: SRAM cell hold value according to VNM power-up 

and VNM read conditions when the SRAM is powered-up 

and read.  
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Fig. 93: Crossing point coordinates (VL, VR) with the power-up SRAM cell for MC=1000. 

As far as the power scheme is concerned, several studies show the importance to define precisely the 

VDD ramp to. Elshafiey et al. [124] demonstrate that the start-up value of an SRAM PUF depends on the 

SRAM power supply rising time and can be optimized to reduce the undetermined cells down to 5%. In 

fact, depending of the supply power-up ramp time, there is two operation regions. The first one is 

dominated by capacitance and threshold voltage variations and the second one by threshold voltage 

variation only. Each cell can be skewed differently for each region, leading to a different power-up state 

and a different probability to flip. It is showed that a higher rise time will consider only the threshold 

voltage variations and reduce the undetermined cells. Furthermore, Wang et al. [125] analyse different 

power-up scenario to highlight PUF state sensitivity. An abrupt 0 to VDD (respectively VDD to 0 for VSS) 

ramp will polarize the cell according to PMOS (respectively NMOS) threshold voltage difference. On 

the contrary, an extremely long VDD ramp (of the order of the second) will result in a power-up state 

induced by both NMOS and PMOS variations. For intermediate rise time, the number of undetermined 

states is unneglectable. That is why, a proper VDD ramp must be chosen to maximize the repeatability. 

To see if our undetermined points were not linked to the abruptness of the VDD ramp, a ramp of the order 

of the second have been chosen. Fig. 94 presents the probability of obtaining a logic state ‘1’ as a 

function of the VNM for different ramps duration. We do observe that the longer the ramp duration, the 

lower the closer we were to the ideal curve defined as P(1)Vnm>0=1 and P(1)Vnm<0=0. However, even for 

ramps of the order of the second, the error rate is still 9.9%, so the VNM might not be the best metric to 

consider. Nevertheless, if the VNM is lower than -0.012 (respectively higher than 0.012), the probability 

to obtain a 0 (respectively a 1) equals to one for tRAMP=1ms. So, a +-12mV margin can be defined around 

VNM=0 and the further points can be considered reliable and repeatable. The VNM considered here is the 

VNM at VDD=0.8V but the ramp, especially the longest one, are continuous from GND to VDD. Fig. 95 

presents the VNM evolution for 45 MC samples for VDD from 0.3V to 0.8V. We do observe that the VNM 

is generally higher for lower VDD and saturates from VDD=0.5V. For lower VDD values such as 0.1V, the 

VNM could not be determined since the butterfly curve section closes and they are several crossing points.  
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Since the VNM metric is not sufficient to determine accurately the power-up state for a conventional 

power-up operation, we decided to test another power-up scheme. In fact, we do observe on Fig. 92 that 

the VNM-SNM values are in a higher range that the VNM-PWUP and even better, there is a separation between 

the two distributions (for VNM-SNM=VNM-PWUP). So, instead of just turning ON VDD, we propose to turn 

ON also bitlines and wordlines to be in a READ operation configuration and benefits from the additional 

variability of the PG. The power-up scheme is described in Fig. 96. With this new power-up scheme, 

the Fig. 92 is reproduced in Fig. 97 with a long duration ramp, tRAMP=1s. The first observation is that 

some devices (green points) stabilizes at the crossing point of the butterfly curve, i.e. they do not switch 

towards ‘1’ or ‘0’. However, the number of mistakes (Error rate Er=3.7%, accounting for the 

undetermined points) is lower than the previous power-up scheme which was 8.8% in the best case. 

From now, we will consider such a power-up scheme but with a tRAMP= 10ns (abrupt) which yields the 

same results. 

 

 
Fig. 96: “READ” power-up scheme compared to the 

standard one. 

Fig. 97: SRAM cell hold value according to VNM power-up and 

VNM read conditions when the SRAM is powered-up using the 

READ power-up scheme.  
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Fig. 94: Probability to obtain a one knowing the VNM value for 

different VDD ramp durations. 

Fig. 95: VNM measured for 45 points at different VDD. The 

lower the VDD the larger (generally) in absolute value the 

VNM is. 
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Fig. 98: Waveforms used to investigate the 

reproducibility of the power-up.  

Fig. 99: Probability to obtain a one as a function of the VNM-SNM 

with the noise model activated.  

Now, we will consider the noise to verify the reproducibility of a power-up and its tolerance or not to 

noise. Cycles of power-up are scheduled 100 times for 100 devices (see Fig. 98). Then the probability 

of obtain a 1 is sorted out. Concerning the noise, the different flags at our disposal to modulate it in the 

UTSOI model are:  

 SWIGN: Boolean to activate or not the gate noise model 

 FNT: thermal noise coefficient nT = 4kBTKCFNT which can be activated or not.  

 FNTEXC: excess noise coefficient  

 NFA, NFB, NFC: flicker noise coefficient 

Without changing the noise parameters by-default, the gate noise and the thermal noise are activated or 

not. The result is given in Fig. 99. The main idea is activating the noise will endanger the reproducibility 

of the power-up. Experimentally we cannot control the level of noise which is technology dependent, so 

from such a graph, we can just extract a margin Vnoise such as P(1)Vnm>Vnoise=1. For instance, on the 

graphic Fig. 99 a Vnoise=150 mV can be extracted. The cells detaining a VNM-SNM value above in absolute 

value Vnoise will switch predictability towards 1 or 0 according to the VNM sign.   

To conclude this part, the emulation SPICE environment is set-up and a metric VNM is proposed to 

predict the power-up state. However, this metric seems to be incomplete and subjected to noise, so that 

to predict the power-up state, enough margin, noted Vnoise must be considered. In the next paragraph we 

will consider the case where some devices detains a single dopant in their channel and analyse if the 

distortion of the SRAM cell is sufficient to achieve this Vnoise margin. 

iii. Emulation of resonant transport 

The presence of a dopants in the channel will degrade significantly the transistor at ambient temperature. 

To reproduce this behavior, the electrical gate length is reduced. As seen on Fig. 100, from a nominal 

electrical gate length of 34nm (30nm physical gate length and 2nm per side underlap) to a 14nm 

electrical gate length, the threshold voltage have been reduced by 250mV and the subthreshold slope 

degraded by around 20mV/dec for NMOS transistors. This degradation on the subthreshold slope as 

well as the threshold voltage will account for a resonant transport. Fig. 101 presents the repercussion of 

this degradation on the butterfly curves. If only one of the PD is leaky, the butterfly curve will be 

distorted since the PD will impose the ground quicker from one side. If one of the PG is leaky the read 

margin is degraded since the PG/PD ratio is changed but the butterfly curve is almost not impacted.  
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Fig. 100: VT and SS of an NMOS 

transistor as a function of electrical 

gate length. The smaller the gate 

length the higher the parameters are 

degraded. A single dopant in the 

channel is emulated with a LE=14nm 

to take into account the ambient 

temperature degradation induced by 

resonant transport peaks.  

Fig. 101: Power-up butterfly curves with a degraded PD (a) and a degraded PG 

(b). The deformation is more important for PD since the PD takes part of the 

inverter pair to set the memory point.   

So we would like to estimate the degradation on the VNM: if the degradation is enough, VNM> Vnoise and 

the cell will be entirely predictable. Extreme cases with a nominal gate length of 30nm and a degraded 

one of 14nm for each transistor will be studied. However, to simplify the problem and not study the 64 

configurations, we analyse the situation where only one side of the inverter is degraded (8 cases). In 

fact, if both inverter are degraded the same way, the read margin value will change but the VNM will be 

equals to 0 as illustrated on Fig. 102 and Fig. 103. 

 
Fig. 102: Verification of the read operation. Local and 

global deviation is considered and the industrial criteria 

SNM/σ>6 is represented by a red line. 

Fig. 103: Butterfly curves for various NMOS and PMOS 

degradations. The VNM values are all equals to 0mV in the 

case of a symmetrical degradation. 

 

For the eight configurations, summarized in the table below, we see that most of them satisfy the 

condition |VNM-SNM| > Vnoise.  
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iv. Conclusion:  

In this part we proposed to use SRAM power-up state as a digital fingerprint (PUF) of a device. Based 

on SPICE simulations, a metric (VNM) have been proposed to predict the final transient power-up state 

from a DC characterisation of the SRAM. Different sensibility studies (power-up scheme, capacitances, 

noise) have been done to analyse the robustness of VNM. Also, single dopant devices (fabricated with 

channel implantation) are emulated and are efficient to skew the bitcell and being tolerant to noise. 

However, device optimization is important to conserve a sufficient read margin. 
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7- Conclusion of chapter II 

We presented the actual 3D VLSI digital planar design flow and the opportunity brought by 3D 

monolithic integration to pursuit Moore’s law. Then based on our 3D environment simulations, we 

discussed the interest of sharing resources and signals between the two tiers and we studied in details a 

versatile fine grain back-bias assist for 3D top-tier SRAM. To finish with, we investigated the interest 

of single dopant transport on planar SRAM based PUF. In fact, 3D monolithic integration leverage the 

possibilities for design engineers paving the way for high density, low power and high performance 

specified circuits. However, this is not possible without the fabrication of CMOS transistors over 

CMOS. The next chapter presents the 3D monolithic process flow where the top-tier is done at low 

temperature (under 500°C, 2hours) to preserve the bottom tier. In particular the fabrication (and 

characterization) of low temperature junctionless devices is explained. 

Take away of chapter II:  

 Minor modifications can be added to planar VLSI process flow to enable 3D monolithic circuit 

design. Performances or thermal driven algorithms for place and route are proposed in the 

literature. 

 Moving from planar dies to 3D monolithic dies manufacturing one is cost efficient.  

 3D monolithic designs reduce (in general) the area and the overall wire length leading to higher 

performances.  

 Thermal dissipation (hot spot and peak temperatures disparities between tiers) is not an issue. 

 Resources such as power rail or clock signal can be shared between tiers without a significant 

area overhead.  

 Dynamic local back-bias are of great interest since they can modulate the threshold voltage of 

devices independently. A SRAM top-tier assist have been proposed to reduce the minimum 

operating voltage by 92mV. 

 Planar SRAM variability in FDSOI technology can be used to create digital fingerprints. This 

fingerprint is more robust (less sensitive to ageing and more reproducible) when combined with 

single dopant transport. 
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Chapter III: Fabrication of junctionless transistor 

in the scope of 3D monolithic integration  

3D monolithic IC design can improve at the same time performance, power and area compared to planar 

one. However, to process sequentially the top transistor without degrading the bottom one, a maximum 

thermal budget of 500°C, 2hours have been identified and still remain challenging. The aim of this 

chapter is to fabricate transistors compatible with a 3D monolithic integration and to characterize them. 

In the first part, the state of the art of 3D monolithic integration demonstration is done and junctionless 

transistors which are good candidates for a low-temperature integration are presented. In the second 

part, TCAD simulation of junctionless devices are presented to explain its physical behavior. In the third 

part, junctionless transistors are compared to standard one (inversion-mode) in terms of mobility, 

capacitances, variability, reliability and noise. After, TCAD simulations allows the sizing of the future 

device, targeting digital and analog applications. Then, the process flow is developed, presenting the 

different low-temperature bricks. To finish with, the processed devices are electrically characterized 

with an emphasis on variability and logic and analog applications.  
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The previous chapter presented the different opportunities brought by 3D-monolithic integration with a 

highlight on digital circuits. In fact, stacking instead of shrinking continues the reduction in die size and 

die power, allows the integration of heterogeneous material and offers new architectures to improve 

performances [126]. The main technology challenge for this integration is the thermal budget constraint 

of the top-level process integration. This chapter starts with a short review of 3D sequential integration 

demonstration and junctionless devices. Then the physical properties of junctionless devices are 

presented with the help of Technology Computer-Aided Design (TCAD) simulations. Afterwards, 

TCAD sizing, process flow and electrical results are explained and discussed. 

1- State of-the art  

The following state of the art is composed of two parts. The first one is directly related to 3D monolithic 

integration, which focuses on the 3D demonstrations. The second one discusses quickly the junctionless 

architectures and their applications to highlights their potential for 3D monolithic integration.  

a. 3D sequential integration demonstration: review of literature 

3D monolithic integration consists in stacking active layers on top of each other in a sequential manner 

[127]. The top active layer can either be created by direct deposition or by wafer bonding. For both 

cases, Fenouillet-Beranger et al. identifies a maximum thermal budget for top-tier processing in order 

to avoid bottom CMOS degradation [128]. In fact, the annealing temperature and its duration cannot 

exceed 500°C, 2h without damaging the stability of bottom devices Ni0.85Pt0.15 silicide [129], [46]. Note 

that, Ni0.9Co0.1 silicide is stable up to 800°C [130] and thus could reduce this thermal budget constraint. 

However, Fig. 105 highlights that higher thermal budget can be applied with shorter durations. For 

example, thanks to its low-light-depth penetration, a laser (wavelength: 308nm, pulse duration ~200ns) 

can even melt the top silicon layer without affecting the underneath layer [131]. The most critical steps, 

when considering thermal budget, in a transistor process flow are the spacer formation (~630°C), the 

selective epitaxy (SiGe 30% at 650°C or Si at 750°C) and the dopant activation step (>1000°C) [128]. 

Low temperature device processing (i.e. full standard flow with limited thermal budget) is not trivial 

and will be assessed in part 6-. 

 

 
Fig. 104: TEM cross-section of a 3D monolithic integration 

demonstration in [132]. Two devices are stacked on top of the other 

featuring high-k metal gate stack.  

Fig. 105: FET Thermal budget processing 

window to ensure stability, taken from [128]. The 

thermal limit has been established at 500°C, 

2hours. High temperature are feasible for a very 

limited amount of time.  

The following review of 3D sequential integration demonstration is divided into two parts according to 

the process used for top-active creation. The first one deals with deposited top-tier and the second one 

with wafer bonding. A small emphasis is done on heterogeneous integration.  
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i- Deposited top-tier channel material 

To create the future channel material, amorphous silicon (a-si) can be deposed at low temperature (see 

section 6-b.i-) directly on the intermediate dielectric oxide. In fact, a monolithically integrated thin-film-

transistor (TFT) for 3D FPGA is reported in [133]. In this demonstration, amorphous silicon (a-si) is 

directly deposited on top of Cu interconnects (nine layers) and patterned bellow 400°C to form a-si TFT. 

At VF=3.3V supply voltage, an ION/IOFF ratio superior to 2000 is achieved. However, the mobility in a-

si is much lower than in poly silicon and monocrystalline silicon, yielding to a lower drive current. To 

boost transistor performances, green nanosecond laser anneal (λ=532nm) for highly crystallized and 

large-grained (>1µm) epi-like Si channel preparation can be used [134]. Poly-si transistors will suffer 

from poly-si grain size variability and grain boundaries [135]. A three time degradation of threshold 

voltage variability compared to single crystal one is demonstrated. Nevertheless, the µ-Czochralski 

process with a grain-filter structure (narrow cavities) is a solution, allowing the formation of location-

controlled Si grain up to 6µm diameter [136]. Fig. 106 presents the different seed window techniques. 

The control of 2D location and size of Si grain, and thus grain boundaries location, allows building 

transistors on single grain.  

 

 

Fig. 106: Seed windows techniques, taken from Batude IEDM 2019 tutorial [137]. The common idea is to benefit from an 

underneath seed (localized on the bottom layer) to “copy” the crystalline information. Recrystallization of the top amorphous 

layer can be done either in the liquid phase (with localized melt) or in the solid one (with long thermal anneal).  

Also, a 72M bit density 3D SRAM is demonstrated by Jung et al [138]. The creation of the top-tier 

channel material is done with Laser-induced Epitaxial Growth (LEG). In fact, after intermediate 

dielectric layer (ILD) planarization, seed holes are patterned and filled when the amorphous silicon top-

layer is deposited. Thus, the bottom layer acts as a crystalline seed when top-layer recrystallizes, under 

the laser annealing, to provide high quality Si channel layer [139].  

To conclude, amorphous silicon can be deposited at low temperature and recrystallized without 

degrading bottom tier transistors. Furthermore, grain position can be controlled at the expense of space 

loss (seed window and grain junctions). However, poly-Si transistors suffers from degraded variability 

or/and low density. That is why a high quality and uniform active is required to take fully advantage of 

3D monolithic integration for high performances applications. Such a technology is attractive for low 

cost and variability tolerant applications where density and high performances are not required. 

ii- Reported top-tier channel material 

Fig. 107 presents the typical wafer bonding process flow to obtain a perfectly monocrystalline active 

layer [140]. After pre-metal dielectric Chemical Mechanical Polishing CMP, direct top substrate 

bonding is carried out before obtaining the future channel either by grinding and etching or by Smart 

CutTM [141]. Compared to poly-Si deposition, this approach requires the use of a donor (usually SOI) 

wafer, and thus is more expensive. However, the crystalline quality of the bonded channel is higher. 
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Furthermore, to take benefit from inter-tier interconnections, the introduction of metal lines (fabricated 

with Back-End-Of-Line BEOL tools) between the tiers (performed in top-tier Front-End-Of-Line FEOL 

tools) leads to contamination issues [142]. Now, we will distinguish reported silicon channel from more 

exotic materials such as GeOI.  

 

Fig. 107: Wafer bonding process flow taken from [137]. After CMP bottom tier planarization the future top tier material 

(SOI wafer) is bonded onto the bottom tier. Most of the Si bulk is grinded before selectively etching the BOX to let a thin 

silicon layer.   

A wide range of semiconductors, such as silicon, III-V, carbon nanotubes, can be heterogeneously 

integrated together thanks to 3D monolithic. In fact, each layer could be independently optimized for 

specific functionality. For instance, Batude et al. [143] demonstrated the integration of p-GeOI 

MOSFET (top-tier) on n-SOI MOSFET (bottom-tier) for high performance purposes. The 200mm GeOI 

wafer is bonded onto processed wafers. Similarly, germanium PMOS is transferred onto NMOS [144] 

or GaN NMOS and Si PMOS are co-integrated thanks to 3D layer transfer [145]. In addition, rather than 

using conventional Si transistor as top devices, NW Cheng et al. reports a monolithic heterogeneous 

integration of BEOL Power gating transistors of carbon nanotube (CNT) networks [146]. CNT are 

grown on donor substrate and release in a solution and then can be directly deposited onto processed 

wafers. Up to five vertically-interleaved layers with three different technologies (silicon, CNTs, III-V) 

are integrated in [147].  

As far as Silicon monocrystalline channel is concerned, Brunet et al. demonstrated a full 3D CMOS 

over CMOS on 300mm wafers [132]. Top devices feature high performance Fully-Depleted Silicon On 

Insulator FDSOI process requirements like High-k/metal gate and raised source and drain. The maximal 

thermal budget is 650°C, 2min. Low-temperature silicon epitaxy is feasible [142] and can be doped and 

activated at low temperature thanks to Solid Phase Epitaxy Regrowth [148], [149]. Similarly, Vandooren 

et al. also demonstrated for the 1st time 3D stacked FinFETs at 45nm fin pitch and 110nm gate pitch 

technology on 300mm wafers [150]. The top tier is composed of junctionless devices, fabricated under 

525°C, without performance degradation. A junctionless transistor is a device featuring a uniformly 

doped channel and acts as a gate resistor [151]. Typical channel doping values in literature to ensure a 

correct operation are around 1019 at/cm3. With its ease of fabrication (lack of source and drain 

implantation and annealing), junctionless transistors are promising candidate for 3D monolithic 

integration [152]. Also, Vandooren et al. proposed a buried metal line for junctionless top-tier planar 

devices which acts as a back gate for dynamic VTH tuning but also as a shield for RF applications [153]. 
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Fig. 108: Recap table of the advantages of presented techniques [137]. Even if wafer bonding is the more expensive one, its 

density integration and crystalline quality is an asset for 3D monolithic integration. 

To conclude this part, several groups have demonstrated 3D monolithic integration using 

different techniques. Seed window techniques is efficient to create a good crystal quality at the expense 

of density (Fig. 108). Amorphous silicon deposition and recrystallization do not affect the top-layer 

density but suffers from a poor crystalline quality. Finally, wafer bonding offers the best crystal quality 

with excellent thickness control and low thermal budget. To answer the challenges brought by 3D 

monolithic, our choice is to focus on junctionless devices and lower the process integration down to 

400°C. Before discussing the device fabrication, a non-exhaustive review of junctionless transistors 

fabricated without thermal budget constraint is exposed. The main idea is to give insights about 

junctionless performances to select the best architecture and channel material suitable for 3D monolithic 

integration.   

b. Junctionless transistors 

The purpose of this part is to discuss the different junctionless (JL) device architectures/materials with 

associated performances to identify the requirements in terms of device fabrication. We will first assess 

the different types of architecture before considering polycrystalline materials and more exotic ones.  

i- Short presentation of the JL transistor (JLT) 

architectures 

In the literature, many different junctionless architectures have been proposed and are represented in 

Fig. 109.  

 

Fig. 109: Presentation of the investigated architectures. A is a planar trigate FDSOI transistors, B is a Gate-all-around 

(GAA) transistors and C is a bulk junctionless transistor. 

(A) configuration in Fig. 109 consist of trigate (A) or planar devices (one gate) on a buried oxide (BOX). 

To fabricate planar SOI junctionless transistor, the silicon must be thin enough to be able to turn the 
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device OFF (see part 5-a). Barraud et al. fabricated JL trigates with gate length down to 13nm [154], an 

EOT=1.2nm and a channel thickness of 9nm. Sub-threshold Slope of SS<70mV/dec and ION/IOFF >106 

are achieved at LG=13nm. 

The GAA architecture (B) offers the best electrostatic and hence short channel effect (SCE). Both 

monocrystalline and polycrystalline transistors have been fabricated. Horizontal GAA NW can be staked 

to increase the drive current per device footprint [155], [156]. A JL stackable silicon-oxide-nitride-

oxide-silicon (SONOS) memory (vertical-Si nanowire) is demonstrated in [157]. The JLTs show SS 

<70mV/dec and are particularly interesting for 3D stacked memory applications. Germanium is an 

interesting alternative to silicon to boost transistor performance for PMOS due to higher mobility. Wong 

et al. [158] demonstrated p-channel junctionless GAA germanium nanowire transistors with 

ION=390µA/µm and ION/IOFF>106 for 250nm gate length (LG). However, n-channels germanium FET 

suffers from poor performance due to the presence of a high density of interface states near the 

conduction band edge at the germanium-insulator interface [159]. That is why n-channel germanium 

junctionless transistor are interesting since the conduction occurs in the volume (see part 3). N-channel 

germanium GAA JLT were first demonstrated by Wong et al. [160], yielding ION=1235µA/µm (VG-

VT=VDS=1V), ION/IOFF=2.106, SS=95mV/dec and LG=60nm. Planar transistors N and P- JLT have be 

fabricated on germanium-on-insulator wafer by Ren et al. [161] (ION/IOFF~105). 

Bulk junctionless  (C) transistors are feasible but a PN junction underneath the device is required to 

isolate the source, drain and channel from the substrate [162]. For instance, the 1st demonstration of 

junctionless accumulation-mode bulk FinFETs is composed of an hybrid channel created by ion 

implantation [163]. In  [163], devices with a fin width of W=16nm, show  SS= 68mV/dec, 

DIBL=9mV/V and ION/IOFF> 106. The device is still considered junctionless since there is no junctions 

in the direction of the current flow. Cheng and al., fabricated pJLT using a hybrid poly-si fin channel, 

performing SS=64mV/dec, ION/IOFF>107, DIBL=3mV/V at VG=-4V [164], [165], [166]. Going further, 

Li and al. [167] demonstrated a hybrid P/N/P double nanosheet channels with ION/IOFF>107, 

SS=176mV/dec and DIBL=13mV/V.  

ii- Polycrystalline materials 

As stated in the previous part, poly-Si or poly-Ge have much lower performance than single-crystal 

transistors but the cost of fabrication should be lower in the context of 3D monolithic integration since 

the channel material can be directly deposited on bottom tier. From performances side, a polycrystalline 

film is composed of several small crystallites separated by grain boundaries. The grain boundaries 

(dangling bounds at the edge of the crystallites) will trap free carriers such as electrons in n-type doped 

poly-Si [168], [169]. The formation of a potential barrier due to the trapped carriers reduces the overall 

carrier mobility. However, in junctionless transistor, the channel is doped around 1019 at/cm3 which is 

enough to saturate the dangling bounds. Su et al. [170] shows an apparent mobility for n-channel GAA 

poly-Si up to five times larger than inversion-mode GAA. The GAA architecture is also demonstrated 

by Liu and al. [171] (SS=105mV/dec, DIBL= 83mV/V, ION/IOFF=7x108 at VG=4V and VD=1V), or by 

Kuo [172] (SS~75mV/dec, ION/IOFF~8x107 at VG=1.5V). Similarly, the pi-gate architecture (variation of 

TG architecture where the gate is extended into the buried oxide to form a π shape) provides good 

electrostatic control of the channel. With such an architecture, Hsieh et al. [173], [174] demonstrated 

SS= 61mV/dec (poly-Si). Planar devices are feasible if the channel thickness is low enough to ensure 

depletion at OFF state (see working principle in section 3). Poly-Si thin film transistors have emerged 

and feature excellent electrostatic control. For instance, with poly-si JLT (silicon channel thickness 

tsi=1.5nm) a 30mV/dec ss is observed [175]. The sub-60-mV/decade SS is attributed to the impact 

ionization effect resulting from the high lateral electric field at the drain side at OFF-state. In addition, 

a 2.4nm ultrathin channel trench poly-Si JLT is demonstrated by Yeh et al. [176] and features 

SS=100mV/dec, DIBL~0mV/V and ION/IOFF=106 at LG=0.5µm. Furthermore, Lin et al. [177] recorded 
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a 8nm n-type poly-Si JLT thin film with the following characteristics: SS=240mV/V ION/IOFF>107. Note 

that the JL devices shows 23 higher drive current than inversion-mode at VG =4V.  

Polycrystalline germanium has the potential for higher current drive and low temperature process flow. 

For instance the poly-Ge nanowire are formed at 550°C and processed below 300°C in [178]. Usuda  et 

al. [179], obtained high mobility (200 and 140 cm2V-1s-1 for electrons and holes and ION/IOFF >104) with 

flash annealing of polycrystalline germanium allows. Laser annealing is used to recrystallize large-grain 

poly-Ge in [180], showing SS=237mV/dec (VD=1V), DIBL=101mV/V and ION/IOFF=6x104 for 

LG=50nm. 

iii- Other materials 

Since there is no requirement to form junction or to use costly doping gradients, a variety of materials 

can be used. For instance, III-V semiconductors can take benefits from the junctionless integration, 

avoiding the need of source and drain implantation and thermal activation. As an example, In0.53Ga0.47As 

detains a high mobility (4000cm2V-1s-1 at ND=1019at/cm3) and ION/IOFF~106 and SS=88mV/dec is 

observed  [181] [182]. In addition, 2D transition metal di-chalcogenides such as molybdenum disulfide 

(MoS2) JLT offers better ION/IOFF than the inversion-mode counterpart does [183]. To finish with, various 

applicative domains have demonstrated the utility of junctionless. For instance JL CNT have been 

fabricated and tested as sensors for cholesterol [184]. Or JLT in indium-tin oxide (ITO) and zinc oxide 

(ZnO) can be done on polymer and paper substrate for cheap flexible transistor manufacturing [185]. 

Biodegradable JLT have been made in indium-zinc-oxide (IZO) [186] featuring SS=130mV/dec, 

ION/IOFF >106 at VG=1.5V. 

To finish, the junctionless transistor architecture is widely studied because of its ease of fabrication, 

allowing the integration of new materials at low temperature. The performance of poly-Si JLT are better 

than standard poly-Si thin film transistors, which makes poly-si JLT suitable for low-cost applications 

and wearable electronics. However, for 3D monolithic integration scope, high performance and density 

are pursued. Thus, from this point of view, monocrystalline JLT on a buried oxide (BOX) are more 

adapted and are already identified as a candidate for 3D monolithic. This is the reason why we adopt in 

this manuscript, an SOI architecture, rather nanowire than planar to create low-temperature JL 

transistors. However, the impact of channel doping on conventional figures of merit (ION, IOFF, SS…) 

must be analyzed in-depth to ensure a proper transistor operation. The guideline of the next part is the 

Technology Computer-Aided Design (TCAD) environment presentation to simulate the behavior of 

junctionless devices. After, the JLT specificities compared to inversion-mode will be point out and then 

the TCAD sizing analysis of process parameters in order to guaranty a proper operation will be 

presented.  
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2- TCAD simulations 

The motivations of the following simulations are to ensure the correct sizing prior fabrication and to 

point out in an educative way the specificities of JLT. “Technology Computer-Aided Design (TCAD) 

refers to the use of computer simulations to develop and optimize semiconductor processing 

technologies and devices” [187]. Such a tool is essential to silicon engineers to explore new devices 

concept, characterize electrical behavior of semiconductor for fast prototyping and study sensitivity to 

process variation [188]. Sentaurus device developed by Synopsys is used in this work to simulate 

electrical characteristics of both junctionless and inversion-mode devices.  

a. Chosen device architectures 

We highlighted in previous part the interest of a monocrystalline FDSOI architecture. For sake of 

simplicity, the TCAD study is carried out only on n-MOS transistors with the structure described in Fig. 

110. The uniformly doped channel is a silicon rectangle of doping ND, height tsi, width W and length 

LG+2*LSD, on top of a buried oxide (BOX, of thickness tbox). The gate stack (from bottom to top) is 

composed of an high-k oxide ε0(HfO2)=3.9 defined by an equivalent oxide thickness (EOT) and a metal 

gate with φm workfunction. The length of the gate is noted LG. By default, the values are given in 

nanometer. The “contacts” of length Lcont, here the electrodes where voltages will be imposed are 

assumed to be perfect (no additional resistance or Schottky contact). Four terminals are defined: the gate 

(on top of metal gate), the bulk (silicon under the BOX), source and drain (with Lspacer space with the 

gate contact). A fine meshing is used in the channel region to obtain accurate results.   

From this structure, a nanowire configuration (LG=30nm, W=20nm) and planar-like (LG=30nm, 

W=230nm) are identified as references to study the impact of the various process parameters. Theses 

dimensions are in the range of the fabrication capability. To compare with standard devices (inversion-

mode), an additional structure with undoped channel and doped Source/Drain SD (1020 at/cm3) is 

considered. More than the direct comparison between JL and IM devices, the main goal of this TCAD 

study is to size the process parameter for a proper junctionless operation. Since the geometry of future 

devices is fixed by the mask and detains a whole panel of W and L (from 10µm down to 20nm), we 

won’t search an optimized L and W to fulfil an industrial target, but rather look for a channel thickness 

tsi and a channel doping ND which turns OFF the device at VG=0V. Two extreme configurations 

(nanowire and planar) are taken to ensure the junctionless operation for all the dimensions.  

TCAD geometric parameters:  

 tsi: the SOI base wafer consists in 16nm silicon on top of 145nm or 25nm BOX. Thus, the 

maximum silicon thickness is 16nm. If no indication, tsi=11nm is chosen as REF.  

 ND: typical values for junctionless transistors are around 1019at/cm3 [162]. We will explore 

doping values ranging from 1018at/cm3 to 1020at/cm3. Without contrary indication, the reference 

doping is 5.1018 at/cm3. 

 W and L: to account for the worst degradation, a short gate length LG=30nm is chosen as a 

reference. In the same manner, a W=20nm and W=230nm are chosen to simulate a nanowire 

(NW-REF) and a planar device (PL-REF) respectively. These parameters can be changed to see 

width or length effects. However, the more you increase W or L, the more the channel volume 

will increase, leading to a higher time of simulation. That is why planar-like devices are 

represented by W=230nm and not for instance W=10µm. 
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Fig. 110: Presentation of the different simulated architectures. Junctionless devices features a variable silicon thickness (here 

10nm), a BOX thickness fixed at 25nm, a variable channel doping at ND (here 1019 at/cm3), a variable gate length LG and a 

width W. Similarly Inversion-mode devices features a variable silicon thickness (here 10nm), a BOX thickness fixed at 25nm, 

a source drain doping of 1021 at/cm3, a variable gate length LG and a width W. 

Our process choices:  

 Gate workfunction φm: for n and p co-integration, a midgap material is needed. A φm = 4.61eV 

for TiN (integrated at high-temperature) is chosen. 

 Equivalent Oxide Thickness EOT: a 1nm EOT is chosen, in coherence with the lots integrated 

during this PhD.  

 Source/Drain to LG distance Lspacer: 12nm. 

Our assumptions:  

 The form of the active zone is rectangular. In fact, (see Fig. 111), the active zone shape of 

fabricated devices is similar to a butterfly. It can influence the electrical characteristics [189] 

but is not taken into account here. In fact, the goal of the simulation is not to fit perfectly the 

experimental results but to give some insights of junctionless operation and design guidelines.  

 Contacts are considered ideal and do not take into account process choices. For instance, salicide 

process (thin transition metal layer over patterned transistors deposition and anneal) forms a 

low-resistance transition metal silicide [190].  

 Uniform channel doping (such as, uniform width, length…) is considered which is not the case 

for small dimension devices where average values are no more representative. To tackle the 

variability, sensitivity studies to different process parameters will be done in part 5-.     
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Fig. 111: SEM top view of a transistor after gate etching. The active zone is not rectangular as in TCAD simulation 

but rather have the shape of a butterfly. It can influence the electrical characteristics [63] but is not taken into account 

in the TCAD simulations. 

 

b. Physical Model used and justification 

Different physical model restricted to silicon are chosen to describe the device in an accurate way. For 

instance, to take into account the generation-recombination of carriers, the Shockley-Read-Hall SRH 

model is used. The Scharfetter relation inside this model captures the doping dependence of SRH 

lifetimes [191].  The standard bandgap model is used with Slotboom model for bandgap narrowing, 

based on measurements of p-n-p transistors with different doping concentrations [192]. Except for the 

mobility model, no additional specifications for the physical description have been made.  

As far as the mobility model is concerned, all the contributions (temperature, impurities, surfaces…) 

can be decoupled and combined thanks to the Mathiessen’s rule (Eq. 5). For IM devices, the mobility 

model used is the by-default one depending only on temperature (phonon scattering) expressed in Eq. 

6. 

1

µ
=

1

µ𝑏1
+

1

µ𝑏2
+ ⋯ +

1

µ𝑏𝑛
 with µ𝑏𝑖 a contribution 

 

Eq. 5 

 

µ𝑐𝑜𝑛𝑠𝑡 = µ𝐿 (
𝑇

300𝐾
)

−𝜁
with µL=1417 cm2/Vs (470.5) and ζ=2.5 (2.2) for electrons (holes) 

Eq. 6 

 

Since a JL transistor detains a doped channel, the by-default mobility model is no longer accurate. In 

fact, the so-called constant mobility model accounts only for phonon scattering and depends just on the 

lattice temperature. Therefore, it is not adapted for doped semiconductors where carrier scattering by 

charged impurity ions degrades the mobility. That is why to describe junctionless devices, the Philips 

unified mobility model proposed by Klaassen is used [193]. This model takes into account the 

temperature dependence of the mobility, the electron-holes scattering, the screening of ionized 

impurities by charge carriers and clustering of impurities. In addition, the mobility degradation at 

interfaces due to the high transverse electric field is considered with the Enhanced Lombardi model. 

These surface contributions are combined with the bulk mobility according to Mathiessen’s rule. 

Furthermore, the carrier drift velocity is not proportional to the electric field for large electric fields and 

saturates to a finite speed vsat.  High-field saturation (velocity saturation), thin layer and transverse field 

dependence are specified. The last model used is the thin-layer mobility model describing the 

degradation due to finite silicon film thickness. It accounts for phonon scattering dependency on 

quantization and empirical degradation terms.  

To conclude, the main differences between the two devices simulated, IM and JL are the doped channel 

(and thus, the mobility model is adapted) and the addition of doped source and drain for IM. Two sizing 

flavors have been figured out (planar-like and nanowire) to compare in depth the electrical 

characteristics. Different parameters, tsi, ND, W and L will vary in order for us to optimize the structure. 
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3- Junctionless MOSFET operation  

This part will enter deeply into the junctionless semiconductor physics, highlighting with the help of 

TCAD simulations, the divergences between JL and IM in the nanowire configuration. The working 

principle of IM transistors have been presented in the introduction chapter. Fig. 112 presents the ID-VG 

of the NW-REF structure. From the operation point of view, the JL structure acts as a switch between 

an OFF state (at VG=0V gate voltage) and an ON state (arbitrary chosen at VG=0.8V) for VD=0.8V drain 

voltage. One can define a subthreshold slope and a threshold voltage extracted at a given current such 

as inversion-mode devices. However, contrary to standard devices, the derivative of the drain current 

with respect to the gate voltage plot (so-called gm) in Fig. 113 shows two peaks. The dissociation 

between the two peaks being more pronounced for experimental data, measurements are shown instead 

of TCAD simulations. Each peak is associated to a threshold voltage. We can then distinguish three 

regions separated by two threshold voltages, VT and VFB. The operation of the different regimes will be 

explained in details in the next sub-sections.   

 
 

Fig. 112: ID-VG of a junctionless transistor at VD=0.8V. ON 

and OFF state are indicated. 

 

Fig. 113: Experimental data of a junctionless device 

transconductance gm (W=L=10µm) as a function of gate 

voltage.  

 

a. Sub-threshold region: depletion  

First, the OFF state (ie. at VG=0V and VD=0.8V) is studied. Since the nanowire is heavily doped, the 

doping density is equal to the electron density. Thus, an electron density cross-section perpendicular to 

the channel is sufficient to analyze the carrier’s density. We plot the electron density cross-section in 

Fig. 114-(a) of NW-REF and electron density cut line in the middle of the channel C1 (i.e. tsi/2) in Fig. 

114-(b). A smaller electron density for JL is observed on the oxide-silicon interface. From Fig. 114-(b), 

the electron density reaches 8.1015 cm-3 at exactly the middle of the channel, value below ND. In fact, 

the difference between metal gate and doped silicon work function is sufficient, if properly designed, to 

deplete entirely the channel at the OFF state [194]. Note that the depletion occurs from three sides in a 

trigate configuration contrary to the planar configuration where the full channel depletion is imposed 

from only one side.       
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Fig. 114: TCAD, NW-REF (LG=30nm, W=20nm, tsi=11nm, ND=7.1018at/cm3) at VG=0V (a) electron density (cm-3) planar cut 

along P1 (b) electron density (cm-3) and electrostatic potential (V) along the cutline C1. 

b. From threshold voltage to flatband voltage: volume conduction 

Fig. 115 presents the electron density cut plane at VG=0.3V. Like previously, the electron density is 

higher in the volume of the channel and is around 2.1018 (to be compared with 8.1015 at VG=0V). In fact, 

as the gate voltage is increased, the depletion imposed by the gate electrode becomes weaker. Therefore, 

the electron density in the volume of the channel increases up to ND. A first threshold voltage VTH can 

be defined, corresponding to the peak electron concentration equals to ND. Further increase of gate 

voltage will expand the diameter of the region at n=ND. At some point, the channel will become entirely 

neutral (i.e. no longer depleted) with n=ND is the whole cross-section. This state corresponds to the 

flatband voltage VFB. From OFF state to VFB, the conduction occurs in the volume. In the case of an 

undoped inversion-mode FET, above VT (in this case, VFB<VT) a surface inversion layer is also formed 

at this stage ([194] and Fig. 115 (b)). In this NW-REF TCAD simulation, a VT=0.4 and VFB=0.5V have 

been extracted.   

A VT formula can be derived for planar devices, from the condition that the film is fully depleted at 

VG=VT (Eq. 7). This equation is also valid for double gate JL-FET when considering Tsi/2 instead of Tsi 

since only half of the channel must be depleted. The demonstration is done in Annex II. We may observe 

the threshold voltage dependency on channel doping ND and silicon thickness. 

𝑉𝑇 = 𝑉𝐹𝐵 −
𝑞.𝑁𝐷.𝑡𝑠𝑖

2

2.𝜀𝑠𝑖
 −

𝑞.𝑁𝐷.𝑡𝑜𝑥.𝑡𝑠𝑖

𝜀𝑜𝑥
  

Eq. 7 

 

 

Fig. 115: TCAD, JL-NW-REF (LG=30nm, W=20nm, tsi=11nm, ND=7.1018at/cm3) at VG=0.3V (a) electron density (cm-3) planar 

cut along P1 (b) IM at VG=0.5V electron density (cm-3) planar cut along P1 (c) electron density (cm-3) and electrostatic 

potential (V) along the cutline C1. 
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c. Above flatband voltage: accumulation region  

For VG=1V, the electron density cut plane (Fig. 116) shows that the electrons are concentrated in the 

edges of the tri-gate, the volume being at n=ND. In fact, the increase of gate voltage (VG>VFB) creates 

accumulation channels. The drive current is higher but the benefits of a volume conduction are lost. 

 

Fig. 116: TCAD, NW-REF (LG=30nm, W=20nm, tsi=11nm, ND=7.1018at/cm3) at VG=1V (a) electron density (cm-3) planar cut 

along P1 (b) electron density (cm-3) and electrostatic potential (V) along the cutline C1. 

d. Analytical models 

For information, to describe the operation of junctionless transistors, many analytical model (set of 

equations and associated parameters) have been widely developed in literature. For example, Trevisoli 

et al. proposes analytical models to capture dynamic behavior [195] and tri-gate nanowires drain current, 

accounting for series resistances [196].  Sallese et al. [197] developed a common core model for 

junctionless nanowires and symmetric double gate FET. Drain current in sub-threshold region is 

modelled in [198], [199], [200]. But also, trap modelling [201], [202] or channel thermal noise and gate-

induced noise [203] are proposed in the literature.    

To summarize, device operation relies on fully depleting the channel to turn OFF the device, thanks to 

the work function difference with the gate material (VG<VT). When the gate voltage increases, the 

channel depletion disappears and the current is carried out in the bulk of the channel (VT-acc> VG>VT-

bulk), a neutral channel being formed, connecting source to drain. For higher gate voltages (VG>VT-FB> 

VT-bulk), the current is increased due to the formation of an accumulation layer at the interface of the 

gate. Note that, Jeon et al. [204] proposes an experimental method based on VFB to separate bulk channel 

current and surface accumulation current. 
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4- Characteristics of Junctionless devices  

The next paragraphs point out the specificities of JLT and a slight comparison with IMT will be done.  

a. Effective channel length modulation 

If we consider source-drain total current density cuts (Fig. 117), one can notice that for low gate voltages, 

the depletion imposed by the gate extends towards the source and drain, contrary to inversion-mode 

devices. In fact, the fringing field lines from the gate edge deplete part of the source and drain in OFF 

state, increasing the channel length, which become higher than the physical gate length. This modulation 

is higher in the drain region for n-channel devices since VD>VS [205]. Furthermore, Fig. 118 presents 

the effective channel length (LEFF) as a function of gate voltages extracted by TCAD simulations. We 

observe that the additional source and drain depletion decreases with gate voltage and disappears when 

flatband voltage is reached [206]. Trevisoli et al. [207] shows that in a 30nm long device the effective 

length is increased in the subthreshold regime by up to 60nm. This increases of LEFF in OFF state results 

in an OFF state current reduction and a better ION/IOFF ratio. As a result of, junctionless devices detains 

a better short channel effect control, SS, DIBL than their IM counterparts for small dimensions [208]. 

To boost further this modulation, high-k spacer can be used or dual-k spacer (low-k spacer and high-k 

spacer) [209]. Saini et al. [210] improves ON current by 72.5%, DIBL by 37.8%, SS by 6.5% at 

VDD=0.4V with dual-k spacer engineering (TCAD simulations).   

In addition, we can think of JLT as a way to mitigate SCE for ultra-scaled devices. For instance, the 

band-to-band tunneling (BTBT) current is an exponential function of the width of the potential barrier 

between source and drain and so of LEFF. As an example, Hur and al. [211] analyzed the gate-induced 

drain leakage (GIDL) between JL and IM vertically stacked nanowires. It was observed that the current 

is higher for IM than JL and is attributed to the different doping concentration in the extension regions. 

In fact, the tunneling width is larger for JL devices than IM and the electric field is lower, thanks to 

channel length modulation. 

b. Mobility  

The electron mobility (cm2/V.s) captures how quickly an electron moves through the channel when 

pulled by an electric field (Eq. 8). If the electrons were in a perfect environment, the electric field 

  

 
Fig. 117: source/drain density cut at VG=0V IM and JL for 

NW-REF (LG=30nm, W=20nm, tsi=11nm, ND=7.1018at/cm3). 

 

Fig. 118: Leff as a function of Vg for NW-REF (LG=30nm, 

W=20nm, tsi=11nm, ND=7.1018at/cm3). 
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(ballistic transport) will increase the electron velocity. However, the same electron in a semi-conductor 

(crystal lattice) scatters with crystal defects, impurities, phonons… As a result, the electron can lose 

some energy and change its direction. It impacts the net electron motion. The mobility physical model 

used for TCAD simulation takes into account temperature, impurities scattering and surface interactions. 

In fact, Takagi et al. [212] proposes an universal mobility model for inversion layer with three major 

components: coulomb scattering, phonon scattering and surface roughness scattering.  Fig. 119 presents 

the mobility limitations as the electric field increases.  

𝒗𝒅 = µ. 𝑬 with vd the drift velocity, E the electric field and µ the mobility  Eq. 8 

For low values of electric fields, carriers mainly experience scattering due to the presence of ionized 

doping impurities. In fact, the Coulomb forces will deflect carriers when approaching the impurity. This 

phenomena is called Coulomb scattering and is proportional to T3/2/ND. JL devices experience more 

Coulomb Scattering than IM devices because of channel doping. On Fig. 120, one can observed that the 

mobility (both for electrons and holes) is degraded for ND> 1016 which is the case for JLT. In fact, JL 

devices mobility is mainly limited by impurities scattering [213]. However, at large gate overdrive (i.e. 

in accumulation regime), the ionized impurity charges are screened by majority carriers, leading to an 

higher mobility, even higher than bulk mobility [214], [215]. At high field, Doria et al. [216], shows 

that for small gate width, the effective mobility exceed the bulk mobility of 9-10%. It is attributed to 

Coulomb scattering reduction thanks to screening. 

 
 

Fig. 119: schematic diagram of EEFF dependence in 

mobility taken from [212]. 

Fig. 120: electrons and holes mobility versus doping density for 

silicon taken from [217]. 

Fig. 119 shows the second limitation depending on temperature. In fact, the higher the temperature is, 

the higher the atom vibration (or pressure waves considered as phonon particles) in the crystal lattice is. 

Furthermore, a phonon can interact/collide an electron/a hole. That is why at higher temperature, more 

phonons are generated, reducing the mobility. This phonon-scattering mobility is proportional to T-3/2.  

As the gate voltage is increased, the carriers are more pushed closer to the silicon-oxide interface. 

Moreover, the interface quality compared to channel one is lower due to additional defects such as 

dangling bounds, interfacial roughness. This mobility limitation is called Surface Roughness Scattering 

(SRS). However, in a junctionless transistor, the conduction occurs in the volume below flatband voltage 

and its electric field perpendicular to the current flow is equal to zero [218]. That is why, JL transistors 

experience less SRS and show less gm mobility degradation from the reduced transverse electric-field 

compared to IM [219].  

To conclude this part, mobility in JL devices at VG<VFB is degraded due to the channel impurities. 

However, at VG>VFB, JL mobility is less degraded by SRS and can take benefits from impurities 

screening. The mobility value can even be higher than bulk one. Experimentally, a technic to separate 
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bulk and accumulation conduction have been proposed in [220] and in [221]. It relies on the use of a 

front and a back gate to dissociate the two types of conduction. 

c. Capacitances  

In this part, we will discuss quickly the differences between IM and JL devices in terms of capacitances. 

We will put the emphasis on gate capacitance, miller capacitance and parasitic capacitances.  

As far as gate capacitance is concerned, compared to IM devices, at low gate voltage, the conductive 

channel is located in the center of the physical one and the gate oxide capacitance is in series with the 

depletion one, decreasing the overall gate capacitance Cgg [222]. However, this is no longer true for large 

gate voltage where the conductive channel is close to the oxide interface and when there is no depletion 

anymore. 

The Miller capacitance is the gate/drain capacitance noted Cgd and is important for RF applications since 

it impacts the cut-off frequency and the maximum operating frequency (see part 8-c.iii-). For 

junctionless devices, the depletion region in the channel extends inside the source and drain for low gate 

voltages (same as channel length modulation). For NMOS devices, this extension is higher in the drain 

side than the source one since VD> VS, so Cgd<Cgs. So like in IM underlapped devices [223], JL 

transistors shows lower Miller capacitances, making them suitable for RF applications. 

Fig. 121 illustrates the different parasitic capacitances for a planar FDSOI transistor (Both Inversion-

mode and Junctionless). Two categories of parasitic capacitances are identified. The 1st one corresponds 

to two parallel electrodes, like the capacity between the gate and the contact CPP. The 2nd category 

consists in two electrodes perpendicular like COF between the gate and the source. The different parasitic 

components are: 

 Cov: overlap capacitance between the gate and source-drain extension. There is no overlap 

capacitance in junctionless devices for VG<VT. 

 COF: outer-fringe capacitance between gate edges and source or drain though the spacer.  

 CIF: inner-fringe capacitance between gate edges and source or drain though the oxide and 

channel. 

 Cpp: Gate-contact capacitance. 

 Ccorner (not shown here): corner capacity between the transistor and the gate extension on the 

BOX or STI (Shallow Trench Isolation). 

 
Fig. 121: Capacitance contributions 
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d-Variability 

For industrial purposes, the performance of the manufactured product must be predictable. In fact, the 

customers desire a specific product with limited variability compared to the typical one. For instance, 

for a transistor, the threshold voltage must be identical (or almost identical) in all the circuit to work 

properly. As an example, chapter II presented SRAM operation where if the two inverters are not 

perfectly matched, a read failure can happen. To avoid discrepancies between devices, the process must 

be carefully monitored to ensure a functionality and a decent working window.  

As an example, let us consider a gate oxide deposition tool (HfO2, 2nm). In a perfect world, all the 

versions on different production site must deposit the same oxide on all processed wafer. However, even 

if the tools are regularly calibrated, some differences between tools (spatial variations) and in the same 

tool but for two successive periods (temporal variations) are seen. It can results wafer-to-wafer 

variations. Furthermore, if the deposition is not perfectly uniform (gradient temperature, gas flux…), 

discrepancies appears in the same wafer (either inter or intra-die). This variability due to the 

manufacturing is called systematic variability and is expressed at the wafer level. For instance, die level 

variability can come from lithography steps because pattern exposure is done die by die. Also, layout 

variability detains a spatial correlation but is more dependent on density and patterns.  

 

 
Fig. 122: schematic introducing global and local 

variabilities. 

Fig. 123: Pelgrom plot example for inversion-mode devices. 

The standard deviation of the VT difference is computed for 

matched pairs and is proportional to 1/sqrt(W.L). 

 

In addition, when we consider devices separated by the minimum distance allowed by the design rules 

(Fig. 122), we can notice a local variability of the electrical transistor parameters. Conversely to 

systematic variability, this variability is stochastic, random (no spatial correlation) and cannot be 

neglected for technological nodes below 65nm [224]. Usually this variability is quantified with the 

variation of threshold voltages ΔVT between paired devices within a wafer. We can notice in Fig. 20 a 

linear dependence between the standard deviation of threshold voltage difference and 1/sqrt(W.L) with 

L and W being the gate length and active width of the transistors. In fact for small dimensions (i.e. high 

values of 1/sqrt(WL)), the devices are really sensitive to local fluctuations, for example induced by the 

local variability of the number of dopants in the channel or the gate roughness (Line Edge Roughness) 

and feature high variability. Inversely, larges devices (i.e. small values of 1/sqrt(WL)) can average all 

the small-range fluctuations leading to a low mismatch between paired devices. For infinite transistor 

surface (i.e. 1/sqrt(WL)=0), no stochastic variability is seen and thus σΔVT tends to 0. From this plot, 

called a Pelgrom plot, an Avt parameter (expressed in mV.µm) is extracted from the slope (Eq. 10 and 

[225]). This technology dependent parameter (AVT =0.95mV.µm for FDSOI has been reported in [226]) 

takes into account several sources of variations which will be detailed in next paragraph. 

0 25 50
0

50

100
 Inversion-mode

             FDSOI devices



V
T
 (

m
V

)

1/sqrt(W.L) (µm-1)

AVT=1mV.µm

VD=0.8V



Chapter III: Fabrication of junctionless transistor in the scope of 3D monolithic integration 

 

 

Page 93 

 

The same figure of merit can be extracted for global variability to take into account the die-to-die 

variations. In this case, instead of considering two paired devices, the standard deviation is done on the 

whole wafer. Similarly, an AVT can be extracted from the Pelgrom plot. Note that the curve does not 

necessary cross the origin. Also, in order to compare the local and global variability, we can consider 

that 𝜎𝛥𝑉𝑇 =  𝜎𝑉𝑇 . √2, when there is no correlation between the 2 matching transistor variabilities. 

𝜎𝛥𝑉𝑡𝛼 𝐸𝑂𝑇.
√𝑁𝐷
4

√𝑊.𝐿
  

Eq. 9 

𝐴𝛥𝑉𝑡 = 𝜎𝛥𝑉𝑡. √𝑊. 𝐿  Eq. 10 

VT-JL(ND)=VFB(ND)-q.ND.tsi.1/Cox 

 

Eq. 11 

VT-IM=VFB +2φf + sqrt(2q.ni.εsi. φf) /Cox Eq. 12 

With VFB being flatband voltage, ND junctionless doping level, Cox oxide capacity, q the elementary 

charge, εsi the permittivity of silicon, 2.φf the surface potential. 

To compare JL and IM devices, let’s bear in mind the VT formulas (Eq. 11 and Eq. 12) for junctionless 

and inversion-mode transistors. Unlike IM transistors, JL devices VT are dependent on the work function 

and the depletion charge (i.e. q.ND. tsi). The threshold variability comes from different sources (see Fig. 

124) such as:  

 Random dopant fluctuations (RDF): the discrete atoms placement in a channel follows a Poisson 

distribution law. As the channel scales down, the number of dopants is lower, increasing the 

relative variation and having a severe impact on VT (Eq. 9). For instance, a 1019 at/cm3 doping 

in a 30nm.20nm.11nm volume (NW-REF) results in 66 dopants. To reduce this variability, ND 

could be lowered down to intrinsic silicon values (ideal case). In fact in inversion-mode device 

FDSOI, the channel is left “undoped”, which means at ND=few 1015 at/cm3, explaining such a 

low variability value measured on these devices. In junctionless devices, the channel doping is 

higher. However, in accumulation regime, the screening of the doping impurities (in 

junctionless devices) reduces RDF variability [227].  

 Line-Edge Roughness (LER) and Line-Width Roughness (LWR): for small dimensions, the gate 

edges cannot be considered straight (i.e. equals to a nominal value L) but are rather rough (ΔL 

deviation from nominal value L). It means that along the width the gate length varies between 

L-ΔL and L+ΔL. This gate length variation impacts SCE, SS, VT… Fig. 125 presents the VT 

sensitivity for different process parameters for JL and IM devices. One can note that the L 

sensitivity is slightly lower for JL than IM. In fact, JL threshold voltage relies on channel 

depletion which is, at first order independent of L. Furthermore, JL are less prone to channel 

length variation since the electrical channel length is higher than the physical one (channel 

length modulation around the OFF state). 

 Width variation: JL devices threshold voltage is highly sensitive to ΔW (Fig. 125) whereas IM 

are not. In fact, the channel width contributes actively to depletion in tri-gate configuration and 

detains a high impact on VT. That is why monitoring the width uniformity is critical in 

junctionless devices especially for nano-scaled devices.  

 Work function variations (WFV): the work function depends on crystal orientation of the metal 

gate [228] and induces a VT variation for nano-scaled devices [229]. Several studies show the 

importance of WFV for JLT devices [226]. In fact in bulk technologies, with RDF, WFV are 

the main limitations for variability [230]. 

 Silicon uniformity tsi (and BOX thickness uniformity):  FDSOI technology consists in a thin 

film channel on top of a buried oxide. The SOI wafers manufactured by SOITEC with SMART 

CUTTM
 process have a wafer uniformity of +-5 Å [231]. This silicon thickness control is crucial, 

especially for JL devices where the whole channel (i.e. tsi) must be depleted for OFF state. For 

instance, TCAD simulations (Fig. 125) shows that a 1nm (+-5 Å) variation of tsi (nominal value 
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11nm) implies a 20mV variation on VT. For IM devices, the induced VT variation is lower and 

equals to 5mV. The silicon thickness variability can be local or global, impacting the local or 

global VT variability. BOX variation can also impact the VT variability with back-biasing.  

 Gate oxide variability: the gate dielectric thickness variation affects VT by changing locally the 

EOT [232], [233]. Localized charges (or dipoles for high-k) also play a role.  

 
 

Fig. 124: schematics of variability sources in junctionless 

transistors. 

 

Fig. 125: Comparison (TCAD) between the VT sensibility of 

junctionless (JL in blue) and inversion-mode (IM in red) 

devices (L=35nm, W=20nm) to tsi, L and W. A higher 

sensitivity on W is seen for junctionless devices compared to 

inversion-mode one. 

To conclude this part, variability is a major issue for manufacturing and process are carefully monitored 

to reduce it. Variation-aware design or different architecture (from bulk to FDSOI) can be used to 

mitigate variability. As far as junctionless devices are concerned, another variability component is 

added, compared with IM, namely the random dopant fluctuation, due to a heavily doped channel. In 

fact, the mismatch between two adjacent devices is enhanced by the fluctuations of the channel dopants. 

That is why, the extracted AVT parameter is higher for JL devices than IM and correlated to channel 

doping. For instance, Vandooren et al. [234] reported AVT values of 3.1mV.µm for ND=9.1018 at/cm3 

contrary to IM-FDSOI typical AVT around 1mV.V [226]. Variability of junctionless devices will be 

assessed in detail in chapter IV.  

d. Reliability 

Reliability and in particular Negative Bias Temperature Instability (NBTI) and Positive Bias 

Temperature Instability (PBTI) have been assessed in chapter II, part 5-a and annex I. The takeaway is 

that the threshold voltage shifts in time due to transistor operation; this is caused by the injection of 

carriers from the channel into the gate oxide. Since for JL devices, the electric field peak occurs in the 

drain (and not in the channel region as for IM) and is lower, less degradation (HCI) is seen [235], [236]. 

Furthermore, as far as NBTI is concerned, the conducting channel in JL is far from the interface (at least 

for VG<VFB), limiting the interactions between the carriers and the interface traps. Toledano-Luque et 

al. [237] demonstrated that JL-pFETs have superior NBTI reliability than IM and pass the 10-year 

lifetime test up to VG=1.2V. 
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e. Noise 

Measuring a device noise gives several information about its quality and will be discussed later. Drain 

current noise measurements consists of a time fluctuation around the mean value (Fig. 126). Prior the 

analysis, a Fast Fourier Transform (FFT) is done to transform time-domains into frequencies one. The 

idea is that every time domain signal can be represented by the sum of harmonic oscillations, with 

associated coefficient in frequency domain. The resulting spectrum in frequency domain is called power 

spectral density. Fig. 127 shows the drain current power spectral density SId as a function of frequency. 

Next paragraph will detail shortly what information can be extracted from such a spectrum. The 

differences between IM and JL will be highlighted.  

  
  Fig. 126:Example of current fluctuation taken from [238].   Fig. 127: Drain current power spectral density SId plotted 

versus frequency. taken from  [238]. 

 Thermal noise: this noise is caused by the temperature dependent electron motion, resulting in 

continuous and random fluctuations even without current [239]. The associated spectral density 

is flat across frequency. The noise induced by these uncorrelated fluctuations is called a “white” 

noise. However, semi-conductors low frequency noise is dominated by others source of noise 

[240].  

 Generation/recombination noise: this noise is caused by the trapping/detrapping of carriers for 

a specific trap level. Fig. 128 shows the characteristics of the obtained Lorentzial spectrum, 

which can be expressed as Eq. 13, [241]. To go further, the generation/recombination induced 

spectral density caused by N carrier number fluctuations due to their interaction with NT traps 

(fills and empty) results in Eq. 14. This spectrum can give insights on trap location and energy 

level.  

𝑆𝐼𝑑 =
𝐴

(1+
𝑓

𝑓𝑐
)²

 (𝐴2/𝐻𝑧)     Eq. 13  

𝑆𝑁 = 𝑁𝑇
𝜏

1+(2𝜋𝑓𝜏)²
 𝑤𝑖𝑡ℎ 𝑁𝑇 = 4𝛥𝑁²̅̅ ̅̅ ̅ 𝑎𝑛𝑑 𝜏 =

1
1

𝜏𝑐
+

1

𝜏𝑒

     Eq. 14  

with 𝑆𝑥 being x power spectral density, fc the cutoff frequency and 𝜏𝑐, 𝜏𝑒 are the capture and emission 

time of the trap.  

 Random Telegraph Signal Noise (RTS): it the particular case where only one trap can be 

occupied. By analysis of the time domain (see Fig. 129), the emission and capture time and trap 

position can be figured out [242]. However, this particular noise can occur only in small devices 

(<1µm² surface) since a single trap is concerned.  
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  Fig. 128: Drain current power 

spectral density SId plotted versus 

frequency Lorentzian-like 

spectrum. Taken from  [238]. 

Fig. 129: RTS noise or pop-corn noise in time 

domain. Reproduction from [238]. 

Fig. 130: Six Lorentzian are 

represented with 1/f² slopes. The 

resulting spectrum is in orange and 

have a slope of 1/f. From [238]. 

 Flicker Noise: each trap or group of traps with the same time constant results in a Lorentzian. 

Fig. 130 presents the spectrum resulting of the addition of 6 Lorentzian spectra. It must be 

noticed that the spectrum is around 1/fγ
 with γ around 1. If γ=1, the density of traps is uniform 

in oxide depth and energy. If γ>1 (γ<1) the density is increasing (decreasing) deeper in the oxide 

[243].  

As far as JL devices are concerned, LFN is slightly lower than for IM devices [244]–[247]. In fact, by 

modulating the conductive channel position thanks to back-biasing, Doria and al. showed that the LFN 

increases when the conductive channel is moved to the semiconductor/oxide interface [248]. For similar 

reasons, the drain current spectral density SId increases when the accumulation layer is formed (for 

VG>VFB).  

In conclusion, Noise measurements can give some information about trap density, position and energy. 

JL devices, thanks to their volume conduction, detains a lower low-frequency noise than IM for VG<VFB. 

f. Junctionless transistor applications 

The next part will consist in sizing the junctionless transistor thanks to TCAD simulation. However, 

before going further, we have to define some criteria to be able to choose between two different sizings. 

First of all, we have to define the targeted applications. As seen previously, a strength of junctionless 

transistor is about lower Miller capacitance which is an asset for RF applications. Junctionless transistors 

for RF applications are usually associated to ultra-low power analog applications ([249], [250]). For 

such an application, the main component is about maximum frequency, cut-off frequency, analog gain, 

noise and variability. Furthermore, low power applications minimizes the power consumption and one 

metric could be IOFF to lower static power consumption. The ON current are not necessary to be 

maximized in this case, since analog transistor have usually relaxed width to drive a large amount of 

current. It is not the case for digital applications where density is an issue and transistor width is limited. 

In fact for purely digital applications, the typical figures of merits are ON-OFF current, SS, DIBL, VT 

to have insights about electrostatic control. In our case, we would like to target digital/analog mixed 

applications to propose a versatile device featuring a good maximum operating frequency for low power 

applications while being effective for digital ones. For this, we have at our disposal the following figure 

of merits:  

 OFF current (IOFF): ID for VG=0V and VD=VDD (saturated region or 50mV for linear one).  

 ON current (ION): ID for VG=VDD and VD=VDD (saturated region or 50mV for linear one). 

 VT: VG for ID=Wtot/L.10-7A.  

 Subthreshold slope SS: ID-VG slope extracted between ID=Wtot/L.10-7A and ID=Wtot/L.10-8A for 

both saturated condition (VD=VDD) SSSAT and linear region SSLIN (VD=50mV).  

 DIBL= (VT-LIN-VT-SAT)/(VD-LIN-VD-SAT) 
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As far as ON current is concerned, it is not a critical point for low power analog applications, so if it 

might be used to compare JL and IM devices, but an analysis of OFF current is preferred. In fact, OFF 

current combined with SS indicates the electrostatic control and the ability to close or not the channel. 

The idea is to screen quickly the appropriate values of silicon thickness and doping level to achieve a 

low OFF current and a good electrostatic control. The targeted IOFF value is chosen as log(IOFF/W)=-8. 

After this first screening, an in-depth analysis of JL with the pre-selected condition will be done.  

To conclude this presentation of JL characteristics parts, the advantages of JL transistors are summarized 

in the table below. The targeted application is mixed digital/analog applications. For this, simulations 

will be performed to size the future devices and especially the OFF current. The takeaways of this part 

(for JL devices) are:  

 Channel length modulation (LEFF>LG-physical at VG<VFB) can improve the short channel effects. 

 Mobility is degraded by Coulomb scattering, when compared to IM devices but increases under 

high electric field thanks to impurities screening.  

 Variability is a major issue, mainly due to random dopants fluctuations. 

 Gate capacitance is lower because of volume conduction in the appropriate operation regime. 

 The Miller capacitance is lower for JL than for IM or Accumulation Mode devices AM due to 

the depletion in source and drain regions for VG<VFB.  

 Junctionless devices are less prone to low-frequency noise and reliability issues since the 

conduction occurs in the volume far from the interface for VG<VFB.  

 

 Junctionless 

vs. Inversion 

mode 

Heterogeneous/3D monolithic  + 

Mobility - 

Channel length modulation + 

Matching - 

Source and drain resistance - 

Drive current - 

ION/IOFF …. 

Miller capacitance + 
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5- Device sizing 

The previous part presented the particular operation of JL transistors and its strengths and weaknesses. 

This section tackles the proper sizing to ensure a correct operation, i.e. a full depletion at OFF state and 

a maximum drive current ION at ON state. As said in part 2-a, the process degrees of freedom concerns 

mainly the thickness (tsi) and the doping concentration (ND) of the silicon layer. For this, we will discuss 

first the impact of channel doping in NW-REF and PL-REF, then introduce a stacked architecture before 

analyzing the performance with respect to inversion-mode devices.  

a. Tri-gate junctionless sensitivity to silicon thickness and doping level 

TCAD simulations have been carried out with various tsi or ND for W=20nm, L=30nm, EOT=1nm and 

VD=50mV (REF). The resulted ID-VG are presented in Fig. 131 and Fig. 132. One can observe that the 

thinner the channel is, the better is the IOFF (defined as ID(VG=0V)) and the lower is the ION (defined as 

ID(VG=0.8V)). Conversely, the thicker the channel is, the higher is the IOFF and the better is the ION. 

However, for tsi values larger than 15nm, the ION/IOFF ratio is below 104
. This ratio, representative of the 

dissociation between an ON state and an OFF one has to be maximized. In a similar way (Fig. 132) 

indicates that the more the channel is doped, the more it will deliver current at ON state but the more it 

will let current flow at OFF state. In fact, to ensure a good operation, VG=0 V (OFF state) must be 

enough to deplete entirely the channel, thanks to the work function difference (see section 3). So, the 

thinner the channel, easier will be the depletion. In the same state of mind, less dopant will be easier to 

deplete. From this two graphs, the trade-off between leakage current (OFF state) and drive current (ON 

state) must be kept in mind. The idea now is to size the transistor layer and doping level to target digital 

applications.  

 

  

Fig. 131: ID-VG for various tsi with ND fixed at 5.1018at/cm3 

LG=30nm and width W=20nm. 

 

Fig. 132: ID-VG for various ND (5.1018, 7.5.1018, 1.1019
 2.1019

 

at/cm3) with tsi fixed at 11nm LG=30nm and width W=20nm. 

 

For this, we will consider an IOFF mapping with tsi ranking from 4nm to 12nm and ND from 5.1018 at/cm3 

to 1.1020 at/cm3
 for the planar-like PL-REF. IOFF is considered rather than ION or ION/IOFF ratio, to ensure 

that the drive current is low enough at OFF state to minimize leakage. The upper limit, for analog or 

digital applications, is fixed at log(IOFF(A/µm))=-8, materialized by a red line. Also, the lower limit for 

channel doping is fixed at 5.1018 at/cm3 to make sure that the contact is ohmic and not Schottky. First 

(Fig. 133), notice that for IM devices, this 8nm tsi variation results in less than one decade variation on 

IOFF. Secondly, for JL devices (Fig. 134), such a variation induces a high range of OFF current. For 

instance at ND>1019 at/cm3
, log(IOFF/W) equals to -11.3 for tsi=4nm and -6 for tsi=12nm. This last value 
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means that the channel is not OFF according to our criteria. Even more, at high channel doping ND=1020 

at/cm3, the lowest tsi=4nm is not enough to turn OFF the transistor (log(IOFF)=-5) and deplete entirely 

the channel. That is why, using the criteria log(IOFF/W) <-8 we determined a range of couple (tsi, ND) 

values acceptable. Nevertheless, from process point of view, to avoid raised source and drain formation, 

which thermally is costly, a consequent silicon thickness is needed for silicide before contacting the 

S/D. A study presented in part 6-g demonstrated that during the silicide step, the NiPt will react at least 

on a 5.7nm depth. A full silicide contact is unwanted because of Kirkendall voids [251], so the silicon 

thickness must be at least 8nm and should be maximized. That is why, the condition of ND=7.1018 at/cm3 

and tsi=11nm is considered. Nevertheless, the studied structure was for W=20nm and L=30nm which is 

aggressive and after fabrication will correspond to a small amount of devices. The larger structures 

L=W=10µm might have a different electrostatic, since they configurations is no longer tri-gate but rather 

planar. To make sure that the pre-selected thicknesses and doping level conditions for W=20nm and 

L=30nm are applicable for wide devices, similar simulations are done at larger width W=240nm. 

Enlarging the device will degrade the electrostatic control of the gate from lateral sides. That is why, 

only the couple (ND, tsi) satisfying log(IOFF/W)<-8 for W=20nm and L=30nm are simulated for 

W=240nm and L=30nm. The result is depicted in Fig. 135 and we can observe than the margins are 

dramatically reduced from W=20nm to W=240nm. To satisfy our IOFF condition, the silicon thickness 

must be kept below 8.5nm. 

 

  

Fig. 133: 

log(IOFF) 

modulation for 

IM devices for tsi 

ranking from 12 

to 4nm. 

Fig. 134: log(IOFF/W) as a function of ND and tsi 

for W=20nm, L=30nm, VD=50mV in a tri-gate 

configuration. The condition log(IOFF/W)=-8 is 

materialized by a red line. 

Fig. 135: log(IOFF/W) as a function of selected ND 

and tsi for W=240nm, L=30nm, VD=50mV in a tri-

gate configuration. The condition log(IOFF/W)=-8 

is materialized by a red line. 
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Fig. 136: log(IOFF/W) as a function of ND and tsi for 

W=20nm, L=30nm, VD=50mV in a nanowire 

configuration. The condition log(IOFF/W)=-8 is 

materialized by a red line. 

Fig. 137: log(IOFF/W) as a function of selected ND and tsi for 

W=240nm, L=30nm, VD=50mV in a nanowire configuration. 

The condition log(IOFF/W)=-8 is materialized by a red line. 

However, in this planar-like configuration, the depletion comes only from one side of the device, Fig. 

138 summarizes the control gain from one gate configuration to four gate configuration. And this gain 

is observed in terms of IOFF (Fig. 136), where a lower value is obtained for gate-all-around than trigate 

than planar for the same gate length LG=30nm and W=20nm. Similar gain is seen for W=240nm (Fig. 

137). Changing architecture can diminish the constraints on tsi and ND. So the best architecture for 

junctionless devices as far as electrostatic control is concerned is GAA. However, GAA integration 

scheme to form nanowires is more complex than planar architecture since the future gate material must 

be placed underneath the channel and wrap the silicon channel. That is why, to be as close as the existing 

planar FDSOI baseline, we rather propose to integrate a p-doped SiGe layer bellow the n- channel to 

take benefits from a back-depletion. In this case, depicted in Fig. 139, there is a PN junction 

perpendicular to current flow. The additional p-layer will deplete part of the n-channel. Thus, the 

effective channel thickness of the device is lowered (easier to deplete) and the electrostatic control is 

increased. For PMOS, the opposite structure p-layer over n-layer is proposed for the same purposes. 

This additional layer can be done either by epitaxy or by implantation. The interest of this architecture 

will be presented in next paragraph after a reminder of PN junction physics. 

 

  
Fig. 138: schematics explaining depletion. Fig. 139: stack n over p or vice versa. 

 

b. n over p channel 

The main idea is to relax the constraint on (tsi, ND) by inserting below the channel, a layer of the opposite 

doping type to create an additional depletion. First, a brief reminder of PN junction physics is done. 

Secondly a sizing study of the device is done to target low power applications. Lastly, a CMOS 

integration is proposed, highlighting the challenges of this structure.  

i- PN junction physics  

The schematic of a PN junction is presented in Fig. 140. It consist of a material of a ND donor negative 

doping concentration in contact with a material of a NA acceptor positive-doping concentration. Under 

thermal equilibrium, i.e. without external bias applied, the free electrons in the n-type material (majority 

carriers) are attracted to the positive holes in p-type. The free electrons will diffuse in the p-type material 

and combine with the holes, forming a negative charge region. In a similar way, the diffusion of holes 

from the p-type (majority carriers) into the n-type material forms a positive charge region. The charge 

due to the ionized donors and acceptors causes an electric field, which in turn causes a drift of carriers 

in the opposite direction [252]. The diffusion of carriers continues until the drift current balances the 

diffusion current, reaching thermal equilibrium as indicated by a constant Fermi energy (see Fig. 141). 

As a result, majority charge carriers are depleted in the region around the junction interface, so this 

region is called the depletion region or space charge region. A potential barrier qVbi forms across the 

space charge region. Vbi is called the built-in potential and is the consequence for holes or electron of 
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the balance between drift and diffusion (Eq. 15 and for holes, Eq. 16). In fact, the electric field ε is the 

opposite of the derivative of the potential V with respect to x (Eq. 17). And by integrating between two 

points (such one and two in Fig. 140) far from the interface, the build in voltage (potential difference 

between n and p region) is obtained (Eq. 19). In a similar way, by integrating the Poisson equation, the 

depletion width can be computed and separated into xn accounting for depletion width in n-type material 

and xp (Eq. 20).  

|𝐼𝑑𝑖𝑓𝑓| = |𝐼𝑑𝑟𝑖𝑓𝑡| Eq. 15 

𝑞𝐴𝐷𝑝

𝑑𝑝

𝑑𝑥
= 𝑞𝐴µ𝑝𝑝𝜀 

Eq. 16 
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.
1
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.
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Eq. 17 
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𝑝1

𝑝2
 

Eq. 18 
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Eq. 19 
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Fig. 140: PN junction schematics.  Fig. 141: band diagram PN junction. Reproduction from 

[217]. 

Fig. 142 shows the xn depletion depth into the n-type material for various NA and ND doping. We can 

observe that the depletion region extends more in the less doped side of the junction. To enhance this 

depletion for our application, the underneath layer must be highly doped. For instance, a ND = 2.1019 

at/cm3
 and a NA= 5.1018 at/cm3 electron density cut is presented in Fig. 143 for W=20nm and L=30nm. 

So for VG=0V a depletion comes from the p-layer and complete the depletion imposed by the gate 

relaxing the constraint on tSi and ND. That is why, we propose to insert a layer beneath each device of 

the opposite polarity. The nMOS devices with a p layer (n over p stacking) and pMOS devices (p over 

n stacking) have to be co-integrated in the same wafer. The next part will present an integration scheme 

with their constraints to set boundaries for device sizing.  
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Fig. 142: extension xn in nm into the n-type material for various ND 

and NA doping. Computed from Eq. 19 and Eq. 20. 
Fig. 143: TCAD SD cut along P1 showing the 

electron density at VG=0V. . The depletion coming 

from the p-type layer is highlighted. 
 

 

ii- CMOS Integration  

In this part, we will highlight the stakes of replacing a Si channel by a bi or tri-layer one and some 

process solutions.  

First, to create the channel, one can think of two techniques: ion implantation and epitaxy. Ion 

implantation consists in accelerating a certain amount of ions (dose in at/cm2) and energy E (usually in 

keV) and collide it at a certain angle with an existing substrate. An annealing is required to move 

(activation step) the impurities into substitutional sites to allow conduction. The penetration depth of 

ions will depend on the energy and the tilt (orientation of the crystalline lattice). The concentration will 

depend at first order of the dose. We can thus define with Kinetic Monte-Carlo simulations (Fig. 144), 

some implantation conditions corresponding to the bi-layer implantation. To differentiate NMOS from 

PMOS, the implantation can be masked to create either N channel or P channel. However, ion 

implantation creates defects and the junction are not abrupt. To fabricate two or three stacked crystalline 

layers, epitaxy is preferred. Contrary to ion implantation, the doped channels will grow layer by layer 

on a seed substrate with the same crystalline orientation and limited defects. It is feasible to grow on top 

of 4nm Silicon, 8nm of phosphorous doped silicon (Si:P) and then 12nm of boron doped SiGe30% and 

12nm of Si:P. Latter in the process, the top SiGe30% layer can be removed selectively to create the future 

NMOS as illustrated in Fig. 145. In this case, p over n over p devices must be fabricated to take benefits 

of the depletion is all configurations. This approach is more expensive due to the epitaxy process but 

the p and n layers are well defined contrary to ion-implantation. As far as 3D monolithic integration is 

concerned, the layers could be done prior to bonding to fit the thermal budget restrictions (Fig. 145). That 

is why in this manuscript, the channel material is fabricated without thermal constraints. 
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Fig. 144: Doping profile obtained after implantation and spike annealing (KMC plot). 

 

 
Fig. 145: Simplified proposed process flow to define n over p structures and p over n over p one to allow CMOS integration. 

 

Following the proposed process flow, the active area (width definition) is etched and P and N transistors 

are differentiated by removing selectively the top SiGe layer of future N devices. One drawback of this 

tri-layer stack concern the additional topography (3 times higher) which cannot be neglected during 

etching and deposition steps. Compared to the standard gate first process flow, prior studies are required 

to etch properly the tri-layers.  

Then after the gate stack formation (gate length definition), silicide process is performed to reduce the 

access resistance. In TCAD simulations, the contacts are assumed to be perfect, i.e. just connecting the 

surface of the source or drain (Fig. 146, (a)). Nevertheless, according to the contact process, the 

morphology can either be (b) or (c) where the underneath layer is also connected (by top (b) or lateral 

(c) short-cuts). We did TCAD simulations with (a) and (c) configurations for W=20nm, L=30nm, tSi-

n=tSi-p=10nm and ND=1.1019 at/cm3. In Fig. 147, we can observe that from the perfect contact (REF in 

black) to the all-around contact (green curve), the transistor is no longer capable of closing OFF the 

channel. Total density cut plane (Fig. 148) extracted on these two configurations at VG=-0.5V indicates a 

bipolar conduction in the case of all-around contact. In fact a volume conduction confined in the p-type 

layer appears for negative VG, characteristic of a junctionless operation. And this parasitic current 

increases with the p-type layer doping NA. For positive VG the transistor acts as usual.  
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Fig. 146: contact schematic (a) perfect TCAD case (b) recessed contact and (c) all-around contact 

 

  
Fig. 147: ID-VG for different p-layer NA doping with either 

all-around contact or surface contact (REF in black). 

Bipolar conduction is observed with all-around contact and 

is more important with p-layer doping. 

Fig. 148: TCAD simulated cases: (a) perfect and previous 

TCAD case (b) evaluated case with an all-around contact 

and their associated TCAD cut plane (cp) at VG=-0.5V to 

highlight the Bipolar conduction of all-around contacts.  
 

To avoid the configurations (b) and (c), the source and drain side must be protected by a spacer when 

silicide is done and silicide must be thinner than the top layer thickness. These two conditions for device 

processing will be tackle in the process-focused part (6-g). From the simulation point of view, this 

limitation set a lower bound for tsi and tSi-top since the silicide process penetrates.  

Now we will address the performances of such devices in the situation where the channel is made by 

epitaxy (n over p or p over n over p devices).  

iii- Sizing of the different layers: TCAD simulations 

There is a need to study both NMOS and PMOS since in the proposed integration layer, the channel of 

the n device is the underlying channel of the p one. But first, we will focus on n over p stacking. The 

studied structures have the following characteristics: W=20nm, L=30nm, a channel composed (from 

BOX to gate) of a p layer of thickness tp-1 and doping level NA-1, of a n layer (ND, tn) and of an optional 

p-layer tp-2 and NA-2. Due to the number of unknown (NA-1, ND, NA-2, tn, tp-1, tp-2) we will fix the parameters 

from bottom to top to ensure a good OFF current. To have insights about the influence of the underneath 

p layer (for NMOS), Fig. 149 presents log(IOFF/W) for various NA-1 and tp-1 for ND= 1019 at/cm3 and 

tn=11nm. A higher doping of the p layer will lead in a higher depletion in the n channel (as stated in Fig. 

142) and thus decreases the IOFF. Nevertheless, the variation of NA-1 and tp-1 do not impact much the OFF 

current in the n channel, so a NA-1 of 1e19 at/cm3 and a tp of 10nm, which are representative of the future 

process flow are taken to express the advantage of this underneath layer. In fact, with this p layer, the 

OFF current is lowered as seen in Fig. 150. The constraint on doping can be relaxed and a higher doping 
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can be chosen to lower the access resistance. In fact, even with a channel doping of ND=2.1019 at/cm3
 

the OFF constraint is respected. As previously said, the silicon thickness must be enough to withstand 

the silicide process and avoid a bipolar conduction, so we choose tn=12nm and a doping of ND=1.1019 

at/cm3
. With these fixed values, the same analysis is performed, NA-2 and tp-2 varying between 5.1018 and 

2.1019 at/cm3 and 8 and 12nm respectively. The result is presented in Fig. 151 and based on IOFF, and to 

minimize the access resistance NA-2= 1.1019 at/cm3 and tp-2= 12nm. The final structure dimension is 

presented in Fig. 152.      

  
Fig. 149: log(IOFF/W) as a function of NA and tp-1 for 

W=20nm, L=30nm, tn=11nm, ND=1019at/cm3 and  VD=50mV 

in a n over p configuration.  

Fig. 150: log(IOFF/W) as a function of ND and tn for 

W=20nm, L=30nm, tp-1=10nm, NA-1=1019at/cm3 and  

VD=50mV in a n over p configuration. 

 

 
 

Fig. 151: log(IOFF/W) as a function of NA-2 and tp-2 for 

W=20nm, L=30nm, tp-1=10nm, tn=12nm, NA-1=1019at/cm3 

and ND= 1. 1019at/cm3 VD=50mV in a stacked p -n -p 

configuration. 

Fig. 152: Presentation of the final sizing which will be 

analyzed more in depth in next part.  

 

In this part we proposed devices with stacked n-p layer channel to improve the electrostatic control of 

devices with an associated process flow to create CMOS devices highlighting the process development 

needs. Good performances targeting low power applications are evidenced even with penalties on 

capacitances. Now, based on the identified trade-off, the performances between JL devices, n-over-p JL 

devices and inversion-mode devices are compared. 

c. Performances of the different structures compared to IM devices 

JL tri-gate devices (TG-JL: ND=7.1018 at/cm3
, tsi=11nm) and stacked n/p devices (n/p-JL NA-

1=1019at/cm3, tp-1=10nm, ND=2.1019 at/cm3
, tn=12nm) have been selected for their IOFF without 

considering ON current and electrostatic control (SS, DIBL…). That is why in this part, we will analyze 
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further the performances of the selected dimensions for NMOS and compared them to NMOS IM 

devices (TG-IM: tsi=11nm and undoped channel). We will focus only on W=20nm width, considering 

threshold voltages, SS in linear (VD=50mV) and saturated (VD=0.8V) region and DIBL.  

 

  

Fig. 153: ION-IOFF for W=20nm and various gate length for 

the three analyzed configurations. Inserting the p layer 

beneath the n channel (n/p-JL case) lowers the OFF current 

(compared to TG-JL) for JL devices. 

Fig. 154: Extraction of threshold voltage at constant current 

(at ID=10-7W/L) for the three analyzed devices (W=20nm 

and various gate length). JL device detains a lower VT 

compared to IM devices but this negative shift can be 

compensated by the insertion of the p layer beneath the 

channel. 

  

Fig. 155: extraction of the subthreshold slope in linear 

regime as a function of the gate length. A degradation is seen 

for small gate length. TG-IM and n/p-JL features similar 

subthreshold slope close to the ideal value of 60mV/dec, 

indicating the good electrostatic control. 

Fig. 156: Computation of the DIBL as a function of the gate 

length. A degradation is seen for small gate length as 

predicted by theory. However, JL transistors achieves lower 

DIBL values attributed to channel length modulation for 

uniformly doped devices. 
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The traditional ION-IOFF figure of merit is presented in Fig. 153. We can notice that inserting the p layer 

beneath the n channel (n/p-JL case) lowers the OFF current (compared to TG-JL) for JL devices at the 

expense of the ON current. There is still a lack of drive current for JL devices but due to the scaled 

dimensions, this is attributed to the not additional doped source and drain, increasing the access 

resistances. If we have a look now at the linear threshold voltage extracted at constant current (Fig. 154), 

we observe the VT shift for JL devices due to the channel doping but which could be compensated with 

the insertion of a p layer beneath the channel. In this precise case, the VT between TG-IM and n/p-JL 

are not aligned but since the SS is identical (presented in Fig. 155), we could size the n/p device to detain 

the same IOFF and thus similar VT. To finish with, Fig. 156 presents the DIBL from 30nm gate length to 

200nm. We do observe that the DIBL values is smaller for JL device than IM one. This is attributed to 

channel length modulation in JL devices. 

From this presentation of performances, we validated the sizing of the different layers for JL transistors. 

Devices have been fabricated to electrically analyze the differences between JL and IM devices. The 

next part will present the general gate first fabrication process and some adaptation and process 

development to lower the process thermal budget to make it compatible with 3D monolithic integration. 
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6- Fabrication process flow  

In this part, we will first present the process steps needed for the transistor fabrication (process flow).  

Secondly, each brick will be developed in details and indications and studies to lower its thermal budget 

in the scope of 3D monolithic integration will be exposed. 

a. Gate first integration at high temperature  

The main steps of the high temperature process of reference are presented in Fig. 157. In this chapter, a 

gate-first FDSOI architecture is considered, but in chapter IV, a gate last architecture is realized and will 

be explained later. Starting from a silicon on insulator blanket wafer, the first step is to define the future 

active zone (a). By doing so, the neighborhood devices are electrically separated (no silicon connection 

between them, only oxide). This isolation scheme is referred as mesa isolation (our case). It is also 

possible to dug trenches and fill them with an isolation material. This step defines the future width of 

the transistor (see top-view). The second step consists in the gate stack deposition to form the future 

Metal-Oxide of the MOS transistor. Usually, it consists of a high-k material deposition tuned to achieve 

a certain EOT (here 2nm HfO2), a metallic material deposition (here, TiN), poly-Si and a hard mask 

material. The gate stack is then etched to form the gate with a gate length L (b). The third step (c) is the 

formation of a spacer to create an offset between the gate and source and drain. Then the fourth step is 

to grown silicon (doped in-situ or not) selectively by epitaxy on top of source and drain, to raise them 

before implantation (d). The fifth one (e) is about source and drain implantation to form the transistor 

junctions and also lower the access resistance. The highest value of dopants is wanted in source and 

drain to minimize access resistance but are undesirable near the channel and the drain/source to avoid 

HCI. However, this step is divided into two sub-steps to avoid dopant diffusion into the channel. That 

is why a first Lightly Doped Source and Drain (LDD) implantation is carried out before an additional 

spacer creation (f) and a Highly Doped Source and Drain (HDD) implantation. Spike annealing is 

required in both cases to activate the dopants. The resulting junction detains a high doping level far from 

the conductive channel (where the future contact will be) and a lower one near the junction. The last 

step is the silicidation of the contact area in order to decrease further the access resistance, Pre-Metal 

Dielectric (PMD) deposition, contact etching and filling (g). 

A study called Hot Temperature Reference (HT-REF) is fabricated with this process flow to answer the 

question what is the impact of a heavily doped channel introduction. Further details are given in parts 

7-. 
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Fig. 157: Standard process flow for 28nm integration (gate first), top-view and cross-section.   

 

The following parts will present the thermal budget of all these steps and how to lower it to make this 

process flow suitable for 3D monolithic junctionless transistors. Let’s keep in mind that the thermal 

budget must be lower than 500°C, 2hours. The comparison of our choices with state-of the art references 

will be done. 

b. Channel material 

Junctionless transistors must detain a doped channel. As seen in part 1-a, this doped channel can be 

directly deposited on bottom tier at low-temperature or can be done prior bonding either by epitaxy or 

implantation and high temperature annealing. In the former case, the material deposition and processing 

cannot exceed the limited thermal budget. In the latter case, no particular restrictions is seen since the 

channel material is prepared before bonding.  

i- Poly-si deposition 

 

As seen in 1-b, poly-Si junctionless transistors can achieve good performances for applications where 

variability is not an issue. In literature, several groups depose the channel material directly on the bottom 

tier without damages [134], [253]. However, this integration scheme suffers from a poor poly-silicon 

roughness. For instance, typical RMS values are 0.7nm [134]-1.2nm [253] (Green Nanosecond Laser 

 
 

Fig. 158: low-temperature (<475°C) integration 

scheme. In-situ and ex-situ doping are investigated in 

this work. 

Fig. 159: Scanning Electron Microscopy (SEM) images showing 

the impact of cumulated pulses for different laser energy density 

values. More pulses will lead to larger grain size. Figure from 

[148]. 
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Crystallization (GNS-LC) + Chemical Mechanical Polishing (CMP)) or 0.6nm [254] (HPA trimming). 

Channel roughness is a critical issue for junctionless transistors since its threshold voltage is highly 

dependent on silicon thicknesses. To overcome the variability, we propose the following process (Fig. 

158): low-temperature amorphous silicon (a-Si) deposition followed by nanosecond laser annealing and 

CMP. The specifications are the following: a maximum thermal budget of 500°C, 2hours, and a 12-

15nm thick a-Si layer doped at 1e19 at/cm3 for future JL device formation with a ≤0.5nm RMS variation 

to lower device variability. This work has been presented in SOI-3D-Subthreshold Microelectronics 

Technology Unified Conference in 2019 [148].  

A 35 nm thick a-Si layer is deposited at 475°C on an oxidized blanket bulk wafer. Ex-situ doping (using 

ion implantation) and in-situ doping have been compared. For in-situ doping deposition, a 90sccm 

phosphorus flow is used in order to achieve a 1019 at/cm3 doping concentration [255]. For ex-situ doping, 

the implantation conditions have been simulated by Kinetic Monte-Carlo TCAD (Silvaco).  

 
 

Fig. 160: Time Resolved reflectometry: energy density 

screening. Three regimes are observed: explosive 

melt/spontaneous recrystallization, partial melt and 

total melt. No significant difference is observed 

between in- and ex-situ doping. Figure from [148]. 

Fig. 161: Impact of chuck temperature and number of pulses on 

sheet resistance for in-situ doped Si. The higher the number of 

pulse, the lower the resistance is. Also, a 450°C chuck will shift 

the curve as far as the laser energy density is concerned [148]. 

 

Thanks to low depth penetration, UV-NLA is suitable for crystallizing a top a-Si layer while preserving 

the integrity of the bottom tier [256]. For these reasons, an excimer laser (308nm wavelength and 

optimized pulse duration 160ns [257]) is used to activate the dopants and recrystallize the a-Si layer. 

Based on (Figs 3-6). We can play on different parameters to tune the grain size/ film resistivity: 

 Laser energy: on the Time Resolved Reflectometry (TRR) analysis (energy density screening 

from 0.3 to 1.4 J/cm²) three regimes can be identified. In fact, in-situ reflectometry monitoring 

allows us to detect film melting (Reflectivity decreases). For low energy density (<0.775 J/cm²), 

no melting is detected though TRR. An explosive melt followed by a spontaneous 

recrystallization can occur for such energy densities (see Fig. 160). For intermediate energy 

densities (preferred processing window), a part of the a-Si film melts and recrystallizes, forming 

grains and lowering the film resistivity (see Fig. 161). For higher energy density (> 1.025J/cm²), 

the layer is entirely melted before the end of the laser pulse resulting in an amorphous film. In 

this work, we want to maximize the grain size to create single-grain channel. That is why, the 

working point of energy density is chosen at the minimum of the resistivity curve. However, for 

safety reasons, a lower energy is also considered.  

 Number of pulses: a second laser annealing (two pulses) will preferentially melt the smaller 

grains which will coalesce with bigger grains leading to an overall grain size increase [258]. For 
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instance Fig. 159 presents the impact of one, two and ten pulses. In fact, each pulse increases 

the grain size, but also double the processing time. That is why four cumulative pulses have 

been chosen to optimize the grain size.    

 Stage temperature: the idea consists in increasing the stage temperature at 450°C to reduce the 

thermal gradient undergone by the film. It will slow down the cooling, yielding larger grain and 

thus lower resistivity ([259] and Fig. 162). For instance, at the melt threshold, melting time is 

156ns (chuck at 450°C) compared to 130ns at 25°C. We chose to have a stage temperature at 

450°C in all cases.  

 

 

Fig. 162 and Fig. 164 compare in- and ex-situ doping in terms of energy response and grain size. No 

significant difference is seen. To probe further, two energy density conditions are studied (0.625J/cm² 

for I1, E1, and 0.675J/cm² for I2, E2, as defined in Fig. 162) with a stage temperature of 450°C using 

four cumulative pulses. Patterns from grazing incidence X-ray diffraction in-plane and out-of-plane 

geometry (Fig. 164) correspond to poly-Si with no texture, indicating no preferential direction regrowth 

during annealing. 

 
 

Fig. 162: SEM comparison between 

in- and ex-situ doping. No 

significant differences is seen. 

Fig. 163: Selected conditions to 

maximize grain size and obtain a 

low resistivity and lower processing 

time. 

Fig. 164: XRD out-of plane grazing 

incidence patterns. Miller index and intensity 

are taken from [260]. Figure from [148]. 

 

 
Fig. 165: Roughness measured by Atomic Force Microscopy 

(AFM) on 5x5µm² scan before and after CMP No difference 

is seen between in and ex situ doped wafers. The best case 

obtained roughness is 0.2nm.   

Fig. 166: Atomic Force Microscopy (AFM) before and after 

CMP. The CMP was efficient to reduce the Rmax. The same 

grain size (around 200nm) is seen before and after CMP, 

meaning that the grain morphology is invariant with depth. 

Figure from [148].    
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To adjust the thickness and to lower the roughness, 25nm silicon is removed by CMP. For instance, for 

the E1 condition, the peak-to-valley thickness variation (RMAX) is reduced from 49 nm (before CMP) to 

1.6 nm (after CMP) and the Root Mean Square (RMS=RQ) from 7 nm to 0.2 nm (Fig. 165). Furthermore, 

Atomic Force Microscopy measurements (Fig. 166) evidence that grain size is unchanged after CMP, 

highlighting that the film morphology is homogeneous within the depth. In addition, thicknesses 

measurements indicates that a 13nm poly-si thickness is achieved.  

To conclude, it is possible to create a 475°C 13nm doped poly-si layer with optimized grain size. No 

specific difference is seen between in-situ and ex-situ doped. One major advantage of this approach is 

the cost since it doesn’t evolved a SOI donor wafer. However, future devices will suffer from an 

additional variability due to the presence of grain boundaries.   

ii- Channel creation wo thermal budget constraints  

In this case, where the substrate doping is done prior bonding, there is no constraint on the thermal 

budget for wafer preparation. As seen in Fig. 167, the wafer can be pre-process at high temperature 

before report. In the literature, several groups proposed technics to bound the wafer on-top of the other 

and are accessible in CEA-LETI [132].  However, 3D monolithic wafer processing (bottom tier 

processing + wafer bounding + top tier processing) requires much more processing time than planar one. 

That is why, in this thesis work, no 3D monolithic wafers have been realized but rather unipolar (no 

CMOS integration) planar 300mm wafer.  

We propose two hot temperature processes to create the future channel material:  

 Ion implantation and spike annealing (1050°C, 30s). The annealing will redistribute the dopants, 

forming a uniformly doped channel at ND. Various ND are investigated but the reference doping 

is 7.1018 at.cm-3. Phosphorus (respectively Boron) is chosen for N devices (respectively P). 

 In-situ doped epitaxy with a 4nm silicon seed. On the SIMS profile (Fig. 168), we can observe 

that silicon is doped with phosphorous at 1019 at.cm-3 and SiGe30% is doped with boron at 1019 

at.cm-3. A good silicon thickness uniformity is seen on the 300mm wafer and illustrated in Fig. 

169. These layers can be stacked to create PN junctions perpendicular to current flow and 

modulate the threshold voltage (see Fig. 139).  

 

 

Fig. 167: Wafer bounding process illustration.  Fig. 168: Dopant profile for Si:P determined by Secondary 

Ion Mass Spectrometry (SIMS). The 1019at.cm-3 doping level 

is achieved. 
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Fig. 169: Thickness measurements of silicon phosphorus doped deposited by epitaxy on a 300mm wafer. The range of 

value is 1nm. 

Different studies are associated to these choices in order to make the comparison between the two 

technics. The first (and third) with a low temperature channel, called Junctionless Low Temperature 1 

(JL-LT 1, respectively JL-LT 3), is done by ion implantation. The second low temperature study 

channel, JL-LT 2, is done by epitaxy. Further details are given in section 7-. 

c. Active zone patterning 

This process step consists in defining different islands (or mesa) being the future device silicon channel 

and source/drain (active zone). To define them, a process called photolithography is used. The idea is to 

transfer a geometric pattern from a photomask (optical mask) into a substrate thanks to light exposure 

(Fig. 170). For this, a photosensitive chemical photoresist is spread by spin-coating on the wafer before 

being exposed to light. They are two types of resins: positive and negative one. Here a positive resin is 

given as an example, i.e. the light-exposed part will be soluble and the non-exposed part will remain. 

The smallest feasible dimension is called the critical dimension CD and depends on the ability of the 

light system to project a clear image of a small feature. Optics states that CD is proportional to the light 

wave length λ and inversional proportional to the numerical aperture. That is why, current lithography 

tools uses Deep Ultra-Violet (DUV, λ~193nm) to reach nanometer dimensions. Once the resist is 

exposed, it is also possible to trim the resist to reduce the dimensions (4) at the expense of density. Then, 

the underneath material is etched, following the pattern. Several layers can be etched, transferring this 

pattern, layer by layer. The last step consists in removing the photoresist thanks to a resist stripper liquid. 

 

Si:P thickness
(nm)
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Fig. 170: Active zone creation process flow. 

 

In our case, the obtained CD for channel width is 80nm for the photoresist and 20nm after trimming. 

CD-SEM measurements are done on specific dies and devices of the wafer to extract a mean and a 

standard deviation values. The exactly same dies will be measured in electric test once the process is 

finished. In a similar way, the silicon thickness consumption is monitored among the 300mm wafer to 

have an idea of silicon variation. 

The active zone is etched below 500°C, so there is no need to lower down the process temperature.   

d. Gate stack 

After active zone creation and thus the channel definition with a specific width, gate stack is deposited 

and etched. It will determined the gate length noted LG. In the first part we will discuss the material 

usually chosen for gate stack deposition and motivate our choices. In the second part, gate stack etching 

will be tackled, highlighting the engineering work required. 

i- Gate stack materials 

The gate stack will govern the future device electrostatics. A good choice of materials is determinant. 

For a standard gate first flow, to create a Metal Oxide Semiconductor transistor, a dielectric layer 

(historically SiO2) and a metal gate electrode are needed.  

As far as the dielectrics is concerned, historically SiO2 was deposited. However, to work at a lower 

voltage the thickness of SiO2 have been drastically reduced, increasing the gate leakage current [261]. 

That is why high-permittivity (high-k) materials have replaced the conventional SiO2 layer, enabling an 

Equivalent Oxide Thickness (EOT) reduction with correct thickness [262]. Since our applications are 

mainly digital and low power, an EOT of 1nm have been chosen, corresponding to 2nm HfO2 deposition 

on a SiOx interfacial layer. To obtain such a small thickness with a good control, the HfO2 is deposited 

atomic layer by atomic layer (Atomic Layer Deposition). Then a nitriding at 250°C can be performed 

or not followed by an annealing at 600°C, 2min.  

Metal gate electrodes were at first done in doped poly-Si. However, it cannot be used for advanced 

nodes, where the poly-Si/high-k contact creates Fermi level pinning due to the formation of dipoles at 
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the interface [263]. In addition, Poly-Si degrades the electron mobility with high-k (and thus limit the 

circuit speed), contrary to metal gates [264]. Furthermore, metal gates feature a lower gate resistance 

than poly-Si. The first criteria to choose the metal gate is the metal work function Φm. Φm will dictate 

the future threshold voltage. For fully depleted undoped-channel devices, the usually chosen gate 

material is close to mid-gap to achieve low VT for both PMOS and NMOS [265]. In our case, the channel 

is doped, which will shift the VT. However to co-integrate NMOS and PMOS (CMOS), the same metal 

gate material must be preferentially used. TCAD simulations (part 5-a) consider a mid-gap material, 

such as TiN (integrated at high-temperature) and show well-operating devices. Furthermore, the TiN 

detains a thermal stability above 700°C [266], even if in the present case this aspect is let apart since the 

process flow temperature is under 500°C. In superposition of this TiN layer (by reference, 5nm), a 50nm 

poly-si layer is deposited and the so-called hard mask which ease the etching process.  

Starting from this gate stack deposition baseline, some modifications have been done to lower the 

thermal budget under 500°C, 2hours. As far as temperatures are concerned, the HfO2 is deposited at 

400°C, the annealing after nitration is typically done at 600°C, the TiN at 400°C and the poly-Si at 

630°C. The poly-Si can be deposited amorphous at 500°C and recrystallized (see 6-b). In this latter case, 

the poly-Si will suffer from roughness. That is why, we made the choice to integrate a thicker TiN layer 

(around 30nm) instead of 5nm TiN + poly-Si. The sizing of this TiN layer comes from two 

considerations. First, the thickness must be enough to withstand contact bricks. Secondly, for the spacer 

formation, it is preferable to choose a similar thickness as the baseline to lower the engineering work on 

this future brick.  The modifications to the baseline are depicted in Fig. 171 and Fig. 172. Next part 

present the etching of this gate stack. Slight modification of top SiN/oxide between the morphological 

batch JL-LT 1 and electrical one JL-LT 2 and 3 to adjust the top oxide consumption during processing. 

In fact, for contact brick, no oxide must remain. 

 

 
Fig. 171: Schematic of the deposited gate 

stack for low temperature junctionless 

transistors and high temperature one. 

Fig. 172: Gate stack process flow. Variants between low-temperature 

process flow and baseline are highlighted.  
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ii- Gate stack etching 

Two strategies have been developed to etch the 30nm TiN/HfO2 gate stack. The standard anisotropic 

etching process is not selective to HfO2, it means that the HfO2 is not an etch stop layer and without 

additional monitoring, the active zone is also etched and just the gate stack remains (see Fig. 173).  

 
Fig. 173: SEM picture after gate etching with standard 

process: the silicon channel/Hf02 does not act as a stop 

layer, so no active area is remaining. 

To avoid this, the etching process must be stopped before degrading the gate oxide. However, as seen 

in Fig. 176, at this step, there is still TiN remaining on the edge of the silicon active zone which 

electrically connect source and drain (short). Thus an over etch is performed to get rid of the TiN spacer. 

So the idea is to etch almost all of TiN gate with a non-selective anisotropic process and to over-etch 

the remaining TiN (few nanometers) with an isotropic process, selectively to HfO2 (see Fig. 174). Due 

to polymerization and the presence of a hard mask, the top of the gate stack is less attacked by the 

isotropic process leading to a T shape gate (see Fig. 175). Such a shape is interesting for RF applications 

because of a short electric length with a low gate resistance. After optimization, a recess of 10nm by 

side is seen using this technique.  

 

 

 

Fig. 174: gate etching process explanation. (a) Presents the 

deposited stack. (b) The first step consist in an anisotropic 

etch. However, this etching step is not selective to HfO2. If 

we stop just before attacking the HfO2, a TiN spacer is seen 

on the edge of the silicon active zone. (c) a TiN over-etch 

step selective to HfO2 but isotropic is done, creating a T-

shape gate. 

Fig. 175: T-shape gate TEM cross-section. An electrical 

gate of 5nm is obtained while the top of the gate measures 

60nm. This condition too extreme have been worked out to 

obtain only a 10nm recession by edge (see Fig. 177)   

On the other hand, we performed a study using different etching chemicals (BCl3/Cl2 instead of HBr/Cl2) 

with or without over-etch and with and without substrate bias. Fig. 176-a highlights that without 

Si
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modifications to the standard process a TiN spacer is remaining on the edge of the active zone as stated 

previously. Fig. 176-b and -c shows that adding an over-etch step get rid of the TiN spacer but consume 

the silicon channel. This consumption is mitigated by biasing the substrate but is still detrimental for the 

structures (-9nm). The best solution (Fig. 176-c) is to use BCl3/Cl2 chemicals to obtain a selective 

anisotropic process. The gate profile is rather straight as illustrated in the TEM cross-section in next part 

(Fig. 178). 

    
tsi= 11.3nm tsi=0.5nm tsi=2.5nm tsi=10nm 

HBr/Cl2 HBr/Cl2 + over-etch 
HBr/Cl2+bias + over-

etch 
BCl3/Cl2 

(a) (b) (c) (d) 
Fig. 176: Chemicals used for gate etch with the associated SEM top-view and silicon thicknesses measurements. (a) No 

over-etch is performed, a TiN spacer on the edge of active zone can be seen. (b) Over-etch is performed, no TiN spacer is 

seen but the active zone have been damaged. (c) To increase the selectivity of HBr/Cl2 with respect to silicon, an additional 

bias is used. The silicon is less damaged but it is not thick enough for next steps (like raised source and drain). (d) Another 

etching chemical BCl3/Cl2
 is used. No TiN spacer is seen and the silicon consumption is moderate. This is the chosen 

condition.  

 

In this part, we proposed a gate stack processed below 400°C and two different etching strategies to 

obtain a T-shape gate or a straight gate. Next part, we will analyze the impact of these profiles on spacer 

shape. 

e. Spacer  

The role of this sidewall spacer for standard devices is to prevent any short-cut between the gate and the 

source/drain and also to prevent the region near the channel to be highly doped by the implantation of 

the source and drain. It also allows raised source and drain formation by epitaxy before the fabrication 

of an additional spacer (so-called “spacer 2”) for the HDD implantation. In the junctionless case, the 

source and drain implantation is not mandatory since the source and drain are already doped (but still 

advised see next sub-section). Additionally, the channel thickness is between 12-15nm and thick enough 

for a thin silicide process. That is why the epitaxy and spacer 2 are not done in our proposed flow. 

However, the gate stack is fully metallic in our case. It raises another constraint: when the silicide is 

formed on the source/drain region, there is a selective removal of the non-reactive metal. If there is a 

path though the TiN gate, all the TiN will be removed. That is why the spacer also encapsulate the gate 

to protect it from chemicals used for the silicide module. Thus the sizing of the spacer must be done 

carefully and depends of the etching rate of the chosen material. To increase the density of the deposited 

SiN at low-temperature, cycles of 2nm deposition and plasma treatment to densify the SiN is done. The 

fullsheet etching rate of this material is 3.8nm/min (HF 0.5%). However in our case the deposition is 

also lateral and the T-shape gate can screen the densification on lateral sides and thus increasing the 

etching rate. That is why, we prefer to oversize the spacer to make sure the TiN is fully encapsulated 

especially that in junctionless devices there is no need to implant close to the gate. That is why a 40nm 

SiN layer is deposited at 400°C and etched resulting in a 30nm spacer as seen on TEM cross-section in 

Fig. 177. Fig. 178 presents the result for straight gate spacer etching when a 20nm SiN layer is deposited. 

The chosen material is rather conform, i.e. it follows the topography of the wafer and is deposited on 

file:///C:/Users/db254405/Documents/PHD/T18S0699_2_images/EP_4_2_00005.jpg
file:///C:/Users/db254405/Documents/PHD/T18S0699_2_images/EP_-4_-2_00005.jpg
file:///C:/Users/db254405/Documents/PHD/T18S0699_2_images/EP_4_2_00004.jpg
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the sidewall of the gate. In the case of the T-shaped gate, a void is formed when SiN is deposited due to 

its peculiar shape.  

f. Junction engineering SPER 

After defining the spacer, source and drain implantation can be performed to reduce the access 

resistance. In fact, nowadays, the current degradation is mainly due to high-access resistance [267]. The 

resistance can be expressed by Eq. 21, one part accounting for the channel resistance (which is 

modulated by the gate) and another part representing the resistance to access the channel (Fig. 179). In 

the access resistance, we can dissociate the contact resistance Rco (dependent on contact size and 

materials) from the interface resistance between silicide and source/drain and from the resistive silicon 

piece between the contact and the channel Rspa (below the spacer). For small channel dimensions Raccess 

becomes comparable to Rchannel and cannot be neglected [268] especially for thin films.  That is why the 

resistivity under the spacer must be lowered, i.e. this region must be heavily doped. As far as junctionless 

transistors are concerned, this region is by default uniformly doped at ND. However, ND is generally 

around 1019 at/cm3 which ensures an ohmic contact but could be increased further to lower Rspa. To 

decouple the impact of channel doping and access resistance, we propose to fabricate a purely 

junctionless devices and devices with additional S/D implantations. Note that the latter case do not have 

a uniform doping anymore and thus has a lower channel length modulation. 

RON = VD/ID= Rchannel + Raccess +Rsilicide with  Raccess = Rco + Rspa   Eq. 21 

 

 

 

Fig. 177: TEM cross-section of the T-shape gate after 

sidewall spacer etching (40nm deposited). 

Fig. 178: TEM cross-section of the straight gate after 

sidewall spacer etching (20nm deposited). 
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Fig. 179: Representation of the ON resistance contributions for junctionless devices.  

 

In a conventional hot process flow, a doped in-situ epitaxy to raise S/D is done before LDD and HDD 

implantation and annealing (dopant activation). The limiting thermal budgets are the epitaxy and the 

spike annealing (1050°C, few seconds). In our case, no epitaxy is done since the silicon thickness is 

enough for silicide process. As far as dopant activation is concerned, it remains possible to move dopants 

from interstitial sites to substitutional one by Solid Phase Epitaxy Regrowth (SPER) at 500°C [148]. 

The SPER technique is described in Fig. 180. First an implantation is realized with a double 

functionality: to introduce the dopant into the crystalline substrate and to amorphize part of the layer. If 

the doping specie is not heavy enough, a neutral one such as germanium can be used to amorphize partly 

the layer. A crystalline seed (at least 3nm [269]) must be maintained to recrystallize the amorphous 

layer. This recrystallization starts from the amorphous/crystalline a/c interface and activates efficiently 

the dopants located in the amorphous layer as evidenced by L. Pasini et al. [270]. It can create end-of 

range defects (extended defects, below the previous a/c interface) [271]. The maximum dopant 

concentration is defined as the clustering limit, which is the maximum doping level before forming 

clusters deactivating dopants. The limit has been established at 6×1020 at/cm3 in [270] for phosphorous 

and at 3×1020 at/cm3 in [272] for Boron at 600 °C. The recrystallization rate will depend on the implanted 

specie [273], the recrystallization temperature, crystalline orientation and stress. In fact the SPER rate 

increases with the temperature, following an Arhénius-like law [274]. According to the crystalline plane 

regrowth direction, one atom (100), two (110) or three (111) are needed to form undistorted bounds 

[271]. That is why the crystallization velocity is anisotropic and is faster for the <100> than <110> than 

<111> (with speed ratio of 20:10:1, respectively). Our fabricated devices have a channel orientation of 

<110>.To conclude, in our case, the SPER rate of Nphoshorous= 2.1020 at/cm3 (respectively Nboron = 2.1020 

at/cm3) at 500°C is 2nm/min (respectively 6nm/min). That is why, we chose to oversize the SPER 

annealing: 30 minutes at 500°C. 

 

 

Fig. 180:Illustration of the SPER process taken from [271]. Fig. 181: KMC simulation result: the amorphous depth can 

be computed with the associated dopant profile. 

 In the present case, the top layer is around 12nm. Thus, we should experimentally amorphize around 8-

9nm and let 3-4nm seed. In the case of stacked layers, the silicon thickness is either 24 or 36nm, so that 

the amorphization can be deeper. Furthermore, to take all the benefits from salicidation, the silicide 
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diffusion must be limited to a highly doped region. That is why in stacked layer case, we choose to 

amorphize the whole top layer. To determine the amorphization thickness tamo we can either use 

dedicated software to simulate the process or determine it after processing by a TEM observation. Here, 

we chose Kinetic Monte Carlo (KMC) simulations to compute tamo and the doping profile. An example 

of KMC simulation is shown in Fig. 181. The different parameters to take into account are: 

 Energy (keV): the higher the energy, the deeper dopants will be injected. The energy is tuned in 

order to meet our tamo and dopant profile targets.  

 Dose (at/cm2/s): the dose rate is proportional to the implantation current (tool-dependent) and 

inversely proportional to the tool-scanning area. For instance at CEA-LETI, the corresponding 

implantation current for low energy implantation (<20keV) is 500µA for Ge and 5mA for P and 

B. The dose is tuned to obtain the desired dopant profile.    

 Tilt (°): depending of the tilt values, the dopants will encounter more atoms when travelling into 

the crystalline structure. In our case this value is kept by default at 7°.  

 Implanted species: for NMOS, the implanted specie is Phosphorous. For PMOS, Germanium is 

associated to Boron to amorphize the layer.  

 Geometry: for our purposes, a bare silicon square (200nm*200nm) of 12nm height (or for 

stacked structures, 36nm with the associated stack) have been considered. We did not define a 

transistor structure to study precisely the junction profile since the source/drain – channel 

interface has the same doping specie. In our case, the junction is rather an n+-n than an n+-I 

where the junction is more critical. 

The following study have been performed to define the implantation conditions. The chosen energy and 

dose conditions lead to the Fig. 182 dopant profile and are summarized in Fig. 183. A batch composed 

of resistance and kelvin cross structures have been fabricated to test these different conditions. 

 

 

Fig. 182: KMC profile far various phosphorus 

implantation conditions. The profile shifts in depth for 

higher energy and for higher dose, the doping level 

increases. 

Fig. 183: KMC chosen implantation conditions. 

We have at our disposal silicon rectangle structures with two contacts of length LC and spaced from a 

variable length L (Fig. 184). In this work, the silicon rectangle is composed of either Si:P or SiGe:B 

8nm epitaxial layer on top of 4nm intrasec silicon. Then implantation either phosphorus or germanium 

and boron are performed according of the defined conditions. A SPER annealing at 520°C for 20min is 

done with different waiting time between the same implantation process and the annealing. The idea 

was to determine if a time constraint was needed between the two process steps. Also, silicide process 

is done to get closer to future transistor processing. Fig. 185 shows the measured resistance R as a 

function of the contact spacing L. From this graph, we can observe a linear dependence between L and 
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R. The slope of the curve indicates the resistance of the silicon barrel and the resistance for L=0µm is 

two times the contact resistance Rco. In fact Rco depends of the contact length LC. From this specific 

example, we can observe that the Rco depends on the size of the contact Lc.Wc (Wc=0.09µm). However, 

once normalized by the contact area, the remaining value is the same. That is why we will only focus in 

the study on one contact dimension: Lc=0.09µm. Similarly, the extracted silicon resistance Rsi is the 

same for the three structures, indicating that the contact shape do not impact the resistance of the barrel. 

 

 
Fig. 184: Electrically characterized structures to evaluate 

the access resistance. 

Fig. 185: Resistance as a function of distance between 

contacts (L) for different sizes of contact length. From this 

plot, Rco and RSI/L can be extracted. 

Let us analyses now the differences between the implanted conditions for Lc=0.9µm. One aspect of this 

study was to determine if a time constraint between implantation step and annealing was required. The 

extracted RSi presented in Fig. 186 does not depend on the sequencing time between implantation and 

SPER process, indicating that the recrystallization is the same between these four conditions. From now 

the mean value between the four samples will be taken to analyze in depth the impact of the different 

implantation conditions. We will focus on conditions for future nMOS with thin 12nm channel of Si:P 

(the first four conditions of Fig. 183). The extraction of RSi and RCO (Fig. 187) for the condition I1 where 

the contacts are directly done on the substrate, which doping is estimated at 7.1018 at/cm3 after epitaxy, 

indicates high values for both contact and silicon resistance. The goal of the study is to define source 

and drain implantation conditions to lower these resistances which are in series in a conventional device. 

This is achieved by using the conditions I2, I3 and I4 which lower both resistances. Thus, with I3 and 

I4, we were able to provide an additional doping by amorphizing and recrystallizing the channel. It 

means that the seed thickness 12-7.6= 4.4nm 12-8.54= 3.5nm (KMC) for I3 and 12-9= 3nm were 

enough. Please note that in a transistor integration the crystalline seed can provide from the transistor 

channel and is not necessary from source and drain area. However, we can note that the lower the 

crystalline seed, the lower the resistance is. In fact, even if the implanted dose is the same, a higher 

energy will amorphize more film and a larger thickness will be recrystallized.  

 
 

Fig. 186: Extracted RSi as a function of sequencing time 

between implantation and SPER processes. 

Fig. 187: Extracted RSi and Rco for the different implantation 

conditions. 
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We performed sheet resistance measurements on full sheet wafers and we compared them with the depth 

of amorphization tamo computed by KMC simulations in Fig. 188. We can observe that a linear 

dependence is seen between the depth and the sheet resistance for depth range around 7-11nm. For the 

largest value tamo= 15.6nm, possible because the 12nm Si:P layer is done by epitaxy on top of a 8nm 

Si:Ge layer, we do not observe a reduction of the resistance compared to tamo=11nm. In parallel, the 

consumption of the silicon thickness during implantation process have been monitored and for 

tamo=15.6nm -1.1nm is measured whereas for tamo=11nm only -0.3nm is seen. Thus, tamo =15.6nm 

condition lead to 12nm-1.1nm= 10.9nm Si:P remaining recrystallized film which is similar to the 12nm-

0.3nm-1nm=10.7nm recrystallized for tamo=11nm. This could explain the saturated value of sheet 

resistance. To see the impact of the dose, an additional implantation condition (I5) have been measured. 

I5 features a dose of 5.1014 at/cm3
 and an energy of 4 keV. The sheet resistance before silicide is in 

average 360 ohm/sq to be compared to 570 ohm/sq for a dose of 3.1014 at/cm3. However this difference 

can be explained by the difference of amorphization thicknesses. This means that increasing the dose 

will not increase the doping level but just change tamo. In fact, when considering Phosphorus solid 

solubility (i.e. the electrically active doping level) in silicon matrix extrapolated for T=500°C (Fig. 189), 

we observe that around 8-9.1019 at/cm3 are activated in best case. As seen in Fig. 182, I4 phosphorus 

profile is already above this limit. That is why, increasing the dose from I4 to I5 does not increase the 

doping level but just change tamo, changing the silicon resistance. Based on these measurements, we 

identified optimized conditions (I4) implantation to lower source and drain access resistance. 

 

 
Fig. 188: Sheet resistance (on full sheet wafer) as a 

function of depth of amorphization computed by KMC 

simulation. 

Fig. 189: Solubility of Phosphorus in silicon taken from [275]. 

The values for 500°C have been extrapolated.  

In our fabricated junctionless transistors the SPER module increases the thermal budget from 400°C to 

500°C. However, it is not a necessary step for junctionless devices so some devices are done without 

implantation source and drain and are totally processed below 400°C. 

g. Thin silicides  

Salicide (Self Aligned siliCIDE) is done prior forming the contact to lower the contact resistivity 

between metal and silicon [276]. In fact, the NiPt uniformly deposited on the wafer will react with 

exposed silicon part to form a less resistive phase. The process is described in Fig. 191 and consist in 

chemical cleaning and NiPt deposition, then a first rapid thermal annealing at 230°C for 20s to form the 

silicide. The silicide is formed by reactive diffusion. Then the non-reactive NiPt is removed and an 

additional annealing (390°C, 30s) is done to stabilize the silicide in its less resistive phase. In the 

junctionless case, since the gate is purely metallic, only the source and drain must be exposed. That is 

why contrary to IM devices, there is no need to remove the hard mask. The silicide process thermal 

10 15

500

750

S
h

e
e
t 

re
s
is

ta
n

c
e
 (
W

/s
q

)

depth of amorphization (nm, KMC)

t
si
=12nm



Chapter III: Fabrication of junctionless transistor in the scope of 3D monolithic integration 

 

 

Page 123 

 

budget is below 500°C, 2h. However, as explained in 5-b, the formed silicide must be thin enough (tsilicide 

<10nm) not to contact underlying layers. In order to assess tsilicide, we deposited on blank silicon wafer 

different NiPt thicknesses tNiPt and performed different annealing duration and temperature. Then the 

sheet resistances have been measured and compared to XRR measurements. For instance, the C1 

condition leads to silicide depth of 5.7nm, determined by reflectrometry. Fig. 191 presents the different 

results. We observed that small tNiPt=2nm results in the same sheet resistance no matter the thermal 

budget. It means that all the NiPt diffuses. The retained condition is tNiPt=4nm and RTA1= 200°C, 20s 

to ensure film continuity among the wafer.  

 

  C1 C2 C3 C4 C5 C6 

N
iP

t 

(n
m

) 3 x x     

4   x x   

5     x x 

RTA1 

(°C, 20s) 

230 x  x  x  

200  x  x  x 

RS  51.8 51.4 35.5 51 30.3 53 
 

Fig. 190: NiPt silicide process flow.  Fig. 191: Summary table presenting the anneal temperature and duration to 

achieve a thin silicide film. The retained condition is tNiPt=4nm and RTA1= 

200°C. 

In conclusion of this part, the standard FDSOI gate first process flow have been modified to create low 

temperature junctionless transistor (down to 400°C without source and drain access optimization). 

Engineer process development, before and for processing have been done mainly on channel material, 

gate-stack etch and silicide. Each brick development represents upstream batches to choose the best 

condition and thus months of fabrication. For the next part of the process, no specific developments are 

required for the back-end-of line since the temperature is already limited to maintain the silicide stability. 

The next paragraph will present all the technology variants done for this thesis work to justify the 

potential interest in junctionless transistors for 3D monolithic integration. 

7- Overview of studies related to 3D monolithic integration 

Without going into processing details, the main goals of each study is described below. Starting from a 

baseline (Hot temperature reference), the low-temperature process flow are fully custom and evolve 

from junctionless low-temperature 1 to 3. The different studies sequentially answer the following 

questions. What differences can we expect with a heavily doped channel and no additional source and 

drain implantation (HT-REF)? How can we lower down the temperature of junctionless transistors 

(Access resistance and JL-LT 1)? What is the impact of channel doping level and source and drain 

doping level (JL-LT 2 and 3)?  Is a change of gate metal work function relevant (JL-LT 3)? Without 

indications, only NMOS are fabricated.   

 Hot temperature reference (HT-REF): the main goal is to compare inversion-mode IM and 

junctionless transistors JL (uniformly doped channel). An additional technical flavor called 

JAM where the channel is doped and the source and drain are highly doped, is done to 

decorrelate the impact of heavily doped channel and poor access resistance on typical figures of 

merit. A low temperature brick (SPER for source and drain implantation) is included in JL split 

to assess future low temperature performance. Otherwise, the process flow used is the gate first 

FDSOI baseline used in the laboratory with minor modifications.  

 Access resistance: this study is done for two purposes. The first one is to compare different 

implantation conditions for source and drain doping at low temperature. It gives also insights 
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on this importance of doping and annealing succession. The second one is to validate the thin 

film silicide block. Its maximal thermal budget is 525°C, 30min.  

 Junctionless low-temperature 1 (JL-LT 1): this morphological batch is fully realized under 

400°C. The aim is to develop the low-temperature process flow without necessarily obtaining 

electrical values. The main work has been the development of a T-shaped gate without poly-si. 

Two different size of SiN spacer are tested. Thanks to this prior study, the process flow have 

been modified to achieve better results.  

 Junctionless low-temperature 2 (JL-LT 2): it implements a slightly modified process flow as JL-

LT in particular for gate etching. N-MOS (Si:P channel made by epitaxy) and p-MOS (SiGe:B 

channel made by epitaxy) are fabricated. Different conditions of source and drain implantations 

are chosen. The maximal thermal budget is 500°C.    

 Junctionless low-temperature 3 (JL-LT 3): different technological variants have been 

implemented to fully study junctionless transistors. They consist in: different channel doping 

done by implantation to see the impact of ND, W or TiN liner to study work function impact and 

source and drain implantation to provide either a 400°C transistor with poor access or a 500°C 

one with optimized source and drain resistance. It uses the same process flow as JL-LT 2.  

The next part will present the electrical results of the different studies.  
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8- Electrical results 

This part presents the experimental electrical results of the fabricated transistors. A comparison between 

junctionless, accumulation-mode and inversion-mode devices, processed without any thermal budget 

constraints is done. Unfortunately, no electrical data concerning the low-temperature transistor is 

presented.  

a. Device fabrication  

To compare electrically the behavior between junctionless (JL) devices and more conventional inversion 

modes (IM) ones, we fabricated IM and JL nanowire nMOS down to W=20nm channel width and 

L=15nm gate length (Fig. 192).  Fig. 193 presents the process flow, which corresponds to the standard 

gate first integration flow presented in 6-a. The junctionless devices are made by epitaxially growing an 

8nm thick in-situ phosphorous (P) doped Si film on 4nm undoped SOI layer. Excellent crystalline quality 

is obtained (Fig. 192). After a full transistor process integration the final channel doping level is uniform 

and equal to 7.1018 at/cm3, with our device sizing. For IM devices, the silicon channel is thin down to 

12nm. All the devices feature the same gate stack with HfO2 dielectrics, TiN + poly-Si capping and the 

same 12nm thick spacer.  

 

  
 

Fig. 192: TEM cross section of JAM device. 

Transistor have been fabricated down to a 

gate length of 18nm and width of 20nm.  

Fig. 193: Detailed Process flow for IM 

(N+-i-N+), JAM (N+-N-N+) and JL (N) 

devices. 

Fig. 194: KMC profile of the phorsphorus 

implantation performed on junctionless 

(JL) devices. The idea was to dope only 

the raised source and drain region to 

maintain a purely junctionless channel. 

 

In order to assess the impact of the channel doping and the source/drain resistance in the junctionless 

transistor performance, we fabricated also the so-called Junctionless Accumulation Mode (JAM) 

transistors by adding the same 15nm thin Raised Source/Drain (RSD) and HDD + LDD doping 

processes as the inversion-mode (IM) references. Both JAM and IM saw a final dopant activation anneal 

at 1050°C. Purely Junctionless transistors (JL) have no extra doping under the spacer. However, a 5keV 

P implantation in the 15nm thick RSD followed by a Solid Phase Epitaxy Regrowth (SPER) annealing 

at 525°C 30 min was carried out, in order to only dope the RSD (see Kinetic Monte-Carlo profile in Fig. 

194) and avoid any lateral doping diffusion. This SPER brick gives insights for future JL integrated at 

low-temperature.  

In this work, the color convention is the following: red for IM, black for JAM and dark blue for JL. All 

the technological variants (IM, JL and JAM) are at least done on two 300nm wafers to ensure 

repeatability. We will first study the device performance for various dimensions and then tackle digital 

applications (i.e. ultra-scaled devices) and analog (i.e. larger) ones. 
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b. Digital Figure-Of-Merit of Junctionless nMOS 

We have at our disposal a large panel of gate length (from L=10µm to L=18nm) combined with different 

gate width (from W=10µm to W=20nm). In the digital case, most of the performances will be addressed 

for scaled devices, i.e. W=20nm or W=240nm. In this part, we will first explain the electrical 

performances and then extract mobility and capacitances, comparing inversion-mode devices and 

junctionless transistors.  

i- Electrical performances 

 

 
 

Fig. 195: ION-IOFF for L=35nm and W=20nm. JL 

devices suffer from source and drain access 

resistance at VDD=0.8V. 

Fig. 196: ID-VG for L=W=10µm. JL and 

JAM characteristic matches.  

In this digital part, the reference device sizing is W=20nm and L=35nm, as for the TCAD structure NW-

JL. Fig. 195 presents the ION drain current for VG=VD=0.8V as a function of IOFF (ID(VG=0V)). For such 

dimensions, we can see a discrepancy between JL devices and IM-JAM transistors. In fact JL transistors 

drives much less current. Since JAM performances are equivalent to IM, this lack of current is not 

attributed to channel doping but rather to access series resistances. In fact as illustrated in Fig. 196 there 

is no differences between JL and JAM devices for large dimensions (W=L=10µm) where the access 

resistance are neglectable. We extracted the access resistance for W=20nm and W=240nm for various 

gate lengths (L=18nm to L=100nm). Fig. 197 indicates that IM and JAM transistors detains similar 

access resistance for all the dimensions, suggesting similar SD implantation. However for JL devices, 

the extracted RSD is orders of magnitude higher than IM/JAM ones. It can be linked to SD implantation 

process which is not optimized as IM/JAM one to lower access resistance but rather to detain a uniformly 

doped channel. This high access resistance can limit the measurements especially for small dimensions 

where the channel resistance modulated by the gate become small with respect to RSD. We also ensured 

the quality of the contact (ohmic or Schottky) by plotting the ON current as a function of leakage current 

(Fig. 95). No correlation is seen between the two quantities indicating that the contact is not Schottky. 
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The ID-VG of two selected devices (circled in Fig. 195) IM and JAM is presented in Fig. 199. There is 

no significant ION-IOFF difference between IM and JAM devices, reaching up to ION=560µA/µm at 

IOFF=1.3x10-10A/µm at VDD= 0.8V supply voltage for the JAM device. Fig. 200 and Fig. 201 show the 

distribution of JAM leakage current whose mean value is equal to 121pA/µm. 

 

At W=20nm, the DIBL and the sub-threshold slope have been extracted for various gate length (Fig. 

202). A similar SS and DIBL is seen for JAM, IM and JL transistors (not extracted bellow 80nm due to 

high source and drain access resistance) indicating that the channel doping does not degrade the 

electrostatic control for W=20nm. This is consistent with RON (L) presented in Fig. 203 showing similar 

channel and external resistance between IM and JAM FETs for W=20nm. Additionally we extracted the 

EOT for larger dimension from capacitances measurements (Fig. 204). A similar EOT of 1nm is 

extracted for all devices, suggesting a similar gate stack. In conclusion, for W=20nm, there is no 

electrostatic differences between doped channel devices and undoped one, only the source and drain 

optimization matters.  

 
  

Fig. 200: ID-VG for 35 JAM devices.  Fig. 201: ILEAK distribution.  Fig. 202: Measurement of DIBL and SS (in the 

linear regime) as a function of LG. 
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Fig. 197:. RSD values for W=20nm and 

W=240nm and L from 18nm to 100nm. 

JAM and IM transistors shows similar 

access resistance unlike JL transistors 

which are orders of magnitude higher. 

Fig. 198: ION-ILEAK for JL devices at 

W=20nm and L=18nm. No 

correlation is seen between ON 

current and leakage current, 

indicating no Schottky contact. 

Fig. 199: ID-VG for the selected devices 

on : ION-IOFF plot . JAM achieves ION= 

560µA/µm at VGS=0.8V and 

IOFF=1.3×10-10A/µm at VGS=0V. 
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Fig. 203: Measurement of RON as a function of gate length L for 

W=20nm and VG=0.8V.  

Fig. 204: Gate capacitance vs. VG. Similar EOT=1nm 

is measured for all devices.  

 

ii- Mobility 

 

  
Fig. 205: Mobility vs. carrier charge density. The mobility of 

heavily doped channel device is lower as expected and a 

further degradation due to RSD is seen for purely junctionless 

devices. 

Fig. 206: Mobility vs. device width at fixed carrier charge density (1013cm-

2). A degradation due to RSD is seen for purely junctionless devices and is 

more pronounced as the width is small. 

Nevertheless, a well-known drawback of junctionless transistors is the lower electron mobility with 

respect to undoped channel. As compared to IM devices, Fig. 205 shows that the JAM and JL mobility 

is mainly impacted at low carrier charge density, evidencing Coulomb scattering due to high channel 

doping as explained in section 4-b. However, for large carrier charge density the discrepancy between 

doped channel devices and undoped one reduces drastically. For instance at N=1.3x1013
 cm-2 carrier 

density, only a 9% mobility degradation is measured for JAM, compared to IM. In standard devices, the 

reduction of mobility for large carrier charge density is attributed to surface roughness scattering. For 

junctionless devices the conduction occurs in the volume for moderate electric field and could explain 

a lower degradation at high carrier density. However, for higher electric field, a surface accumulation 

layer is formed pushing the conductive channel towards the surface. But in junctionless devices unlike 

in inversion-mode one, the high concentration of majorities carriers (e- for nMOS) forms a neutralizing 

screen around positively charges ionized donor atoms, reducing their scattering cross section and thus 

Coulomb scattering.  Thus, this lower degradation at high carrier density could be explained by the bulk 

conduction, impurity screening and lower surface roughness scattering. Please note that for JL devices, 

a slight mobility degradation is seen and attributed to the access resistances. Furthermore this 

degradation is more important for smaller width as highlighted in Fig. 206. For JAM and IM transistors, 
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the mobility difference tends to reduce with width even if there is still a gap between the measured 

values. However, this large channel mobility degradation is not translated into ION-IOFF for ultra-scaled 

dimensions (W=20nm and L=18nm).  

  

iii- Overlap capacitance 

We measured capacitances (Fig. 207) at VG=-0.4V and we observed a linear dependence between the 

capacitance and the transistor width. From this curve, the CGDS (expressed here in fF/µm) is extracted 

for L=35nm (Fig. 208). JL transistors has a 0.06fF/µm lower CGDS, which cannot be explained only by 

the fringe components (Fig. 209) but rather by a depletion region extended below the spacer for JL 

transistors. 

   
Fig. 207: Gate to channel capacitances for 

IM devices at various W (and L=10µm). 

CGDS is extracted at VG=-0.4V. 

Fig. 208: C(W) and CGDS extraction at 

L=35nm. JL transistors show a lower 

capacitance CGDS than IM and JAM. It is 

attributed to the absence of junction. 

Fig. 209: Schematics with parasitic 

capacitance contributions. (reminder 

from part 4-c). 

In this part, we studied in depth the differences between junctionless devices and inversion-mode ones 

for digital applications. A lower mobility is seen for doped-channel devices but it is not translated into 

the ION-IOFF FOM for W=20nm and L=18nm. Excellent performances and electrostatic control are seen 

for JAM and IM devices. However, for JL devices, the performances are limited by the high access 

resistances making them not suitable for advanced digital applications. Nevertheless with the 

appropriate source drain optimization, doped channel devices are good candidates for digital 

applications.  
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c. Analog Figure-Of-Merit of junctionless nMOS 

In this part, analog performances are analyzed. For such applications, the transistor dimension is less 

critical since current drive is more important than density. If no contrary indication the transistor width 

is 240nm and L from 80nm and 10µm. First, analog gain comparison between devices is presented with 

the use of back-bias to enhance it. Secondly, the reliability and the noise are extracted before ending by 

RF measurements. 

i- Analog gain leveraged by back-bias 

  

 
Fig. 210: Gm over ID as a function of ID  for W=0.24µm and 

L=0.2µm. JL and JAM plateau is slightly lower than IM one. 

Fig. 211: ID-VG at various back-bias for JAM transistor at 

W=20nm and L=10µm. A negative back-bias improves the SS 

slope. 

For analog applications, we consider a nominal analog transistor of W=0.24µm width, (planar SOI 

configuration instead of a trigate nanowire structure chosen for digital part). A well-known analog figure 

of merit is the Av0 gain (in dB) defined as Av0=20 log(gm/gd). gm is the transconductance and equals to 
𝜕𝐼𝑑

𝜕𝑉𝑔
 and gd is the output transconductance defined by 

𝜕𝐼𝑑

𝜕𝑉𝑑
. Fig. 210 presents gm/ID as a function of ID 

where IM plateau for low values of ID is slightly higher than JAM and JL one and close to the ideal one. 

This can be explained by IM subthreshold slope of 61mV/dec vs. SS=64mV/dec for JL/JAM (SS) 

devices for such dimensions. To gain on SS, we propose to use back-bias to adjust the threshold voltage 

and tune performance [277]. We can observe on Fig. 211 that a negative back-bias improves the SS for 

JAM transistors. Fig. 212 presents the VT variation for 10V back-bias variation (BOX thickness is 

145nm). We observe that back-bias is more effective for wider (W=240nm) than for narrower devices 
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Fig. 212: Back bias efficiency for 

W=0.02µm and W=0.24µm as a function 

of L. Wider devices are more sensitive to 

back-bias. 

Fig. 213: TCAD simulation to see the 

impact of back-biasing on junctionless 

devices. Electron density cut are 

provided for VG> VFB.  

Fig. 214: gd as a function of L for VB=0 and VB=-

10V. JL devices have a lower gd attributed to the 

extension of the depletion in source and drain 

region. 
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(W=20nm) and it is more effective on JL/JAM than on IM transistors. Markedly, a negative back-bias 

applied on JAM moves the bulk conduction channel upwards towards the gate (as simulated by TCAD 

in Fig. 213), which results in an improvement of the electrostatic control. Not only the subthreshold 

slope is improved but also the output conductance gd as seen in Fig. 214. Also JL devices have a lower 

gd and thus a higher early voltage Ea due to the extension of the depletion in source and drain region. 

Fig. 215 recaps the gain with and without back-bias for specific geometries. As a result, JAM FETs 

reach analog performances that are slightly better than IM devices, up to an Av0=20 log(gm/gd)=68.8dB 

gain. 

 
Fig. 215: Gain Av0 for different gate lengths and W=0.24µm. VB<0V improves the analog gain. 

 

ii- Reliability and noise 

We have performed Positive Bias Temperature Instability (PBTI) and Hot Carrier Injection (HCI) 

measurements. Fig. 216-a presents the degradation of threshold voltage for a stress time tstress equals to 

300s and a stress voltage applied on the gate VG from 1.2V to 2V at T=125°C. We can see that JAM 

and IM have similar degradation. For these devices, we extrapolated a similar PBTI (88 years lifetime 

at VDD=0.8V) for IM and JAM devices, demonstrating a negligible impact of the channel doping. The 

power-law extrapolation fits well the data points (Fig. 216-b). However, the JL threshold voltage shift 

is not sufficient for Time-To-Failure extrapolation. We speculate it may be due to the thermal budget 

difference, mainly due to the 1050°C spike annealing absence. Fig. 217 presents the HCI test performed 

at 125°C and for drain voltages ranking from 1.2 and 2V. Better HCI is measured for JL as compared to 

IM and JAM. It can be explain by a lower and shifted to the drain (not underneath the gate dielectric as 

for IM/JAM) peak electric field. The five working years industrial criteria is met for both PBTI and 

HCI.  
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Fig. 216: (a) ΔVT as a function of VG for a 300s stress time for 

L=0.1µm and W=10µm nMOS. (b) Time-To-Failure for PBTI. 

The 5-year criterion is met and up to 88 years reliability is seen 

at VD=0.8V. 

Fig. 217: Time-To-Failure for HCI for W=240nm and L=40nm 

nMOS. JL devices are less degraded than IM and JAM. It can be 

explained by the deported electric field peak. The 5-year 

criterion is met for all devices at 0.8V. 

For analog applications, the ratio signal/noise quantifies how the signal can be differentiated from the 

background noise. In an ideal case, the noise must be kept as low as possible. To ensure that the presence 

of a doped channel do not degrade this figure of merit, we have measured low-frequency drain current 

noise (Fig. 218). They show a 31-die average 1/f signature and a slightly lower input-referred gate 

voltage noise level (SVg) for JAM.  

  
Fig. 218: Input-referred gate voltage power spectral 

density versus frequency at W=240nm and L=110nm. 

JAM shows slightly less low-frequency noise than IM 

and JL. 

Fig. 219: Description of the model used to fit the drain low-

frequency noise measurement. The source drain excess noise is 

considered. Three parameters can be extracted: Nt the oxide trap 

density, αsc the remote Coulomb scattering coefficient and SRsd 

the contribution of SD excess noise. 

We used the Carrier number fluctuations with Correlated Mobility Fluctuations model explained in 

[278], and Fig. 219 taking into account the series resistance noise (SRsd). We fitted the normalized drain 

current noise at f =10 Hz (Fig. 220) to extract the volumetric oxide effective trap density NT, and the 

remote Coulomb scattering coefficient αsc for all wafers. We extracted a value of NT≈7.5 1017 eV/cm3 

for all cases, reflecting a similar interface quality, independently of the conduction mode. This value is 

also very close to state-of-the-art NT values of high-k-metal-gate CMOS technologies [279]. Concerning 

αsc, a very similar value (≈ 4×103 Vs/C) is extracted for all wafers, showing that the remote Coulomb 

scattering is not affected by the different conduction modes. Finally, SRsd has a significant impact only 

= (1+Ο.

Carrier number model + Carrier Mobility Model +RSD

SVfb: 

Ο : αscμeffCox

SRsd

With Nt= volumetric oxide trap density
γ characteristic exponent ~1 

λ tunnel attenuation distance ~0.1nm
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for JL, which can be linked to non-optimized source/drain doping [280] and confirms previous 

discussion about the impact of access resistance. 

 

 

                   

Fig. 220: Normalized drain current power spectral density versus ID at W=240nm and 

L=110nm. Inset: Extracted values of Nt and αsc. 

. 

 

iii- RF Figure-Of-Merit of junctionless nMOS 

Two metrics representing RF performances are the maximum operating frequency fmax and the cut-off 

frequency fT. fT is defined as the frequency for which the current gain equals unity. For instance fT is the 

maximum useful frequency for amplifiers. Its expression is given by Eq. 22 and is proportional to gm. 

However, the maximum operation frequency fmax is inversely proportional to gds and Cgd, The equivalent 

circuit used to extract fT and fmax is presented in Fig. 221. 

𝑓𝑇 =
𝑔𝑚

2. 𝜋. 𝐶𝑔𝑠
 

Eq. 22 

𝑓𝑚𝑎𝑥 =
𝑓𝑇

2. √𝑔𝑑𝑠(𝑅𝑔 + 𝑅𝑆) + 2. 𝜋. 𝑓𝑇 . 𝑅𝑔. 𝐶𝑔𝑑

 
Eq. 23 

 

 
Fig. 221: equivalent circuit of the measurement setup. 

RF measurements have been performed on IM and JAM transistors (Fig. 222 and Fig. 223) for 

W=240nm and L=30, 40 and 60nm. We measured the cut-off frequency at fT=130 GHz for JAM vs. 136 

GHz for IM for W=240nm and L=30nm. Based on Eq. 22 this can be explained since junctionless 

transistors detains a lower gm (lower mobility) than inversion mode one. But JAM exceeds IM devices 

in terms of fMAX. It is attributed to a lower parasitic capacitances CGD. In fact, only a few GHz are 
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compromised for ft when using JAM allowing to obtain better fmax. We here measure a record 

fmax=182GHz for junctionless nMOS. 

 
 

Fig. 222: FMAX and FT as a function of VG. fmax is higher for 
JAM than for IM contrary to ft for W=240nm and L=30nm. 

Fig. 223: FMAX and FT comparison for different LG. The JAM gain on fmax, 
is more pronounced at small dimensions. 

In this part, the interest of junctionless devices for analog applications is raised. In fact, they detains a 

superior reliability and RF capability than IM devices for similar noise and analog gain.  

To conclude the comparison between junctionless, junctionless-accumulation-mode and inversion-

mode devices, the main characteristics to bear in mind are:  

 JL transistors suffer from a high access resistance, impacting mobility, ON-current and high 

field variability. However, for analog application its output transconductance is one order of 

magnitude lower than the others devices, leading to a good gain which can be modulated by 

back-bias. The overlap capacitances is two times lower than IM. Superior HCI reliability is seen 

for JL than IM and JAM and is attributed to the electric field peak shift to the drain. 

 JAM transistors have optimized source and drain resistance and despite a lower mobility 

especially at low field, they feature similar performance as IM devices for scaled dimensions. 

A slight gain on gate-to-drain capacitances is translated on a maximum operating frequency 

gain (the maximum frequency reaching 182GHz). The electrostatic control is depreciated for 

large width, compared to narrow devices, as predicted by TCAD. However, the analog gain of 

JAM devices (Av0=68.8 dB with back-bias) outperformed the IM one.  
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9- Conclusion of Chapter 3  

This chapter presented the assets of junctionless transistor for 3D monolithic integration, their 

fabrication and electrical performances. 

In a first time, bibliography research and TCAD simulation showed the interest of such a device for 

low temperature integration, featuring good performances. Different specificities with respect to 

inversion-mode devices have been highlighted. I would like to put the emphasis on the mobility and 

variability degradation seen by junctionless transistor due to their heavily doped channel. However, 

due to an absence of source to channel junction, a lower Miller capacitance is predicted as well as a 

resilience to HCI, making such a device attractive for analog/RF applications.       

In a second time, the gate first FDSOI fabrication process is exposed. The modifications done to lower 

the thermal budget down to 400°C are explained. In particular, challenges concerning the gate etching 

and silicides are presented. Several process optimizations, taking into account of JL particular operation, 

are explained. Our choices are motivated either by simulations or by preliminary batches. Different 

process technology variants are implemented to study the impact of channel doping, source and drain 

resistance and metal gate work function.  

In a third time, the electrical results associated to the fabricated batches are presented. The comparison 

between inversion-mode, junctionless accumulation-mode and purely junctionless devices without 

temperature constraints agreed with previous simulations. The degradation of mobility and 

transconductance is shown experimentally. Furthermore, the gain on typical analog figures of merit such 

as fmax or Av0 is demonstrated.  

I would like to indicate precisely what work is mine. I performed all the TCAD simulations with the 

help of the simulation laboratory, especially to define the proper structure and conditions. I modified the 

gate first FDSOI process flow to lower down the process temperatures. Such modifications required 

upstream work of integration experts who gave me all the insights for technological choices. As far as 

batches processing is concerned, this work belongs to cleanroom technician, expert and my reactivity in 

case of problems. Most of the process characterization (such as thicknesses measurements or SEM 

pictures) are done by dedicated people. Validation of technological steps or non-standards 

measurements are mine. Regarding the electrical characterization, if not indicated, I realized the 

measurements and analyzed the data with the help of CEA characterization laboratory and integration 

laboratory. Concerning the RF measurements, J. Lugo and R. Youcef did all the characterizations and 

post treatment. For the noise measurements, I would like to thank IMEP-LAHC platform and team, in 

particular the PhD student A. Tataridou and C. Theodorou. Without all these people help, my work 

would have been limited. 

As stated in the introduction, the next chapter will go further to propose an In-Memory Computing 

(IMC) solution based on the co-integration of Junctionless transistors and Resistive Random Access 

Memory (RRAM). Such a high density architecture can overcome the so-called memory wall by 

gathering computation and memory units. 
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Chapter IV: Assessment of an ultra-dense Non-

Volatile Memory cube for In-Memory Computing 

applications 

In-Memory Computing (IMC) is foreseen as an alternative to the traditional transistor scaling to break 

the so-called “Memory Wall”. In fact, gathering the memory and computation part enables improving 

delay and energy by reducing the data transfer. The aim of this chapter is to propose an ultra dense 3D 

structure, called MY-CUBE, which gathers a memory and computation part. The first section of this 

chapter consists in a literature review of exiting IMC solutions and our choices. The second section, 

based on TCAD and SPICE simulations, demonstrates the IMC feasibility in such a structure. The third 

one presents the process flow for MY-CUBE as well as a planar variant integration. The last section 

tackles the topic of variability in all operation regime, to verify if junctionless transistors are compatible 

with such an application.  
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1- State of the art of In-Memory-Computing existing solutions 

In widely used Von-Neumann architectures, the data is stored in memory and is transferred to 

computational blocks, resulting in around 50-80% energy waste for memory access [281]. This 

challenge, called “Memory wall”, have been already addressed in computing systems. For instance, 

multi-core processors increases the parallelism and thus reduces data latency. However, even with multi-

core processing, part of the chip cannot be used due to power restriction, the so-called “dark silicon”, 

which is predicted to represent around 21% of the chip at 22nm node [282]. To handle the future “data 

deluge” coming from IOT and 5G, alternative computing paradigms emerge. One promising solution 

consists in gathering memory and computational parts in a circuit, breaking the conventional Von-

Neumann architecture. This new computing paradigm is called In-Memory Computing (IMC) and 

promises substantial gains on data energy and latency. In this part we will dress the state of the art of 

the existing solutions. We will first explain the relevance of memristors for IMC and the different 

computation/logic available. Then we will address the different materials (especially in the memory 

side), which are available to perform IMC. Afterwards, some state-of the art solutions will be discussed. 

To finish with, MY-CUBE device structure is detailed with the different aspects to tackle in order to 

enable IMC. 

a. Existing In-Memory Computing implementations 

In this subsection, computing solutions, including Boolean logic, enabling IMC are presented in a first 

time. In a second time, the memory materials will be discussed with an emphasis on Oxide-based RAM 

technologies. The last part will present the proposed structure, which will be analysed in this chapter.  

i. Memristors for IMC  

Memristors detain many advantages such as CMOS process compatibility, zero standby power, great 

scalability and high density of integration, enabling new computing paradigms [283]. The memristor 

consists in a two terminal elements (bottom electrode and top electrode) which detains a hysteresis loop 

as illustrated in Fig. 224. All of the 2-terminal non-volatile memory devices fit into this category. Based 

on this structure, several designs have been proposed and can be classified according to the type of 

operation performed. Thus “Boolean logic” can be dissociated from “Implication logic” and from 

“threshold/majority” one. The two later ones use voltages to represent data, making Boolean logic more 

appropriate for IMC applications. 

 
Fig. 224: Memristor introduction: relations between V, I, q and φ, hysteresis loop, structure and symbols (Figure from 

[283]). 

 

 Boolean logic: the idea is to perform the conventional mathematical algebra primitives, like 

conjunction (AND), disjunction (OR) and negation (NOT). Different implementations are 

proposed in the literature. Vourkas et al. [284] proposes a memristor crossbar circuit where the 

logic gates are implemented by replacing the standard CMOS pull-up and pull-down network 

with memristors. In [285], Memristor Rationed Logic proposes OR and AND gates based on 

memristive logic and mixed with CMOS inverter to avoid the additional circuitry required for 
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the memristive network/CMOS compatibility. However there is also memristor only logic 

family. For instance, memristor-aided logic (MAGIC) is presented in [286] where memristors 

are inputs with previously stored data and an additional memristor serves as an output. To finish 

with, by using appropriate signals on a crossbar array, it is possible to implement Boolean 

functions. Xie et al. [287] demonstrate that only 7 steps are needed to implement any Boolean 

function.  

 Implication logic: pIMPq “p implies q” is equivalent to “if p then q”. In fact, IMP and FALSE 

operation form a computationally complete basis. Two main families of memristors can be 

distinguished. The first one is called stateful logic [288], [289] where the logic state is 

represented by the resistance of the memristor. The second one is called “complementary 

Resistive Switch” [290] and relies on the combination of antiserial resistive switches in a passive 

crossbar array to avoid the sneak path currents through neighbouring cells. 

 Threshold/Majority logic: threshold logic relies on the assembly of threshold gates where the 

output changes if the arithmetic sum of weights inputs exceed a threshold. Majority logic is the 

particular case where all the inputs are binary and the weights are equals. Among this logic 

category, we can distinguish programmable CMOS/Memristor logic [291] and Hybrid current 

mirror logic [292]. For current mirror approach, the weights are represented with memristance 

so that Ohm’s law converts voltage signal inputs into current which can be summed and 

compared to a threshold current Ithreshold. Current mirror are used to perform the full operation 

(weights, sum and comparison). As far as programmable CMOS/Memristor logic is concerned, 

memristive devices implement ratioed diode-resistor logic and CMOS logic is used for signal 

amplification and NOT gate. 

From my point of view, the threshold/majority logic requires several threshold elements (CMOS or 

current mirror) which will be difficult to integrate and expand in the third dimension. In the case of 

Boolean logic the resistance states (low or high) are used to represent the conventional ‘0’ and ‘1’ logic 

state. Several crossbar implementation have already been demonstrated, indicating the ease of 

fabrication for 3D structures. That is why, in the next part we will focus on Boolean logic, giving the 

example of the so-called MAGIC and Pinatubo/ Scouting logic approaches. 

 

ii. Boolean logic  

In this part, we will expose two representative examples of Boolean logic which are MAGIC and 

Pinatubo/Scouting logic. 

In the MAGIC approach, the inputs and outputs of logic gates are the logical states of the memristors 

(high ‘0’ or low ‘1’). Different memristors for inputs and outputs are needed and the logic gate output 

is the final logical state of the output. Fig. 225-a presents the example of a NOR gate composed of two 

inputs in1 and in2 and one output. The initialisation step consists in writing a low resistance value ‘1’ 

into the output and if necessary write the correct inputs values. Then the evaluation is performed by 

applying a voltage pulse V0 at the Gateway. If in1=in2=’0’ (high resistance state), no current flows 

though the memristor (or is lower than memristor output threshold) and the output is left at ‘1’. If either 

in1 or in2 is in a low resistance state ‘1’, the current will flow though and switch the output state to ‘0’. 

However, we do not want to change the input values. For this, the memristor threshold (VT,OFF and VT,ON) 

and the chosen voltage pulse V0 must verify V0 <min [ROFF/RON.VT-OFF, VT-ON]. Similarly, to switch the 

output, V0> 2VT,OFF. The realized function is an NOR gate and can be extended to a number N of inputs. 

Additional MAGIC gates, NOR, NAND, OR, AND and NOT are presented in [286]. For instance, the 

topology of the NOR gate can be used to create an OR gate with an initialization of the output to ‘0’. 

This approach is efficient for IMC but relies on writing operations which can be detrimental for the 

memristor component. 
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Fig. 225: (a) Schematics of a two inputs NOR gate composed 

of two inputs memristor in1 and in2 and an output memristor 

out. (b) Simulations of a two input NOR gate for all the 

combinations. (c) Extension to N inputs. Reproduction from 

[286]. 

Fig. 226: Modification of the Von-Neumann architecture. By 

modifying the Sense Amplifiers, bitwise operations are 

performed. Figure from [293]. 

 

As far as the Pinatubo / Scouting logic approaches are concerned, Shuangchen Li et al. [293] proposed 

Pinatubo, a Processing In Nonvolatile memory ArchiTecture for bUlk Bitwise Operations, including 

OR, AND, XOR, and INV operations. Instead of integrating logic into the memory, Pinatubo redesigns 

the read circuitry to compute the bitwise logic of two or more memory rows (Fig. 225). In fact, the sense 

amplifier is designed to distinguish the resistances HRS||HRS, LRS||HRS and LRS||LRS for two rows. 

If the memory window is high enough, it can support multi-row OR operations. Since the working 

principle is similar to Scouting logic, it will be detailed in the next paragraph. Concerning the 

performance, ~500x speedup and ~28000 energy savings are seen on bitwise operations and in overall 

1.12 speedup and 1.11 energy savings for the processor [293].  

 
 

 

(a) (b) (c) 
Fig. 227: (a) Two 1T1R cell electrical schematic (c) cumulative distribution of read current (c) Truth table of the Boolean 

operation. 

The principle of Scouting logic (SCL) is depicted in Fig. 227. Similarly to Pinatubo, the main idea is to 

perform Boolean operation on the resistive states (low, ‘1’ or high, ‘0’) of the two bits which can be 00, 

01, 10, 11 by reading them [294]. In a classical 1T1R column, two rows are simultaneously activated 

(WL= ‘1’), so that the corresponding memristors are subjected to the same read voltage VREAD (Fig. 227-

a). Depending on the combinations of the two accessed memristors (2 HRS, 1HRS + 1 LRS, or 2 LRS), 

the total current flowing through the Source Line (SL) will take different mean values. Thus, a current 

reference is chosen between each current distribution to represent a Boolean operation (Fig. 227-b). 

AND, OR, XOR are then simply achieved by sensing the SL current and comparing it to the appropriate 

reference(s). For instance, to perform an “OR” operation, we compare the SL current Iread to the leftmost 

reference IrefOR: if Iread is smaller than IrefOR, it means that the two accessed memristors are in the 
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HRS state (i.e. both represents logic state ‘0’), and the “OR” output is therefore ‘0’; if Iread is bigger than 

IrefOR, at least one of the memristors is in logic state ‘1’, so the “OR” output is ‘1’. However, this 

approach is feasible only if the distributions are disjointed but can be extended to n inputs if the read 

current distributions are tighten enough. To finish with, AND and OR operations can be combined to 

form more complex one. For instance, XOR operations can be expressed as A XOR B = (A AND 

NOT(B)) OR (NOT(A) AND B). The reading circuitry consists in sense amplifiers which detain a lower 

delay and smaller area than the modified Pinatubo sense amplifier.  

One of the main advantages of Scouting logic/Pinatubo compared to MAGIC logic is about device 

endurance which is not impacted by computing since it does not require writing sequence.  

b. IMC existing solutions: examples 

This section will give some implementations with memristors enabling IMC for various applications. 

The structures will be discussed to provide insights about performance gain. Concerning 1T1R 

structures, Xue et al. [295] demonstrate IMC and in particular multiply and accumulate operations, in a 

55-nm 1-Mb RRAM macro. The 1T1R structure is given as an example in Fig. 228, note that each 1T1R 

cell can be selected in the matrix thanks to bitlines, wordlines and sourcelines. The time to perform this 

operation is 14.6ns and the peak energy efficiency is 53.17 TOPS/W (Tera Operation Per Second/Watt). 

A similar result is presented in [296] using a 65nm CMOS technology in where the read delay is 14.8ns 

for Convolutional Neural Network (CNN) operation. Also a dual mode to perform either Boolean 

operations (AND, OR…) or more complex operations (adder/multiplier) is proposed in [297]. This 

approach combines self-write-termination circuits, multiple logics current-mode sense amplifiers and 

dual mode wordline for SET and RESET operations. Thanks to this structure, both memory operation 

and IMC one can be done. The 16Mb RRAM is composed of 1T1R HfO RRAM and 0.15µm CMOS 

technology and achieves IMC operations in less than 14ns. To finish with, Mochida et al.[298] integrate 

an analog RRAM-based 4M synapses achieving 66.5 TOPS/W in a 40nm technology. 1T1R structures 

provide low sneak path current of unselected cells but one of their major drawbacks concerns the silicon 

footprint required to integrate both transistors and memory elements. To overcome this density issue, 

Luo et al. [299] propose a 8 layer 3D vertical RRAM with a self rectifying behavior. However, the sub 

µA operation current targets low power applications rather than high performance one. 

To conclude this section, through these examples, we do observe that IMC is energy efficient, providing 

a large number of operations per second and per watt. The next part will present the materials for 

memristors.  

 
Fig. 228: 1T1R structure presentation. Figure from [295]. 
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c. IMC materials/ selectors  

We saw the different solutions for IMC based on memristors. In this part, we will dress a short review 

of all the memristor types before focusing on the OxRAM technology. However, the creation of large 

matrix leads to more leakage current and is feasible only is sneak paths are managed. For this, a selector 

device can be inserted in series with the memory element. This solution will be detailed in the last part. 

i. Memristors materials 

By definition, the memristor is a two terminal element presenting a hysteresis characteristics as 

presented in Fig. 224. The first fabricated memristor [300] consists in two layers of TiO2 (doped and 

undoped) sandwiched between two platinum electrodes. With suitable voltages, one could switch 

between two states: a high and a low resistance one. For IMC applications which require a high density 

of memory elements, the memristor should be scalable and fabricated in compact structures, for instance 

in a crossbar array. More importantly, they should be BEOL compatible (processed at low temperature) 

to enable 3D stacking. There is also a need of non-volatile memory element, in order to store the resistive 

state without wasting power. Among the emerging non volatile memories, the rest of the section will 

provide a quick overview of Phase-Change Memory (PCM), Spin-Torque-Transfer Magnetic Memory 

(STT-MRAM) and Resistive Memory (RRAM). The main criteria of comparison between these non-

volatile memories are the ability to have a dissociable high resistive state (HRS) and low resistive state 

(LRS), represented by the ratio RHRS/RLRS and called “memory window”, the number of times the device 

can switch between these two states, called the “endurance” and the energy required to switch between 

the states.  

 PCM: it is composed of two electrodes sandwiching a chalcogenide glass that can switch 

between a crystalline phase and an amorphous one. The crystalline state features a low electrical 

resistance state whereas the amorphous detains a high resistance state. The ratio between these 

two states is higher than RRAM one, but they suffer from a high resistance state value drift over 

time [301]. Also, the PCM is programmed by Joule heating and needs high programming current 

even for ultra-scaled dimensions [302] which is not compatible with a large low-power IMC 

bloc.  

 STT-MRAM: the device structure is two ferromagnetic layers separated by a thin insulator 

layer. The data ‘0’ or ‘1’ is stored in the magnetisation of ferromagnetic materials. More 

precisely, the magnetisation of the free layer is switched while the other one is left unchanged. 

If the magnetisation is the same, the electrons have a high probability to pass though the device 

(low resistivity state). If not, there is no current conduction and the device is in a high resistivity 

state. It provides a low-energy programming, high speed and excellent programming endurance 

[303]. Nevertheless, the resistance ratio between high and low resistivity state is lower than the 

other technologies.  

 RRAM: it consists on a Metal Insulator Metal structure where a thin metal oxide layer is 

sandwiched between two metal electrodes. In the metal oxide layer, a conductive filament can 

be formed or dissolved modulating the resistance of the layer. In Oxide-based RAM (OxRAM) 

technology, the conductive filament is composed of oxygen vacancies in the oxide layer whereas 

for Conductive-Bridge RAM (CBRAM), it relies on the migration of metallic cations. 

Generally, OxRAM presents better endurance (>108 cycling operation) than CBRAM (<104) 

but worst dissociation between conductive and not conductive state [304].  

To conclude this part, PCM are interesting in terms of memory windows but suffers from a large 

programming power which is not compatible with IMC where large memory arrays are required. On the 

contrary, STT-MRAM detains a small memory window but is incompatible with large array 
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computation. That is why, OxRAMs are promising elements with respect to the trade-off between 

memory window and endurance. Thus we decided to favor the endurance characteristic (OxRAM). The 

next part will focus on OxRAM technology. 

ii. Focus on OxRAM technology 

Working operation:  

The OxRAM device physics is explained in this subsection. The device detains two terminals, called a 

top electrode and a bottom electrode made of metal and an oxide material is in between. The interest of 

this non-volatile memory is to switch from a high resistivity state (HRS) to a low one (LRS), 

representing the logic state ‘1’ (LRS) and ‘0’ (HRS). This is performed by the formation or not of a 

conductive filament of oxygen vacancies. Fig. 229 presents the switching process with the oxygen ion 

migration and diffusion. On a pristine cell, featuring a high resistance value, the filament must be formed 

by applying a forming voltage VF on the top electrode. Note that for HfO2 based memory, the forming 

voltage is linearly dependant on the thickness of the film. A forming operation have been demonstrated 

in a 3nm thick HfO2 film [305]. A soft dielectric breakdown occurs and oxygen ions drift to the anode 

interface due to the high electric field. Afterwards, the oxide/top electrode interface behaves as an 

oxygen reservoir. With the conductive filament presence, the cell lets the current flow and is in a low-

resistance state LRS. To break the filament and reverse the process, a negative voltage VRESET is applied 

between top and bottom electrodes. The cell is now in a high resistance state HRS. Now, it is possible 

to SET again the LRS into the cell by applying VSET (instead of VF to form the filament) which is lower 

than VF. Switching back and forth between LRS and HRS is performing a switching cycle. The 

maximum number of switching cycles is called programming endurance (or just endurance) and depends 

on the technology.  

 
Fig. 229: Schematic description of the RS mechanism of the device. (a) Before and (b) after the Ti top electrode deposition. 

(c) CF grows from TiN to Ti electrodes under a positive forming voltage on it. (d) A negative voltage is applied on it for 

rupture of the CF. (e) CF formation and some oxygen ions release during set process. (f) CF ruptures during reset process. 

Figure and legend from [306].  

As far as the materials are concerned, several stacks are proposed in the literature. For instance, Lee et 

al. [305] propose an HfO2 based memory with TiN electrodes. The TiN/TiOx/HfO2/TiN structure yields 

high ON/OFF resistance ration (>103), fast switching speed (5ns), endurance (>106 cycles) and reliable 
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data retention (10 years at 200°C). In fact, even if several metal oxides materials exhibit resistive 

switching behavior, HfO2 have been widely studied and detains attractive advantages for RRAM. Such 

devices are simple to integrate and detains a low operating power, high speed and high non-linearity 

[307], [308]. Concerning the top and bottom electrodes, noble metal can be used such as Pt, Au or Ti, 

TiN and TaN.   

Programming conditions and resistance distribution:  

In RRAM technologies, the HRS and LRS resistances values depend on the programming conditions, 

i.e. the applied voltage (VSET or VRESET), the programming time and the programming current (called 

compliance current Icc). The compliance current is necessary to prevent an abrupt increase of current 

causing the failure of the cell. This current is imposed by the serial integration of a selector, such as a 

diode or a transistor. Some considerations about the influence of the programming condition on the 

resistance distribution are: 

 Programming time: it depends exponentially on programming voltage [309], so that usually this 

time is fixed and the programming voltage is changed.  

 Icc: it will determine the LRS resistance values during SET operation. The relationship between 

ICC and LRS resistance mean value is power law. In fact, increasing ICC results in lower LRS 

resistance values (RLRS) [310]. 

 VRESET: using higher voltages during RESET operation results in higher HRS resistance value 

(RHRS) [311]. 

As said previously, the HRS and LRS accounts for ‘0’ and ‘1’ logic states and must be distinguished 

one from the other. A typical figure of merit to maximize, is the ratio RHRS/RLRS, called memory window. 

However, it has been demonstrated that there is a trade-off between the Memory Window and the 

endurance. In fact, for a higher memory window, higher ICC and VRESET are required which endangers 

the endurance of the cell. Fig. 230 presents the typical endurance for two different stacks, illustrating 

the trade-off between endurance and memory window. A low memory window is critical for large 

memory array due to sneak path issues [312]. However, it is possible to integrate a transistor for each 

memory element, creating a so-called 1T1R structure to mitigate this leakage issue at the expense of 

density [313].   

 
Fig. 230: Typical endurance characterisations performed on (a) a GeS2/Ag (b) a HfO2/GeS2/Ag Resistive Memory (RRAM) 

stack. While it is possible to sustain a low resistance ratio Roff/Ron of 10 during 108 switching cycles, only 103 switching 

cycles can be performed with a large resistance ratio of 106. Reproduction from [314].  

 

Variability:  

As illustrated on Fig. 230 a given RRAM presents different LRS and HRS values for each cycle. This 

variability is referred as cycle-to-cycle variability and is attributed to the stochastic nature of the 

conductive filament during formation and dissolution. Additionally, resistance variability takes place 

across devices among the memory array. This device-to-device variability ensues from manufacturing 

variability. Fig. 231 presents the resistance distribution for HRS and LRS for a 4kbit TiN/HfO2/Ti/TiN 
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RRAM array. Between the median HRS and LRS values, a resistance ratio of 2500 is measured and is 

drastically reduced to 600 when considering 3σ device-to-device variation. To mitigate this, Grossi et 

al. demonstrate that the higher the compliance current ICC, the lower the forming resistance values and 

the tighter the resistance distribution [315].  

 

 

Fig. 231: resistance distribution for HRS and LRS for a 4kbit 

TiN/HfO2/Ti/TiN RRAM array after one RESET/SET cycle. 

Reproduction from [315].  

Fig. 232: Presentation of the 1T1R array with 

voltages to select a particular device. Figure from 

[316]. 

 

iii. Selectors 

To supress efficiently the sneak path and select a particular device into the memory array, a selector 

must be integrated next to each memory element (1S1R). It should be at least a two terminal device that 

can reliably, repeatedly and readily switch between two resistance states with a large resistance contrast. 

It must be scalable to avoid a large area overhead. However, the selector is not useful only for the leakage 

current but also to deliver the right current amount to the resistive element. Fig. 232 presents the problem 

in an array: when a device is selected by its row and column coordinate, the cells in the same row or 

column are half selected and if the selector element is not properly sized unwanted writing of cells can 

occur. To choose a selector, the main criteria [316] are:  

 High ON state current density 

 Low OFF state leakage node 

 BEOL compatibility 

 Switching voltage: its threshold must be below the RRAM one to form correctly the memory 

point 

 Switching speed, endurance, yield and variability… (the properties of the access element must 

be better or equivalent to the memory element not to degrade the matrix) 

Different types of selectors are available in the literature and their characteristics are described in Fig. 

233. The physics of the devices won’t be presented and we will rather focus on the performance required 

for selectors. Representative examples taken from the literature are given:  

 PN poly-Si diode: [317] 8MA/cm² ON current (+2V) and OFF current 100A/cm² (-2V), 4F² cell 

size. 

 CuO/InZnO diode: [318] 104A/cm² for 3V, room temperature, 103 selectivity. 

 Metal/Semi-conductor/Metal junction: for instance, based on Schottky barrier tunneling [319], 

ION/IOFF~107, ID=0.2µA/µm [320], Back-end of line compatible (250°C), 105 A/cm² for 1V. 

 Ovonic threshold switch (OTS) : [321] RESET speed of 9ns, endurance of 106 cycles. 
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 Mixed ionic electronic conductor (MIEC): [322] <400°C process integration, scalable, high 

current density J>50MA/cm², endurance 1010/105 for low/high current.  

 Field Assisted Superlinear Threshold (FAST): [323] [324] SS <; 5mV/dec., ON/OFF ratio=107 

, sub-50ns operations, > 100M endurance and integration temperature less than 300°C.  

 Insulator Metal Transition (IMT): [325] 106 switching cycles, fast switching speed (22ns).  

 Threshold Vacuum Switch (TVS): [326] >108 A/cm², selectivity of  >105, >108 cycles.  

 Transistors: conventional transistors detains excellent ON/OFF current ratio, the ability to tune 

threshold voltage (with doping for instance), large ON current but relatively large cell size. To 

reduce the dimensions, one solution demonstrated by Wang et al. [327] is to integrate the 

transistor vertically. However this proposition is not compatible with BEOL multi-level 

stacking due to the thermal budget for processing. However, 3D monolithic integration could 

leverage multi-level stacking of 1T1R arrays.  

To conclude about the selector element choice, OTS, MIEC and FAST are very promising since they 

ensure a large ON current density along with a good endurance for a small cell dimensions. However, 

transistors cannot be set apart, since they provide an excellent ON/OFF current ratio with a tunable VT 

and can be processed at low temperature. However, there are still challenges to overcome to create 

stackable 1T1R arrays with a low silicon footprint. 

 
Fig. 233: Summary table of the advantages (in green), neutral (in yellow) or disadvantages (red) of the selector devices.   

To enable IMC in an array, one needs a resistive element in series with a selector for leakage and 

selection issues. In this part we presented the different resistive elements with an emphasis on OxRAMs 

and a non-exhaustive overview of selectors was done. It emerges that a good candidate for memory part 

is the OxRAM due to its ease of fabrication, low power, endurance and scalability. From the selector 

side, OTS, MIEC and FAST are promising devices but transistors are still competitive due to their 

excellent electrostatic control, apart from silicon footprint. The best situation will be to provide a 1T1R 

3D array which compensates this lack of density by going into the third dimension. 

d. My-Cube project: choices 

In this context, the project My-Cube financed by a European Research Council grant, aims to co-

integrate memory element and transistors into a 3D cube, towards a functionality-enhanced system with 

a tight entangling of logic and memory for IMC. It relies on three key enabling technologies presented 

in the previous paragraphs (or introduction): non-volatile resistive memory, energy-efficient stacked 

nanowires transistors and 3D monolithic integration. Combined together, it is possible to create an ultra-

dense 3D structure as depicted in Fig. 234 where each bitcell (1T1R) can be addressed by a bitline, a 

wordline and a sourceline. Unlike 3D sequential integration, all the transistors can be fabricated at the 

same time without additional wafer bonding and lithography. However, depending of the configuration 

(which will be discussed later), some rows or columns of transistors share the same gate, source and 

drain. It is thus possible to select a particular cell by applying the appropriate voltages on wordlines, 

sourcelines and bitlines. The memory element is laterally integrated at the source of the transistor. 

Si 
diode

Oxyde 
diode

MSM OTS MIEC FAST IMT TVS Transistor

JON

ON/OFF 
current

VT

flexibility

Endurance
No 

data



Chapter IV: Assessment of an ultra-dense Non-Volatile Memory cube for In-Memory Computing 

applications 

 

 

Page 147 

 

Before describing accurately the structure, we will present the different technology choices for the 

transistor and the resistive element.  

 

i. Stacked nanowires 

As discussed in the selector part, the main characteristics required for this transistor are high ON state 

current density, low OFF state leakage, high switching speed, high endurance, high yield and low 

variability… Gate-all-around structures offer an excellent electrostatic control and ON/OFF current can 

be tuned with transistor sizing (nanowire thickness, gate length and width). Concerning the endurance, 

GO1 devices (with a thin gate oxide) are compatible with OxRAM requirements. In fact, up to 107 

switching cycles have been demonstrated on 1T1R structures in [313] showing no sign of premature 

degradation for GO1 devices. This thin gate oxide will enable us to drive a large ON current for large 

gate overdrive. Due to their ease of fabrication, junctionless GO1 transistors are proposed to avoid the 

transistor source doping and the bitline doping. However, doping being a major drawback for doped 

channel devices, an in-depth study will be performed to study the impact of using junctionless devices 

on variability. This variability analysis will be performed in section 4-  after the structure analysis and 

sizing (in part 2-b).  

 
Fig. 234: My-Cube topology artist view.  

 

ii. Memory element 

Due to their ease of fabrication (CVD deposition) OxRAM technology, and especially HfO2 based, is 

chosen among RRAM for this 3D structure. One major challenge is the lateral integration of the memory 

element in the drain of the device. The bottom electrode will be formed by the silicide process and the 

deposition of TiN. Then HfO2 and Ti and TiN are then deposited to complete the stack. Due to its specific 

structure, the conductive oxygen vacancy filament will be confined to the transistor drain. Thus its 

position will be controlled and the variability should be reduced. Different technological variants 

concerning the size of the layers will be investigated.  

iii. Boolean logic: Scouting logic 

We have focused on the Pinatubo/Scouting logic approach to minimize the writing operation to preserve 

the OxRAM endurance. It will result in read operations in the matrix to perform AND and OR 

operations. However, we have to make sure that the dissociation between each state (i.e. for 2 

memristors: 00, 01 or 10 and 11) is effective. For this, we need to consider the OxRAM HRS and LRS 

distributions and see if, when reading, there is no overlap. This issue will be tackled in the next section.  
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In this section we presented the technological choices for My-CUBE project. One of these choices 

consists in the integration of junctionless devices with OxRAMs. The next section will analyse the 

pertinence of these choices to enable IMC.   
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2- Sizing simulations 

Before analysing the whole MY-CUBE structure, a single pillar is considered. The aim is to prove the 

pillar functionality before considering the cube depth. For this, after presenting the bit-cell topologies, 

junctionless transistor measurements are exploited by TCAD simulations to define the inputs (especially 

currents and resistance distributions) for SPICE simulations. The SPICE simulations will use scouting 

logic (see part 1-a.ii) to perform Boolean operations in the pillar. 

a. Simulated pillar structure 

The pillar topology and equivalent electrical scheme is represented in Fig. 235. Conversely to GAA 

transistors, each source and drain of the stacked nanowires is independent and address an OxRAM, 

whose materials (oxide and top electrodes) are deposited in a vertical pillar. The bottom electrode of the 

memory being localized at the drain side of each transistor. So, the final pillar structure includes two 

times n stacked nanowires with a common gate (referred as WL1, WL2), separate drains (referred as 

BitLines BL1a to BLna, and BL1b to BLnb) and a common pillar called source line (SL) gathering the 

sources.  

To reset a particular bit-cell, Vreset is applied on the associated BL while the others are left at GND like 

the SL. The corresponding transistors are turned ON with WLi=VDD.  Programming and read operations 

on the pillar are performed classically, like in standard 1T1R memories. SET, RESET or READ voltages 

are applied to BLs or SLs. The bit-cells of the same pillar which are unused are inhibited with 

VBL=VSL, while access transistors of unused pillars are OFF. 

Like in MY-CUBE integration, in this structure, the stacked nanowires are preferentially junctionless 

which relaxes the constraint in term of S/D doping for multiple stacked nanowires. The gate oxide is 

thin since GO1 devices were already proven compatible with OxRAM endurance requirements [313].  

For this study, a structure with four layers is studied, this number being chosen arbitrarily, up to seven 

stacked nanowires have been demonstrated in [18]. The peripheral circuit is not considered yet, to prove 

the IMC concept in this pillar. 

 

b. Definition of SPICE simulation inputs 

To define the SPICE simulation inputs, we consider silicon-based measurements of Chapter III 

junctionless accumulation-mode transistors (JAM). The process flow is outlined in Chapter III. 

However, these devices were in a tri-gate configuration and not gate-all-around and the nominal width 

was W=50nm which is smaller than the nominal width targeted in MY-CUBE (W=75nm). That is why 

 
Fig. 235: 3D pillar structure scheme with 4 layers. Bitlines (BL), wordline (WL) and source line (SL) voltages to program 

(SET/RESET) and to read are indicated. The equivalent electrical schematic is given.  
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we performed TCAD simulations to have insights on the drive current for a GAA configuration at 

W=75nm. 

i. JL performances at W=50nm  

We have at our disposal experimental nMOS with different gate lengths ranking from 60nm to 200nm 

for W=50nm. Fig. 236 presents the ION-IOFF for the two smallest dimensions. To drive more current, we 

decided to work at a high gate overdrive: VG=1.5V and VD=1.3V. For W=50nm and L=80nm 

(respectively L=60nm), the transistors drive in average (on 28 measurements), 87µA (120µA) ON 

current for an OFF current of 10-9 A (10-6 A). Both trade-offs are interesting either for a low-power 

consumption pillar or to deliver high drive current. This drive current should be sufficient to form the 

OxRAM. However, if the leakage current is too important, one might not be able to read or perform 

operations in the cube due to sneak paths. We will study more in details the sizing W=50nm and L=80nm 

which corresponds to a low power consumption configuration. ID-VG and ID-VD of the aforementioned 

dimensions are given in Fig. 237 and Fig. 238. The stakes of this study is to find a correct drive current 

to set a logic state into the memory element, while ensuring reliability to endure the IMC scheme and 

correct variability to reduce the resistance distribution. 

   
Fig. 236: ION-IOFF for W=50nm and 

L=60nm and 80nm. Figure from [328]. 

Fig. 237: ID-VG for L=80nm and 

W=50nm and VD=1.3V. Figure from 

[328]. 

Fig. 238: ID-VD for L=80nm and 

W=50nm and various VG. Figure from 

[328]. 

Cycling tests have been performed on junctionless devices only to verify this GO1 endurance 

compatibility. A pulse duration of 100ns 107 times of value VDD is applied on the gate as presented in 

Fig. 239. To see the degradation of the selected device, ID-VG curves are realized before and after stress 

and for each cycling decade. The voltage applied on the gate VDD is set at 1.5V (like previous 

measurement) but VDD=1.8V and VDD=2V are also investigated. The resulting stress on the device 

(W=50nm and L=110nm) is seen in Fig. 240 where the arrow indicates the directions of the 

measurements (first VDD=1.5V 107 times, then VDD=1.8V and finally VDD=2V). For VDD=1.5V, no 

degradation is seen on the device, the initial curve and the final one (after 107 cycles) being perfectly 

superposed. For VDD=1.8V (in blue), a slight degradation is seen resulting in a VT shift of 5mV between 

initial curve and final curve (after 107
 cycles). For VDD=2V, this degradation is worst and results in a 

10mV shift. However these ranges of VT shifts are acceptable for 107 cycles. To conclude, given that we 

would like to work at VG=1.5V, the junctionless transistor will not be the limiting element of 1T1R 

endurance. 
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Fig. 239: Stressing scheme applied on the gate of the transistor 

to evaluate its endurance. 

Fig. 240: Resulting ID-VG during stress sequence. Three 

different stress voltages are applied. 

 

ii. Drive current for stacked nanowires at W=75nm  

To increase the drive current, we propose to study the case of a larger width, W=75nm. Note that with 

the stacked nanowire GAA configurations, large width are not feasible due to the mechanical constraints 

during the nanowires release step. In fact in literature for advanced nodes which requires thin films, the 

width of fabricated transistors are limited: 50nm in [19], 75nm in [329], 100 nm in [330]. Concerning 

the drive current, Tri-Gate-JL (TG-JL) transistor at W=50nm and L=80nm (REF device) delivers 75µA 

where the standard compliance current to form the memory point is at least 100µA. However, we do not 

have the silicon devices corresponding to W=75nm, so that we would like to extrapolate the 

characteristics for this enlarged dimension. The reference structure are presented in Fig. 241 and features 

a silicon channel of 11nm, doped at ND=7.1018at/cm3 and a width W of 50nm and a gate length of 80nm. 

The TCAD simulation environment for tri-gate devices is identical as the one introduced in chapter III. 

However, for the gate-all-around configuration, some minors’ modifications are done and explained in 

the next part.  

 
Fig. 241: Presentation of the REF TCAD structure featuring a silicon channel of 11nm, doped at ND=7.1018at/cm3 

and a width W of 50nm and gate length of 80nm. 
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TCAD simulations parameters: differences from chapter III:  

 
 

Fig. 242: TEM cross-section of stacked nanowires which is 

reproduced for the 2D simulation.  

Fig. 243: Extraction of Φm from dC/dV curve as a 

function of VG.  

In the pillar the JL transistors will rather be in a NW-Gate-All-Around (NW-GAA) configuration and 

their width can be tuned to deliver more current and also to reduce the variability. To take into account 

the particularities of Gate-last Gate-all-around architectures in simulations, the Φm have been extracted 

from a transistor with 240 channels and a top width of W=38nm (see Fig. 242). A 1D simulation 

considering 6 GAA and 1 FDSOI channel is done by CEA characterisation laboratory. However to 

consider channel edge effects, spacer and fringe field, a 2D simulation based on TEM dimensions (see 

Fig. 242) and using FlexPDE software is done. The results are depicted in Fig. 243 and the extracted Φm 

is equal to 4.66eV. This value will be used in NW-GAA TCAD simulations. For trigate (TG) 

configurations, the previous value of Φm (4.61eV) used in chapter III will be kept. 

 

 

 

Fig. 244: ID-VG for the different structures. An 

electrostatic control gain is seen from the Tri-

Gate configuration to the NanoWire Gate-all-

around one, VD=50mV. 

Fig. 245: Electron density cutplane for VG=0V and VD=50mV. 

 

Estimation of the transistor drive current:  

ID-VG in linear regime (VD=50mV) are given in Fig. 244 and the electron density cut are given in Fig. 

245 for VG=0V. The OFF and ON currents (VD=1.3V) are presented in Fig. 246 for the different 

configurations. Compared to the TG-JL REF, JL-TG @W=75nm drives 50% more current but at the 

expense of a higher OFF current. Going to a JL-GAA-NW configuration increases both electrostatic 

control and drive current (-3 decades on IOFF and +70% on ID). Even more, since the electrostatic control 

is better, the channel doping ND can be increased to obtain +150% drive current for the starting IOFF. 

Applying these gains between TCAD structures to our measured JL-TG, four SET conditions (µA) for 
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pillar transistor drives have been defined: weak (70µA), Light typical (100µA), Strong Typical (150µA) 

and Strong (200µA).  

 

Configuration 

W (nm) 

ND (at/cm3) 

TG EXP 

50 

7.1018 

TG 

50 

7.1018 

TG 

75 

7.1018 

GAA 

75 

7.1018 

GAA 

75 

1019 

log(IOFF) (A) -9 -7 -6.5 -10 -7 

ID @ VD=1.3V, 

VG=1.5V  

(µA) 

87 50 87 86 126 

Fig. 246: Summary table of the TCAD simulations. 

iii. OxRAM distribution extraction 

Grossi et al. demonstrate that the higher the compliance current ICC, the lower the forming resistance 

values are and tighter the resistance distribution is [315]. In fact in Fig. 247, we observe that a large ICC 

forming will result in low read resistances values and compact distributions. That is why for the SPICE 

simulations, a different resistance distribution for each previously defined SET conditions must be 

considered. The OxRAM are fabricated [315] by 10nm HfO2/Ti 10nm/TIN stack deposition on top of 

a TiN bottom electrode and arranged into 4kbits 1T1R array. Resistance distributions (mean µ and 

standard deviation σ) for previously defined SET conditions are extracted for a 100ns pulse width and a 

2V source line voltage. The RESET conditions for Vbl,reset=2.5V and Tpulse=100ns corresponds to a 

lognormal HRS distribution with parameters µ=120kΩ and σ=0.63. The resistance distribution (mean 

and standard deviations) for each SET conditions defined in part 2-b.ii are given in Fig. 247.  

To conclude this part, we selected SET current conditions and their associated resistance distribution 

based on junctionless measurements for W=50nm, L=80nm, VD=1.3V and we performed the 

extrapolation to a larger width and gate-all-around configuration. In the next part, SPICE simulations 

will be done to verify if the different conditions enable SCL operations.  

 

 
Fig. 247: Forming with increasing ICC and VBL =4V: 

read resistance distributions evolution with 

Tpulse=100ns. Figure from [315]. 

Fig. 248: Summary table of the SET conditions.  

 

 

 

 

SET  

Condition 

Compliance 

current 

(µA) 

Resistance parameters  

µ(kΩ)  /σ(kΩ) 

Strong 200 5.2/0.58 

Strong Typical 150 5.7/0.73 

Light Typical 100 8/1.3 

Weak 70 10/2 
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c. Scouting logic in the pillar  

The next section will present briefly our work driven by M. Ezzadeen et al. to prove the feasibility of 

SCL in the pillar. The SPICE simulations use an OxRAM model based on experimental distributions 

and a 300nm thick oxide transistor model from a commercial design kit. Variations were considered up 

to 3 sigma, and Monte Carlo simulations were performed with 1000 runs. 

 

 
Fig. 249: Scouting logic results with Light Typical SET on 

three levels represented by current distributions (a) or by 

Memory Windows values (current margin between two 

consecutive operations) between current distributions (b). 

Figure from [328]. 

Fig. 250: Memory Window as a function of SET conditions, 

from one (a) to four (d) activated levels, with simple coding 

and a bitline voltage, Vscl=0.5V. Figure from [328]. 

As said previously, to implement SCL successfully on a given number of levels, current distributions 

corresponding to the different combinations of HRS and LRS states must not overlap when the pillar is 

read. Fig. 249 shows the simulated current distributions when performing SCL on three levels, with 

Light Typical SET. Four different combinations of states can be obtained: all in HRS, all in LRS, one 

HRS & two LRS and two HRS & one LRS. In this particular case, we observe that the third distribution 

and the fourth one overlaps, which means that the state 3LRS and 2LRS1HRS cannot be distinguished 

properly. However, the marge between two consecutives states, called here the Memory Windows 

(MW), are preserved between the first, second and third distributions. 

Fig. 250 presents the same simulation for 4 layers and our four preselected SET conditions with a 

sourceline voltage of 0.5V. We notice that classical read operations can be achieved by all SET 

conditions. The two strongest SET conditions enables scouting logic with up to three parallel levels. 

Note that, as expected, MW are higher for stronger SET conditions. Of course, these results have to be 

completed by taking into account the variability of the read circuitry.  

d. MY-CUBE: read and write schemes.  

We demonstrated the functionality of a single pillar, where the bitline, wordline and sourcesline were 

driving only respectively one, four and eight devices. However, to extend it into the third dimension 

(called here the depth), we need to think about the connections to be able to write (SET and RESET) a 

single device. Simultaneous cell reading should be possible to perform Scouting logic. For the sake of 

simplicity, a cube of two layers only is considered.  

To be able to write a particular cell, the WL and SL directions must be perpendicular and BL parallel to 

SL, addressing a single column (Fig. 251). By applying VDSET on the corresponding SL, GND to the 

selecting BL and VDSET to the others which are adjacent to the selected SL and VGSET to the correct 

WL, one can write a unique bitcell as described in Fig. 252. RESET operation is performed similarly by 
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polarizing the WL to VGRESET and the bitline to VDRESET as presented in Fig. 253. Concerning 

reading operation, it is possible to use the same configuration as the SET operation by replacing the WL 

voltage to VGREAD, the SL by VDREAD and the unselected BL of the selected pillar by VDREAD. 

However, for Scouting logic operations, we would like to perform a read operation on multiple cells. 

Fig. 254 presents how to read the whole pillar. Also, this cube allows a high operation parallelism. In 

fact, while performing a read operation in a x0y0z0 bitcell, it is possible to read other bitcell which are 

not in the x0 plan simultaneously. A parallel programming is feasible in the selected z0 plan without 

parasitic SET or RESET operation. 

 

 

Fig. 251: Possible addressing scheme A2. WL, BL and SL 

plane are highlighted. 

Fig. 252: SET operation in A2 addressing scheme.  

 

 
Fig. 253: RESET operation in A2 addressing scheme Fig. 254: READ operation in A2 addressing scheme. 

In this section we demonstrated that MY-CUBE pillar was compatible with IMC and that according to 

silicon-based measurements and extensive simulations up to 3 layers can be computed at the same time. 

An optimum topology have been proposed to read and write into MY-CUBE structure. So, the choice 

of junctionless transistor and OxRAM technologies is relevant. In fact, the junctionless transistors could 

deliver experimentally enough drive current with the appropriate biases and even more current are 

predicted for a GAA configuration. The next section will present how to process stacked structure to 

manufacture the array. 
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3- Processing of stacked structures 

The goal of this part is to propose layouts and associated process flow for MY-CUBE array. Starting 

from the Gate-All-Around stacked nanowires process flow, we will propose some modifications to 

create in a first time, 1T1R transistors. This simplified devices will allow us to screen the different 

materials and sizing to experimentally choose the best trade-off for the full MY-CUBE structure 

manufacturing. 

a. Gate-All-Around stacked nanowires detailed process flow 

In this part, the process flow to create Gate-All around stacked nanowires is described. Unlike the gate 

first process flow presented in chapter III for low-temperature transistors, this process is called “gate 

last”. In fact, a sacrificial gate is used during the process but is filled with gate material just before the 

formation of the source and drain contacts. The process flow is described in Fig. 255 and will be briefly 

commented. 

 

 
Fig. 255: Presentation of stacked nanowire process flow.  

The first step (Fig. 255-a) consists in an epitaxial growth of (Si0.7Ge0.3/Si) multilayers. For the sake of 

simplicity, Fig. 255 presents the case where only two nanowires are stacked. However, up to seven 
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stacked nanowires have been demonstrated in the literature in [18]. The silicon in this superlattice will 

be the future channel material and the sacrificial SiGe layer will be removed latter. Then (Si0.7Ge0.3/Si) 

multilayers are patterned to define the transistor width. The second step (Fig. 255-b) is about the creation 

of a SiO2/poly-si dummy gate formation. The material are deposited and planarized though a CMP 

process to counteract the large topography induced by the multilayers and finally patterned. Then (Fig. 

255-c) a spacer is defined before etching partially the SiGe/Si layers in the source/drain region, recessing 

the SiGe layers lateralling and forming an inner spacer in these cavities.  

The fourth step (Fig. 255-d) is about the epitaxial growth of raised source and drain, connecting all the 

wires together. Fig. 256 presents a TEM cross-section after RSD definition. To finish with, the dummy 

gate is taken away and the Si nanowires are released by etching selectively the SiGe layers during the 

replacement metal gate module. This is followed by gate stack deposition: HfO2, TiN and W, wrapping 

the Si wires and planarization. To finish with, Back End Of Line contacts and metal lines are fabricated. 

A TEM cross-section of the final structure for two stacked nanowires is presented in Fig. 257. The 

elements characterisation highlight the conformity of the gate stack which wraps the wires. Note that 

the bottom channel is a tri-gate configuration and not a GAA one. 

  
Fig. 256: TEM Cross-section of a 7 stacked nanowire 

transistors before SiGe removal. Figure from [18]. 

Fig. 257: TEM Cross-section of a two stacked nanowires 

transistors after whole processing. Figure from [329]. 

 

b. Modification to standard process flow to integrate memory elements 

Starting from this process flow, some modifications are done to integrate the memory element laterally 

to each nanowire drain. For the sake of simplicity, we will consider the case where the number of wires 

is equals to one (trigate configuration). There is no significant process integration difference between 

stacked GAAs and My-CUBE until the formation of the source and drain contacts. First the source 

contact must be dissociated from the drain contact and is realised conventionally as illustrated in Fig. 

258-1. Then the source contact is etched down to the BOX instead of stopping onto the raised source 

and drain. By doing so, the memory element can be integrated laterally directly next to the transistor 

drain end. In a nanowire configuration, this lateral integration will dissociate each nanowire from the 

drain side. If not, all of the stacked nanowire drains would be electrically connected to a “big” memory 

element. In the last step (Fig. 258-4), the memory element is formed by silicide at the drain extremity, 

conformal HfO2 deposition, Ti/TiN and W filling. The thickness of each layer can be tuned to choose 

the appropriate forming voltage according to the transistor drive current. I managed the process 

integration of such a batch. Different process variants were done such as the HfO2 thickness which varies 

from 5nm to 10nm. Concerning the transistor itself, the doping level of the channel varied from 5.1018 

to 5.1019 at/cm3 and the gate oxide is either GO1 or GO2. 
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Fig. 258: Presentation of the modified Stacked nanowire process flow in the particular case of a single nanowire.  

Morphological studies have been performed in the cleanroom to validate this process flow, especially 

the dissociation of source and drain part. A tilted SEM image is given in Fig. 259 at the dummy gate 

removal step. These independent 1T1R structures detain a simplify process flow compared to the matrix 

and are useful to screen transistor sizing (tsi and ND for instance) and memory element (oxide 

thickness…). The batches were not completed at the end of my thesis and there is no associated electrical 

results. However, as a perspective of this work, this 1T1R structure will provide insights about the 

materials and sizing to select for the junctionless transistor as well as for the memory element in the 

scope of a matrix integration. 

 
Fig. 259: dummy gate removal step. 

To go further, a My-CUBE layout, corresponding to the previously introduced structure in 2-d which 

enables efficiently Scouting logic, as well as a possible process flow is proposed in Annex III. 

From the previous sections, we demonstrated the feasibility of scouting logic up to three layers in this 

structure and preliminary batches are done to select the best sizing for junctionless transistor and 

OxRAM. However, a major known drawback of junctionless devices is the threshold voltage mismatch 

degradation due to channel doping level. This additional variability could be translated into ON current 

variability broadening the OxRAM resistive states distributions which can be detrimental for SCL. So 

far, the measurements of ON current variability were correct for our targeted application but were done 

on a limited number of individual structures for specifics voltage conditions. That is why, there is a need 

of an in-depth characterisation in all operation regime of drain current of junctionless transistors with 

dedicated mismatch structures which will be presented in the next paragraph.  
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4- Variability 

In this part, we will tackle both local and global variability for Inversion-Mode devices (IM), 

Junctionless Accumulation Mode (JAM) and purely Junctionless devices (JL). For more details about 

the device process flow, please refer to chapter III section 6-. The idea is to verify if the choice of a 

junctionless structure for the IMC is relevant. In fact, to tighten the OxRAM resistance distribution, we 

need a low variability on ON current. In this section, we will first introduce the standard way of 

evaluating the threshold voltage mismatch. Then we will study the mismatch in all operation regime by 

using the gate input referred normalized matching parameter. After the variability of drain current is 

investigated and modelled. To finish with, ON current variability is studied with the experimental 

conditions defined in subsection 2-b.i. 

Specific transistor structures are designed for mismatch measurements. In fact, to consider the variation 

between two adjacent devices, the so-called local variation, the “pairs” of transistors (denoted MOS1 

and MOS2) are designed with the following characteristics:  

 Pairs of transistors, spaced with the minimum distance allowed by design rules.  

 The environment is identical for both devices 

 The devices are electrically independent with symmetric connections.  

Due to the higher density in matching devices than in isolated devices measured in the previous chapter, 

some sizing differences might appear. For instance the width might be larger in dense area than for 

isolated devices, leading to slight performance differences. Furthermore, since a standard deviation is 

computed and should be representative of a technology, a large number of dices are measured in order 

to ensure a significant population statistics. In this work 112 paired devices Ndies are systematically 

measured on the whole 300mm wafer. For each technological variant (IM, JL and JAM), two wafers are 

considered. 

 

a. Standard evaluation of the mismatch: Pelgrom plots. 

First, let’s have a look at ID-VG curves for various dimensions to intuit the variability. Note that when 

we consider all the transistor ID-VG and not the ID-VG difference between paired devices, we talk about 

global variability and not (local) mismatch. Fig.260-a (W=230nm and L=47nm, D1) and Fig.260-b 

(W=230nm and L=18nm, D2) show that JL transistors are less prone to short-channel effect since the 

subthreshold slope even for L=18nm is not degraded. It can be attributed to channel length modulation. 

However, JAM transistor detains more variability in the sub-threshold regime than IM, which seems 

even worse for smaller gate length. In addition, JL sensitivity on access resistance (for VG>0.5V) is 

already seen on D1 and D2 with large gate width of 0.23µm. This variability is reinforced for lower 

dimensions (W=20nm), as seen on D3 and D4. However, IM and JAM have the same behavior for ultra-

scaled devices (D3 and D4) and are less sensitive to SCE. Their variability seems higher in the 

subthreshold regime than in the ON-state regime.  
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Fig.260: ID-VG for various dimensions, highlighting JL immunity to SCE and higher RSD than IM and JAM, VDS=50mV. 

Figure from [331]. 

To go further, Fig.261 presents the Pelgrom plot of global + local variability (for definition, see 

subsection chapter III 4-d). The threshold voltage is extracted with the constant current method at Ith=10-

7.W/L. As seen on the ID-VG curves, smaller device surface (larger 
1

√𝑊.𝐿
 values) leads to higher VT 

deviation. During the device fabrication, the different width and length variations have been measured 

by SEM on other structures. We estimate that the gate length and active width within-wafer uniformity 

are about ΔL= 4nm and a ΔW=2nm. As said in chapter III 4-d, the ΔL or ΔW induced variability 

becomes predominant for smaller dimensions. However, for infinite devices (
1

√𝑊.𝐿
= 0), a global 

variability offset is seen on the wafer. In reality, the biggest transistor dimension is W=L=10µm. 

Nevertheless, at such a sizing, the ΔL or ΔW are not significant and can’t explain this offset. In fact the 

variability sources for large devices are silicon thicknesses, gate stack oxide thicknesses. In our case, 

the tsi monitored during the process indicates a 1nm variation on the 300nm wafer. We have carried out 

TCAD simulations to study the sensitivity of VT on such a variation. They (Fig.262) show that for large 

TG-REF devices a Δtsi =1nm implies a ΔVT of 15mV in the junctionless case and a ΔVT of 4.8mV for 

IM. JL devices threshold voltage is highly sensitive on tsi and this sensitivity is included into the VT 

formula (Eq. 24 and Eq. 25). These simulated values correspond to the measured ones. Note that JL and 

JAM detains the same offset, meaning that this additional variability is not caused by source and drain 

region but rather by channel doping or gate stack. 

Let’s tackle now the local variability only. The associated Pelgrom plot is presented in Fig.263. The 

extracted Avt values are 1mV.µm for IM, 1.4mV.µm for JAM and 1.7 mV.µm for JL. IM devices detains 

less variability than junctionless ones due to their undoped channel (no Random Dopant Fluctuation). 

The difference between JAM and JL could be explained by additional variability linked to source and 

drain resistance since the impact is seen for VG>0.4V on Fig.260-d. This explanation will be confirmed 

by in-depth analyses (presented in the following sections). 
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Fig.261: Pelgrom plot. The local and 

global variability is taken into 

account. The same variability offset is 

seen for JL and JAM transistor, 

VDS=0.8V. Figure from [331]. 

Fig.262: TCAD simulation to 

analyze the sensitivity on VT of 

silicon variations measured on the 

wafer. The same offset as the 

Pelgrom plot is seen.  

Fig.263: Pelgrom plot (local variability 

determined from VT variation of matched 

pairs). The threshold voltage is extracted 

with the constant current method at Ith= 

10-7.W/L. 

In addition to, the constant current threshold voltage extraction gives an indication of variation for a 

certain amount of current but do not rely on a physical extraction of the threshold voltage. For instance, 

junctionless devices feature two threshold voltages, which might be associated to a different variability. 

When we recall the VT and VFB equations (Eq. 24 and Eq. 25), not the same dependency is seen with 

respect to the donor doping level ND. Starting from this, 
𝜕𝑉𝑇

𝜕𝑁𝐷
 and 

𝜕𝑉𝐹𝐵

𝜕𝑁𝐷
 are different and cannot be 

approximated to VT extracted by constant current method and derived with respect to ND. To go further, 

the variability in all regimes is considered in the following paragraph.  

𝑉𝑇(𝑁𝐷) =  𝑉𝐹𝐵(𝑁𝐷) − 𝑞. 𝑁𝐷𝑡𝑠𝑖.
1

𝐶𝑜𝑥
 

Eq. 24 

𝑉𝐹𝐵(𝑁𝐷) = 𝑘. 𝑇. ln (
𝑁𝐷

𝑁𝑖
) +  𝜑𝑚 

Eq. 25 

 

b. Gate input referred normalized matching parameter 

The gate-input referred normalized matching parameter iAΔVg (mV.µm) is defined by Eq. 26. Please 

note that iAΔVg (VG=VT) corresponds to the Avt parameter. Fig.264 presents the iAΔVg for large devices 

(W=L=10µm) and all the technological variants. As far as IM is concerned, iAΔVg is constant in the 

subthreshold region and increases for VG>VT-IM. Contrary to this behavior, junctionless devices reach a 

local maximum for their first threshold voltage before increasing again for larger gate voltages. In order 

to explain this behaviour, as well as the long and large channel matching performance, we have 

performed TCAD simulations. The experimental JL iAΔVg feature is well reproduced with TCAD 

simulations where for JL devices, only a doping variation have been considered. For IM TCAD 

simulations, a tsi variation is assumed. 

𝑖𝐴∆𝑉𝑔 =
𝜎(

∆𝐼𝐷
𝐼𝐷

)

𝑔𝑚
𝐼𝐷

. √𝑊. 𝐿 Eq. 26 

To dissociate the impact of the bulk conduction and the accumulation conduction on the mismatch, a 

back-bias have been applied. In fact, a negative back-bias will move the conductive channel closer to 

the interface and suppress the volume conduction. Fig.265 shows that the hump on the gm figure that is 

characteristic of this volume conduction can be suppress with VB=-10V (BOX=145nm). Conversely, a 

+10V VB will increase this volume conduction. This modulation of the conduction type is seen on iAΔVg 
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variability (Fig.266): for VB=-10V, the gate input normalized matching parameter detains the same 

behavior as IM ones. Furthermore, the variability is accented for VB=+10V. It shows the necessity of 

taking into account this specific feature linked to junctionless operation. 

 

   
Fig.264: iAΔVG as a function of gate 

voltage for large dimension 

L=W=10µm. JL and JAM features a 

local maximum around VT and a 

minimum for VG>VFB. TCAD 

sensitivity simulation reproduce well 

this behavior. Figure from [331]. 

Fig.265: gm(VG) for VB=10V and 

VB=-10V, modulating the position of 

the conduction channel. Negative 

back-bias supresses the JL 

characteristic hump by moving 

upwards the conduction. Figure from 

[331]. 

Fig.266: iAΔVG as a function of gate 

voltage for various back-bias in planar 

devices. The negative back-bias suppress 

the variability associated to VT-JL. The 

obtained iAΔVG has the same behavior as 

IM one. Figure from [331]. 

Fig.267 presents iAΔVg for all the chosen dimensions. Please note that the minimum of iAΔVg (for VG=VT) 

corresponds to iAVT and this value is consistent with Pelgrom plots. In fact, if we take the mean of 

min(iAΔVg) for all dimensions, the AVT is found back.  For JL transistors, the double hump is seen for 

W=240nm but no more for W=20nm. This is attributed to the prevalence of RSD at such dimensions. On 

the contrary for JAM devices, the hump is seen at W=20nm and not W=240nm. The parabolic form for 

W=240nm is similar as the one seen for IM devices where the electrostatic control is poor. In fact, the 

ideality factor n variations are more important. Also, IM devices curves at W=20nm detains a “plateau”. 

Furthermore, the same measurements are done at VD=0.8V (not shown here). We can observe that JL 

transistors achieves lower variability value. This is explained by the channel length modulation 

enhanced at high VD.  

    
Fig.267: iAΔVG as a function of gate voltage for various dimensions in linear regime VDS=50mV. Figure from [331]. 

However, to dissociate the contribution to each MOSFET parameter and confirm what we figure out 

from the iAΔVg curves, a modelling of the drain current is done and explained here-below.  
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c. Drain current local and global variability in all-regimes 

The general drain current mismatch model is taken from [332] and was deriving for inversion-mode 

transistors. It considers the MOSFET drain current sensitivity to parameters such as VT, β and RSD [333]. 

Eq. 27 is the Taylor approximation describing the drain current variation. After calculating the 

derivative, the drain current mismatch in linear region is expressed as Eq. 28. To model all the operating 

regions, some terms are added in [334] (Eq. 29).  

(
𝑑𝐼𝐷

𝐼𝐷
) = (

1

𝐼𝐷
.
𝜕𝐼𝐷

𝜕𝑉𝑇
) . 𝑑𝑉𝑇 + (

1

𝐼𝐷
.
𝜕𝐼𝐷

𝜕𝛽
) . 𝑑𝛽 + (

1

𝐼𝐷
.

𝜕𝐼𝐷

𝜕𝑅𝑆𝐷
) . 𝑑𝑅𝑆𝐷 Eq. 27 

𝜎2 (
∆𝐼𝐷

𝐼𝐷
) = (

𝑔𝑚

𝐼𝐷
) . 𝜎2(∆𝑉𝑇) + [1 − 𝑔𝑑 . 𝑅𝑆𝐷]2. 𝜎2 (

∆𝛽

𝛽
) + 𝑔𝑑

2. 𝜎2(∆𝑅𝑆𝐷) Eq. 28 

𝜎2 (
∆𝐼𝐷

𝐼𝐷
) = (

𝑔𝑚

𝐼𝐷
) . 𝜎2(∆𝑉𝑇) + [1 −

𝐼𝐷

𝑉𝐷
. 𝑅𝑆𝐷]

2

. 𝜎2 (
∆𝛽

𝛽
)

+ [ln (
𝐼𝐷

𝐼𝐷,𝑡ℎ
)]

2

. [exp (
−𝐼𝐷,𝑡ℎ

𝐼𝐷
) − 1]

2

. 𝜎2 (
∆𝑛

𝑛
)

+ (
𝐼𝐷

𝑉𝐷
)2. 𝜎2(∆𝑅𝑆𝐷) 𝑤ℎ𝑒𝑟𝑒 𝑛 =

𝑞

𝑘. 𝑇. 𝑆𝑆
 𝑎𝑛𝑑  𝛽 = µ0. 𝐶𝑜𝑥 . 𝑉𝐷.

𝑊

𝐿
 

Eq. 29 

This model depends on four fitting parameters: 

 VT variability: when normalized by √𝑊. 𝐿, corresponds to AVT.  

 β variability: reflects the variability of mobility. 

 Ideal factor n variability: reflects the variability of the SS. Its domain of application is in the 

sub-threshold regime and is monitored by a threshold current ID,th . 

 RSD variability: becomes predominant when 
𝐼𝐷

𝑉𝐷
 overcomes the other contributions, especially at 

large VG.  

 

In this work, the current difference between two paired-device can be analysed in a range of up to several 

decades. That is why, the drain current mismatch is evaluated with the log difference:  
∆𝐼𝐷

𝐼𝐷
= ln (

𝐼𝐷2

𝐼𝐷1
) as 

in [335].  

 

 
 

Fig.268: Drain current variability as a 

function of gate voltage. The model fits 

well IM and JAM transistors.  Figure 

from [331]. 

Fig.269: Universal model parameter 

extraction. A higher resistance variability 

is extracted for JL devices.  Figure from 

[331]. 

Fig.270: Total current variability 

as a function of drive current. Up to 

-70% gain on variability is seen for 

JAM w.r.t. IM at the same drive 

current at W=20nm and L=18nm.  

Figure from [331]. 
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Fig.268 shows the fitting of D4 for JAM and IM transistors (JL being too much impacted by access 

resistances). Even if the model is not exact for junctionless transistors and does not take into account 

the two different variabilities associated to VT and VFB, the data points fit with the model. Fig.269 recaps 

the matching parameters extracted with this fitting for the previously chosen dimensions. It confirms the 

intuition developed in previous part. In fact, the variability associated to RSD is much higher in JL than 

JAM and IM (which are equivalent). However, the ideal factor variability is higher for IM and JAM 

than JL. As far as AVT is concerned (in mV.µm), the values are coherent with the ones extracted in the 

Pelgrom plot.  

Let’s put the emphasis on Fig.270 where for high value of VG, JAM devices shows significant lower 

value of drain current variability. As seen on mobility, this effect is attributed to impurity screening once 

the accumulation layer is formed, reducing the RDF-induced variability, in agreement with theoretical 

predictions [336]. In fact, when the drain current variability is plotted versus the drive current (Fig.270), 

one can observe that for the same drive current, up to -70% variability gain is seen on JAM devices vs. 

IM. This effect seems more pronounced for small dimensions. For larger one, the gain is above 20/30%. 

Furthermore, similarly as for local variability, the global variability is up to 30% better for JL/JAM than 

IM at high current for W=L=10µm mainly because of the dopant screening (Fig.272). In addition, we 

found back the same offset values as in the Pelgrom plot when considering ΔVG ( 

𝛥𝑉𝐺 =
𝜎(𝐼𝐷)

𝑔𝑚
𝐼𝐷

. √𝑊. 𝐿 ) as a function of VG for W=L=10µm. (Fig.271). 

  
Fig.271: ΔVG global. The same offset value as on the 

Pelgrom plot is seen. At low-VG, JL devices detain three 

times more variability than IM, attributed to tsi variation. 

Figure from [331]. 

Fig.272: total + global current variability as a function of 

drive current. Even for large devices, a -30% gain on global 

variability is seen for JL and JAM compared to IM. Figure 

from [331]. 

The next subsection will present the variability results for the selected conditions in subsection 2-b.i 

which corresponds to the SET operation.  
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d. Variability of JAM devices for IMC  

To be able to SET the OxRAM and to form the oxygen filament, enough current must be driven at the 

ON state of junctionless transistors. Compare to the previous mismatch results, the gate voltage is 

increased up to 1.5V as well as the drain voltage, up to 1.3V. This large gate overdrive condition delivers 

sufficient current (~75µa). However this current increase could come along with a degraded variability. 

To provide insights about variability at large gate overdrive, we drawn the Pelgrom plot (Fig. 273) for 

VD=1.3V, considering both local and global variability. The VT variability for L=80nm and W=50nm is 

48mV as indicated on the ID-VG plot in Fig. 237. To have more information about the ON current 

variability at VD=1.3V and VG=1.5V, the ON current standard deviation is represented as a function of 

the ON current in Fig. 274 for W=50nm and W=240nm and various gate lengths. We do observe that 

for each gate length, the variation of current is proportional to the delivered current. However, for a 

same level of ON current variability, W=240nm delivers more current. Based on the Pelgrom plot, a 

42mV VT variability is extracted for a larger width W=75nm and less than 8µA ON variability are 

predicted. If we consider +-4µA around the nominal value 75µA on the graph Resistance as a function 

of ICC presented in [315], around 150 ohm additional variability (on sigma) is roughly estimated for the 

LRS state. As a reminder, the weak condition (I=70µA) detains a 2000 variability for the LRS. The 

variability on HRS seems to be neglectable. 

 

  
Fig. 273: Pelgrom plot of JAM devices 

considering local and global variability 

and a 1.3V drain voltage. 

Fig. 274: ON current (VG=1.5V and 

VD=1.3V) variability as a function of ON 

current for W=50nm and W=240nm and 

various gate lengths.  

In this section we demonstrated that the variability of junctionless devices is higher than conventional 

one for sub-threshold operation but not at high gate voltage. In the scope of IMC, the junctionless 

transistor will be used ON to SET or RESET the OxRAM cell. In fact, the ON current variability of the 

transistor can impact the resistance distributions, which is in the junctionless case even better than IM 

devices: junctionless transistors are a great candidate for My-Cube structure. In fact, we verified that the 

ON current variability of junctionless transistor at large gate overdrive will not impact a lot the future 

OxRAM distribution. 
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5- Conclusion of chapter IV 

In this chapter, IMC is envisioned as the solution to break the so-called “memory wall”. Gathering 

memory and computational blocs could reduce drastically the amount of energy (and increase the 

bandwidth) wasted during data transfer. A state of the art presenting the new computing paradigms is 

provided, highlighting the interest of Scouting logic to perform Boolean logic operation into a memristor 

array. Then a review of memristor devices proposes to use OxRAM technology for the memory element 

thanks to their scalability, endurance and compatibility with CMOS technologies. Combining, 

junctionless stacked nanowires transistor with lateral OxRAM, an ultra-dense low power cube is 

proposed for IMC applications. Then, by means of simulations (SPICE and TCAD), a subset of MY-

CUBE structure have been proven compatible with Scouting logic. After, planar 1T1R structure are 

fabricated to screen the different sizing feasible for junctionless transistor and memory element. To 

finish with, to verify the junctionless compatibility with the low ON current variability requirement, a 

study of drain current variability in all operation regime is carried out. The specificities of JL transistors 

are highlighted: a higher sensitivity to silicon thickness at low gate voltage but a lower variability for 

large gate voltage attributed to Coulomb scattering screening in the accumulation layer. 

The key points are:  

 Nowadays, most of the energy is wasted for data transfer between memory and computational 

parts.  

 In-Memory Computing, as opposed to Von-Neumann architecture, proposes to get closer 

memory and computational parts.  

 In the scope of MY-CUBE project, an ultra dense and low-power structure is proposed to 

leverage IMC. This structure combines state of the art devices: junctionless stacked nanowires 

and OxRAM technology.  

 Scouting logic have been demonstrated by mean of simulations (TCAD and SPICE) in a MY-

CUBE pillar: up to 3 stacked layers can be used. 

 A process flow as well as preliminary studies to fabricate the structure is exposed.  

 The compatibility of junctionless devices with this type of applications, especially concerning 

the variability, have been verified. 

The perspectives of this work consist in:  

 Electrical characterisation of the 1T1R structures which presents several technological variants 

such as junctionless channel doping, gate oxide thickness, OxRAM HfO2 thicknesses.  

 Consideration of a peripheral circuit for scouting logic simulations.  

 Benchmarking of MY-CUBE structure in terms of area and energy efficiency.  

 Proposition of a process flow including the formation of metallic bitlines to avoid a huge access 

resistance.  
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Chapter V: General conclusions and perspectives 

1- Conclusion 

To pursue Moore’s law, the transistor dimensions have shrunk geometrically, causing the apparition of 

undesirable parasitic effects for scaled dimensions. To mitigate them, and to scale down the 

technological nodes further, new architectures have risen to improve the electrostatic control of the gate 

on the transistor channel. However, performance in nowadays circuits are no longer dictated by the 

intrinsic transistor delay but rather by interconnections delay. To follow Moore’s trend, 3D monolithic 

integration proposes to stack active layers on top of the other with a lithographic alignment. This 

particular integration scheme allows to integrate in the same silicon footprint more devices with higher 

interconnections resources. If we focus on power rather than energy, at a larger scale, half of the energy 

can be wasted during the memory access, i.e. when data are transferred back and forth between memory 

and computational units. To overcome this so-called “Memory wall”, solutions like multi-core 

processors are already implemented but to handle power density, part of the chip (so-called “dark 

silicon”) cannot be used. A solution called In-Memory Computing (IMC) gathers memory and 

computational blocks to process directly the data into the memory block and avoid transfers. In this PhD 

manuscript both directions which are complementary have been explored. Concerning 3D monolithic 

integration, the main question was how and to what extend can the circuit designers use the freedom 

enabled by such a vertical integration. Can stacking provide different levers to optimize a layout in terms 

of wire congestion, performance or area? And if the gains are substantial enough, how to integrate 

devices on top of the others without degrading the performances? As far as IMC is concerned, there was 

a desire to combine junctionless nanowires and resistive memory to create an ultra dense cube. Can such 

a structure enable IMC and perform Boolean operations? If yes, how to create a full 1T1R 3D cube and 

select the correct materials? 

Chapter II investigated the interest of 3D monolithic integration from a circuit designer point of view. 

In fact, 3D monolithic integration is not just the stacking of two 2D planar circuits but fine-grain 

interconnections between the two tiers offers unique opportunities. We proposed to share resource (like 

power rail, clock signal…) between the two tiers to relax the constraint on interconnections to avoid 

interconnection congestion and shorter connections. In addition, to reduce the cell area and 

interconnections lengths, NAND gates have been designed to detain their inputs in top-tier and outputs 

in bottom tiers. Furthermore, 3D monolithic integration enables the integration of local back bias to 

modulate dynamically the threshold voltage of top transistors. Thanks to this additional degree of 

freedom for 3D designers, a versatile back-bias assist have been explored for top tier 14nm SRAM. By 

modulating the transistors power ratio in SRAM, depending of the performed operation (read, write), a 

reduction of 92mV of the minimum operating voltage is demonstrated. This assist can be integrated 

without area overhead and with minor design work and paves the way for top-tier low power designs. 

This demonstrates the attraction of 3D monolithic integration for high performance designs. However, 

instead of counteracting the SRAM variability, it can be seen as an asset to create physically unclonable 

functions (PUF) for security applications. In fact, when an SRAM cell is powered up, its state will be 

initialized either in ‘0’ or ‘1’ depending of the cell skew (due to variability). If the skew is sufficient, 

the state will be the same for each power-up. A matrix of such devices can define a unique fingerprint 

based on power-up state of SRAMs. To enhance the skew, we investigated the impact of the presence 

of a single dopant in the channel. The emulation of single dopant transport indicates that the introduced 

skew in SRAM cells leads to more reproducible power-up state with a higher tolerance to noise. To 

conclude, chapter II demonstrated the interest of 3D monolithic integration for high performances 

circuits. Nevertheless, the manufacturing of a stacked device must be done at low temperature (<500°C 
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instead of 1050°C) to maintain the bottom tier stability. Low temperature fabrication have been tackled 

in chapter III.  

Chapter III focuses on the fabrication of 3D monolithic devices which must be done at low thermal 

budget (<500°C, 2 hours). For this, devices without source and drain to channel junctions called 

“junctionless”, featuring a uniformly doped channel, are envisioned to avoid the thermally costly source 

and drain implantation annealing. TCAD simulations show good performance of Fully-Depleted SOI 

junctionless devices compared to standard one “inversion –mode” (IM), especially for RF and low-

power applications. In fact, the continuous doping reduces overlap capacitances. To study the impact of 

channel doping only, devices without temperature constraints were fabricated, highlighted excellent 

performance of Junctionless-Accumulation Mode transistors, with a maximum operating frequency of 

182 Ghz (L=30nm and W=120nm), respectively 165 GHz for IM and an analog gain of 68.8 at VB=-

10V. The interest of junctionless devices being pointed out, a 400°C process flow for junctionless 

devices have been exposed. Several process developments, including low temperature poly-silicon 

channel creation with laser annealing, silicide and implantation though Solid Phase Epitaxy Regrowth 

process optimization are presented module by module. To go further in terms of monolithic integration, 

we propose to take advantage of the verticality provided by stacked nanowires. Our vision consists in 

integrating memory elements at the drain side of junctionless stacked nanowires. Such a structure is 

analyzed in depth in the next chapter. 

Chapter IV deals with In-Memory Computing. We proposed an ultra-dense low-power cube, combining 

the emerging technologies of stacked nanowires gate-all-around transistors and Oxide-based RAM. The 

transistors are chosen junctionless for ease of fabrication. To verify if junctionless transistors  The 3D 

1T1R cube structure enables Boolean logic operation (such as bitwise AND, OR…) by performing a 

read operation in the desired cells. This IMC feature has been demonstrated compatible with up to 3 

stacked layers by means of TCAD and SPICE simulations. A process flow, as well as a layout, have 

been proposed to create such a cube. Preliminaries batches are fabricated to size the future devices. An 

extensive study of mismatch demonstrated that the doped channel introduces more variability in the sub-

threshold region due to Coulomb scattering but at higher gate voltages, lower variability is seen. This is 

attributed to Coulomb scattering screening. 

2- Future Work: short term perspectives 

Concerning 3D monolithic integration design part the possibilities brought by the introduction of back-

bias, which dynamically modulate the threshold voltage of top transistors, are infinite and could be 

investigated at the cell design level, but also as an additional step of the 3D VLSI design flow. 

During this PhD thesis, I initiated the fabrication of junctionless transistors fabricated at 400°C, far 

below the 500°C state-of-the-art results. Based on future measurements, the behavior of these low-

temperature junctionless devices will be compared to high-temperature one. I would suggest to convey 

variability study on theses devices and the impact of low temperature processing. Also, we fabricated 

two types of gate shape, the first one being straight and the second one being T-shaped. It would be 

interesting to analyze their impact, in particular for RF applications. 

For the IMC part, the project just begun and several parts must be gathered and are still in development 

to build the full operational structure. Among them I would propose to consider the peripheral circuit 

required for the proper operation but also to investigate the energy consumption of the proposed system. 

From the fabrication point of view, based on on-going studies about transistor and memory element 

sizing, the full matrix could be processed. In parallel, electrical characterisations can be done to select 

and optimize carefully the memory element. After, IMC and in particular scouting logic could be 

demonstrated into the full matrix. 

 



Chapter V: General conclusions and perspectives 

 

 

Page 189 

 

3- Perspectives  

3D monolithic integration is foreseen as an alternative to ground rule scaling at the horizon 2028 by the 

2018 IRDS roadmap. A main challenge is about system partitioning to take all the benefits from this 

technology. From my point of view, the fabrication of low-temperature devices featuring high 

performance is understudy and excellent results are already demonstrated in literature, but there is still 

a lack of 3D place and route tools to make it appealing for industries. So one general direction would be 

to tend to develop 3D place and route tools with a better understanding of 3D monolithic integration 

advantages for semi-custom design. Even better, dedicated tools could offer different levers or 

functionalities to optimise 3D circuits PPAC.  

Concerning IMC, I’m convinced that energy savings bought by this new computation paradigm will 

make the difference into a world where data are everywhere. It combines state-of-the art technologies 

with ground-breaking designs and might be beneficial to others paradigms, like deep learning. On such 

a vast topic, there are many directions to explore and I expect to be amazed with the future development 

of IMC.  
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Annex I: Oxide defects and failure mechanisms in 

CMOS technology. 

 

In fact, the crystalline structure of silicon is face-centered cubic, whereas the SiO2 is amorphous. From 

this lattice discrepancy, some defects are created and can influence the MOSFET electrical performance 

according to their state (charged or not) [337]. Also, some additional defects are created during device 

processing, especially during gate oxide annealing.  

Some details about oxide defects and their origin are presented below:  

 Fixed oxide charges: they are near the Si/SiO2 interface and are related to silicon oxidation step. 

The oxidization process can be optimized, in particular its temperature to achieved a good 

quality oxide. The fixed charges are pre-existing defects, having an impact of MOSFET 

parameters but do not interact with silicon in the channel, thus do not impact the ageing process.  

 Mobile oxide charges: they are the result of ionic contamination from impurities such as K+, 

Li+… They are causing threshold voltage instabilities when positive gate bias is applied [338].  

 Oxide trapped charges: when the oxide is fabricated, some defects are created in the volume 

especially in HfO2 [339]. They can be filled or unfilled when an electrical stress is applied on 

the gate. The electron traps are distributed thought the oxide whereas the hole are located near 

the Si/SiO2 interface. Theses traps can also be generated by the device operation.  

 Interface trapped charges: after the substrate oxidation, the mechanical strain is relaxed, creating 

interface traps. The interface trapped charges are created by the dangling bounds at Si/SiO2 

interface. Their density is usually noted NI  or DIT (in cm-2eV-1 or cm-2) and characterised by its 

energy level and its capacity to capture and emit mobile charges. They can be generated with 

device operation, under electrical stress at high field. They can be either acceptor or donor 

according to their position with respect to the bandgap (upper or lower half). A way to decrease 

the DIT is to passivate the SiO2 interface with H2 [340]. In fact, the hydrogen atom will form a 

neutral Si-H liaison.  

 Border traps: it consists of positively charged oxide traps passivated with hydrogen, for instance 

oxygen (O) vacancies and hydrogen. They are near the interface and can tunneled from the 

semiconductor to the trap back and force, but also though trap-assisted tunneling or thermal 

activation [341]. Border traps can be differentiated from interface traps with Charge Pumping, 

Low Frequency Noise and Time Dependent Defect Spectroscopy measurement [342].  

 



Annex I: Oxide defects and failure mechanisms in CMOS technology. 

 

 

Page 191 

 

 
Fig. 275: Summary of the main mechanism of failure for MOS transistors. In this work, the BTI failure mechanism is 

analysed more in depth. Figure from [343]. 

With the reduction of transistor dimension, and with a lower supply voltage scaling, the electric field 

have been increased. In a n-channel MOSFET, this field can accelerate electrons which when stopped 

by collision events create a electron-holes pair. The generated electrons have enough energy to 

overcome the oxide potential barrier and be injected into the gate material (see Fig. 275). This electron 

flow generates interface states shifting the transistor threshold voltage. Different process and design 

solutions can be done to reduce the impact of HCI [344]. In fact, a lightly doped implantation for 

transistor is usually done to reduce the electric field near the drain junction edge and thus reduce the 

emission probability of hot carriers. Also, the gate oxide quality can be improved as far as the size 

(capture cross section) and density of hot-carrier traps are concerned. Please note that to overcome the 

oxide potential barrier, an electron (or a hole) must gain a kinetic energy of 3.2eV (4.6eV). 

As for as BTI is concerned, the stress applied on the gate will de-passivate the neutral Si-H liaison, 

creating interface state NIT and shifting the VT. The time evolution is described by a power-law 

relationship: ΔVT~tγ 
 [345]. According to the sign of the applied potential, positive or negative, PBTI 

(usually for NMOS) or NBTI (usually for PMOS) term is used. The NBTI degradation more critical 

than PBTI, inducing a threshold voltage degradation 4.5 times higher for NBTI than PBTI [346].  
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Annex II: Junctionless Threshold voltage 

analytical expression 

Let’s consider the case of a single (or planar) gate transistor. The threshold voltage is defined as the 

gate voltage for which the neutral region disappears in the middle of the channel. The depletion comes 

from the gate-semiconductor work function difference represented by the flat band voltage VFB. Gate 

oxide charges are taken into account in VFB expression. The applied gate voltage (VG) will change 

the voltage drop across the gate oxide (φox) and the surface potential (φS). 

𝑉𝐺 = 𝑉𝐹𝐵 + 𝜑𝑜𝑥 +  𝜑𝑠 Eq. 30 

By using Poisson’s law, the potential distribution 𝜑(𝑥) is linked to 𝜌 the charge density in the silicon 

film and 𝜀𝑠𝑖 the permittivity of silicon. 𝜌 can be expressed as 𝜌 = 𝑞. 𝑁𝐷, 𝑁𝐷 being the dopant donor 

density and q the electronic charge.   

𝜕𝑦²𝜑(𝑥)

𝜕𝑥²
=

−𝜌

𝜀𝑠𝑖
 

Eq. 31 

When integrating the potential distribution (Eq. 31) with respect to x, the electric field distribution 

across the film can be expressed as:  

𝐸(𝑥) =
𝑞. 𝑁𝐷 . 𝑥

𝜀𝑠𝑖
+ 𝑐𝑠𝑡 

Eq. 32 

A limit condition is that the electric field vanished when the depletion length is reached, i.e. 

E(xdep)=0. So the expression of the constant is:  

𝑐𝑠𝑡 =
−𝑞. 𝑁𝐷 . 𝑥𝑑𝑒𝑝

𝜀𝑠𝑖
 

Eq. 33 

By integrating Eq. 32 with respect to x between x=0 (SiO2 interface) and xdep, the potential is expressed 

as:  

𝜑(𝑥𝑑𝑒𝑝) − 𝜑(0) =
𝑞. 𝑁𝐷 . 𝑥𝑑𝑒𝑝²

2. 𝜀𝑠𝑖
 

Eq. 34 

We also assumed that the potential at xdep is null, so  𝜑(𝑥𝑑𝑒𝑝) = 0 which lead to:  

𝜑(0) = 𝜑𝑠 =
−𝑞. 𝑁𝐷 . 𝑥𝑑𝑒𝑝²

2. 𝜀𝑠𝑖
 

Eq. 35 

The electric field at the surface, ES can be derived:   

𝐸𝑠 = 𝐸(0) =
−𝑞. 𝑁𝐷 . 𝑥𝑑𝑒𝑝

𝜀𝑠𝑖
 

Eq. 36 

The displacement vector must be continuous at the interface so Eox. 𝜀𝑜𝑥 = ES. 𝜀𝑠𝑖. Also, assuming a 

perfect gate oxide, the electric field is constant in the oxide thickness and the voltage drop can be 

obtained:   

𝜑𝑜𝑥 = 𝐸𝑜𝑥𝑡𝑜𝑥 =
−𝑞. 𝑁𝐷 . 𝑥𝑑𝑒𝑝𝑡𝑜𝑥

𝜀𝑜𝑥
 

Eq. 37 

We have now an analytical expression for VG. Note that for VG=VT, xdep is equals for single gate to tsi 

(for a double gate to tsi/2). We obtain an equation for VT:  

𝑉𝑇 = 𝑉𝐹𝐵 −
𝑞. 𝑁𝐷 . 𝑡𝑠𝑖

2

2. 𝜀𝑠𝑖
 −

𝑞. 𝑁𝐷 . 𝑡𝑜𝑥 . 𝑡𝑠𝑖

𝜀𝑜𝑥
 

Eq. 38 
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Annex III: MY-CUBE layout, process flow and 

limitations 

In this annex we will first introduce the layout of MY-CUBE structure and in a second time propose a 

process flow before ending by Design analysis.  

i. MY-CUBE layout: 

  

Fig. 276: equivalent electrical schematics of MY-CUBE 

topology to present the routing between 1T1R pillars. 

Fig. 277: layout of MY-CUBE topology. The bitline contact 

are done in a dedicated area. 

We demonstrated previously that up to three layers were compatible with Scouting logic based IMC. As 

far as the array is concerned, the addressing scheme is quite straightforward and have been presented in 

part 2-d. In fact, as represented in Fig. 276, to select a particular 1T1R cell in the 3D array, a wordline 

(WL), a bitline (BL) and a sourceline (SL) are required. For the shake of simplicity, we consider the 

case of two layers and two pillars. The bitlines rank from one to eight, each selecting one of the four 

bitlines in the z axis. The number of wordlines and sourceline is for the moment two but can be extended 

to obtain larger arrays. The main question relies on how to connect with metal one and two wordlines, 

bitlines and sourcelines. Similarly to an SRAM matrix, the wordline and sourceline, each selecting a 

row or a column can form a grid whose connections are external to the matrix as illustrated in the layout 

(Fig. 277). However, for the bitlines, they need to contact each layer independently. For this, in a 

dedicated area the contact will be done to each layer following a stair scheme. This area is necessary, 

and depends on the number of layers and wordlines and is not scalable.  

Fig. 278 provides a 3D representation of this layout done with Coventor SEMulator 3D software. 

SEMulator 3D is a process emulation software to perform process variation studies. In the next part, a 

process flow, modeled with Coventor, to realise MY-CUBE array is presented. For each step, basic input 

parameters such as selectivity or deposition conformity have been entered to account for cleanroom 

process. Based on the proposed layout (Fig. 279), the cell size have been evaluated to (23.9xF²)/n, F 

being the minimum feature size (in our custom design kit F=45nm) and n the number of stacked layers. 

Main limitations to the cell size area the poly-cut width (WCT) mandatory to separate each wordline and 

metal-via pitch (PM1). We can notice that for n=6 the obtained cell size is competitive with crossbar 

memory density (4F²).   
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Fig. 278: 3D coventor representation of MY-CUBE from the 

previous layout. 

Fig. 279: Evaluation of the cell size. Reproduction from 

[347].  

 

ii. Proposed process flow for MY-CUBE integration:  

 
 

(a)  (b)  

 
 

(c)  (d)  

  

(e)  (f)  

  
(g)    (h)  

  
(i)  (j)  
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(k)  (l)  

  
(m)  (n)  

Fig. 280: Presentation of the main process steps to create MY-CUBE structure with four layers. (a) Epitaxy of (SiGe0.3 

/Si:P)x4 superlattice; the silicon is doped in-situ to provide the future transistor channel material. (b) Scheduling of 

lithography and etching steps (x4) to create the bitline contacts (c) Etching of the active area. (d) Deposition TEOS 7nm 

and polysilicon, planarization. Then, the hard mask is done with SiN and TEOS deposition and etching. The poly-silicon 

and TEOS are also etched before removing the resist. (e) The IRAD spacer is deposited and etched. (f) the superlattice is 

etched. (g) As in the process flow of stacked nanowires, the SiGe is etched (h) Formation of inner spacer (IRAD). (i) 

Separation of the wordlines with the definition and the filling of a cut by oxide. (j) Removal of the dummy gate. (k) Deposition 

of HfO2 as a gate oxide and TiN +W as a gate metal and planarization. (l) Definition of sourcelines: etching. (m) Sourceline 

filling by the memory element stack (silicide, Ti, HfO2, TiN) and W filling. (n) Contact definition.  

 

 
   

(a)  (b)  (c)  (d)  
Fig. 281: Presentation of the steps of bitlines contact module.  

Fig. 280 presents the main steps of MY-CUBE process flow. Resist deposition, exposure and removal 

are not indicated but are usually part of an etching step. For more information about the basics process 

steps, please refer to chapter III section 6-. The masks used to emulate the structure are taken from the 

layout view of Fig. 277. The first step, depicted in Fig. 280-a, consists in an epitaxial growth of 

(Si0.7Ge0.3/Si:P) multilayers. Unlike the nanowire case, the silicon is phosphorus in-situ doped to create 

the future channel material of junctionless transistor. The sizing of these layers (thickness and doping) 

will determine the characteristics of the transistor. However, note that there is an interest in having a 

large level of doping (i.e a low resistivity), since the future bitlines will be constituted of the same 

material. In this representation, four (Si0.7Ge0.3/Si:P) layers are created to account for a MY-CUBE 

structure of four levels. The second step is about the bitline module (Fig. 280-b) to dissociate each 

(Si0.7Ge0.3/Si:P) layer in order to connect them independently later. The stairs scheme is detailed in Fig. 

281. First, the resist is deposited and exposed to allow a rectangle shape etching at the end of matrix. 

Then the first three (Si0.7Ge0.3/Si:P) layers are etched as well as the final Si0.7Ge0.3 to reveal the last Si:P 

layer. After the resist is removed and the same operation is performed again with a shifted to the left 

rectangle. This time, the etching process stops at the third Si:P layer (second to last Si:P layer). After 

two more steps, the final structure (Fig. 281-d) dissociates each level like stairs. Note that the 

dissociation of bitlines in a same level is not represented on the schematic for the shakes of simplicity. 

To conclude this bitline module, n lithography steps are needed for n stacked layers. The third step (Fig. 

280-c) define the active area according to the layout. The fourth step presented in Fig. 280-d is about 

the creation of the dummy gate as in the gate-last nanowire flow. For this, a TEOS and polysilicon layers 

are deposited and planarized. Then, the hard mask is done with SiN and TEOS deposition. The full stack 



Annex III: MY-CUBE layout, process flow and limitations 

 

 

Page 196 

 

is then etched to form the sacrificial gate. The fifth step (Fig. 280-e) is about the formation of an IRAD 

spacer and is realized similarly to the stacked nanowire process flow. The sixth step (Fig. 280-f) the 

(Si0.7Ge0.3/Si:P) multilayers are etched to allow the etching of SiGe extremity layer (Fig. 280-g) and the 

formation of inner spacer in Fig. 280-h. The seventh step (Fig. 280-i) consists in isolating the gate in the 

depth since the gate connections must be perpendicular to the sourceline and bitline ones. This is done 

thanks to a CUT mask where in the spacing between gates an oxide is deposited (a shape is etched and 

filled) to isolate the gates. After, the gate module will remove the dummy gate (Fig. 280-j) and form the 

future gate stack (Fig. 280-k) with the HfO2 and TiN and W deposition. The HfO2 deposition is 

conformal and will wrap the silicon nanowires. Then, the sourceline module is executed and a trench at 

the transistor edge is made and filled with the memory element and W. To finish with, the contact 

module is performed to connect the wordlines, sourcelines and bitlines according to the addressing 

schematic.  

We presented a process flow proposition for the final structure. However, if the feasibility of scouting 

logic have been demonstrated in a single pillar, the full matrix was not considered. Especially, depending 

of the Si:P doping level, the sourcelines resistivity to address a bitcell is quite high and can endanger the 

good operation of the matrix for far away bitcell. In the next part, we will tackle this issue and analyse 

if it limits the dimension of the matrix.  

iii. Impact of long access line in Si:P  

In the matrix, the RRAM are addressed by source lines, made of the same material as transistor channel 

(so phosphorous doped at ND), which are running along the array. Based on the previous GDS, we 

emulated the process with CLEVER (Fig. 282) to compute the sourceline resistances for different 

doping. Fig. 283 presents the resistance of the sourceline as a function of the distance for various 

phosphorus doping level lines. Even for short distances (around 0.5µm) the Si:P induced resistance is 

of the order of 10kΩ. If we consider such a resistance line in series with a junctionless transistors, the 

access resistance will be so important that the ID-VG curve will be flatten depending on the distance to 

the bitline contact (Fig. 284). This effect will limit the depth of the array (and thus the number of source 

lines). However, if the lines are made of tungsten the line resistivity is divided by a factor 100. In this 

case, the resistivity is of the order of kΩ (4µm length), detaining a smaller impact on transistor drive 

current. That is why, the lines have to be made out of W instead of keeping the Silicon phosphorous 

doped material to ensure a correct drive current. This metallic bitline module is still in development and 

validation and remains as a challenge to overcome for future device processing.   

 
 

Fig. 282: 3D structure emulated by Clever to compute the access 

resistances. This simulation have been realized by J. Lacord. 

Fig. 283: Resistance of the metal lines as a 

function of length. This simulation have been 

realized by J. Lacord. 
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Fig. 284: Impact on ID-VG of the additional access resistance.  
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Simulation, fabrication and electrical characterization of 

advanced silicon MOS transistors for 3D-monolithic integration  

Nowadays, Microelectronics industry must handle a real “data deluge” and a growing demand of added 

functionalities due to the new market sector of Internet Of Things, 5G but also Artificial Intelligence... 

At the same time, energy becomes a major issue and new computation paradigms emerge to break the 

traditional Von-Neumann architecture. In this context, this PhD manuscript explores both 3D monolithic 

integration and nano-electronic devices for In-Memory Computing. First, 3D monolithic integration is 

not seen only as an alternative to Moore’s law historic scaling but also to leverage circuit diversification. 

The advantages of this integration are analysed in depth and in particular an original top-tier Static 

Random Access Memories (SRAM) assist is proposed, improving significantly SRAM stability and 

performances without area overhead. In a second time, an original transistor architecture, called 

junctionless, suitable for 3D-monolithic integration is studied in detail. Devices are simulated, fabricated 

and electrically characterised for mixed digital/analog applications. In particular, the impact of channel 

doping density on mismatch is tackled. Also, low temperature (<500°C) junctionless bricks are 

developed and device optimization trade-off are discussed. In a third time, an innovative 3D structure 

combining state of the art devices: junctionless stacked Silicon nanowires and Resistive Random Access 

Memories (RRAM) is envisioned. This technology is proved to enable In-Memory Boolean operations 

through a so-called “scouting logic” approach.   

 

Simulation, fabrication et caractérisation de transistors MOS 

avancés pour une intégration 3D monolithique 

De nos jours, l’industrie microélectronique doit maitriser un véritable « déluge de données » et une 

demande toujours en croissance de fonctionnalités ajoutées pour les nouveaux secteurs de marchés tels 

que la 5G, l’internet des objets, l’intelligence artificielle… Par ailleurs, l’énergie et sa gestion est un 

enjeu majeur au sein des architectures Von-Neumann traditionnelles. Dans ce cadre, ce travail de thèse 

explore l’intégration 3D monolithique ainsi que des dispositifs pour le calcul dans la mémoire. 

Premièrement, l’intégration 3D monolithique n’est pas perçue uniquement comme une alternative à la 

loi de Moore mais permet de diversifier les circuits. Les avantages de cette intégration sont analysés en 

détails et en particulier, une aide à la stabilité des mémoires SRAM (Static Random Access Memory) 

est proposée. Cette aide améliore significativement la stabilité ainsi que les performances des SRAM de 

l’étage supérieur, sans dégrader l’empreinte silicium. Secondement, des transistors sans jonctions 

(junctionless), compatibles avec une intégration 3D séquentielle sont étudiés. Les dispositifs sont 

simulés, fabriqués et caractérisés électriquement pour des applications digitales et analogiques. En 

particulier, l’impact du dopage canal sur la variabilité est analysée. Egalement des briques à basse 

température (<500°C) sont développées. Troisièmement, une structure 3D innovante combinant des 

transistors sans jonctions empilées et des mémoires résistives (RRAM).    


