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Doctorat de spécialité sciences de l’ingénieur
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surlendemain afin d’éviter un report lié au début de la crise sanitaire.

Mon doctorat n’aurait pas eu la même saveur s’il ne régnait pas une ambiance agréable au sein
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passionnants et plaisants. Enfin merci aux doctorants, stagiaires ou autres membres de l’institut
pour tous ces partages : Toky, Maya, Raya, Asma, Juiliana, Svenia, Alpha, Fernando, Jean, Jean-
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I. A - Les capteurs MEMS : des origines à aujourd’hui . . . . . . . . . . . . . . 13
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Summary in french

Le présent mémoire étant rédigé en anglais pour une plus large diffusion, son contenu est
résumé ici en quelques pages en français. Le lecteur y trouvera les motivations et objectifs de ce
travail, une version concise de chaque chapitre ainsi que les conclusions sur les résultats obtenus et
les perspectives du projet. Enfin à titre d’information, l’ensemble des acronymes utilisés ici sont
définis à la page 155.

Titre de la thèse en français : Couplage d’un filtre numérique sur FPGA avec une microba-
lance à quartz pour la détection de masse par localisation de modes.

Introduction

Contexte et problématique

Depuis les premiers développements des capteurs MEMS dans les années 1960, de nom-
breuses applications comprenant de tels dispositifs ont fleuri dans différents domaines tels les
télécommunications ou le transport. Parmi toutes les catégories de capteurs MEMS, les bio-
capteurs suscitent depuis nombre d’années un intérêt croissant, en particulier dans les secteurs de
l’agroalimentaire, l’environnement et la santé.

Parmi les différents capteurs de masse existants se trouvent les résonateurs, dont les principaux
avantages sont le faible coût, la portabilité et une limite de détection basse. Cependant, la mesure
classique du décalage en fréquence de résonance lié au dépot de masse ne donne qu’une sensibilité
normalisée fixe de 1

2 , indépendamment des caractéristiques du dispositif tel que le facteur de
qualité. La nécessité de disposer de capteurs à haute résolution pour la détection précoce d’agents
pathogènes par exemple demande la conception de nouvelles architectures de résonateurs ayant
une plus grande sensibilité.

Les deux dernières décennies ont ainsi vu l’émergence de capteurs de masse résonants basés
sur la localisation de modes. Ce phénomène se produit dans un réseau de résonateurs identiques
et faiblement couplés soumis à une perturbation de masse. La littérature montre qu’une telle
structure possède des sensibilités quelques ordres de grandeur plus élevées par rapport au décalage
en fréquence. De nombreuses recherches sont toujours en cours, notamment pour estimer le gain
en résolution, c’est à dire si le gain en sensibilité permet de compenser la perte de ratio signal sur
bruit qui est généralement plus faible pour les mesures en amplitude que pour celles en fréquence.

Ce phénomène s’avère particulièrement sensible aux variations des différents paramètres in-
trinsèques tels que la raideur de couplage ou le facteur de qualité, mais des études supplémentaires
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sont nécessaires pour cartographier les valeurs de sensibilité par rapport à ces paramètres. Par
ailleurs, la localisation de modes n’a jamais été mise en œuvre, à notre connaissance, sur l’un des
biocapteurs très largement répandu : la microbalance à quartz (QCM). En effet, ce résonateur
spécifique possède des facteurs de qualité particulièrement élevés et sa grande surface facilite tout
dépôt de masse. Toutefois, les QCM couplés mécaniquement entre eux sont difficiles à fabriquer
car leurs modes de vibration impliquent des ondes de cisaillement. En outre, ces dispositifs sont
difficiles à accorder une fois fabriqués, et les conditions requises pour la localisation de modes ne
seraient dans ce cas pas remplies. Afin de travailler sur de tels dispositifs, il est donc nécessaire
d’imaginer une autre manière d’implémenter la localisation de modes, ce qui est le but du présent
projet.

Objectifs

Les objectifs de cette thèse, établis d’après le contexte détaillé ci-dessus, sont les suivants.

• Etude bibliographique : Rappeler les différents transducteurs existants pour la détection de
masse et donner le positionnement des capteurs à localisation de modes.

• Modèles analytiques et simulations : Trouver des règles génériques pour concevoir de tels
capteurs (permettant d’atteindre la configuration optimale) et identifier les limites actuelles
de la localisation des modes.

• Conception : Imaginer une solution polyvalente qui permette d’implémenter la localisation
de modes sur des résonateurs à facteur de qualité élevés tels que le QCM, à l’aide d’une
approche numérique.

• Validation expérimentale : Mettre en œuvre, caractériser et tester le système hybride en
tant que prototype de capteur de masse.

Organisation du manuscrit

Le présent document est composé de quatre chapitres, dont les objectifs sont brièvement
présentés ici.

• Le chapitre I introduit l’histoire des capteurs MEMS et le développement des transducteurs
pour les applications de détection de masse. Le lecteur trouvera ici un aperçu scientifique
général sur le vaste sujet des MEMS et de la détection de masse.

• Le chapitre II donne quelques éléments théoriques sur les résonateurs simples et couplés et
renvoie à la littérature sur la localisation de modes. Des études approfondies sont également
exposées dans ce chapitre afin d’examiner le gain et les limites de la localisation de modes
par rapport aux capteurs classiques à mesure de fréquence de résonance.

• Le chapitre III comprend une description détaillée de la solution proposée dans cette thèse,
à savoir la conception d’un filtre résonant numérique, son implémentation dans un FPGA
et sa caractérisation.
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• Le chapitre IV présente la conception et la fabrication d’un filtre résonant comprenant un
QCM et la réalisation du système hybride. Enfin, la mise en œuvre expérimentale de la
localisation de modes est présentée et discutée.

Chapitre I : Histoire des capteurs MEMS et état de l’art
sur les transducteurs pour la détection de masse

I. A - Les capteurs MEMS : des origines à aujourd’hui

Des premiers thermoscopes datant du 17ème siècle aux micro-thermomètres à transistor actuels,
des capteurs de tous types se sont développés au fil des dernières décennies pour répondre à nos
besoins industriels. Ce développement soudain des capteurs MEMS est majoritairement dû à
l’invention du transistor par William Shockley en 1947 et la découverte de propriétés piézorésistives
exceptionnelles du silicium par Charles S. Smith en 1954. La dernière a permis la conception de
capteurs (tout d’abord de pression) particulièrement sensibles et dont la fabrication a indirecte-
ment été rendue possible par la première. En effet le transistor, d’abord en germanium puis en
silicium, a rapidement trouvé sa place en traitement du signal et a donné naissance aux premiers
microprocesseurs ainsi qu’aux procédés de micro-fabrication nécessaires à leur production. Ces
procédés, très axés sur le silicium, ont dans le même temps profité aux autres micro-dispotitifs
tels que les capteurs MEMS.

Ceux-ci peuvent être classés en différentes catégories selon les grandeurs qu’ils mesurent. Bien
que l’essor de certains d’entre eux provienne principalement de celui du secteur automobile, comme
c’est le cas des capteurs de pression (contrôle moteur) ou des accéléromètres (airbags), presque
tous les domaines sont aujourd’hui concernés par les capteurs MEMS tels que la navigation ou
la santé. Le développement des télécommunications et donc des MEMS radio-fréquences et celui
du contrôle des fluides à petite échelle ont aussi donné naissance à de nouvelles architectures
de capteurs plus complexes pouvant répondre à des besoins d’analyses biologiques : les µTAS,
de micro laboratoires capables de mener à bien une série de tâches sur des échantillons et en
communiquer les résultats à distance, comme c’est le cas de certains capteurs de glycémie pour
le traitement du diabète. En résumé, l’évolution des capteurs MEMS permet la démocratisation
d’une mesure plus précise, moins encombrante et souvent peu onéreuse.

I. B - Présentation de différentes techniques de micro détection de
masse

La détection et la quantification des substances chimiques ou biologiques sont essentielles
dans les domaines de l’environnement, de la santé ou de l’agroalimentaire. Depuis que le premier
capteur de gaz, la lampe de sûreté, a été présenté en 1816 pour détecter et éviter les coups de
grisou dans les mines de charbon, de nombreuses techniques ont été développées pour la détection
de masse en milieu gazeux ou liquide et les technologies MEMS ont considérablement amélioré
leurs performances.

Un capteur de masse se compose en trois partie : reconnaissance, transduction et mesure.
L’étape de reconnaissance, souvent délicate pour les bio-capteurs, consiste en la génération d’un
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signal à partir de l’espèce chimique à quantifier (analyte). La transduction correspond à la tra-
duction de ce signal en une réponse de nature électrique pouvant être lue par la dernière partie,
l’électronique de mesure. La limite de détection (LOD) qui est la plus petite quantité d’analyte
détectable par le capteur, correspond, à un facteur de confiance près, au niveau de bruit de mesure
généralement dominant divisé par la sensibilité du capteur. C’est pourquoi nous chercherons ici à
atteindre des sensibilités à la variation de masse les plus hautes possibles.

Une fois encore, une classification des différents transducteurs peut être faite : electrochim-
ique, optique et mécanique. La transduction électrochimique, dans laquelle se trouvent la poten-
tiométrie, l’ampérométrie, la conductimétrie, certaines méthodes basées sur des semi-conducteurs
ou encore des nanotubes de carbone, est probablement la famille de méthodes la plus courante
permettant de détecter et quantifier des substances chimiques ou biologiques, en raison de la
génération directe d’une information de nature électrique à partir de la reconnaissance de l’analyte.
Il s’agit souvent des moyens de détection les moins chers et les plus faciles à implémenter. Cepen-
dant, les principaux inconvénients des capteurs utilisant ces techniques restent leur LOD élevée
et leur faible sélectivité. La deuxième famille de transducteurs est de nature optique. Il s’agit de
systèmes plus complexes et plus onéreux, comprenant photo-diodes, lasers ou fibres optiques, mais
aussi très rapides, permettant la mesure en temps réel. On y trouve cette fois les techniques de
réflectométrie telles que la bien connue résonance à plasmon de surface, celles d’interférométrie,
d’absorbance et enfin la plus répandue, de fluorescence. Pour finir, il existe une population de
transducteurs mécaniques qui nécessitent pour la plupart des procédés de micro-fabrication car
plus la taille de la structure est réduite, plus la LOD a le potentiel de diminuer. En conséquence,
ces transducteurs sont généralement moins chers que les techniques optiques mais plus coûteuses
que les techniques électrochimiques. La plupart de ces structures sont résonantes comme les can-
tilevers ou les dispositifs à ondes élastiques de surface ou de volume et sont souvent appréciées
car elles constituent un bon compromis sur différents plans : durée d’analyse, coût, portabilité et
précision.

Chapitre II : Positionnement des capteurs à localisation de
modes parmi les capteurs résonants

II. A - Résonateurs mécaniques à un degré de liberté pour la détection
de masse

D’un point de vue spectral, un résonateur est un filtre dont le gain est supérieur à l’unité
pour certaines fréquences spécifiques. D’un point de vue physique, un résonateur mécanique est
un système dynamique échangeant alternativement de l’énergie entre les formes potentielles et
cinétiques s’accumulant pour certaines fréquences d’excitation, appelées fréquences de résonance.
En considérant le modèle masse-ressort classique, ces fréquences particulières sont inversement
proportionnelles à la racine carrée de la masse du résonateur. L’ajout d’une substance à la surface
de celui-ci diminue alors ces fréquences dont la mesure fournit une information quantitative sur
la masse ajoutée par le biais de la sensibilité normée du capteur, égale à un demi pour cette
méthode de décalage en fréquence de résonance. La bande passante de chacune de ces résonances
est déterminée par les pertes énergétiques internes au système dynamique, représentées quan-
titativement par le facteur de qualité qui se doit donc d’être élevé pour former des capteurs
performants. Les résonateurs sont excités en boucle ouverte (configuration choisie ici pour plus de
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simplicité) ou fermée (configuration oscillateur). La première est plus facile à implémenter que la
dernière mais demande un balayage en fréquence pour atteindre la fréquence de résonance, ce qui
est chronophage. Enfin, comme annoncé dans l’introduction générale, une des limites actuelles
des capteurs de masse résonants est la sensibilité à la variation de fréquence de résonance fixée
à un demi. C’est pourquoi une méthode de mesure d’amplitude de vibration dans un réseau de
résonateurs couplés est explorée depuis quelques années : la localisation de modes.

II. B - Etat de l’art sur les capteurs à localisation de modes

La localisation de modes est un phénomène de répartition énergétique des ondes aussi appelé
localisation d’Anderson en référence au physicien américain Philip Warren Anderson. En effet,
il décrit en 1958 l’absence de diffusion des ondes dans un milieu désordonné, entrâınant ainsi
leur localisation géométrique. Initialement présentée pour décrire la localisation des électrons
dans un semi-conducteur contenant des impuretés, ce travail théorique met aussi en évidence un
phénomène pouvant être étendu à d’autres domaines de la physique tels que la mécanique ou
l’acoustique. Il est d’ailleurs possible de l’observer dans un réseau d’au moins deux résonateurs
identiques faiblement couplés dans lequel est introduit une perturbation en raideur ou en masse.
Ainsi dans un système masse-ressort à deux degrés de libertés possédant deux modes de vibration,
en phase et en opposition de phase, l’introduction d’une masselotte sur l’un des résonateurs conduit
à la localisation (augmentation ou diminution de l’amplitude de vibration) du premier mode sur
ce résonateur et du second sur son voisin. Ce phénomène est connu pour être particulièrement
sensible à ces perturbations de masse ou de raideur à condition que la raideur de couplage soit
faible. Toutefois, si cette raideur est trop faible, les deux modes de vibrations fusionnent (mode
aliasing) et la mesure d’amplitude de chaque mode n’est plus possible.

Depuis la première implémentation de la localisation de mode pour la détection de masse en
2006 par Matthew Spletzer et al, de nombreux travaux décrivent la conception, la fabrication et la
caractérisation de tels capteurs à deux degrés de liberté ou plus. Ils se divisent en deux catégories :
les dispositifs à couplage mécanique ou électrostatique. Il s’agit de résonateurs soit hors plan
tels que des cantilevers ou dans le plan comme les tuning forks. Bien que les dispositifs sans
électrostatique sont plus simples à implémenter, leurs caractéristiques mécaniques restent fixées
par la micro-fabrication et sujettes aux défauts de cette dernière. Les dispositifs à actuation et
couplage électrostatique peuvent quant à eux compenser ces défauts et régler la raideur de couplage
à la limite du mode aliasing, permettant alors d’obtenir des sensibilités plus hautes. Cependant,
cette catégorie de dispositifs ne peut fonctionner en milieu liquide en raison de l’apparition de
courants parasites. Enfin, les capteurs à localisation de modes peuvent mesurer un ajout de masse
mais aussi une variation de raideur, ce qui permet la conception d’accéléromètres, de capteurs de
force ou encore d’électromètres via des effets raidissants ou assouplissants.
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II. C - Les potentiels de la localisation de modes

Les sensibilités à la variation de masse théoriquement atteignables par un système à deux
degrés de liberté sont évaluées en fonction des différents paramètres intrinsèques tels que le
facteur de qualité Q, la raideur de couplage mais aussi la perturbation introduite, à l’aide de
développements analytiques et de simulations. Il est ainsi montré que les sensibilités normées
maximales se situent entre Q

4 et Q en fonction de la grandeur de mesure : amplitude d’un seul
résonateur à la résonance, à fréquence fixe ou ratio d’amplitudes. Il s’avère que ces valeurs
n’excèdent pas celles trouvées pour un résonateur seul excité à fréquence fixe, bien que la plage
de perturbation dans laquelle la sensibilité reste haute est largement plus grande dans le cas du
ratio d’amplitude. Toutefois ce dernier résultat est à mettre en rapport avec la perte de ratio
signal sur bruit qui apparâıt lorsque la localisation est forte puisqu’un mode voit son amplitude
fortement diminuée. Le résultat concernant la sensibilité maximale a aussi été démontré analy-
tiquement pour un système à trois degrés de liberté, et peut probablement s’étendre à N degrés de
liberté puisque la contribution d’un mode donné à la localisation d’un autre diminue avec l’écart
de fréquence entre ces deux modes.

Enfin, nous pensons que la seule façon d’éventuellement améliorer la sensibilité normée est de
travailler sur un système à plus de deux degrés de liberté avec une rangée de résonateurs centraux
plus raides comme cela est déjà proposé dans la littérature. Les conditions de mode aliasing
devraient alors être redéfinies pour s’assurer que ce gain est réel. Il est important de souligner
que dans l’état actuel de l’étude, il n’est pas prouvé que ces dispositifs améliorent la LOD par
rapport à la mesure de fréquence de résonance d’un résonateur simple parce que la résolution de
mesure d’une fréquence est bien meilleure que celle d’une mesure en déplacement. Des études
complémentaires devraient être menées sur ce sujet en ce qui concerne des systèmes couplés à plus
de deux degrés de liberté, notamment avec des résonateurs en extrémités de réseau plus souples.

Chapitre III : Conception et implémentation d’un résonateur
numérique à haut facteur de qualité

III. A - Vers un système hybride pour la localisation de modes

Les différentes mises en œuvre de la localisation de modes présentées dans le chapitre précédent
ne sont pas optimales pour différentes raisons. L’une de ces limitations est la difficulté de créer
un couplage à la fois faible et connu ainsi qu’une série de résonateurs identiques pour assurer une
grande sensibilité. La solution qui semble la plus modulable à ce jour est de nature électrostatique,
mais cette technologie limite considérablement les géométries sur lesquelles la localisation de modes
peut être générée. Par exemple à notre connaissance, aucun couplage mécanique ni électrostatique
n’a jamais été mis en œuvre sur des QCM qui possèdent pourtant des facteurs de qualité très élevés
et qui sont surtout largement utilisés dans le domaine de la détection de masse.

L’idée derrière un système hybride repose sur le remplacement d’éléments mécaniques non
accordables par d’autres non mécaniques mais accordables dans un réseau MEMS classique. En
modélisant le système couplé par une série de fonctions de transfert, les résonateurs et le cou-
plage peuvent être séparés. Par conséquent, si un résonateur piézoélectrique tel qu’un QCM
se voit intégré dans un circuit électrique à une entrée et une sortie, le couplage peut être sim-
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plement remplacé par un traitement du signal en boucle fermée entre les résonateurs. Les ad-
ditions, soustractions et multiplications peuvent donc être effectuées soit avec des composants
analogiques (amplificateurs opérationnels, condensateurs et résistances) ou sur hardware. Ainsi, le
couplage peut être facilement ajusté et implémenté sur n’importe quel résonateur piézoélectrique,
indépendamment de sa géométrie. Plus intéressant encore, certains des résonateurs du réseau
sont remplaçables par leurs équivalents électriques ou numériques, ce qui permet un équilibrage
du réseau avant mesure.

La solution numérique a ici été sélectionnée pour sa faible dépendance aux paramètres environ-
nementaux et sa plus grande souplesse : l’implémentation de n’importe quelle fonction polynomiale
est possible, y compris celle représentant des systèmes à faibles pertes internes difficiles à mettre
en place avec une solution analogique. Une condition doit toutefois être respectée sur la vitesse de
calcul puisque la fréquence de résonance d’un QCM est au moins égale à 1 MHz. Etant donnée le
nombre de calculs à effectuer dans le même temps, une architecture qui parallélise les opérations
est préférable. C’est pourquoi a été choisi le FPGA, un circuit intégré constitué de portes logiques
programmables qui convient à la modélisation d’un système dynamique fixe. La carte choisie
est la Redpitaya, qui comprend un FPGA, mais aussi un CPU pour gérer les acquisitions et des
convertisseurs numérique/analogique.

III. B - Conception du filtre numérique

Le présent travail vise l’implémentation de la localisation de modes dans un système à deux
degrés de liberté à partir d’un modèle masse-ressort. Sachant qu’à partir d’un tel modèle, la force
de couplage est proportionnelle à la différence des déplacements mécaniques des deux résonateurs,
la sortie de leur fonction de transfert doit être en phase avec ce même déplacement. Or le com-
portement dynamique d’un QCM peut être représenté par le modèle électrique de Butterworth Van
Dyke. Le recours aux équivalences électro-mécaniques (charge électrique - déplacement mécanique)
mène donc au choix d’ajouter une capacité en impédance de sortie du QCM.

Un tel filtre possède une fonction de transfert dans le domaine de Laplace. La transformée en
Z bilinéaire précompensée à la fréquence de résonance du QCM permet de basculer vers les signaux
échantillonnés tout en minimisant la distorsion fréquentielle à la fréquence de fonctionnement. Il
en résulte une relation de récurrence dans laquelle la valeur de sortie à un échantillon temporel
donné est une combinaison linéaire des précédentes entrées et sorties. Il s’agit de l’équation à
implémenter dans le FPGA pour émuler en temps réel le comportement du résonateur [QCM +
condensateur].

III. C - Implémentation sur FPGA

L’outil de conception des circuits logiques pour FPGA utilisé ici est Vivado design suite.
Certains blocs déjà développés par le département Temps-Fréquence de l’institut FEMTO-ST
sont employés ici comme par exemple le générateur de signal numérique. De plus, une interface
graphique en langage Python a été développée pour ce projet afin de contrôler les paramètres du
système et procéder à des acquisitions manuelles ou automatiques.

Le filtre résonant est donc un FIR suivit d’un IIR dont les coefficients sont calculés par le
programme générant l’interface, puis envoyés au FPGA à partir des paramètres d’entrée tels que
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le facteur de qualité ou la fréquence de résonance. Ces coefficients sont écrits en virgule flottante
en base deux puisque tous les nombres codés dans le FPGA sont des entiers binaires. L’exposant
doit prendre une valeur au delà d’un certain seuil, faute de quoi la réponse du filtre peut diverger
car les coefficients injectés sont trop éloignés des valeurs demandées. Les temps de calculs sont
régulés par un facteur décimation et enfin, la méthode de la virgule flottante est aussi implémentée
sur les données transitant par la boucle de retour de l’IIR afin d’en augmenter le nombre de bits
et ainsi diminuer le bruit de calcul résultant de ces approximations.

Les amplitudes sont calculées comme la moyenne des valeurs maximales moins minimales du
signal sur plusieurs périodes, ce qui permet d’obtenir un écart relatif de moins de 0,5% entre
données expérimentales et théoriques, ce qui est suffisant pour une première implémentation.

Chapitre IV : Implémentation et caractérisation de la loca-
lisation de modes sur le système hybride pour la détection
de masse

IV. A - Conception et caractérisation du système hybride couplé

Le filtre résonnant numérique étant désormais fonctionnel, il reste à fabriquer le résonateur
électro-mécanique comprenant le QCM et à implémenter le système numériquement couplé. Ce
résonateur analogique se compose, comme indiqué dans le chapitre précédent, d’un QCM en série
avec un condensateur. Des résistances et amplificateurs opérationnels y sont ajoutés pour remplir
des rôles d’adaptation d’impédance en entrée et sortie du filtre. Celui-ci a alors été assemblé à la
main et le comportement du filtre est expérimentalement celui attendu.

Le système couplé se compose du résonateur analogique externe au FPGA, du filtre et cou-
plage numériques ainsi que de deux générateurs de signaux eux aussi numériques, représentés au
sein du FPGA. Chaque résonateur a en signal d’entrée l’excitation sinusöıdale d’un générateur,
additionnée au terme de couplage étant lui calculé comme la différence des deux sorties des filtres
multipliée par un coefficient de couplage. Le système, une fois couplé, est bien capable de générer
deux modes de vibration : l’un en phase, l’autre en opposition de phase.

Chaque opération effectuée au sein du FPGA ainsi que la conversion des signaux entre formes
numérique et analogique génèrent un déphasage qui s’accumule lorsque ces opérations sont en série.
Des registres sont alors ajoutés à la sortie du filtre numérique afin qu’elle soit expérimentalement
en phase avec celle de son homologue. Toutefois, il n’est pas possible de compenser le retard dans la
boucle de retour (couplage) qui donne pourtant lieu à des amplitudes de vibration du second mode
plus importantes que prévues par les modèles lorsque le système est couplé, ce qui génère souvent
une saturation des convertisseurs. Ce retard est alors accentué dans le but de remettre le signal
en phase avec la période suivante, ce qui s’avère être une solution efficace expérimentalement.
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IV. B - Implémentation de la localisation de modes dans le système
hybride

Avant de mettre en évidence la localisation de modes, il est nécessaire d’équilibrer les deux
résonateurs en modifiant leur facteur de qualité et fréquence de résonance mais aussi en réglant
les retards artificiellement rajoutés mentionnés plus haut. Un protocole a donc été mis en place
dans ce but : les deux résonateurs restent d’abord découplés et excités en phase pour ajuster
l’ensemble de ces paramètres intrinsèques manuellement, puis un couplage non nul est appliqué et
les générateurs de signaux sont placés en quadrature de phase afin d’observer les deux modes de
vibration.

Une manière simple de générer la localisation de modes dans ce système est d’appliquer une
perturbation sur le filtre numérique équivalente à une légère variation de masse sur le QCM.
En effet, par l’intermédiaire de l’interface graphique, il est aisé de procéder à un balayage de
ce paramètre mais aussi de comparer les mesures d’amplitudes avec celles issues de simulations
puisque la masse ajoutée est connue. Il est alors observé que ces résultats sont particulièrement
proches, tant pour les diagrammes de Bode que les valeurs de sensibilités normées calculées en
fonction du couplage et de la perturbation. Ces sensibilités sont au-delà de toutes celles trouvées
ou calculées à partir de la littérature, ce qui est un résultat qui confirme que cette architecture a
le potentiel d’améliorer les performances de capteurs de masse basés sur la localisation de modes.

Enfin, des particules sont déposées à la surface du QCM afin d’observer la localisation de
modes et de quantifier cette masse ajoutée. Pour confirmer la justesse des résultats, une mesure
de fréquence de résonance du QCM seul est aussi réalisée en parallèle à chaque dépôt, à l’aide
d’un interrupteur permettant de déconnecter le QCM du reste du filtre et de le connecter à un
analyseur d’impédance. Les particules utilisées sont des micro-billes de moins d’un micron en résine
fluorescente, afin d’observer les dépôts à l’aide d’un microscope adéquat. Pour ces expériences
préliminaires, la variation de fréquence de résonance du QCM seul permet de déterminer une
première valeur de la masse ajoutée. Cette valeur permet de calculer la sensibilité normée pour la
localisation de modes correspondant à cette perturbation, ce qui permet d’effectuer une calibration.
Il apparâıt alors que les résultats des deux méthodes sont cohérents et permettent même de calculer
une première valeur de LOD à partir de l’écart type des mesures : 50 ng.

Conclusion

Résultats théoriques

Comme annoncé dans l’introduction, le chapitre II met en évidence les configurations pour
lesquelles la sensibilité normée est maximale avec une paire de résonateurs faiblement couplés. En
effet, ces valeurs maximales sont proportionnelles au facteur de qualité et inversement proportion-
nel à la valeur de couplage jusqu’à ce que le mode aliasing ait lieu. En outre, la plage sensible
(arbitrairement fixée lorsque la sensibilité normée baisse de moitié) est également inversement
proportionnelle à la perturbation en masse.

Le chapitre II présente également divers résultats sur les réseaux de résonateurs identiques par
le biais de développements analytiques et de simulations, notamment en ce qui concerne l’impact
de la grandeur de mesure sur les sensibilités normalisées, la LOD et la plage de sensibilité :
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lorsqu’il s’agit d’une mesure d’amplitude (soit sa variation ou son ratio à la résonance, ou encore
sa variation à fréquence fixe), la sensibilité normée et la LOD sont dans le même ordre de grandeur
pour les petites perturbations (nsmax ∈

[
Q
4 ..Q

]
). Toutes ces mesures donnent une plage sensible

relativement faible sauf pour le rapport d’amplitude, mais au prix d’une diminution drastique
de la LOD lorsque la perturbation augmente, en raison d’une chute de ratio signal sur bruit. Il
est également montré analytiquement que ces résultats semblent être applicables aux systèmes
couplés à plus de deux degrés de liberté, bien qu’aucune étude approfondie n’ait été menée sur le
sujet.

Enfin, le chapitre III donne les bases théoriques et une méthode pour concevoir un filtre
numérique constitué d’un FIR en série avec un IIR du troisième ordre permettant de modéliser
des résonateurs à facteur Q élevé. Il a été démontré par simulation et expérimentalement que
la méthode de la virgule flottante permet d’éliminer le bruit corrélé et de réduire l’erreur sur les
coefficients du filtre.

Résultats expérimentaux

Plusieurs résultats des chapitres III et IV peuvent être soulignés concernant la mise en œuvre
de localisation de modes sur des résonateurs hybrides. Ils sont détaillés comme suit.

• Filtre résonant numérique : Implémentation sur FPGA d’un résonateur numérique au facteur
de qualité égalant ceux des QCM. Comme annoncé dans l’introduction, il est entièrement
ajustable et fournit une réponse proche de celle donnée par les modèles analytiques (moins
de 0,5% d’erreur sur l’amplitude). Par ailleurs, les paramètres injectés dans le FPGA sont
contrôlés par une interface graphique personnalisée qui permet aussi l’enregistrement et le
traitement des données.

• Filtre analogique : Conception et fabrication d’un filtre résonant comprenant un QCM et
dont la sortie est proportionnelle à la charge électrique et donc au déplacement mécanique.

• Système couplé : Conception et implémentation du système hybride avec couplage et excita-
tion accordables permettant de générer deux modes de vibration. Le système comprend les
compensations des délais de propagation du signal et est fourni avec un protocole de réglage.

• Localisation de modes sur des résonateurs hybrides : Génération de la localisation de modes
accordable dans le système hybride avec une perturbation successivement numérique et en
masse. Il est observé une très bonne corrélation avec les modèles, notamment en ce qui
concerne les amplitudes de vibration et les valeurs de sensibilité. La limite de détection
atteinte est estimée à ce jour à 50 ng.

En outre, les principales performances propres à notre système peuvent être énumérées ci-
dessous. En effet, notre système permet de :

• Générer un second mode de vibration et exploiter la localisation de modes sur un résonateur
à ondes de cisaillement largement utilisé dans la biodétection (QCM) avec un facteur Q élevé
jusqu’à au moins 200 000 et une fréquence de résonance jusqu’à au moins 2 MHz.
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• Effectuer un réglage complet des paramètres du filtre numérique et de la valeur de couplage
avant chaque expérience. Cela permet d’atteindre des valeurs de sensibilité normée élevées
par rapport à la littérature, jusqu’à 35 000.

• Remplacer facilement le QCM et s’adapter à la géométrie du résonateur piézoélectrique le
cas échéant.

Enfin, le principal inconvénient de notre système est la perte de la réjection de mode commun
qui permet de s’affranchir des variations lentes des conditions ambiantes.

Perspectives

La littérature montre qu’un réseau de résonateurs couplés dont ceux aux extrémités sont plus
souples possèdent des sensibilités à la variation de masse plus élevées que dans le cas de résonateurs
identiques. La résolution du problème aux valeurs propres dans le cas d’un système à trois degrés
de liberté montre en effet que les deux premiers modes sont plus proches en fréquence pour une
valeur donnée de couplage par rapport à un système à deux degrés de liberté, ce qui augmente
la sensibilité normée. Néanmoins, il faut aussi garder à l’esprit que le mode aliasing se produit
alors pour des valeurs plus élevées de couplage, ce qui peut donc empêcher le système d’atteindre
des sensibilités aussi hautes. Comme première perspective de cette thèse, des études approfondies
pourraient être menées pour connâıtre le gain réel en sensibilité et la diminution de la LOD de
ces systèmes.

De nombreuses améliorations sont aussi possibles sur le système hybride présenté. Si la diminu-
tion de la LOD peut être prouvée sur un système à trois degrés de liberté avec un résonateur central
plus rigide, un second filtre numérique pourrait être ajouté dans le FPGA, permettant alors de
reproduire et d’exploiter cette configuration.

Un autre développement possible concerne la manière de calculer les amplitudes de vibration.
A la place de faire la moyenne des valeurs maximales moins minimales sur plusieurs périodes, il
est envisageable de faire la moyenne des amplitudes des transformées de Fourier à la fréquence
d’excitation qui devrait être plus précise puisque le bruit des autres fréquences n’est pas pris
en compte dans ce calcul. En outre, l’application de fenêtres spécifiques sur les signaux enreg-
istrés tels que la fenêtre de Hanning limiterait la fuite spectrale aux alentours de la fréquence de
résonance. Plus généralement, les différentes sources de bruit qui corrompent les signaux doivent
être identifiées et analysées afin de trouver un moyen de diminuer la LOD aujourd’hui assez haute
(bruit de quantification, gigue de l’horloge, etc.).

En outre, l’étalonnage du capteur pourrait être amélioré. En effet jusqu’à présent, il est
réalisé en utilisant l’écart de masse calculé à partir du décalage en fréquence du QCM seul, ce
qui nécessite la présence d’un analyseur d’impédance. La bonne corrélation entre les expériences
et les modèles montre que cet étalonnage peut être effectué en utilisant des données générées à
l’avance par simulation.

Afin de gagner du temps, le protocole de réglage pourrait être automatisé. Il est jusqu’à
présent exécuté à la main mais l’aspect numérique du système peut accueillir un programme
supplémentaire permettant d’automatiser cette partie délicate du processus à chaque fois que
l’opérateur souhaite l’appliquer. De plus, le suivi de l’amplitude de résonance pourrait également
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faire l’objet d’une automatisation avec une PLL directement intégrée au circuit sur FPGA. Une
telle modification évite de longs balayages de fréquence et diminue donc les temps d’analyse.

Une dernière perspective, plus générale à la localisation des modes, consiste à coupler un en-
semble de résonateurs de manière à ce que le mode aliasing se produise pour tous les modes sauf au
moins un qui devrait être à la limite de cette condition. Dans une telle configuration hypothétique,
ce mode pourrait fortement se localiser avec l’introduction d’une perturbation puisqu’il capterait
l’énergie vibratoire de tous les autres modes qui sont très proches en fréquence à cause du mode
aliasing.

Conférences internationales et publications

Présentation orale : International Conference on Engineering Vibration, Septembre 2017,
Sofia, Bulgarie.

Poster et proceeding : IEEE Ultrasonic Symposium, Octobre 2018, Kobe, Japon / [1].

Article dans un journal (letter) : Smart Materials and Structures, Janvier 2020 / [2].
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Context and motivations

Since the early developments of Micro electro mechanical systems (MEMS) in the 1960s,
many applications including such devices flourished in different domains such as telecommuni-
cation, transportation or healthcare. Indeed, the invention of the silicon transistor, in parallel
with the discovery of the silicon piezoresistive properties, enabled both the development of micro
fabrication processes and micro sensors [3]. Since then, micro sensors bloomed in all the scientific
fields for different sensing purposes (pressure, temperature, mass...). The most challenging cate-
gory for the last 20 years are the biosensors, because of the interaction between the sensor and
biological entities. However, the interest in such devices is ever growing especially in the agri-food,
environment and health domains.

Among the various existing mass sensors are resonators, the main advantages of which are their
low cost, portability and low limit of detection. However, the shift of resonant frequency yields a
fixed normalized sensitivity to mass perturbations of 1

2 , independently from the device character-
istics such as the Q-factor. The need of high resolution sensors (for early pathogen detection for
instance) fosters the design of new architectures of resonators having higher sensitivities.

The last two decades have thus seen the emergence of resonant mass sensors based on mode
localization as an alternative to frequency shift based sensors [4]. This phenomenon occurs in an
array of weakly coupled and identical resonators subjected to a mass mismatch. The literature
shows such structure yields sensitivities of a few orders of magnitude higher, and many researches
are still ongoing, especially to find out whether this gain in sensitivity overcomes the loss of signal
to noise ratio which is lower for amplitude than frequency measurements [5]. This phenomenon
is known to be extremely sensitive for small coupling stiffness, identical resonators and high Q-
factors, but additional studies should be carried out to map the sensitivity values with respect to
these different parameters.

Besides, mode localization has never been implemented, to our knowledge, on one of the most
widely used biosensor : the quartz cristal microbalance (QCM). Indeed, this specific resonator
yields very high Q-factors and its large surface makes easier any mass deposition. However, an
array of QCMs mechanically coupled to one another is hard to implement because their vibration
modes involve shear waves. Furthermore, such devices are difficult to tune once fabricated, and
the required conditions for sensitive mode localization might not be fulfilled. Therefore, there is a
need to think of another way to implement mode localization, which is the purpose of the present
work.
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Main objectives

The objectives of the present thesis are as follow.

• Literature review : Remind the different transducers existing for mass sensing applications
and give the position of mode localized based sensors.

• Analytical models and simulations : Find generic rules to design such sensors (allowing to
reach the optimal configuration) and identify the current limits of mode localization.

• Design : Create a versatile solution that can be implemented on high Q-factor resonators
widely used in bio sensing (QCMs), based on a digital approach.

• Experiments : Implement, characterize and test the hybrid system as a mass sensor proto-
type.

Novelties overview

In this context, we are proposing an original alternative to classic arrays of coupled resonators
based on a hybrid system. Indeed, this hybrid system digitally couples a QCM and a digital
resonator in real time, which makes it possible to get rid of any geometric constraint and to tune
the whole system in such a way that optimal conditions are reached. All digital elements of the
system are implemented in a field programmable gate array (FPGA). Below are listed the main
advantages of our system over mechanically or electrostatically coupled mechanical resonators.

• No restrictions on geometry due to the coupling design, since this function is digital, as long
as the resonator is piezoelectric (which is the case with the QCM), allowing the implemen-
tation of mode localization on high Q-factor resonators.

• Full tunability on the coupling value.

• Full tunability on the digital resonator physical parameters.

This new way of implementing mode localization results in normalized sensitivities never
achieved before.

Conferences, posters and publications

We hereby list the opportunities we had to present the results given in this thesis :

Oral presentation : International Conference on Engineering Vibration, September 2017,
Sofia, Bulgaria.

Poster and proceeding : IEEE Ultrasonic Symposium, October 2018, Kobe, Japan / [1].

Journal article (letter) : Smart Materials and Structures, January 2020 / [2].
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Manuscript organization

The present manuscript is composed of four chapters, which purposes are briefly presented
here.

• Chapter I is an introduction on the history of MEMS sensors and the development of trans-
ducers for mass sensing applications. The reader will here find a general scientific overview
on the vast topic of MEMS and mass sensing.

• Chapter II presents a theoretical background on single and coupled resonators, along with
a literature review on mode localization. Extended studies are also exposed in this chapter
to examine the gain and the limits of mode localization over classic sensors based on their
resonant frequency shift.

• Chapter III includes a detailed description of the solution proposed in this thesis, the design
of the digital filter, its implementation in the FPGA and its characterization.

• Chapter IV presents the design and fabrication of a resonant filter including a QCM and
the final design and test of the hybrid system. Finally, the experimental implementation of
mode localization is presented and discussed.

Comment : The terms defined in the glossary and the acronyms are indicated between
stars (∗) and between brackets, respectively, when used for the first time.
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Chapter I

Short history of MEMS sensors and state
of the art of mass micro-sensing trans-
ducers

In this chapter are traced the origins and evolution of the first micro ∗sensors∗ and their
applications. The current main mass sensing techniques are then presented and discussed in a
second section.

I. A From the origins to nowadays MEMS sensors

From the first ∗thermoscopes∗ dated of the 17th to nowadays microscale ∗transistor∗ thermome-
ters, sensors of all types have grown to fulfill our needs in terms of transportation or healthcare
for instance. Nowadays, low cost, reliable, accurate and small size sensors are available in many
industrial fields, allowing better control of human industrial environment.

In the following section is explained how the discovery of certain silicon properties and the
invention of the transistor led to the development of MEMS technologies, and are shown the
different existing application fields of MEMS sensors.

I. A. 1 The beginning of semiconductor sensors

I. A. 1. a Discovery of piezoresistivity

The first seminal work leading to the development of micro sensors as we know them today
took place in the 19th century, when the development of the telegraph prompted researchers to
study the harmful effects of the propagation of a signal by wire [6]. In this context, the British
physicist William Thomson (later Lord Kelvin) demonstrated in 1856 the influence of strain on
the resistance of iron and copper [7]. The resistance R of a wire follows Eq.1.

R = ρ · l
a

(1)
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where ρ is the resistivity, l the length of the wire and a its cross-sectional area.

Since l and a variations are linked by Poisson’s ratio ν, the elongation of a wire indeed
generates a variation of its resistance R. But William Thomson went further in his investigations
and set up an experiment where two parallel wires (one made of copper and the other of iron)
of identical length were equally stretched by a weight. As the measured resistances did not vary
in equal proportions, William Thomson thus demonstrated this resistance variation could not
only come from the geometry change of the wires, but also from a change in the resistivity of
the materials. However, the low reliability of the instrumentations at that time prevented from
efficiently quantify the phenomenon. The first measurements of resistivity change under stress
were only carried out in 1883 by Tomlinson, and later by Bridgman [8]. Finally, ∗piezoresistivity∗
could be efficiently described with the adaptation of the tensor notation previously proposed by
Voigt in 1910 for ∗piezoelectricity∗ and Hook’s laws.

I. A. 1. b First silicon sensors

It happens that the geometric effects are greater than the relative change in resistivity in the
case of metals, which is limiting the ∗sensitivity∗ of any strain gauge based on piezoresistivity.
However, in april 1954, Charles S. Smith published a paper describing exceptionally large shear
stress effects on resistivity in silicon and germanium [9]. This precursor work carried out at Bell
Laboratories will appear to be a milestone [3,10] in the next decades for the development of sensors
two order of magnitude more sensitive. Indeed, the dependency of silicon resistivity on pressure
was pointed out one year later [11] and the first silicon gauge for displacement, force and torque
sensing are reported in 1957 [12], 1961 [13], 1962 [14] and later.

I. A. 2 Towards micro and nano scales throughout the invention of
the transistor

I. A. 2. a Apparition of integrated circuits

In 1947, William Shockley and his team from Bell Laboratories invented the point contact
transistor [15], the first device able to amplify a signal using a semiconductive material (germa-
nium) [16]. However, it was a few centimeters high and had to be wired to other electronics.
The will to shrink it led to the first ∗integrated circuits∗ (IC), that include different components
on the same piece of ∗semiconductor∗ [17]. Indeed in 1959, Jack Kilby and Robert Noyce de-
signed the first IC that consisted of a transistor, three resistances and a capacitor on a germanium
∗substrate∗ [18]. This innovation is now considered as a seminal work in the development of ∗Micro
Electro Mechanical Systems∗ (MEMS).
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I. A. 2. b Birth of microprocessors with the silicon transistor

In 1951, William Shockley proposed an improved version of the transistor : the ∗bipolar
transistor∗, easier to manufacture, and in 1954, Morris Tanenbaum, also from Bell Labs, built the
first bipolar transistor made of silicon. Since transistors can also be used as switches and not only
amplifiers [19], these new inventions, combined with IC technology, opened the door to electronic
communication at a smaller scale. As a consequence, ICs became more numerous and complex
in the next years and many of them included silicon transistors such as the Intel 4004, the first
microprocessor invented in 1971 that paved the way for personal computer and electronic engine
control.

I. A. 2. c Evolution of microfabrication processes

Since smaller devices mean higher production volumes, cost drops and lower detection limits
for sensors, the emergence of both planar ICs and silicon transistors led to microfabrication pro-
cesses development during the 1960s and 1970s. Amongt them we can cite : ∗photolithography∗,
∗bulk silicon etching∗, ∗surface micromachining∗ and ∗batch processes∗. In 1967, the resonant gate
transistor is invented [20]. This electrostatically actuated ∗cantilever∗ was acting like a narrow
bandwidth bandpass ∗filter∗ and was the first batch fabricated MEMS device and the first demon-
stration of surface micromachining techniques as well. Since then, components and devices have
not stopped shrinking, from microscale (MEMS) to nanoscale (∗NEMS∗).

I. A. 2. d Gordon Moore and Richard Feynman predictions

A graphic example of this microscale rush is the evolution of memory : the number of bits per
∗chip∗ has dropped by order of magnitudes, as well as the cost per bit in the last decades. This
observation was already made in 1965 by the co-founder of Intel, Gordon Moore, who stated that
the number of transistors per square inch on ICs doubles every year [21]. Both an observation
and a prediction that happened to be true.

The ever scaling down property of MEMS
evolution over years in general had previ-
ously been predicted by Richard Feynman
in 1959 in his famous talk ”There’s Plenty
of Room at the Bottom” [22], where he ex-
plained we could always fabricate smaller.
He suggested for instance to ”write the en-
tire 24 volumes of the Encyclopedia Britan-
nica on the head of a pin”, and challenged
his audience to write the information of a
book’s page at a scale of 1/25000, which a
student from Stanford university succeeded
in 1985.

Figure 2: Richard Feynman / source :
Wikipedia
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I. A. 3 Diversification of microsensors and their applications

I. A. 3. a Silicon, a material of choice for high-performance MEMS

Silicon had proved its value in electronic applications as a semiconductor material, with the
silicon bipolar transistor. However, the development of silicon microfabrication techniques since
the 1960s, initially motivated by the development of transistors, also benefited to the development
of MEMS sensors that could evolve from simple piezoresistive silicon pressure sensors (previously
presented) to more complex devices. Indeed, this material has many advantages : it is abundant
in the earth crust, its oxide is stable, pure silicon cristal can be obtained, it has high piezoresistive
coefficients especially when doped, it can be etched almost as desired and in general, its mechanical
and thermal behaviors are known because broadly studied. One of the most cited article listing
interesting silicon characteristics, thus encouraging scientists to use it for MEMS designs, is a
review published in 1982 by Kurt Petersen [23].

In addition to silicon, other materials with different properties appeared in the design of
MEMS with years (∗ceramics∗, materials with piezoelectric or optic properties...), allowing to
improve sensor performances and contributing to the diversification of their applications.

I. A. 3. b Classical MEMS sensors

I. A. 3. b. i Pressure sensors

In 1971, Samaun et al. set up the very first IC pressure sensor based on the high piezoresistivity
of silicon [24]. Two years later was designed the first capacitive pressure sensor [25]. Unlike the
piezoresistive ∗transducer∗, the capacitive one does not turn a shift in pressure into a variation of
electric signal directly from the deformation of the diaphragm, but by its displacement, since the
diaphragm is one of the two plates of a capacitor. The main advantage of this type of transducer
compared with piezoresistive one is its lower sensitivity to temperature change. Nonetheless, the
capacitance of such sensors is too small to neglect the parasitic capacitances of bonded wires, thus
requiring to set the readout circuitry on the chip. Pressure sensors then started to be integrated
and ready for commercialization around 1983 [26,27]. In 1990, a first ultra precise resonant sensor
for pressure appeared [28]. It was made of a diaphragm which resonant frequency depends on the
strain triggered by the pressure. Another type of pressure sensor based on piezoelectricity also
appeared in the late 1960s [29] and spread in the next decades [30].

Pressure sensors have met a great success since their invention, and there are nowadays numer-
ous and widespread applications in the automotive industry (engine monitoring and fuel delivery)
and more recently aerospace [31] and health care [32–34].
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I. A. 3. b. ii Accelerometers and gyroscopes

In 1979, Roylance and Angell designed a first accelerometer using batch process, opening the
door to its potential industrialization in the years to come [35]. The blooming of automotive
industry since the beginning of the 20th century led to an ever increasing number of fatalities on
the roads during more than 70 years. Unappropriated legislation and education probably led to
many of these accidents, but the vehicles were not adapted to crashes as well : the lack of safety
belt and the non compressibility of the car bodywork during a violent impact are in cause, to
name a few. Within this context, the accelerometer appeared very attractive to the automotive
industry in the 1980s and 1990s with the development of airbags [36]. The car market was indeed
the main one that allowed to reduce the cost of accelerometers and improve their reliability. In
1993, such an accelerometer to be integrated in a vehicle was proposed [37].

With the invention of micro ∗gyroscopes∗ [38,39] and accelerometers, many applications have
grown, from video game controller to navigation control in drones [40]. Like the pressure sensors,
they are based either on piezoresistive [41], piezoelectric [42] or capacitive [43] transducers.

I. A. 3. b. iii RF-MEMS sensors

The apparition of resonant structures led to the development of ∗Radio Frequency∗ (RF)
MEMS in the 1990s [44]. Microfabrication evolution quickly permitted to scale down ∗resonators∗
(thus increasing their resonant frequencies), and Q-factors drastically increased as well [45]. High
frequency bandpass filters (until several dozen of GHz) started to be developed, opening the door
to telecommunication [46]. Among them we can cite ∗surface acoustic waves∗ (SAW) [47] and
∗bulk acoustic waves∗ (BAW) filters [48]. They are piezoelectric substrates either sandwiched
between two electrodes in the case of BAWs, or on which are laid ∗inter digital transducers∗ (IDT)
generating SAWs.

These devices are passive filters and their incredible rapid development for telecommunication
applications also gave birth to a new generation of sensors. Indeed, SAW and BAW resonators
can be used to design gas, pressure or even temperature sensors [49–51], because their resonant
frequencies and amplitudes vary with a shift of one of these physical parameters.

I. A. 3. b. iv Temperature MEMS sensors

Semiconductor devices generally show a dependence on the temperature such as resistors,
∗diodes∗ or transistors. This is a problem in many applications, but this dependence can be used to
design temperature sensors. This is how the first temperature micro sensors appeared in 1962 [52].
Today, temperature sensors can be classified in different categories : ∗thermoresistive∗, thermo-
mechanical (or ∗thermal bimorph∗), thermo-electrical (the most common ones being ∗thermocouples∗)
sensors [53] and SAW sensors for high temperature applications [54].
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I. A. 3. b. v Magnetic field MEMS sensors

Most of magnetic field sensors relies on the ∗Hall effect∗. The first Hall plates were made of
germanium [55], a semiconductor quickly replaced by silicon with the bipolar transistor revolution.
Hall plates thus benefited of classical IC processes and the first MEMS magnetic sensor was
proposed in 1968 [56]. They could be manufactured by millions, especially for the automotive
industry attracted by contact-less sensors for measuring the velocity of metallic components.

I. A. 3. c MOEMS sensors

The invention of the transistor in 1947 at Bell labs quickly led to the one of the first photo-
transistor (a ∗photodetector∗) in 1950 by John Northrup Shive from the same laboratory [57,58].
The first laser was invented by Theodore Maiman in 1960 [59] and since then, lasers and pho-
todetectors have been improved, microfabrication processes have enabled the invention of optical
waveguides and micro mirrors, lenses and photodetectors. Working in tandem with the diversi-
fication of ∗actuators∗, these new technologies permitted the emergence in the 1990s of ∗micro
optic electro mechanical systems∗ (MOEMS) that combines the strengths of micro scale and op-
tics [60]. Initially presented as a mean to answer the growing need of high data traffic caused
by the telecommunication rise, MOEMS also offers a few new sensing approaches since the 2000s
with micro interferometers for acceleration and pressure sensing [61, 62], gas sensing [63] or fluid
velocity sensing [64] with laser ∗Doppler velocimetry∗.

I. A. 3. d Bio-MEMS sensors

I. A. 3. d. i Origin and today’s applications

The first known bio sensor is recognized to be the glucose sensor designed by Clark an Lyons
in 1962 [65], and a first generation of glucose sensors could be commercialized in 1975 based on
this work [66]. Since then, many devices has been developed, especially for the last 30 years, when
microfabrication processes and MEMS technologies started to be well established. To follow on the
glucose sensor, many of them exist today and are broadly commercialized for diabetes treatment,
or are still in development. Some are designed to be cheap, some for hospital environment and
others for painless or home diagnostics [67]. Research on ∗bio-MEMS∗ sensors in general bloomed
by the end of the 1990s to answer pathogen screening needs in environmental [68], agri-food [69]
and healthcare [70,71] areas, as depicted on Fig. 3.

The clinical applications of bio sensors are from far the most challenging ones, because of
the interaction between the sensor and a complex biological environment such as blood. This is
especially true for in vivo applications, where the materials must be bio-compatible not to harm
the patient, such as in the case of continuous glucose monitoring [73]. Among them are some
metallic alloys, ceramics, glass and natural or synthetic ∗polymers∗ (collagen, silicones, etc) [74].
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Figure 3: Areas of interest for pathogen detection (classification by number of works appearing in
the literature - all types of sensors) / adapted from [72]

I. A. 3. d. ii Microfluidic devices

Even though the medium in which bio-MEMS sensors operate may be gas, many applications
involve liquids. As a consequence, bio-sensors development relies on the existing techniques to
manipulate fluids. Many actuators allow to control fluid flow such as pumps, valves and fluid sam-
pling systems. Sensors using microfluidic technologies thus range from simple ∗chromatographs∗
to more complex sensors [75], and are called ∗lab-on-chip∗.

Furthermore, RF-MEMS pushed the development of wireless MEMS sensors in the 2000s that
enable a device to communicate with a remote one for control or data analysis. Wireless MEMS
and microfluidics together with classic MEMS technologies gave birth to ∗Micro Total Analysis
Systems∗ (µTAS), especially for medical applications, such as neural probes or glucose sensors for
painless home diagnostic of diabetes. µTAS are, since the 2000s, genuine micro-scale laboratories
involving several fields of physics and combining the strength of different materials. Their high
performances make them very attractive : they are rapid and cheap pathogen sensors with low
fluid volumes needed for analysis, but also portable diagnostic tools with high sensitivities enabling
in-situ monitoring.

I. A. 4 Conclusion

Since the birth of the first pressure micro sensors and the silicon bipolar transistor, micro-
fabrication technologies have developed, enabling the rise of different types of sensors for many
application fields : accelerometers for the automotive industry, RF-MEMS for telecommunication,
and lately, bio-MEMS that must answer detection needs for health, agri-food or environment.
Mass sensors are thus the center of many current research, especially to lower the minimum de-
tectable mass in a given time of analysis.
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I. B Presentation of different microsensing techniques for
mass quantification

As pointed out in the last section, the detection and quantification of chemical or biological
entities are essential in environment, healthcare or agri-food fields, in order to prevent or heal.
Since the first gas sensor, the flame safety lamp, was presented in 1816 to avoid explosion in coal
mines [76], many different techniques have been developed for mass sensing in gas or in liquid and
MEMS technologies drastically enhanced their performances.

This way, the main mass sensing techniques existing today are presented and discussed in this
section for ∗analytes∗ present either in gas or in liquid phases. The purpose is to give a general
overview of the different transduction principles existing for mass sensing purposes.

I. B. 1 Mass sensors principle

Micro mass sensors are meant to measure biological or chemical entities and in both cases,
the operating principle is the same. Indeed, the analyte, present in a gas or liquid medium, is
first captured by specific receptors chosen for their chemical affinity with the analyte. The signal
triggered by this capture is then changed into a measurable quantity (generally an electrical
signal) by the transducer with a specific sensitivity before being treated by electronics yielding
the measurement itself. To take the example of bio-sensors, they are composed of ∗bioreceptors∗,
a transducer and an electronics as depicted on Fig. 4.

The typical response of a mass sensor can be scattered in four parts as depicted on Fig. 5.
If the concentration of analyte c is too small, the sensor signal is lost in the noise (electrical,
thermal...). However, if the sensor is designed to have a high sensitivity, the ∗limit of detection∗
(LOD) may decrease if the main source of noise comes from the electronics after the transducer
output. For values of c above the limit of detection, the sensor has a linear response in a certain
range that depends on the physics involved (the ∗linear range∗ may even not exist). For high
values of c, saturation occurs either when all the remaining sites are no longer accessible by the
analyte or when the physics of the transducer limits the maximum output signal value.

Comment : Improving the sensitivity of the transducer does not always result in a LOD
drop. Indeed, the bio-recognition can also corrupt the signal because of non-specific binding for
instance, called bio noise [77]. These errors are multiplied by the sensitivity and therefore, the
corresponding output noise.

Finally, the main characteristics of a mass sensor for bio entities are : the sensitivity, LOD,
linear range, ∗dynamic range∗, ∗selectivity∗, regeneration of the bio-interface, ∗time
response∗ and ∗repeatability∗. Additional practical parameters should be considered like the
price, the difficulty to implement the sensing technique, its portability or its energy consumption.

In what follows, a focus is done on the techniques based on different transduction principles
(non exhaustive), to identify a mass shift of a specific entity present in a medium.
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Figure 4: Operating principle of a biosensor / adapted from [78]
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I. B. 2 Electrochemical transducers

I. B. 2. a Generalities

Electrochemical detection is one of the most common ways to detect and quantify chemical or
biological species in a given medium because of the direct transformation of the analyte chemical
behavior into electrical signal. It is also usually the cheapest and easiest way of detection. However,
the main drawbacks of these techniques remain the high LOD and low selectivity for most of sensors
based on these techniques.
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I. B. 2. b Sensors based on oxidation/reduction reactions

I. B. 2. b. i Potentiometry

Potentiometry is a method based on the measure, at a fixed electrical current, of a potential
difference caused by ∗oxidation/reduction∗ reactions in the solution between a working electrode
and a reference electrode which potential is constant as depicted on Fig. 6. From this difference
can be calculated the analyte concentration, using the Nernst Equation [79]

E = E0 + R · T
n · F

· ln(Cox/red) (2)

where E0 is the standard potential, R is the perfect gas constant, T the temperature, F the
Faraday constant, n the number of exchanged electrons and Cox/red the activity ratio of the ion
to measure (oxidized state over reduced state).

Potentiometric electrodes may be divided in two main categories : ∗ion selective electrodes∗
(ISE) such as pH sensors [80], CO2 or NH3 [81] gas sensors, and ion sensitive ∗field effect
transistors∗ (ISFET) that appeared in 1968 [82, 83]. The first method is easy to implement,
but is also quite expensive and the electrodes are relatively fragile. The second one requires mi-
crofabrication technologies but is less expensive and can process analyte quantification in a few
minutes only. The selectivity of both methods depends on the presence of other species that may
trigger additional oxido-reduction reactions.

Voltmeter

Reference electrode Working electrode

Analyte (ions)

Figure 6: Potentiometric sensor principle
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I. B. 2. b. ii Amperometry

Amperometry is a technique that consists of the measure of the electrical current coming from
the oxido-reduction of specific entities between two electrodes at a fixed potential (electrolysis). For
example, the glucose sensor of Clark is based on this principle, so as the detection of peroxide [79]
according to the reaction

H2O2 → O2 + 2H+ + 2e− (3)

The migration of electrons generates an electrical current which measurement enables the
quantification of peroxide. This method is known to be fast, easy to implement, more sensitive
than potentiometry with a lower LOD, and cheap. However, its selectivity is weak due to additional
interactions that may happen with other species that can be oxidized or reduced.

I. B. 2. c Impedance sensors

I. B. 2. c. i Conductometry in liquid

Conductometry is a method that enables to quantify electrically charged species in a solution
[84] as depicted on Fig. 7. The application of an alternative potential V between two electrodes
plunged in the solution, combined with the measure of the electrical current I and the use of
Ohm’s law allows to determine the conductivity σ

σ = I

V
(4)

This method is also easy to implement, cheap and quick. However, the selectivity is very low
due to the sensitivity to other charged species present in the solution.
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Figure 7: Conductometric sensor principle
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I. B. 2. c. ii Polymer-absorption resistors and metal-oxide semiconductors

Polymers, sometimes doped with conductive particles to reduce their impedance, can also be
used as sensor since their electrical resistance varies in presence of certain gases [85, 86]. Cheap
and sensitive, these sensors provide repeatable measure and low LOD but also a high dependence
on temperature and a low selectivity. However, the latter can be improved when crossing data
from an array of different polymer gas sensors [87], and efforts are currently done to improve the
performances of such sensors regarding their dependence to temperature [88].

One of the most common gas sensor is based on metal-oxide semiconductors. Indeed, the
electrical resistance of certain metal oxides such as SnO2, CuO or Fe2O3 changes in presence of
certain gases like O2, H2, CO or CO2 [89, 90]. These sensors are known to be low cost and able
to rapidly detect many different gases.

I. B. 2. c. iii Carbon nano-materials sensors

Carbon nano-material based gas sensors are chemical nano-resistors and have been attracting
great interest in the last years [91,92]. They are based on four distinct nano-structures : ∗carbon
black∗, ∗carbon fibers∗, ∗carbon nanotubes∗ and ∗graphene∗. When the analyte binds to one of
these structures, the resistance of the carbon nano-material varies and provides electrical infor-
mation. Although these structures seem to be good candidates for low LOD because of their
small size, many limitations are still up to date. Indeed, the functionalization of such sensors is
challenging, their selectivity is low and sensitivity to impurities quite high. Furthermore, their
commercialization is not for a while because no cost effective fabrication technique exists yet.

I. B. 2. d Thermal sensors

I. B. 2. d. i Thermodynamic sensors

∗Thermodynamic∗ sensors are meant to determine an analyte concentration in endothermic or
exothermic chemical reactions (generally enzymatic reactions). Knowing the variation of enthalpy
∆H generated with one mole of a reagent i, the number of moles n of this reagent i can be
calculated from the measure of the temperature shift ∆T as follow [93]

n = ∆T · Cp
∆H (5)

where Cp is the thermal capacitance of the reactor in which the chemical reaction occurs.
Knowing the balanced chemical equation of the reaction, the quantity of analyte can be obtained
from n (in case the reagent i is not already the analyte).

This kind of sensors is quite cheap, easy to implement and selective as long as it is made
sure only one chemical reaction triggers a temperature variation. However, the LOD is drastically
limited by the thermal noise and the difficulty to localize the heat change near the probe.
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I. B. 2. d. ii Heat-conduction sensors

The thermal conductivity of a gas mixture changes according to the nature and concentration
of each of its components. This property can be used to design gas sensors by heating a chamber
containing the gas sample [94, 95]. The measure of both ambient and heater temperature in
addition to the power consumption give access to the conductivity through the Fourier’s law.

Such sensors are cheap, easy to implement and have a fast response, but the LOD is again
limited by thermal noise and the gap between the mixture and the analyte thermal conductivities.
Furthermore, the selectivity is low since a change in the thermal conductivity can occur with any
gas.

I. B. 3 Optical transducers

I. B. 3. a Generalities

With the emergence of the ∗optical fiber∗, optics has nowadays a major role to play among
mass sensors. The main advantage of the techniques based on optics is their low time of analysis,
allowing real time sensing. However, they are usually more expensive than classic electro-chemical
methods because a light emitter and photodetectors are needed.

I. B. 3. b Reflectometry

I. B. 3. b. i Surface plasmon resonance

A surface plasmon is an electromagnetic wave that propagates at the surface of a conductive
material. Such a wave can be generated on a metal lightened with a polarized laser, and for
a certain angle between the laser and the surface, this electromagnetic wave resonates : it is
the surface plasmon resonance (SPR). In the resonance conditions, a part of the incoming light
energy is transformed into the plasmon, thus diminishing the reflected beam energy. Since the
surface plasmon is located at the interface of two media, these oscillations are very sensitive to
any change at this boundary. In brief, the ∗adsorbtion∗ of biological or chemical entities changes
the angle of resonance as depicted on Fig. 8. Therefore, the measure of the resonance angle or
the light intensity at fixed angle provides information on the mass quantity fixed on the metallic
surface [96]. The use of SPR also allows to scan the surface of a sensor, so called SPR imaging [97].

The SPR finds applications in gas sensing [98], but above all in bio-sensing [99, 100] because
microfluidics can be implemented on one side of the metal in addition to bioreceptors to its surface,
and the laser reflects on the other side of the metal. SPR sensing technique is not selective as
such, except if specific bioreceptors are used. It has also low time response, but this technique is
still expensive compared with MEMS or electro-chemical sensors.
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Figure 8: SPR principle

I. B. 3. b. ii Optical fibers

The reflective index at the tip of an optical fiber depends on the chemical nature of its
interface with the external world. Therefore, a photodetector measuring the reflected light provides
information on the composition and the quantity of analyte fixed at the tip of the fiber [101] as
depicted on Fig. 9a.

Another way to sense the analyte in a liquid or a gas is to use the side of the fiber. Indeed,
the analyte binding at the external border of an optical fiber interacts with the light reflecting
inside the fiber : it generates an evanescent wave outside the fiber near its surface. Consequently,
the transmitted light intensity is weaker, which can be quantified with a photodetector [102] as
depicted on Fig. 9b.
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Figure 9: Analyte detection with optical fibers using reflection

The selectivity of these techniques depends on the nature of the analyte and the ability of the
sensor to capture it. Although these setups require optical components, they remain quite simple
to implement since no beam alignment is needed.
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I. B. 3. b. iii Ellipsometry

Ellipsometry is an analysis technique that consists of measuring the polarization change of
light after reflection on a surface. This technique allows to characterize the optical properties of
the surface, as well as the thickness of thin films with high precision [103]. This way, the quantity
of analyte that is bond at the surface can be indirectly determined. This simple technique provides
fast analysis but low selectivity (unless if specific bioreceptors are used), and requires expensive
polarized optical components.

I. B. 3. c Interferometry

Interferometry allows to generate optical ∗interference∗ between a laser split in two beams
having different paths. The two beams are then recombined and the difference of ∗optical path
length∗ between them leads to constructive or destructive interference. This phenomenon allows
to sense either a distance or a refractive index difference.

This phenomenon can be exploited for bio-sensing [104]. In this case, the analyte binding at
the external surface of an optical fiber leads to small localized variations of refractive index, thus
triggering a variation of optical path length and interference intensity on the photodetector.

Interferometry also benefits to gas sensing [105], when one of the beams crosses a chamber
that contains the gas to sense (also called hollow core waveguide) as depicted on Fig. 10. The
change in refractive index in the sample due to the presence of the analyte changes the optical
path length and thus the generated interference intensity.

Light
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(Analyte)

Mirror

MirrorBeam splitter

Figure 10: Example of a gas sensing interferometer

Because of the small wavelength of infra-red or visible light commonly used in interferometric
sensors, the latter are known to yield lower LOD than the ones based on reflectometry, but they
also require fine alignment of the beams.
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I. B. 3. d Sensors based on absorbance

Sensors measuring absorbance aim at the determination of the concentration of a gas using
its absorbance spectrum and Beer-Lambert-Bouguer law [106]

A = ε · c · l (6)

where A, ε, c and l are the absorbance of the sample, a constant that depends on the absorb-
tivity of the species at a particular wavelength, the analyte concentration and the length of the
cell, respectively.

Such devices are thus equipped with a source emitting light through a hollow core waveguide
containing the analyte, and a photodetector. Since the absorbance spectrum of a gas is often
unique, these sensors also allows to identify different gases in the same sample. This method is
selective, cheap, easy to implement and provide fast analysis. However, like methods based on
reflectometry, the main limitation is the high LOD. This kind of transduction can also be used
for an analyte being in liquid.

I. B. 3. e Fluorescence

∗Fluorescence∗ is one of the most common bio-detection technique. It consists of the fixation of
a fluorescent molecule on the analyte [107] (∗label based technology∗), which allows to detect and
quantify it. The introduction of different fluorescent molecules emitting at different wavelength
also permits multiple analytes identification at the same time [108]. Fluorescence provides quite
low LOD and its selectivity depends on the chemical affinity between the fluorescent molecule and
the analyte. However the major drawbacks comes from the labels : the introduction of a marker
indeed requires long preparations and may be relatively expensive.

I. B. 4 Mechanical transducers

I. B. 4. a Generalities

Mechanical mass sensors usually require microfabrication processes since the smaller the struc-
ture is, the lower the LOD can be. As a consequence, these transducers are mostly cheaper than
optical techniques but more expensive than electro-chemical ones. Their selectivity depends only
on the analyte-binding properties.
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I. B. 4. b Cantilevers with static deflection

The deposition of a bio-entity at the surface of a cantilever modifies its surface stress, thus
leading to its deflection [109, 110]. The latter can be measured using optics (measure of the
deflection with a laser and a photodetector) [111] or piezoresistivity (measure of the stress with a
Wheatstone bridge) [112]. Capacitive measurement is also possible for cantilevers (the cantilever
is one of the two plates of a capacitor). This last method is quite sensitive, but does not suit
neither large displacement measures (non linearities) nor measures in liquid due to ∗faradaic
currents∗ [113].

The deflection of the cantilever ∆h can be expressed as a function of the stress difference ∆σ
between both sides of the cantilever, following the Stoney’s formula defined as

∆h = 3∆σ · (1− ν)
E

·
(
L

d

)2
(7)

where ν, E, L and d are the Poisson’s ratio, the Young modulus, the length and thickness of
the cantilever, respectively. Knowing the size of both bioreceptors and analyte, as well as their
densities, it is possible to calculate the variation of mass ∆m from ∆h.

Cantilever
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De�ection

Figure 11: Static deflection of a cantilever

Although these sensors yield low LOD, they are very sensitive to local parasitic factors such
as humidity, temperature or refractive index changes in the detection is optical. Differential
measurements with a passive cantilever (without analyte) can be done in order to get rid of these
spurious deflections.

I. B. 4. c Resonant sensors

I. B. 4. c. i Cantilevers

Cantilevers may also be used as resonant structures, with their resonant frequencies as a
readout. The resonant frequency f0 of a resonator is expressed as

f0 = 1
2π ·

√
k

m
(8)
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where k and m are the stiffness and mass of the equivalent mass-spring system of the structure.
As a consequence, the mass shift ∆m can be expressed as follow

∆m = k

4π2 ·
(

1
f 2

1
− 1
f 2

0

)
(9)

where f0 and f1 are the resonant frequency before and after the analyte capture, respectively.

Since the resonant frequency of the cantilever is proportional to
√

k
m

, the fixation of the
analyte at the surface of the cantilever modifies either its overall stiffness k, and/or its effective
mass m. In particular, when the analyte is equally distributed on a cantilever, the change in
stiffness overcomes the one in mass (due the stress induced by the binding of the analyte at the
surface of the cantilever) [114, 115]. In contrast, when the mass is added at a specific location
on the cantilever (specifically at the tip), the stiffening of the surface becomes negligible, and the
additional inertia is the dominant effect on resonant frequency [116].

Damping is the main limitation of resonant cantilevers when they are operated in liquid.
In order to solve this issue, a suspended microchannel resonator, depicted on Fig. 12, has been
developed. This structure includes the liquid containing the analyte, instead of soaking into it,
which allows to work with higher Q-factors and thus generally lower LOD [117–119].
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Figure 12: Suspended microchannel resonator

These examples are bio-sensors working in liquid, but resonant cantilevers can also operate in
gas [120–122].

Comment : Other resonant structures that do not involve BAW or SAW exist such as double
clamped beams or membranes excited on one of their first acoustic modes. Such structures are
not detailed here because their operating principle is very similar to the one of cantilevers.

I. B. 4. c. ii Bulk acoustic wave resonators

Piezoelectricity is also widely used to design mass sensors, and BAW resonators are among
them. BAWs are generated with the application of alternated potential between two electrodes,
either placed next to each other or face to face on both sides of the crystal. The first configuration
is called ∗lateral field excitation∗ (LFE) and the second one ∗thickness field excitation∗ (TFE).
TFE is often preferable because the electrical field is more homogeneous in the crystal, yielding
better piezoelectric coupling, but LFE is sometimes compulsory for sensing in liquid for instance,
to separate the electronics from the liquid.
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The most common BAW resonator is the quartz crystal resonator, usually named quartz
crystal microbalance (QCM) when used for mass sensing purposes. This type of resonator works
with thickness ∗shear waves∗ and not ∗longitudinal waves∗ in order to limit damping with the
external medium (air or liquid). Similarly to resonant cantilevers, the resonant frequency is
often chosen as the output metric but unlike cantilevers, the analyte deposition only modifies
the effective mass and not the stiffness of the resonator since a QCM operates with ∗thickness
shear waves∗. Thus, its resonant frequency always decreases with the analyte fixation. This mass
variation can be calculated using the Sauerbrey equation [123]

∆m = −
A · √ρq · µq

2f 2
r

·∆f (10)

where ∆m, ∆f , fr, A, ρq and µq are the mass variation, resonant frequency variation, resonant
frequency, piezoelectric active area, density and shear modulus of quartz, respectively.

In comparison with cantilevers, QCMs are appreciated for their larger surface for the analyte
deposition and higher Q-factors in fluid. QCMs are thus widely used for sensing [124] in gas [125],
liquid [126], and above all for bio-sensing [127–130].
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Figure 13: Quartz cristal resonator principle

Despite the different advantages of QCMs, their resonant frequency are limited to around
100 MHz [131] due to the minimum quartz thickness achievable. Therefore, other BAW resonators
appeared such as thin film bulk acoustic resonators (FBAR) made of different piezoelectric mate-
rials such as zinc oxide (ZnO), aluminium nitride (AlN), or lead zirconium titanate (PZT). The
small thickness of FBARs makes their resonant frequencies being higher than that of conventional
QCMs (a few GHz) and their effective mass is lower. As a consequence, a variation of mass gen-
erates higher effects on the resonant frequency : the sensitivity is again higher. FBARs are then
used for sensing [132] bio-entities [133,134] and gas [132].

In order to increase even more the Q-factor of FBARs, they can be mounted on a ∗Bragg
reflector∗ to confine the acoustic energy in the resonator at the resonance, the so-called solid-
mounted resonators (SMR) [135, 136] depicted on Fig. 14a. This structure can be excited using
either LFE or TFE to generate thickness shear waves or longitudinal bulk waves. SMRs also allow
to design mass sensors [137].

Another way to get a high frequency and high Q-factor resonator is to fix the FBAR on a low
loss substrate like sapphire, much thicker than the FBAR [138]. Such a structure is called a high
tone bulk acoustic resonator (HBAR), because the excited mode has a wavelength much smaller
than the substrate’s thickness as shown on Fig. 14b. The Q-factor of this kind of resonator
is determined by the mechanical losses in the substrate, where most of the acoustic energy is
confined [139]. That is why HBARs are also used in mass sensing [140].
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Although FBARs, SMRs and HBARs have higher Q-factors and so higher sensitivities than
QCMs, QCMs remain a reference in term of BAW resonator because they are more robust (they can
operate under different conditions), reproducible, less fragile, cheaper and easier to characterize.
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Figure 14: Resonators based on FBARs

I. B. 4. c. iii Surface acoustic wave devices

The application of an alternative potential difference across an IDT triggers a variable strain
at the surface of the substrate, thus generating a SAW which amplitude depends on the frequency
(the IDT acts like a filter). Indeed, the IDT resonates when the excitation frequency f follows

f = v

λ
(11)

where v the phase velocity of the SAW (which depends on the density and the Young and/or
shear modulus of the substrate) and λ the geometric period of the IDT.

Different SAWs can be generated, depending on the relative orientation between IDTs and
the piezoelectric crystal cut : ∗Rayleigh waves∗, ∗Love waves∗, ∗SH-SAWs∗ and ∗Lamb waves∗
are the main ones. The design of mass sensors based on SAWs is one way to increase their
sensitivity, since the acoustic energy is focused at the surface of the substrate (close to the analyte
binding) [141]. When sensing in liquid for biological applications, Love waves or SH-SAWs are
generally selected [142] because the particle displacement is in the plane of the surface, so there
are less energy lost in the liquid [143–145].

A first configuration of SAW sensors is the delay lines, in which a first IDT emits the SAW and
a second one, located a few wavelengths further on the substrate, receives the SAW as depicted
on Fig. 15. The gas or bio sensing area is in between the two IDTs and the presence of a chemical
entity delays the SAW (it modifies the SAW group phase) [146, 147]. A delay line can also be
design with only one IDT being both emitter and receiver, with a reflector on the other side of
the sensing area [148] such as on Fig. 16.

A second configuration is the SAW resonator, again either with one or two IDTs. Reflectors
are usually placed around them in order to confine the acoustic energy in the area of interest and
minimize energy loss [149, 150]. The fixation of the analyte modifies the resonant frequency and
amplitude, that can be the sensor readout.
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Figure 15: Delay line with two IDTs
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Figure 16: Delay line with an IDT and a reflector

The major advantage of SAWs over BAWs mass sensors is their sensitivity to the analyte
concentration because the acoustic energy is focused at the surface, close to the analyte. However,
SAW’s resonant frequency, group phase and amplitude also depends on pressure, humidity and
temperature, which require careful design and control over these parameters [151].

I. B. 5 Short discussion

The performances of mass sensors are usually given by the relation between their LOD and
analysis time : the lower the LOD, the longer the analysis. The minimum LOD for a given analysis
time thus gives the current state of the art as explained in [77,152].

Among all the presented transducer, it appears that mechanical sensors are promising because
of their portability (in comparison with SPR for instance), low cost and power consumption, low
LOD and because they are label free technologies. Therefore in this thesis, efforts are done to
lower the LOD of mechanical resonant structures for sensing analytes present either in gas or in
liquid.
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Chapter I in a nutshell

The first chapter provides a quick history of the development of MEMS sensors. Their
diversification was mainly made possible by the invention of the transistor, the discovery of
the high piezoresistive coefficients of silicon and the evolution of microfabrication processes.
MEMS sensors include mass sensors, mainly used in biological applications (environment,
health and food), which are composed of specific receptors, a transducer and signal processing
electronics. The nature of the transducer can be electrochemical, optical or mechanical.
Each of them has different performances in terms of detection limit, portability, low cost,
short analysis time or the use of unlabelled technologies. The state of the art of these
sensors generally highlights the analysis time in relation to the detection limit. Mechanical
resonators are among the systems capable of achieving a low detection limit while being
portable. It is on this type of system that the thesis will focus.
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Chapter II

Positioning of mode localized based sen-
sors among resonant sensors

In this chapter are firstly described the operating principles of mechanical sensors working
either in resonator or ∗oscillator∗ mode. One challenge of mass sensors is to lower their LOD,
and the last decade saw the emergence of a new approach for resonant sensors that may take over
classical sensors based on frequency shift readout : mode localization (ML). Therefore in a second
section, this phenomenon is described throughout its current state of the art and finally discussed
in a last section, where its potential is evaluated considering different resonator configurations.

II. A One degree-of-freedom mechanical resonators for
mass sensing

The following section reminds the basics of mechanical resonators and the different configura-
tions in which they can be used (open-loop or closed loop), especially for mass sensing purposes.

II. A. 1 Mechanical resonators

II. A. 1. a Generalities

From a spectral point of view, a resonator is a filter which gain is above one for specific fre-
quencies. From a physical point of view, a mechanical resonator is a dynamic system internally
and alternatively exchanging energy between potential and kinetic forms, and that accumulates
this energy for certain excitation frequencies. Such systems thus have a resonant frequency (RtF),
also called eigenfrequency when the system is conservative (no energy losses). Basic examples are
the simple pendulum or the linear mass-spring system which naturally oscillate at their eigenfre-
quencies when there is a non zero initial condition on their position or velocity.

Let’s apply the second Newton’s law to the mass of the undamped resonator depicted on
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Figure 17: Schematics of a mass spring system

Fig. 17

m · d
2

dt2
x(t) + k · x(t) = 0 (12)

The solution of this differential equation is


x(t) = A · cos(ω0 · t+ φ)

ω0 =
√
k

m

(13)

where A and φ are constants determined with initial conditions and ω0 the angular eigenfre-
quency.

However in reality, any dynamic system is subjected to friction. Therefore, any resonator
movement will stop after a certain number of oscillations. These losses are commonly quantified
using the dimensionless parameter Q-factor, defined as follow [153]

Q = 2π ·W
∆W (14)

With W the initial total energy stored in the resonator and ∆W the energy loss after one
oscillation.

In order to keep a resonator oscillating, energy must be provided from the outside. One way
to do it is to apply in open loop a periodic excitation at the RtF of the system like the swaying
movement of someone legs on a swing.

The linear model of these losses is the damper. The basic damped resonator is then the linear
mass-spring-damper system depicted on Fig. 18.

Let’s again apply Newton’s second law to the mass

m · d
2

dt2
x(t) + η · d

dt
x(t) + k · x(t) = F (t) (15)
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Figure 18: Schematics of a mass spring damped system

which yields



d2

dt2
x(t) + ω0

Q
· d
dt
x(t) + ω2

0 · x(t) = 1
m
· F (t)

ω0 =
√
k

m

Q =
√
k ·m
η

(16)

When the friction is weak enough (Q > 1
2), the solution of the corresponding homogeneous

equation (Eq. 16 with F = 0) is


x(t) = A · e(−

ω0
2Q ·t) · cos(wr · t+ φ)

ωr = ω0 ·
√

1− 1
4Q2

(17)

where A and φ are constants determined with initial conditions and ωr the resonant angular
frequency.

The quality factor Q in Eq. 17 has the same meaning than its definition given in Eq. 14. It
describes the decreasing exponential envelope due to friction containing the sinusoidal behavior
of a free damped resonator. From this property can be experimentally determined Q using the
logarithmic decay method.

Let’s F now be a sinusoidal angular excitation frequency ω, we can then introduce complex
notations (underlined), with j2 = −1

(
−ω2 + j · ω · ω0

Q
+ ω2

0

)
· x(t) = 1

m
· F (t) (18)

Let’s be s = j · ω
ω0

and divide by ω2
0

(
s2 + 1

Q
· s+ 1

)
· x(t) = 1

m · ω2
0
· F (t) (19)

53



CHAPTER II. POSITIONING OF MODE LOCALIZED BASED SENSORS AMONG
RESONANT SENSORS

Since 1
m·ω2

0
· F (t) = F (t)

k
is the ∗static displacement∗ xst, the last equation yields the transfer

function of the damped resonator

x

xst
= 1
s2 + 1

Q
· s+ 1 (20)

The typical amplitude and phase of such a resonant filter are depicted on Fig. 19.
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Figure 19: Amplitude and phase Bode diagrams of a damped resonator

The presence of friction widens the resonance spectrum around the resonant frequency fr =
1

2π · ωr, which also allows to calculated Q. Indeed in practice, Q is usually determined using the
filter bandwidth at −3 dB, ∆f−3dB, as follow [154]

Q = fr
∆f−3dB

(21)

∆f−3dB also corresponds to the frequency bandwidth for which the amplitude is that of the
resonance divided by

√
2.

II. A. 1. b Electrical equivalence

The exact same differential equations can be obtained for resonators of different physical
nature. The most common one is the series RLC-resonator, depicted on Fig. 20.

The application of the mesh equation to the previous circuit leads to the following differential
equation (with q the electric charge at the capacitor terminal)

Lm ·
d2

dt2
q(t) +Rm ·

d

dt
q(t) + 1

Cm
· q(t) = Vinput(t) (22)

54



CHAPTER II. POSITIONING OF MODE LOCALIZED BASED SENSORS AMONG
RESONANT SENSORS

Rm Lm

Cm

Vinput Voutput

Figure 20: Series RLC-resonator

In relation with Eq. 15, we can thus write the following table

Table 1: Electro-mechanical equivalence for resonant systems

Mechanics Electrics

Displacement x(t) Capacitance charge q(t)

Damping η Resistance Rm

Mass m Inductance Lm
Stiffness k Inverse of capacitance 1

Cm

Angular eigenfrequency ω0 =
√

k
m

Angular eigenfrequency ω0 = 1√
Lm·Cm

Q-factor Q =
√
k·m
η

Q-factor Q = 1
Rm
·
√

Lm
Cm

And the transfer function is identical to Eq. 20

Voutput

Vinput
= 1(

s2 + 1
Q
· s+ 1

) (23)

This equivalence is widely used to design the input and output electronics associated with a
device.

II. A. 1. c The Butterworth-Van Dyke model

Most of the mechanical resonators are actuated throughout a potential difference between
two terminals (electrostatic actuation, piezoelectric crystals...). Since a ∗dielectric∗ sandwiched
between two electrodes applying an electric field is, by definition, a capacitor, this effect must be
taken into account in a mechanical resonator model [155]. The addition of a capacitor C0 at the
terminals of the RLC series model, such as depicted on Fig. 21, enables to model this parasitic
phenomenon. It is named the Butterworth-Van Dyke model (BVD), which is the most widely
used one.

The application of a sinusoidal excitation U(j · ω) at the terminals of this electrical circuit
yields a periodic mechanical motion and an alternative electrical current I(j · ω).

The RLC series (the motional branch) represents the dynamic mechanical behavior as de-
scribed in the previous section (with the same resonator ∗figures of merit∗).
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Figure 21: Schematics of the Butterworth-Van Dyke model

The admittance Y (j · ω) = I
U

(j · ω) of this resonant filter is



Y (j · ω) = ω0 · C0 · s ·
s2 + 1

Q
· s+ (1 + g1)

s2 + 1
Q
· s+ 1

s = j · ω
ω0

Q = 1
Rm

·
√
Lm
Cm

ω0 = 1√
Lm · Cm

g1 = Cm
C0

(24)

The impedance is more commonly considered, but we here base our reasoning on the admit-
tance that allows to see the resonances more easily.

Let’s now consider a high Q-factor resonator (Q� 1), Y becomes

Y (j · ω) ' ω0 · C0 · s ·
s2 + (1 + g1)

s2 + 1
(25)

Since a frequency is positive, this admittance is equal to zero when

{
ω = 0
ω = ω0 ·

√
1 + g1 = ωp

(26)

It means the electrical current is equal to zero for low frequencies. This is due to the infinite
impedance of the capacitors. The second solution is called the parallel resonance. At this particular
frequency happens alternative energy exchanges between the two capacitors Cm and C0, but no
current goes out of the BVD.

Furthermore, the admittance tends to infinity when

ω → ω0 = ωs (27)

The maximum of current (resonance) is obtained when the frequency equals the series reso-
nance ωs. In that case, there are energy exchanges between the motional inductance and capacitor,
making the current flow through the motional branch and out of the BVD.
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In reality, Rm never equals zero, and the typical admittance is plot on Fig. 22, where ωs and
ωp are the angular frequencies of series and parallel resonances, respectively.
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Figure 22: Amplitude and phase Bode diagrams of the BVD admittance

With this model, the quality of the resonance (characterized by its phase jump for instance)
no longer depends only on the Q-factor, but also on the frequency difference between the series
and parallel resonances. Indeed, if both resonances are too close in frequency, they may merge, the
phase never reach −90◦and the maximum amplitude is lower. Assuming g1 � 1, this frequency
gap can be expressed as

ωp − ωs '
g1

2 · ωs (28)

When the resonator is working in gas or liquid, other passive electric components may be
added to the model in order to take these loads into account [155].

Comment : The observed physical quantity of the admittance on Fig. 22 is the electrical
current (in mechanics, the velocity) and not a charge (in mechanics, the displacement), so both
input and output are in phase at the resonance.

II. A. 2 Electronic environment of resonant sensors

II. A. 2. a Feedthrough transmission

The open-loop transfer function of a resonant MEMS device is a combination of the transfer
functions of the resonator Hr, the surrounding actuation Hact and detection Hdet electronics and
the feedthrough transmission Hft such as depicted on Fig. 23. The latter represents the parasitic
electronic elements due to the wires for instances (additional unwanted capacitance). Hft may
have different expressions depending on the device. Somehow, the parallel capacitance C0 of the
BVD can be considered as an unwanted feedthrough capacitance [154].
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Figure 23: Transfer function of a resonant MEMS

II. A. 2. b Resonators in open loop

One way to measure the shift of RtF is to scan around the RtF, which has the drawback to be
quite time consuming, such as with an impedance analyzer for piezoelectric resonators. However,
other systems with ∗feedback∗ (closed loop systems) exist to either automatically follow their
resonance or improve some of their characteristics such as the Q-factor.

II. A. 2. c Resonators in closed-loop

II. A. 2. c. i Mechanical oscillators

A closed-loop oscillator, also called self oscillating loop, is the association of a filter (usually a
resonator) and an amplifier with tunable gain and phase interacting in closed loop. The amplifier
aims at creating and maintaining oscillations in the filter in order to get a device oscillating,
ideally, forever. In the most common way to represent a self oscillating loop, the resonator has
the role of the direct chain (open loop transfer function H1) and the amplifier and phase shifter
the one of the reaction chain (open loop transfer function H2), such as depicted on Fig. 24.

H2

Ampli�er + phase shifter

H1

Resonator

SOL output

Figure 24: Self oscillating loop schematics

Let’s denote H = H1 ·H2 the transfer function in closed loop. The system can oscillate at a
frequency ωa if it respects the Barkhausen stability criterion

H(j · ωa) = 1 (29)

which is equivalent to

{
|H1(j · ωa)| · |H2(j · ωa)| = 1

arg(H1(j · ωa)) + arg(H2(j · ωa)) ≡ 0 (mod 2π)
(30)
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The operating principle is as follow : the system is slightly put in unstable conditions (gain
above 1) to generate the oscillations out of the noise, and is then stabilized either at the limit
between stability and unstability (gain equal to 1 by the mean of a variable gain amplifier) or is
working at the saturation regime of the system.

Self oscillating loops are used for mass sensing purposes such as in [156]. This configuration
allows to easily track the resonant frequency, which is usually the chosen output metric for resonant
mass sensors.

II. A. 2. c. ii Phase-locked loop

A phase-locked loop (PLL) usually consists of three functional blocks : phase detector, con-
troller, and voltage-controlled oscillator (VCO). The phase difference between the reference and
the output is compared by the phase detector. The phase difference creates an error signal, sent to
the controller. From this error signal, the controller calculates the control voltage of the VCO, and
the oscillating frequency of the VCO is an affine function of this control voltage in the operating
range. Thus, it is possible to track the reference signal in both frequency and phase, thanks to
the output of the PLL, such as in [157].

II. A. 3 Resonant mass sensors

II. A. 3. a Operating principle

The previously presented models enable the understanding and design of resonant mass sen-
sors. Indeed a mass addition down-shifts the resonant frequency, which measurement allows to
calculate this change in mass. Thus in 1986, a first ultra precise resonant sensor appeared for
vapor detection [158]. Since frequency ∗resolution∗ is usually very good, this technique allows to
reach reasonably low LOD. Therefore until today, most of the mechanical resonant mass sensors
use this RtF down shift as a readout [159, 160]. The typical frequency responses of a resonant
mass sensor are depicted on Fig. 25.

The sensitivity of resonant mass sensors measuring the shift of RtF generated by the additional
inertia of the analyte deposition is [161]

δfr
δm

= 1
2 ·

fr
m

(31)

Scaling down the mechanical structures diminishes their mass and increases their RtF, which
increases their sensitivities. Thus, the two last decades saw the emergence of NEMS resonant
mass sensors [162–165].
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Figure 25: Frequency shift of a mechanical resonator due to a mass load

II. A. 3. b Limitations of single resonators

Even though mass sensors based on RtF shift are known to yield low LOD, they have a fixed
∗normalized sensitivity∗ (NS) of one half (Eq. 31). Thus the only way to lower the LOD even more
is to reduce frequency fluctuations (jitter), which is a real challenge. Another way to lower the
LOD could lay in the choice of the output metric. Rather than frequency based measurements,
the last decade saw the emergence of a new mass sensing principle based on resonance amplitude
shift in an array of weakly coupled resonators. The phenomenon used in that kind of sensors is
called ∗mode localization∗, and is known to yield very high sensitivities (a few order of magnitude
higher), depending on a set of parameters. Of course, the gain in sensitivity is not enough to
evaluate the gain of this method over RtF shift, since the noise levels are different, but it is worth
to be investigated.
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II. B State of the art on mode localized based sensors

The present section is firstly introducing the Anderson ML in an array of weakly coupled
resonators (WCR). This phenomenon indeed yields much higher sensitivity to mass perturbation
than the classic frequency shift based method for small amount of analyte. The different devel-
opments and devices based on ML found in the literature are then exposed and classified by the
nature of their coupling.

II. B. 1 Introduction to mode localization

II. B. 1. a From Anderson localization to mode localization in coupled resonators

The American physicist Philip Warren Anderson was the first one to describe in 1958 the
absence of wave diffusion in a disordered medium, leading to their geometric localization [166].
Initially presented to describe electron localization (in a semiconductor containing impurities that
trap the waves for instance), this theoretical work points out a phenomenon that can actually be
extended to many fields of physics, such as acoustic waves [167–170].

As an illustration, let’s consider the case described in Annex 1 : two coupled mechanical
resonators. The system has two modes of different frequencies, and each of them is characterized
by specific relative displacements of the resonators described by the eigenvectors. In such a
coupled system, a mode corresponds to natural vibrations of the system. They are standing waves
that are the sum of waves propagating back an forth between the resonators. In the case of a
balanced two degrees of freedom (DOF) undamped resonators system, the energy of each mode is
equally distributed on each resonator. Anderson localization (here called ML), happens when a
perturbation occurs in the undamped resonators system, such as a stiffness or mass variation on
one of the resonators. Such a disorder hinders the waves propagation, leading to their geometric
localization : the energy of each mode gets trapped by one of the resonators. This phenomenon
is known to be stronger when the eigenfrequencies are close (i.e. when the coupling spring kc is
weak).

ML is illustrated on Fig. 26, depicting the two first modes of two coupled cantilevers, where
the first cantilever (on the left) is 0.5 % longer than the second one and the coupling is achieved
through the overhang. Figures 26c and 26d show a configuration with a relative weak coupling
compared with Fig. 26a and Fig. 26b (the cantilevers are separated by a larger distance). We can
notice that the in-phase mode gets localized on the first cantilever, and the out-of-phase mode on
the second one. Moreover, the modes are more localized when the coupling is weaker (the term
”localized” refers to the relative difference between the displacement of the resonators, represented
by the eigenvectors on Fig. 26. The higher this difference is, the more localized the modes are).
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Figure 26: Eigenstates of two models of 2 DOF coupled cantilevers in two dimensions (Comsol®),
where the bottom segment is fixed. The first cantilever (on the left) is 0.5 % longer than the
second one. For each simulation, the maximum displacement (normalized to 1) is represented by
the red color and the minimum displacement (0) is given by the blue color.

II. B. 1. b Analytical development on a undamped resonators system

Since ML in a weakly coupled undamped resonators system yields high sensitivity to mass
perturbation, the exploitation of this phenomenon may be interesting for the design of mass
sensors. Therefore in Annex 2 we derived the analytical expressions of the eigenstate variations
under slight mass addition in the system, which results are reminded below.

Expressions of the shifts of eigenfrequencies and eigenvectors due to a small
mass variation in a N DOF coupled undamped resonators system

δωn ' −
δµn,n

2 · ω0n

δun ' −
δµn,n

2 · u0n +
N∑

p=1, p6=n

δµp,n(
ω0p
ω0n

)2
− 1
· u0p

δµi,n = uT0i · δM · u0n

(32)

With N the number of DOF and for n ∈ {1..N}, ω0n, u0n, δωn and δun are the nth angu-
lar eigenfrequency and eigenvector before the addition of mass, small variation of angular
eigenfrequency and eigenvector after the introduction of a mass perturbation in the system,
respectively. δM is the diagonal N by N matrix containing the normalized small mass shifts
δm
m

.

We can see that the NS of eigenfrequency over mass mismatch δωn
ω0n
· m
δm

is indeed equal to −1
2

when N = 1, since u01 = 1 and δµ1,1 = δm
m

in that case. However, when N > 1, each modes p also
contribute to the nth eigenvector shift for p 6= n, and this contribution is indeed stronger when
the eigenfrequencies of the pth and nth modes are close to each other.
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Let’s take the example of a 2 DOF undamped resonators system, which eigenvectors are given
in Annex 1. Supposing a mass mismatch ε = δm

m
on resonator number 1, we get for mode number 1

(n = 1)



δµ1,1 = 1
2 ·
(

1 1
)
·

ε 0

0 0

 ·
1

1



δµ2,1 = 1
2 ·
(

1 −1
)
·

ε 0

0 0

 ·
1

1


(33)

That is


δµ1,1 = ε

2
δµ2,1 = ε

2
(34)

The shift of eigenvector number 1 is then

δu1 ' −
ε

4 · u01 + 1
2 ·

ε(
ω02
ω01

)2
− 1
· u02 (35)

According to Annex 1, the previous equation can be expressed as

δu1 ' −
ε

4 · u01 + 1
2 ·

ε
1+2κ

1 − 1 · u02

δu1 ' −
ε

4 · u01 + ε

4κ · u02

(36)

Where κ = kc
k

(like in annex 1 and the rest of the present manuscript). Since we consider
weak coupling, κ� 1, the previous equation yields

δu1 '
ε

4κ · u02 (37)

The first eigenvector after mass deposition is then expressed as

u1 '

1 + ε
4κ

1− ε
4κ

 (38)
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In a 2 DOF undamped resonators system, the first mode localized on the resonator being
perturbed with an additional small mass. The same reasoning can be done for the second mode

δu2 ' −
ε

4 · u02 + 1
2 ·

ε(
ω01
ω02

)2
− 1
· u01

δu2 ' −
ε

4κ · u01

(39)

The second eigenvector after mass deposition is then expressed as

u2 '

 1− ε
4κ

−1− ε
4κ

 (40)

Mode number 2 gets localized on the resonator 2, where there is no mass addition. Obviously
the same results are obtained when the mass is added to the second resonator.

Finally, the NS can be written for any mode i as follow for small perturbations ε� 1

ns =
∣∣∣∣∣ δuiu0i · ε

∣∣∣∣∣
ns ' 1

4κ

(41)

According to this estimation, the lower the coupling is, the higher the NS becomes.

II. B. 1. c Visualization of ML and mode aliasing in a two DOF damped resonators
system

Although Eq. 41 yields promising results, it is well known the NS is actually limited because
of ∗mode aliasing∗, which occurs when two modes have their eigenfrequencies too close to each
other. Indeed, the resonance bandwidth prevents two resonances to occur in a certain range of
frequency. In order to avoid two modes to merge, the coupling ratio κ should be high enough
compared with the Q-factor Q.

Figure 27 illustrates both ML and mode aliasing. In a 2 DOF damped resonators system, a
mass perturbation is added on resonator 1. It can be observed mode i localizes on resonator i,
i ∈ {1, 2}, and this phenomenon is stronger when the coupling is weaker (the resonance peaks are
very close). However, when the coupling is too weak, both resonances merge and ML is not visible
anymore.
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(a) Strong coupling : weak ML
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Figure 27: Visualization of ML and mode aliasing in a 2 DOF damped resonators system. A mass
perturbation is added to resonator 1 for different coupling stiffness, and a phase of −90 degrees is
applied on the excitation force of resonator 2, in order to see both modes. The axis are identical
for each graphic, but no value is given here since these phenomena may be observed for all order
of magnitudes. This figure is only meant to illustrate ML and mode aliasing.

II. B. 1. d Feedback control

As detailed in the next sections, the literature shows that ML has been studied and imple-
mented for sensing applications. Most of such sensors are open loop devices requiring frequency
sweep to obtain the resonances amplitude, which is time consuming. Recently however, mode
localized sensors started to integrate PLL and oscillator configurations allowing to automatically
track the resonant frequency, resulting in a gain of time [171–176].
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II. B. 2 Different coupling methods

II. B. 2. a Mechanical coupling

Many research groups have exploited ML to design mechanical resonant sensors, which may
be classified according to the coupling nature. The most intuitive way to couple mechanical
resonators is to perform a mechanical coupling as well. This method has been implemented for
cantilevers and suspended resonators for two or more DOF.

The first work aiming at the design and fabrication of WCR based on Anderson localization
for mass sensing purposes is dated of 2006 [177]. The system, depicted on Fig. 28a was made
of two gold cantilevers with a coupling overhang fixed on a silicon substrate. The addition of a
microsphere at the tip of cantilever 2 leads to mode localization.

The main disadvantage of mechanical resonators is the microfabrication defects that prevent
the cantilevers from having the same dimensions and thus identical frequency response. One way
to overcome this problem was recently proposed by [178,179], where the cantilevers are resonating
with electrostatic actuation. The idea is to fabricate two cantilevers with different lengths and
lower the stiffness of the shortest with electrostatic softening effect, as depicted on Fig. 28b. This
way, balanced resonators are obtained, a condition favorable to ML.

ML has also been investigated for mass sensing purposes on coupled cantilevers with a higher
number of DOF, such as [180–184].

An array of weakly coupled cantilevers using ML can also be used for multiple analyte detection
and identification, since the shape of each mode strongly depends on the DOF that is perturbed by
the deposition of a mass [185–188]. For instance, Fig. 29 depicts the shape of the 6th mode before
and after a microsphere deposition. This technique allows to design single-input single-output
sensors : proceeding a frequency sweep in open loop while recording the vibration amplitude of a
single cantilever enables to get each mode amplitude on this particular resonator, which is enough
to detect on which resonator a mass has been added.

(a) Scanning electromicroscopy image of the coupled
gold foil cantilevers / source : [177]

(b) Schematics of coupled cantilevers with electro-
static defects compensation / source : [179]

Figure 28: Weakly and mechanically coupled pair of cantilevers using ML for mass sensing purposes

Apart from cantilevers, in-plane resonators are also commonly used to implement ML for
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Figure 29: Photograph and schematics of an array of coupled cantilevers for multiple analyte
detection / source : [186]

sensing applications and are meant to measure either a mass (such as piezoelectric bulk acoustic
MEMS resonators [189]) or a stiffness change. Many of them actually measure a stiffness per-
turbation, because this physical parameter may vary with stress, namely allowing the measure of
force [190] or acceleration [191–194]. Since an electric potential difference between an electrode
and a resonator generates an electrostatic force and the softening or the hardening of the res-
onator, a stiffness sensor also allows to measure electric charges, making ML based sensors good
candidates for electrometers [195–198]. In [191] for instance, an external acceleration triggers the
motion of a ∗proof mass∗ which modifies the gaps between itself and the suspended resonators
of a 3 DOF WCR system (Fig. 30), which generates a stiffness mismatch between the resonators
leading to ML.

The change in stiffness caused by an external phenomenon can also be used to design hair
flow sensors [199]. In the latter, an artificial hair perpendicular to a frame bends according to
the surrounding fluid flow. This bending generates strain of the support beams of the in-plane
resonators located in the frame, which results again in a stiffness shift (Fig. 31).

Such in-plane resonators may be tuning forks such as in [200–202] which measure a shift in
the stiffness of one resonator by the mean of ML. This stiffness perturbation can be introduced
using additional strain by electrostatic actuation either from the side [201, 202] or in the axis of
the tuning fork [200], as depicted on Fig. 32.

A summary of mechanically coupled WCR for ML implementation is available on Table 2.
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Figure 30: Schematics a 3 DOF accelerometer using ML / source : [191]

Figure 31: Schematics of a hair flow sensor using ML / source : [199]

II. B. 2. b Electrostatic coupling

The main disadvantage of mechanical coupling is the fact its value is fixed. Because of mi-
crofabrication defects and the fragility of such structures, the designed coupling is often too stiff,
thus limiting the sensor sensitivity.

One way to overcome this limitation is to design a tunable coupling of a different physical
nature, such as the electrostatic coupling. Initially presented for coupled MEMS bandpass filters
[204], this method has been adapted to in-plane resonators for ML based devices. The application
of a potential difference ∆V on two consecutive resonators generates a coupling stiffness kc between
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Figure 32: Schematics of two mechanically coupled tuning forks with a tunable stiffness (elec-
trometer) / source : [200]

Table 2: Classification of mechanically coupled resonators using ML found in the literature

Application 2 DOF 3 DOF 4 DOF > 10 DOF

Mass
identification

[187] [185] [186,188]

Mass sensor [177–179] [181–184] [180]

Electrometer
(stiffness)

[197,198,200] [195,196]

Force sensor
(stiffness)

[190]

Accelerometer
(stiffness)

[192–194] [191] [203]

Flow sensor
(stiffness)

[199]

Stiffness sensor [201,202]

them that can be expressed as follow [205]

kc = −∆V 2 · ε0 · A
g3 (42)
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where ε0, A and g are the permittivity of free space, the area of the cross section of the parallel
plates in-between the two resonators and the coupling gap, respectively.

Different prototypes of stiffness sensors have been presented in the literature. A few of them
are mass sensors [206, 207], but most of them are meant to detect another physical quantity by
the mean of stiffness variation (like for mechanically coupled WCR sensors). For instance, the
stiffness of a resonator can be modulated with a variable gap such as the distance between the
resonator and a proof mass. The measure of the generated stiffness mismatch by the mean of ML
thus allows to calculate the displacement of the proof mass such as in the case of a displacement
sensor [208] (Fig. 33a). Following the same principle, many WCR sensors have been designed with
tunable coupling, such as force sensors [209,210], a pressure sensor [211] and an electrometer [212].
In addition, many stiffness sensors have been set up [213–218]. A first 4 DOF accelerometer using
both mechanical and electrostatic coupling have also been presented [219].

(a) Displacement sensor with a proof mass / source :
[208] (b) Stiffness sensor / source : [217]

Figure 33: Optical micrographs of two 2-DOF WCR with electrostatic coupling

The major disadvantage of electrostatic coupling over mechanical coupling is the difficulty to
work in liquid environment due to Faradaic currents. One solution, proposed in [220], would be
to use the output signal of a QCM on which is fixed the analyte present in a liquid to generate
a variable electrostatic force being the stiffness perturbation for an external WCR working in
vacuum.

A summary of WCR with electrostatic coupling based on ML is given in Table 3.
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Table 3: Classification of resonators using ML coupled with electrostatic force found in the liter-
ature

Application 2 DOF 3 DOF 4 DOF

Mass sensor [206] [207,220]

Electrometer
(stiffness)

[212]

Force sensor (stiffness) [209,210]

Pressure sensor
(stiffness)

[211]

Accelerometer
(stiffness)

[203,219]

Displacement sensor
(stiffness)

[208]

Stiffness sensor [205,215–217] [213,214,218]
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II. C Mode localization capabilities

The purpose of this section is to estimate the gain of ML over classic methods. In this sec-
tion, an undamped resonator corresponds to a mass/spring system, or an inductance/capacitance
system. In contrast, a damped resonator describes a mass/spring/viscous damper system, or its
electrical equivalent the inductance/capacitance/resistance series (RLC) system.

II. C. 1 Optimal configuration of a 2 DOF damped resonators system

II. C. 1. a Amplitude shift at the resonance

II. C. 1. a. i Analytic resolution

Equation 41 gives the NS of a 2 DOF undamped resonators system. This expression shows
the NS is in inverse proportion with κ. However, the two modes become indistinguishable when
the coupling is too weak (mode aliasing). Therefore, an anti aliasing condition must be satisfied
to avoid this limitation. Such a condition can be set using the modes bandwidth such as [218]

ω02 − ω01 > γ ·∆ω−3dB

ω02

ω01
> 1 + γ · ∆ω−3dB

ω01

(43)

where ω01 and ω02 are the angular eigenfrequencies of the in-phase and out-of-phase modes,
respectively, γ an anti aliasing coefficient which value could be set around 1 or 2 (mode aliasing
slightly depending on the phases of the excitation forces, as shown in section II. C) and ∆ω−3dB
the bandwidth at −3 dB.

Using the expression of Q, the previous equation becomes

(
ω02

ω01

)2
>

(
1 + γ

Q

)2
(44)

Considering only high Q-factors, we only keep the first order. The minimum anti aliasing
condition is then defined as follow

(
ω02

ω01

)2
− 1 ' 2γ

Q
(45)

Replacing Eq. 45 in Eq. 35 yields

δu1 ' −
ε

4 · u01 + ε ·Q
4γ · u02 (46)
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Following the previous steps, the maximum NS achievable is thus defined as

nsmax '
Q

4γ (47)

II. C. 1. a. ii Simulations

The calculated NS in Eq. 41 and Eq. 47 have been established for a undamped resonators
system in the former, and a undamped resonators system with an anti aliasing condition for the
latter. We here compute the NS for a 2 DOF, taking losses into account. Therefore, the equations
presented in Annex 3 have been computed in Matlab®for two coupled damped resonators, with
the following transfer functions


H1 = 1

(1 + ε) · s2 + 1
Q
· s+ 1

H2 = 1
s2 + 1

Q
· s+ 1

(48)

Figure 34 depicts the typical amplitude Bode diagrams of a 2 DOF coupled damped resonators
with high Q-factors and a set of mass perturbations, with two different excitation phases. It can
be seen a phase of 90 degrees allows to observe both modes and a phase of 180 degrees only the
out-of-phase mode (in the same way, only the in-phase mode gets excited for a phase equal to
zero). Moreover on Fig. 34a, the first mode gets localized on the first resonator, where the mass
perturbation occurs and this mode appears also on resonator 1 on Fig. 34b when the mismatch
increases. The amplitude shifts are very similar in both cases and it is assumed that the maximum
NS should not depend on the excitation phase for small perturbations and weak coupling.

We now plot the NS for a range of coupling κ and mass perturbation ε, for each mode i and
resonator j. Each mode of each resonator is tracked to calculate this NS, following its definition

ns(i, j, Q, κ, ε) = 1
xr,ε=0,κ=0(Q) ·

∂xr
∂ε

(i, j, Q, κ, ε) (49)

where xr,ε=0,κ=0 and xr are the resonance amplitudes before mass perturbation and without
coupling, and after mass perturbation, respectively.

Figure 36 depicts the NS of a 2 DOF damped resonators system where both resonators are
excited, with a phase of −90 degrees on the second resonator. The first observation is that these
sensitivities, perturbations and couplings are linked by the Q-factor. Indeed, the same graphs
are obtained for different scales, as long as Q � 1. The second observation is the presence of
mode aliasing that indeed prevents the sensitivity to skyrocket. This phenomenon does not appear
exactly at the same coupling value (because the phase of 90 degrees make the modes of resonator
1 slightly closer to each other than for resonator 2). The value of γ is then between 0.5 and 1,
depending on the resonator. In order to get an order of magnitude of the sensitivity, γ is set to
one, and the maximum sensitivity is then |nsmax| = Q

4 (Eq. 47). This value is reached in the
simulation but rather for γ = 0.5. Indeed, the calculated eigenvector shift in Annex 2 is actually
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Figure 34: Dimensionless amplitude Bode diagrams of a 2 DOF coupled damped resonators. The
red curves correspond to the case ε = 0. ε increases for each other curve following the rainbow
colors, until a maximum perturbation of ε = 2

Q
. In this example, κ = 2

Q
.

a little too optimist because it concerns the undamped resonators system : the NS involved are
smaller in reality. Finally, it can be observed the NS decreases rapidly when either κ or ε increase.

Comment : The cases with an excitation phase of 0 or 180 degrees yield similar results in
terms of maximum NS, mode aliasing and ∗sensitive range∗. In the rest of the thesis, a phase of
90 degrees will always be applied in order to observe both modes and carry out data processing
on each mode.
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II. C. 1. b Resonant frequency shift

The result given in Annex 2 gives the expression of the eigenfrequency shift of a N DOF
undamped resonators system. From this equation can be directly deduced the NS for the eigen-
frequency shift following its definition

ns = ∂ωr
ωr · ∂ε

(50)

The NS is equal to one half for a single undamped resonator (δµ1,1 = ε), and one fourth for
a 2 DOF one (δµ1,1 = δµ2,2 = ε

2). According to this estimation, ML does not come up with a
higher NS on the RtF shift. This result has been confirmed with Matlab®simulations as well for
the damped resonators system. Figure 37 depicts the NS of the RtF shift for both modes and
both resonators. In particular, the first mode of the first resonator yields the results mentioned
above for κ = 0 and ε > 0 on the one hand, and ε = 0 and κ > 1

Q
on the other hand.

II. C. 1. c Amplitude shift at fixed frequency

In this section is evaluated the amplitude shift NS firstly at the frequency of the unperturbed
resonances (ε = 0) of each mode, and secondly at a frequency slightly lower.

II. C. 1. c. i Analytic resolution

The transfer function of a damped resonator with a slight mass perturbation ε = δm
m
� 1 is

H(s) = 1
(1 + ε) · s2 + 1

Q
· s+ 1 (51)

Let’s set ω = ω0 (s = j)

X = |H(s = j)|

X = 1√
(−(1 + ε) + 1)2 + 1

Q2

X = Q√
1 + ε2 ·Q2

(52)

Now we derive with respect to ε

∂X

∂ε
= −Q3 · ε

(1 + ε2 ·Q2) 3
2

(53)
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The NS is then

ns = ∂X

∂ε ·Xε=0

ns = −Q2 · ε
(1 + ε2 ·Q2) 3

2

(54)

In order to simplify the calculations, the NS will rather have the following definition

ns = ∂X

∂ε ·X

ns = −Q2 · ε
1 + ε2 ·Q2

(55)

which is a little overestimation since the amplitude reference becomes smaller when the RtF
is different from the excitation frequency. However, this drift is negligible for ε� 1.

ns is then a negative function of ε which tends towards 0 when ε tends to 0, and also tends to
0 when ε tends to infinity. Therefore, ns has a maximum absolute value we wish to find. To this
purpose, let’s now derive ns in respect to ε

∂ns

∂ε
= −Q

2 · (1 + ε2 ·Q2) + 2ε2 ·Q4

(1 + ε2 ·Q2)2 (56)

We now solve the equation

∂ns

∂ε
= 0⇔ −Q2 · (1 + ε2 ·Q2) + 2ε2 ·Q4 = 0

∂ns

∂ε
= 0⇔ ε2 ·Q2 = 1

∂ns

∂ε
= 0⇔ ε = 1

Q

(57)

We then obtain the maximum absolute value of the NS, using Eq. 54

nsmax ' | − 0.35×Q| (58)

This calculated NS is actually slightly higher than the maximum NS calculated previously for
a 2 DOF damped resonators system using ML (Eq. 47), meaning there is apparently no NS gain
in a 2 DOF WCR system.

For small perturbations, the amplitude shift is negligible with respect to the resonance am-
plitude for a single resonator. However, the RtF shift is not negligible with respect to the filter
bandwidth for high Q-factors. Therefore, this signal decrease corresponds almost only to the
resonance shift towards lower frequencies as depicted on Fig. 42a.
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We can calculate the corresponding frequency shift using the NS of one half as follow

f01 − f00

f00
· 1
ε

= −1
2 (59)

Where f00 and f01 are the RtF before and after mass deposition, respectively.

We then have

f01 = f00 ·
(

1− 1
2Q

)
(60)

It could be considered to exploit both phenomena at the same time. If the mass perturbation
occurs on the first resonator of a 2 DOF damped resonators system, exciting the structure at f01
indeed enable to see an increase of signal due to the localization of the first mode on the first
resonator and the amplitude increase due to a frequency downshift.

II. C. 1. c. ii Simulations

The NS of amplitude shift at the fixed frequencies f00 (Fig. 38) and f01 (Fig. 39) have been
computed with Matlab®for the damped resonators system where is applied a phase of −90 degrees
on the excitation of resonator 2. These simulations yield the expected results from the analytic
resolution. In particular, one can observe the first mode of the first resonator without coupling
(the case of a single resonator). On Fig. 38, the NS is close to zero for ε = 0, and is close to
−0.35×Q for ε = 1

Q
(as an illustration, Fig. 42a depicts the Bode diagrams of a single resonator

subjected to a mass perturbation, along with the two frequencies f00 (r = 1) and f01 (r = 1− 1
2Q)).

On Fig. 39, the amplitude firstly increases until ε = 1
Q

before decreasing, and reaches the same
maximum NS absolute value, as expected.

Both figures show that mode aliasing occurs on both resonators for κ < 0.3
Q

. For a coupling
value above 0.3

Q
, the perturbation ε to which the NS sign changes (so when the resonance is reached)

doubles on Fig. 39 and reach ε = 2
Q

since the RtF decreases with a NS twice lower because of
the coupling (1

4 instead of 1
2). As a consequence, the amplitude gain due to the RtF downshift

decreases by half as well when there is no mode aliasing, which is balanced by the effect of ML.

As a conclusion, it can be stated the maximum amplitude shift NS at a fixed frequency of a
single resonator is almost the same than that from a 2 DOF WCR system, which is a significant
result as for the high sensitivity of ML. However, the sensitive range of such a system at one DOF
is lower than the one from mode localized based systems (around 1

Q
and 2

Q
, respectively).
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II. C. 1. d Phase shift at fixed frequency

II. C. 1. d. i Analytic resolution

The transfer function of a damped resonator with a slight mass perturbation (Eq. 51) allows
to calculate the phase between the resonator displacement and its excitation force.

Denoting s = j · r, its phase φ is then expressed as

φ = − arctan
(

r

Q · (1− r2 · (1 + ε))

)

φ(r = 1) = arctan
(

1
Q · ε

) (61)

We now define the phase shift NS to be

ns = ∂φ(r = 1)
π · ∂ε

(62)

π being the reference phase. We now obtain

ns = − Q

π · ε2 ·Q2 ·
1

1 + 1
ε2·Q2

ns = − Q

π · (ε2 ·Q2 + 1)

(63)

For ε = 0, we thus obtain ns = −Q
π

.

Knowing the NS of the RtF shift decreases with the coupling for ε = 0, the phase shift at fixed
frequency should also do so.

II. C. 1. d. ii Simulations

Once more, simulations have been done using Matlab®on the damped resonators system in
order to evaluate the NS for the phase shift at r = 1, following its definition in Eq. 62. A phase
of −90 degrees is still applied on resonator 2. Firstly, it can be observed on Fig. 40 that the NS
is indeed equal to −Q

π
for κ = 0 and ε = 0 (mode 1, resonator 1), as predicted by the analytic

resolution. This NS value is indeed the highest for ε = 0. More interestingly, we can observe a
much higher sensitivity on the first mode of the second resonator for κ = 1

Q
and ε = 3

2Q . This
particular case is depicted on Fig. 42b. This strong phase shift corresponds to a minimum of
amplitude between the two modes, which is thus not really exploitable since the signal to noise
ratio (SNR) is extremely low in this region. Such an anti resonance appears on each excited
resonator, and may be have its frequency located either between the resonances or outside them,
depending on the sign of the perturbation. This phenomenon has already been described in [202]
in WCR using ML.
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As a conclusion, WCRs do not yield higher phase shift NS in comparison with a single res-
onator.

II. C. 1. e Amplitude ratio

II. C. 1. e. i Analytic resolution

It is stated in the literature [5, 175, 198, 213, 214, 218, 221–223] that the shift of resonance
amplitude ratio between two resonators for a specific mode is more sensitive than the relative
resonance amplitude shift for a single resonator.

We here show this result through the example of the 2 DOF undamped resonators system.
However one man should keep in mind that a gain in sensitivity should always be considered in
pair with the gain or loss in resolution.

Let’s consider a 2 DOF damped resonators system which is excited at the frequency of the
first mode. We first denote x0, x1, and x2 the amplitudes of both resonators before the mass
deposition, the ones of resonator 1 and 2 after the mass deposition, respectively.

If the perturbation occurs on resonator 1, the following equations can be written

{
x1 = x0 · (1 + ns1 · ε)
x2 = x0 · (1− ns1 · ε)

(64)

Where ns1 is the NS of the resonance amplitude shift (equal to Q
4 in the optimal case of a 2

DOF damped resonators system). Let’s now denote ns2 the NS of the amplitude ratio x1
x2

, thus
written as

ns2 =
∂ x1
x2

∂ε
(65)

Replacing by the expressions of x1 and x2, the previous equation yields

ns2 = ns1 · (1− ns1 · ε) + ns1 · (1 + ns1 · ε)
1− 2ε · ns1 + ε2 · ns2

1
(66)

And for ε = 0 we have

ns2 = 2ns1 (67)

This result is consistent with those presented in the literature (ns2 = 1
2κ [222], ns1 = 1

4κ [4]).

We now consider the measure uncertainty ∆x identical for both resonators.

The absolute uncertainty of x1 − x0 is then equal to 2∆x. Considering x1 ' x0, the relative
uncertainty of the relative amplitude shift equals 2∆x

x0
. Concerning the amplitude ratio shift, the

relative uncertainties may be directly added, yielding also 2∆x
x0

, as confirmed in [198]. The res-
olution is thus identical for both methods for small perturbations. This reasoning also gives an
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estimation on the maximum NS reachable with amplitude ratio : nsmax = Q
2γ . The amplitude

ratio based measures should thus enable to measure perturbations twice smaller than the relative
amplitude shift close to ε = 0 (a NS twice higher with the same resolution). However we here
supposed that both resonators have initially the same amplitude and that the NS of resonance am-
plitude shift is identical for both resonators, which may not be true since both of these hypothesis
depend on the excitation phase (and, for the second one, on the aliasing condition).

Comment : Another method to determine the NS of amplitude ratio was proposed by [5]
directly based on the equations of movement. In this case, the perturbation is on the stiffness and
on resonator 2, but this yields the same ML behavior. The expression of this NS is, for ε = 0

ns = Q√
1 +Q2 · κ2 (68)

which, for the anti aliasing condition κ = 1
Q

(γ = 1), rather yields ns = Q√
2 .

II. C. 1. e. ii Simulations

Different amplitude ratio NS has been computed on Matlab®and plot on Fig. 41, where a phase
of −90 degrees is still applied on resonator 2. The NS can be calculated either using the ratio of
the amplitude of resonator 1 over that of resonator 2, or the other way round. It can be seen the
maximum NS is indeed higher (Q), and the sensitive range is much larger than in the case of simple
amplitude shift. The NS is still non linear with ε, as described in the literature [209,214,221].

II. C. 1. e. iii Other developments based on amplitude ratio

Figure 35 depicts a method presented in [209] allowing to get rid of mode aliasing while
guaranteeing high sensitivity. The idea it to initially unbalance the resonators by setting a fixed
stiffness shift ∆K around which a small stiffness perturbation can be measured with high and
linear sensitivity. This method was also implemented in [172].

Comment : One should also minds the fact that when ε increases, the signal at the denomi-
nator is getting quite low, so as its SNR (this ratio being close to ε/κ [5]). Therefore, even though
the resolution of amplitude ratio is the same than resonance amplitude shift close to ε = 0 (as
shown previously), it is not the case anymore for higher ε values (as pointed out in [5]). The LOD
of may then be higher, despite the high sensitivity.

Besides, a way to improve the linear range was proposed in [224], using the sum of amplitude
ratios of both modes. This method is nonetheless quite time consuming since it requires frequency
searching over a certain range in order to measure the amplitude of both modes.
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Figure 35: Stiffness sensor with a perturbation offset allowing to get out of mode aliasing source :
[209]

II. C. 2 Reflections on the mass sensitivity of a 3 DOF damped res-
onators system

II. C. 2. a Array of identical resonators

Based on the results given in Annex 2, we can estimate the maximum NS gain achievable with
more than 2 DOF.

Such a condition is reached when the frequencies of the different modes are close while re-
specting the anti aliasing condition

ω0p − ω0n > γ ·∆ω−3dB (69)

where ω0n and ω0p are the angular eigenfrequencies of two consecutive modes.

Assuming now the existence of a N DOF WCR system where two consecutive modes have
their frequencies separated by γ ·∆ω−3dB, the following expression can be written for any coupled
of modes p and n

ω0p

ω0n
= 1 + γ · (p− n) · ∆ω−3dB

ω0n(
ω0p

ω0n

)2
− 1 ' 2γ · (p− n)

Q

(70)

The eigenvectors of a 3 DOF undamped resonators system have been computed using Matlab®.
They can also be found in [187] and are expressed as follow

u01 = 1√
3
·


1

1

1

 , u02 = 1√
2
·


1

0

−1

 , u03 = 1√
6
·


1

2

1

 (71)
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Figure 36: Normalized sensitivity graphics of a 2 DOF damped resonators system / Output
metrics : Resonance amplitude shift.
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Figure 37: Normalized sensitivity graphics of a 2 DOF damped resonators system / Output
metrics : Resonance frequency shift.
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Figure 38: Normalized sensitivity graphics of a 2 DOF damped resonators system / Output
metrics : Amplitude shift at ω = ωr.
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Figure 39: Normalized sensitivity graphics of a 2 DOF damped resonators system / Output
metrics : Amplitude shift at ω = ωr ·
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Figure 40: Normalized sensitivity graphics of a 2 DOF damped resonators system / Output
metrics : Phase shift at ω = ωr.
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Figure 41: Normalized sensitivity graphics of a 2 DOF damped resonators system / Output
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Figure 42: Dimensionless amplitude and phase Bode diagrams. The red curves correspond to
the case ε = 0. ε increases for each other curve following the rainbow colors, until a maximum
perturbation of ε = 3

Q
.

The mass mismatch can be deposed on any of the three resonators. If this perturbation occurs
on the second one, any contribution to ML of the second mode would equals zero through the
expression of δµ (because of the vibration node of u02). Energy exchanges would then only happen
between the first and the third modes.

Highly sensitive ML can occur when the mismatch is located on one of the external resonators,
such as the first one. We then have

δM =


ε 0 0

0 0 0

0 0 0

 (72)

We can now calculate the optimal NS nsun for each mode n at the anti-aliasing limit, knowing
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the initial eigenvectors u0n are normalized, as follow

nsun = δun
ε

n ∈ {1..3}
(73)

Using Eq. 70 and the result presented in Annex 2, the previous equation yields


nsun '

Q

2γ ·
3∑

p=1, p6=n

1
p− n

· δµp,n
ε
· u0p

n ∈ {1..3}
(74)

So



nsu1 '
Q

2γ ·


1√
6
·


1

0

−1

+ 1
2 ·

1√
3
√

6
·


1

2

1





nsu2 '
Q

2γ ·

−
1√
6
·


1

1

1

+ 1
2
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3
·


1

2

1





nsu3 '
Q
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2 ·
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3
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·
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1
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·


1

0

−1





(75)

Which finally yields

nsu1 '
Q

2γ ·


0.53

0.24

−0.29

 , nsu2 '
Q

2γ ·


−0.12

0.17

−0.12

 , nsu3 '
Q

2γ ·


−0.41

−0.12

0.17

 (76)

One can notice the maximum NS barely gets over Q
4γ .

This result shows that the resonance amplitude shift NS is not improved with a 3 DOF WRC
system. According to the result presented in Annex 2, it is most likely the same for a larger
number of DOF, since ML for mode n is mainly due to the contribution of the other modes pi
that depend on the frequency gap between the modes n and pi. However, this gap increases for
further modes, thus diminishing their contribution to ML. This comes in addition to the sign of
this contribution that is not always the same due to that of p−n, such as in the case of the second
mode of a 3 DOF undamped resonators system (Eq. 75).
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As a conclusion, there seem to be no gain in the implementation of ML in an array of resonators
having more than 2 DOF, at least not in an array of identical resonators that respect an anti
aliasing condition for all its modes.

II. C. 2. b Array of different resonators

Recently, another type of resonant array for ML purposes appeared [213, 214, 218, 221, 223],
based on at least 3 DOF WCR, where the middle resonator-s- is -are- much stiffer than the two
terminal ones. It has been demonstrated that the amplitude ratio of the two terminal resonators is
proportional to 1

κN−1 , with N the number of DOF [223] and proportional to the stiffness difference
between the middle and outer resonators in the case of a 3 DOF system [221]. However in the
latter for instance, simulations on the analytical model show the higher this stiffness difference
is, the closer the two first modes are (in terms of frequency). Thus for such designs, careful
studies like the ones done in this section should be carried out in order to take mode aliasing into
account, since it may not occur following the same rules. Nonetheless, this technique has been
able to experimentally reach an amplitude ratio NS quite over the Q-factor [213,218].

II. C. 3 Other properties of mode localization

II. C. 3. a Common mode rejection

The effect of external unwanted perturbations such as pressure or temperature drifts may be
a problem for long term measures. These effects can be suppressed if the resonant sensor is based
on an array of WCR using differential measurement such as amplitude ratio or eigenstate shift,
since these effects occur to the entire array at the same time. This way, some WCR operating in
close loop with the resonance amplitude ratio as an output metric have been found to be more
stable than frequency based shift resonators over a certain time [173]. Temperature drift has been
suppressed with amplitude ratio [225] and eigenstate shift [226] output metrics, so as the effect of
pressure [221].

II. C. 3. b Noise and limits

Despite the high NS that the amplitude ratio can yield, a quite recent work [5, 227] demon-
strated, throughout a reasoning based on random amplitude fluctuations in a 2 DOF damped
resonators system for both open and close loop configurations, that the actual LOD of amplitude
ratio does not depend on the coupling κ, and is actually worse than the one of a single resonator
based on the measure of its RtF shift. However, this result is only valid for κ · Q � 1 (strong
anti aliasing condition) and two identical coupled resonators. No such work have been carried
out neither on an array of more than 2 DOF, nor with stiffer middle resonators, which should be
the next case to consider in the study of mode localized based sensors. Another paper studied
the theoretical limit of measurable mismatch [222], but was criticized by [5] on one step in the
reasoning. Another recent work using amplitude ratio as well, however, shown the LOD is de-
pendent on κ [175]. The difference between these two results is explained in [175] to be due to
different assumptions on the noise behavior (∗correlated noise∗ or uncorrelated one). This makes
the question of the LOD being still a current issue to be addressed in the future.

87



CHAPTER II. POSITIONING OF MODE LOCALIZED BASED SENSORS AMONG
RESONANT SENSORS

Comment : The higher resolution of frequency over amplitude measurements has been il-
lustrated in [228] with inverse eigenvalue sensing method, where the amplitudes of the modes
are calculated from the RtF of each resonators. The results were more accurate than the direct
measures of the amplitudes, which points out that the high resolution of frequency measurement
can compensate the low sensitivity of frequency shift.

II. C. 4 Conclusion

It can be concluded from the previous studies that the maximum sensitivity in amplitude shift
of a 2 DOF damped resonators system using ML (Q4 ) is actually lower than the one of a 1 DOF at
fixed frequency (0.35× Q). However, the sensitive range is different, around 1

Q
for a single DOF

and 2
Q

for 2 DOF. Since both cases are considering amplitude shift, any noise consideration is not
an absolute necessity to lead to this conclusion (unlike the comparison with RtF shift often done
in the literature). The same result over the NS has also been demonstrated analytically for a 3
DOF system, and this result is most likely to be extended to a N DOF array of identical WCR
because the contribution of a given mode to the localization of another mode decreases with the
frequency gap between these two modes. Still concerning amplitude measurements, the amplitude
ratio NS is slightly for 2 DOF, and the linear range is drastically improved. However, a strongly
localized WCR (ε >> 0) also means one signal is low and thus the SNR as well, which is not a
configuration to be in. It is also being observed there is no NS improvement on the RtF shift
nor the phase shift at fixed frequency when it comes to couple two resonators. Table 4 gives the
maximum NS reached, the sensitive range and the LOD for different output metrics and number
of DOF.

Comment : It is here assumed that the main noise source comes from the readout (no bio-
noise for instance). Therefore, the LOD here corresponds the output resolution divided by the
sensitivity.

Finally, we believe the only way to improve the NS is to have more than 2 DOF with stiffer
resonators in the middle as proved in the literature [214]. Additional work on the sensitivity gain
and noise should be also carried out in that direction to know the gain of ML over the RtF shift
method in terms of LOD. The present manuscript however does not make any further study on
more than 2 DOF WCR because it aims at the development of a new way to implement ML
for ultra sensitive mass sensing purposes. Indeed, another limit to ML is the implementation
of the coupling between the resonators. Even though one original work recently presented some
simulations on weakly coupled SAWs for ML purposes [229], no experimental work has been done
so far to get an array of coupled resonators working with a different kind of acoustic waves that
those propagating either in cantilevers or in-plane resonators. For instance, it could be interesting
to design a ML based sensor on QCMs working with thickness shear waves, since they are widely
used in mass sensing for their high Q-factors and large binding surface. The challenge of our work
is now to make a proof of concept on a 2 DOF with the design and implementation of a device able
to sense a mass perturbation deposed at the surface of a QCM throughout mode localization. The
present work is meant to be carried on with a higher number of DOF for ultra sensitive sensing if
the gain in LOD can indeed be proved.

Comment : The Matlab®script that generates amplitude Bode diagrams and sensitivity maps
is available in Annex 4.
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Table 4: Performances summary for different configurations of single or coupled resonators.

Number of
DOF (array of

identical
resonators)

Output metric Maximum NS Sensitive
range

LOD

1 Resonant
frequency shift

1
2 � 1

Q
ψref

2 Amplitude shift
at the resonance

' Q
4 ' 2

Q
ψ1 when ε ' 0 1

1 Amplitude shift
at fixed

frequency

' 0.35×Q ' 1
Q

' ψ1 when ε ' 0

2 Amplitude ratio
of the two

resonators for a
given mode

' Q � 1
Q

ψ2 ' ψ1
2 when

ε ' 0 but
drastically

increases as ε
increases.

3 Amplitude shift
at the resonance

' Q
4 Not studied here Not studied here

> 3, stiffer
middle

resonators

Amplitude shift
or ratio at the

resonance

Not studied here Not studied here Not studied here

Chapter II in a nutshell

The second chapter first gives the theoretical background on mechanical resonators and
their electrical equivalents. Mode localization is then introduced and the different develop-
ments and ML implementations found in the literature are presented and discussed : many
structures are used to design sensors based on ML such as cantilevers or tuning forks that
are coupled either mechanically or electrostatically. The capabilities of ML is then being
evaluated through both analytical models and simulations, for different output metrics and
configurations. The ∗figure of merit∗ used here is the normalized sensitivity like in the liter-
ature, and it was shown that the maximum NS reachable are between Q

4 and Q for a 2 DOF
or 3 DOF array of identical resonators, depending on the output metric. It was however
also pointed out that such devices may not break the LOD of the sensing methods based on
the RtF shift of single resonators because of the resolution of these output metrics. Further
extended studies should be conducted on that topic for more than 2 DOF systems.

1ψ1 > ψref [5]
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Chapter III

Design and implementation of a high Q-
factor digital resonator

This chapter is firstly describing an original way to overcome some limitations of sensors using
ML, based on a digital approach. The design of this digital resonant filter is then presented and
simulated before being implemented and tested in a specific hardware.

III. A Towards a hybrid system for ML purposes

The present section reminds some of the limitations of ML based sensors before describing the
concept of the above mentioned solution. The way to implement it is then discussed and some
theoretical basics are given in pair with some technical details about the chosen hardware, the
field programmable gate array (FPGA). A couple of its application fields found in the literature
are finally presented at the end of the section.

III. A. 1 Working principle

III. A. 1. a Remind of the current ML limits

The different implementations of ML on resonant structures, presented in the previous chapter,
still have limited performances for different reasons. One of these limitations is the difficulty to
create a coupling that is both weak and precisely known to ensure high sensitivity. The only
solution presented so far to tune this value is the electrostatic coupling, but this technology
drastically limits the geometries on which ML can be implemented (mainly in-plane resonators).
For instance neither mechanical nor electrostatic coupling has ever been implemented on QCMs
which yield much higher Q-factors (from 50 000 in air or vacuum), to our knowledge. Another limit
is the tunability of each resonator in the array. It has been demonstrated ML is much stronger
when the resonances are closer in frequency. Therefore, not only is necessary a weak coupling but
also identical resonators before the addition of the mismatch (otherwise the modes are already
partially localized, thus reducing the sensitivity of ML phenomenon).
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In short, it would be interesting to find a way to tune both the coupling value and the filters
physical parameters on the one hand, and to implement it on a higher Q-factor resonators such as
QCMs on the other hand (since the NS depends on the Q-factor as shown in the previous chapter),
in order to make the most of ML for sensing applications.

III. A. 1. b Concept of a hybrid system for mass sensing

Tunable ML has already been demonstrated on electrical resonators (RLC) [230], which are
systems without a mechanical structure to realize an interface with an analyte. The use of a
mechanical component being compulsory in a mass sensor, the association of mechanical and non
mechanical resonators (here called hybrid system) can be interesting for the improvement of mode
localized based mass sensors.

The idea behind a hybrid WCR system indeed lays on the replacement of mechanical and
non tunable components by non mechanical but tunable elements in a classic MEMS array (the
electrostatic coupling being a first step toward such an adjustable system). The will to implement
ML on piezoelectric resonators can provide an interesting approach since the electro mechanical
transduction is naturally done with such materials in both ways : the application of a voltage at
the terminals of a piezoelectric transducer triggers its deformation, and its deformation generates
a variation in the electric potentials at these terminals. The introduction of components directly
interacting with electrical signals could thus be realized.

Considering the transfer function approach presented in Annex 3, both resonators and the
coupling contribution are separated. Therefore, if a piezoelectric resonator such as a QCM could
be integrated in an electrical circuitry with two terminals, an input and an output, the coupling
contribution could be simply replaced by a signal processing in closed loop such as depicted on
Fig. 43. The additions, subtractions and multiplications could thus either be done with active
and passive analog components (operational amplifiers, capacitors and resistors) or with a digital
implementation in a hardware. In this way, the coupling value could be easily tuned and also
implemented to any kind of piezoelectric resonator, independently from its geometry.

More interestingly, some of the resonators in the array of WCR could be replaced by either
their electrical or digital equivalents, thus providing perfect initial tuning of the array before
the mismatch introduction. This method (electrical resonator electrically coupled to an array of
MEMS) has already been introduced for resonant MEMS characterization, with Q-factors of a few
hundred [231].

In this thesis, we present a fully tunable 2 DOF WCR using ML, based on the digital coupling
of a QCM and a digital resonator. This chapter is specifically dedicated to the description of the
hardware used and the design and implementation of the digital filter (resonator 1 on Fig. 43).

In summary, the main advantages of the system to be created here are its ability to adjust the
parameters of the digital resonators according to those of the mechanical resonator, the tunable
coupling, the possibility to implement this solution on any kind of piezoelectric resonator regardless
to their geometry, and the easy access to the resonator mechanical quantities, since all signals are
directly either electrical or digital.

Comment : Even though this thesis focuses on the QCM, the concept of hybrid resonators
could actually be generalized to any kind of mechanical resonator, as long as a it can be both
excited and observed through electrical signals.
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(a) Mass-spring like coupled resonators
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(b) Equivalent block diagram of Fig. 43a

Figure 43: Two coupled resonators : the blue part represents the mechanical resonator on which
the mass perturbation is introduced (for instance a QCM based filter), and the red part either an
electrical circuit or a function implemented in a hardware.

III. A. 2 Electrical versus digital solutions

III. A. 2. a Electrical resonators

III. A. 2. a. i Passive filters

The easiest way to design an electrical resonator is to use passive components such as resistors,
capacitors and inductors as described in the previous chapter, since classic mechanical resonators
can be translated into their electrical passive equivalent (such as a RLC circuit or the BVD).
However, this equivalence only allows such design on paper, because of the technical limits of
those components. For example, a classic RLC circuit cannot reach high Q-factors (not more than
a few hundred) and high RtF (not above a few kilo Hertz). The implementation of such filters
thus requires active components.

III. A. 2. a. ii Active filters

Many different architectures of analog filters based on the combination of both active com-
ponents (such as ∗operational amplifiers∗) and passive ones (mainly resistors and capacitors)
are broadly used in signal processing (low-pass, high-pass, band-pass filters applications) [232] :
Rauch, Sallen-Key, Tow-Thomas, universal Fleisher-Tow and universal Kerwin Huelsman New-
combe (KHN) filters, to cite only a few of them.

Although active filters are known to be cheap solutions because these components are man-
ufactured in high volumes and less limited than passive filters, several disadvantages can still be
pointed out when faced with our application that requires very high Q-factors (around 200 000)
and high RtF (around 2 MHz) :
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• Only a few structures allow to build any polynomial transfer function and permit indepen-
dent tuning of their coefficients (the universal Fleisher-Tow and KHN filters) [232].

• All of the active filters have both ∗passive and active sensitivities∗, which may generate high
output noise due to the desired high values of Q-factor and RtF [232].

• The required values of the different characteristics of the passive and active components may
not be reachable technically (especially as parasitic resistance and capacitance can interfere).

• It remains difficult to know the exact value of each parameter (RtF, Q-factor...) and to
proceed to their fine tuning.

In the end, analog resonant filter yield quite limited performances when it comes to deal with
high Q-factor and RtF, custom transfer function, fine tuning and long term stability.

III. A. 2. b Digital resonators

III. A. 2. b. i Introduction to the Z-transform

Considering a sampled time signal xk, k ∈ Z, its Z-transform Z(xk) is defined as

Z(xk) =
+∞∑

k=−∞
xk · z−k (77)

where z in a complex number for which the above series converges.

Let’s now consider the term xk−n, (k, n) ∈ Z2. Its Z-transform is then

Z(xk−n) =
+∞∑

k=−∞
xk−n · z−k

Z(xk−n) =
+∞∑
j=−∞

xj · z−j−n

Z(xk−n) = z−n ·
+∞∑
j=−∞

xj · z−j

Z(xk−n) = z−n · Z(xk)

(78)

In short, the Z-transform of a signal delayed by n samples is equal to the Z-transform of the
same signal at the considered sample multiplied by z−n.

In general, it is supposed that xk = 0 for k < 0, Eq. 77 then yields

Z(xk) =
+∞∑
k=0

xk · z−k (79)

94



CHAPTER III. DESIGN AND IMPLEMENTATION OF A HIGH Q-FACTOR DIGITAL
RESONATOR

III. A. 2. b. ii Filtering applications

The Z-transform can be seen as the discrete equivalent of the Laplace transform, which is
broadly used in the continuous system analysis. In the general case, the transfer function of a
dynamic system after Z-transform Z(H) can be written as a ratio of polynomial (like a transfer
function from the Laplace transform). After a division by zn on both numerator and denominator,
with n the highest degree of both polynomials, Z(H) is

Z(H) =
∑n
k=0 αk · z−k∑n
k=0 βk · z−k

(80)

where β0 6= 0.

Denoting S the output and E the input of the filter, the previous equation becomes

β0 · Z(Si) +
n∑
k=1

βk · z−k · Z(Si) =
n∑
k=0

αk · z−k · Z(Ei)

Z(Si) =
n∑
k=0

αk
β0
· z−k · Z(Ei)−

n∑
k=1

βk
β0
· z−k · Z(Si)

Z(Si) =
n∑
k=0

ak · Z(Ei−k)−
n∑
k=1

bk · Z(Si−k)

(81)

where i denotes a given time sample. Applying the inverse Z-transform and using its linearity,
Eq. 81 gives

Si =
n∑
k=0

ak · Ei−k −
n∑
k=1

bk · Si−k (82)

The filter output, at a given time sample i, can be then written as a linear combination of the
input, previous inputs and previous outputs.

When bk = 0, ∀k ∈ {1..n}, the output only depends on the input. Such filters are called finite
impulse response (FIR), because an impulse (an input being equal to zero at all time except for
a few consecutive time samples) can only yield a response finite in time, before being again equal
to zero. In contrast, if ∃k ∈ {1..n}, bk 6= 0, the filter is called an infinite impulse response filter
(IIR), because the output feedback generates a response infinite in time from a simple impulse.

Most of the dynamic systems are IIRs, which demands careful design since the feedback can
lead to instability. However, Eq. 82 is a simple linear combination of signals at different time and
such a ∗sequential logic∗ equation can be implemented in hardware that performs calculations at
a high sample rate.
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III. A. 2. b. iii Advantages of digital filters

Digital filters do not have the limits of the electrical ones : any polynomial transfer function can
be implemented, all their coefficient can be chosen and finely tuned with no drift due to ambient
conditions. In addition, a well chosen hardware can also host a routine for signal recording, data
processing, graphical user interface (GUI), and so on. The implementation of a high Q-factor IIR
has not been done so far in the literature to our knowledge, since IIR are usually used for high
order filtering applications.

III. A. 3 Hardware

III. A. 3. a Requirements

The system to design is made of a first filter based on a QCM coupled with a second filter
implemented in a hardware using Eq. 82. These constraints require mainly two conditions to
fulfill.

Firstly, the sampling frequency fs of the hardware must be high enough compared to the RtF
fr. The Nyquist condition demands fs > 2fr, and a minimum of 10 samples per period is fixed
here to describe each sine wave in the digital system. The minimum sampling frequency then
satisfies fs = 10fr. Given that the lowest RtF of commercial QCMs is between 1 MHz and 2 MHz,
we can then set the highest RtF for which our design can work at 2 MHz, which thus requires a
minimum sampling frequency of fs = 20 MHz.

Secondly, Eq. 82 requires each addition and multiplication to be done within only a few time
samples (because of the feedback). The different operations thus have to be carried out in a few
nanoseconds only. Massive parallel computation is then necessary.

III. A. 3. b Selection of the type of hardware

Comment : Each of the digital devices presented here has an internal ∗clock∗ allowing to
sample time and process data step by step.

III. A. 3. b. i Central processing unit (CPU)

A CPU can execute a software (different queued up instructions). It is composed of one or
more (n) ∗processor cores∗, allowing to run n independent instructions at the same time : each of
them is fetched from the memory, decoded and then executed by a processor core. A CPU can
this way carry out logic operations at a very high frequency (up to a few gigahertz), which makes
it efficient when it comes to deal with a large series of small tasks. However our application needs
high throughput since the different operations must be done indeed in a short time but above all
on several signals having a high number of digits. The selected hardware should then rather be
able to carry out parallel computation, which is hence putting aside the CPU.
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III. A. 3. b. ii Graphical processing unit (GPU)

Another widespread processing unit running software is the GPU. In such devices, each queued
up instruction is first decomposed in sub-instructions before being sent to a large array of ICs
handling similar logic operations but on different data, which results are then recombined. There-
fore, they yield much higher throughput but also higher ∗latency∗ than the CPUs : they enable
parallel computation but still on one instruction at a time per processor core (a single multiplica-
tion for instance), which does not fit our application, since we need all the operations (additions
and multiplications) to be executed in parallel at the same time.

III. A. 3. b. iii Complex programmable logic device (CPLD)

In contrast with processors, programmable logic devices are not reading and executing instruc-
tions, but directly process the signals, and they first need to be configured by an external program
before being able to do so. Each of them is a grid of configurable connections, allowing to create
∗combinational logic∗ (such as and, or, xor...) and thus to implement mathematical operations
such as additions and products. The output of these cells may be connected to a ∗data flip-flop∗
and, consequently, to proceed with sequential logic. A CPLD is then an IC made of an array of
such blocks, where the interconnections are configurable in order to implement any logical circuit.
Since this architecture also allows parallel data processing, it also seems to suit our application.

The concept of programmable logic devices more generally fits our requirements since they
can not only split one calculation in parallel sub-operations, but on many of them at the same
time (unlike the GPU that carries out queued up tasks). Such devices can process only specific
tasks once the design is determined on contrary to CPUs and GPUs, but they carry them out
more efficiently : for instance, the latency of a CPLD is more deterministic than that of a GPU
or CPU, because there is no instruction to execute.

III. A. 3. b. iv Field programmable gate array (FPGA)

In parallel to CPLDs, another type of programmable IC has been developed in the last decades :
the FPGA. Similarly to the CPLD, the FPGA is a configurable IC allowing to carry out parallel
calculations for combinational logic circuits and data storing for sequential logic circuits at a rate
of several dozen of megahertz. The FPGA logical block is primarily made of ∗look-up tables∗
(LUT) which output may also be connected to a data flip-flop. However these logical blocks,
embedded in a set of configurable interconnecting wires, are much more complex than those of the
CPLD and the way the FPGA resources are used is usually automatically determined by synthesis
routines.

Besides, the data stored in the FPGA is volatile memory and not flash memory like in the
CPLD, meaning the data is lost when the device is powered off (except for ∗antifuse FPGAs∗).
However, flash memory requires more area on the chip and, consequently, the number of logical
blocks on the chip is lower. This is the main reason why FPGAs are more popular than CPLDs
when it comes to implement complex logical circuits that require massive parallel operations.

Finally, the FPGA is the hardware chosen for our design, because of its massive parallel
computation capabilities and fixed delays.
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III. A. 3. c Short history and nowadays applications of FPGAs

Xilinx, now the biggest FPGA manufacturer with Altera, introduced the first FPGA in 1984
[233]. At that time, ∗application-specific integrated circuits∗ (ASIC) were already quite well
established. These devices yielded much better performances than this first FPGA made of only
64 logical block (themselves made of two three input LUTs and one ∗register∗). However, Moore’s
law and the apparition of static random access memory (RAM) enabled FPGAs to be cheaper,
gain in capacity (a factor of 10 000) and speed (a factor of 100) over 30 years. These improved
performances, in pair with versatility, made FPGAs gain popularity by the 1990s. However, the
complex architecture and extremely high number of logical blocks started to make their placement
and routine done by hand quite challenging. Thus by the end of the 1990s, FPGAs companies had
to provide automated synthesis tools in order to target the device and help in the design process.

Nowadays, FPGAs are involved in many different applications such as imaging [234–237],
frequency control (PLLs) [238–240], feedback controls [241–244], characterizations [245], simula-
tions [246], ∗hardware-in-the-loop ∗ [247–253], neural networks [254,255], FIR filters [256–259], IIR
filters [260–265] (and an IIR resonator emulator [266]) and ∗Kalman filters∗ [267–274]. FPGAs can
also have the role of cheap instrumentation (oscilloscope, network analyzer, modulation/demodu-
lation [275]...) and proceed, more generally, to customized digital signal processing. However, no
high Q-factor IIR has been implemented on FPGAs so far to our knowledge since most of them
are high-order filters for filtering applications, without a high gain over a small bandwidth (high
Q-factor).

III. A. 3. d The Red Pitaya card

Nowadays, most of the FPGAs include a CPU (for external monitoring, data extraction...)
and come along with additional RAM for data storage, PLLs for signal generation (when a clock of
a different frequency or phase is needed) and digital signal processors that are meant to carry out
different operations that would take too much space in the LUTs or the RAM such as products.

Red Pitaya is a company created in 2013 aiming at the development of a reconfigurable and
open-source instrumentation. Their board, of the same name and depicted on Fig. 44, integrates
all the components listed above (its datasheet is available in [276]). Amongst others, it includes
two processor cores along with the FPGA (Zynq7000, datasheet available at [277] along with
details on its logical blocks in [278]), two analog-to-digital converters (ADC) and two digital-to-
analog converters (DAC) for communication with an analog system (which we here need), a SD
card slot and an Ethernet connector. The clock signal of the DACs and ADCs (which will also be
used to synchronize the registers in the FPGA) equals 125 MHz, which satisfies our requirements.
The Red Pitaya has also the advantage to be a quite cheap hardware (less than 300e).

Since the Red Pitaya fulfills the requirements set up above and the department of Time-
Frequency of FEMTO-ST has previously developed different tools for this card, we selected this
hardware for the present work.
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Figure 44: Commented photography of the Red Pitaya card / source : [279]
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III. B Design of the digital filter

In this section, we describe the architecture of the analog filter along with the mathematical
expression of its digital equivalent and the method to switch from analog to digital transfer
functions.

III. B. 1 Link between the Laplace and Z transforms

III. B. 1. a The Laplace transform as a limit of the Z transform

Let’s consider a time dependent signal x(t) sampled at the times tk = k · Ts, with Ts the
sampling period and k ∈ Z. The Z transform of this signal can be written as

Z(x) =
+∞∑

k=−∞
x(k · Ts) · z−k (83)

Let’s now express z as z = ep·Ts , where p is also a complex number.

Equation Eq. 83 becomes

Z(x) =
+∞∑

k=−∞
x(tk) · e−p·tk (84)

We can now calculate the following limit lim
Ts→0
{Z(x) · Ts} as follow

lim
Ts→0
{Z(x) · Ts} =

∫ +∞

−∞
x(t) · e−pt dt

lim
Ts→0
{Z(x) · Ts} = L(x)

(85)

Where L is the Laplace transform.

Therefore, the Z transform times the sampling period of a discrete signal approaches the
Laplace transform of the continuous signal as Ts decreases. The Z transform is then considered
to be the discrete equivalent of the Laplace transform.

III. B. 1. b Derivation approximation

Since the Laplace transform of an electrical circuit can be found from the different impedances
in sinusoidal regime, there is a great interest in finding a relation between the Laplace and the Z
transforms. If replacing z by ep·Ts enables to do so, it has the drawback to yield non polynomial
transfer functions, which is limiting the interpretation in terms of sequential logic (Eq. 82).

On way to overcome this limitation is to proceed to an approximation of the z, knowing that
Ts � 1.
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The first one is expressed as follow

z = ep·Ts ' 1 + p · Ts

p ' z − 1
Ts

(86)

A second approach is

z = ep·Ts = 1
e−p·Ts

' 1
1− p · Ts

p ' z − 1
z · Ts

(87)

These two approaches can be illustrated by the different approximations done to calculate the
derivatives with respect to time. Indeed, both forward and backward differences can be considered
as follow


dx

dt
(t) ' x(t+ Ts)− x(t)

Ts
dx

dt
(t) ' x(t)− x(t− Ts)

Ts

(88)

Applying the Z transform the previous equation yields


Z
{
dx

dt

}
' z − 1

Ts
· Z{x}

Z
{
dx

dt

}
'

1− 1
z

Ts
· Z{x} = z − 1

z · Ts
· Z{x}

(89)

Besides, one property of the Laplace transform concerning the derivative with respect to time
is

L
{
dx

dt

}
= p · L{x} (90)

Therefore, the relations between z an p from Eq. 86 and Eq. 87 can also be deduced from
Eq. 89 and Eq. 90.

One last approach, called the bilinear transform, is defined as follows

z = ep·Ts = e
p·Ts

2

e
−p·Ts

2
'

1 + p·Ts
2

1− p·Ts
2

p ' 2
Ts
· z − 1
z + 1

(91)
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Comment : This approximations can be found from either the forward or backward differ-
ence divided by the corresponding normalized signal average x(t+Ts)+x(t)

2x(t) (forward) or x(t−Ts)+x(t)
2x(t)

(backward).

The presented transforms have the drawback to distort frequencies (called warping) [280].
For instance the cut-off or resonant frequency of a filter can be different from what the analogic
model yields. Therefore, a pre-warp bilinear transform allows to compensate this shift at a given
frequency. The filter response then follows the one predicted by the continuous model around this
particular frequency.

The expression of p for the pre-warp bilinear transform is given by [280] as

p = ωi

tan
(
ωi·Ts

2

) · z − 1
z + 1 (92)

where ωi is the angular frequency at which the frequency warping is compensated.

III. B. 1. c Convergence domains

For a given time signal, it can be considered that its value is zero before t = 0 and its maximal
absolute value is denoted M . This way, the Laplace transform can be maximized as follow

L(x) < M ·
∫ +∞

0
e−pt dt (93)

Therefore

∣∣∣∣∫ +∞

0
e−pt dt

∣∣∣∣ 6 ∫ +∞

0

∣∣∣e−Re(p)·t
∣∣∣ · ∣∣∣e−j·Im(p)·t

∣∣∣ dt∣∣∣∣∫ +∞

0
e−pt dt

∣∣∣∣ 6 ∫ +∞

0
e−Re(p)·t dt

(94)

Since
∫+∞

0 e−α·tdt converges when α > 0, the Laplace transform converges for Re(p) > 0 for
signals equal to zero before t = 0 and to finite values after.

With z = ep·tk , and applying the same reasoning on Eq. 84, the Z transform converges for the
same signals when Re(p) > 0, that is |z| > e0 = 1.

There is thus an equivalence between the convergence regions of the Laplace and Z transforms.
However, it is different when the relation between p an z is approximated. Indeed, the forward
and backward difference map the stability domain of the p plane into one of the z plane that is
different from the Z transform convergence region. It means some stable configurations in the
Laplace domain can be changed into unstable ones in the z plane [280]. However, the convergence
regions are conserved for the bilinear transform, which makes it the most common method to
switch between the two complex domains and the one that is chosen in this thesis.
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III. B. 2 Description of the filter

III. B. 2. a Architecture of the electrical resonator

In order to implement mode localization between two filters (following Fig. 43), the filter
output must represent the resonator displacement (or its equivalent the electrical charge), like the
RLC circuit example previously depicted on Fig. 20. From this consideration, a filter including a
QCM based on the BVD can be designed, by simply connecting one of its terminals to a capacitor
Ce in parallel of a resistor Re (for further impedance tuning), as depicted on Fig. 45.

•

Rm Lm
Cm

C0

•

CeRe

VoutputVinput

Piezoelectric resonator
(BVD)

Figure 45: Low pass QCM-based resonant filter

The transfer function H(s) of this electrical circuit is given by



H =
(1 + ε) · s3 + 1

Q
· s2 + (1 + g1) · s

(1 + ε) · (1 + g2) · s3 +
[

1+g2
Q

+ g2 · g3 · (1 + ε)
]
· s2 +

[
1 + g1 + g2 + g2·g3

Q

]
· s+ g2 · g3

Q = 1
Rm

·
√
Lm
Cm

ω0 = 1√
Lm · Cm

ε = δLm
Lm

g1 = Cm
C0

g2 = Ce
C0

g3 = ωe
ω0

ωe = 1
Re · Ce

s = j · ω
ω0

(95)

The parameter g1 only depends on the QCM, and g2, g3 must be chosen. In particular, g3
must satisfy g3 � 1 in order to obtain a integrator behavior of the output impedance (then almost
equivalent to a single capacitor).
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The typical response of this resonant filter is depicted on Fig. 46 (parameters values given
below). In this case, it can be observed that the series resonance is a little higher than ω0, in
contrast with the classic BVD response. This is due to the parameter g2 : the presence of the
output capacitor Ce slightly lower the overall motion capacitance (stiffening effect). Indeed, the
lower the value of g2 is, the higher the RtF is. The value of g2 has to be relatively high in order
to obtain the previously mentioned condition g3 � 1. The parallel resonance, however, is only
affected by g1.

The chosen parameters for the simulations in the present chapter (chosen to be close to those
selected for the experiments in the next chapter) are as follow



Q = 100 000
f0 = 1 MHz
g1 = 2× 10−3

g2 = 25
g3 = 1.5× 10−2

ε = 0

(96)
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Phase Bode Diagram

Figure 46: Simulated amplitude and phase Bode diagrams of the filter (parameters from Eq. 96)

Comment : The phase switches from 0 to −180◦, which is the typical response of a resonator
displacement.
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III. B. 2. b Expression of the discrete transfer function of our QCM based filter

The transfer function in Eq. 95 now has to be switch from the p plane to z plane. The chosen
approximation is the bilinear transform with prewarp at the RtF (given in Eq. 97), since the
stability regions are maintained (the one from the p plane is entirely mapped into that of the z
plane, and vice versa), and the filter input will be a sine wave which frequency is close to the RtF.

s = 1
tan

(
π · f0

fs

) · z − 1
z + 1 (97)

The discrete recurrence equation resulting from this change of variable is

Si =
3∑

k=0
ak · Ei−k −

3∑
k=1

bk · Si−k (98)

The coefficients ak and bk are calculated using Maple®and are given in Annex 5.
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III. C Implementation in the FPGA

An overview of the different numerical tools is given in this section, but without all technical
details. Indeed, a tutorial allowing to reproduce the present work would be far to long for the
present manuscript, since it includes the Red Pitaya working environment, different functions
implemented in the FPGA, graphical interfaces, data processing scripts, and so on. Some of them
have been previously developed by the Time-Frequency department of FEMTO-ST and others
have been specifically designed for this project. Finally, the implementation of the numerical filter
described and studied earlier is exposed in details, along with its characteristics.

III. C. 1 Working environment

III. C. 1. a Design tools

III. C. 1. a. i Vivado Design Suite

Vivado Design Suite is a software developed by Xilinx (it can be downloaded from [281]). It
enables to design the logical circuits to be implemented in their FPGAs (the file allowing to flash
the design in the FPGA is called the bitstream and takes a few minutes to be generated by Vivado).
Once the design is done and before the bitstream file generation, Vivado also runs a synthesis (bug
detection in the design and generation of a representation close to the hardware, in terms of LUT
and registers for instance) and proceeds to an automatic implementation (block placements on
the chosen FPGA type) along with timing constraints reports of the implementation, helping the
user in the design improvement.

Vivado is provided with a library containing many blocks such as additions, multiplications or
∗muliplexers∗, to name a few, but also allows the user to write customized blocks, whether they
need to communicate with the CPU (hence requiring external ∗drivers∗) or not (called sources in
this case). A source is written using ∗hardware description languages∗ (HDL) such as Verilog or
VHDL, nowadays mostly used in the USA and Europe, respectively.

III. C. 1. a. ii Tools developed at FEMTO-ST

The Red Pitaya company provides a free online instrumentation platform called STEMlab
[282], which includes ready-made applications such as oscilloscopes or signal generators. However,
the use of the FPGA for research purposes demands tailored designs. Therefore, our teams from
FEMTO-ST have developed some tools for any FPGA that include a CPU (such as that from
the Red Pitaya) based on the Linux operating system core, including customised blocks and their
drivers (they are indicated between quotation marks when used in the design). These tools are
available online on the GitHub platform from [283].
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III. C. 1. b Communication between the computer and the board CPU

III. C. 1. b. i Buildroot

In order to work with these tools, Linux has hence been installed both on the computer and
the Red Pitaya. However, since the CPU of the Red Pitaya has a different architecture than that
from the computer, the files allowing to boot the Red Pitaya on Linux have to be modified (a
step called cross-compilation), which is the role of buildroot (to be downloaded from [284]). Once
the cross compilation is done, the Linux system is loaded on the SD card of the Red Pitaya. The
latter can then be connected to the computer via an ethernet cable allowing to boot the card
using the secure shell protocol.

III. C. 1. b. ii Network file system (NFS)

Several files have to be moved from the computer to the board (such as the bitstream file).
This could be done by writing on the SD card, but there is only little space available on it, and
a SD card wears out quickly when its contents changes often. Sharing a folder located on the
computer is a preferable option (called NFS). In such a system, both the computer and the board
can read and write in this folder.

The NFS folder contains three sub-folders. The first one contains the bitstream file, the second
one the drivers of the blocks and the third one contains the recorded data files along with the
applications allowing to generate the graphic interfaces.

III. C. 1. c Communication between the board CPU and the FPGA

III. C. 1. c. i Parameters tuning and data acquisition

Compulsory blocks must be introduced in the Vivado design in order to allow data exchanges
between the FPGA and the board CPU. From these blocks can be connected a first kind of block
called ”add const” allowing to add two numbers, among which one may be tuned by the user, and
a second kind of block called ”data to ram”, which enables data packing and transfer from the
FPGA to an external memory.

III. C. 1. c. ii Graphic interfaces

The graphical user interfaces (GUI) are part of the environment used in this thesis that have
been developed in FEMTO-ST and adapted to this specific project. Two different tools are used : a
virtual oscilloscope for signal visualization, and a graphic platform for control and data recording,
as depicted on Fig. 47.

The first one is GNU-Radio, which is a free and open-source software providing signal pro-
cessing blocks [285]. A python script reads the different channels from the ”data to ram” and
proceeds to a trigger (detection of the first rising edge of the vector), because the ”data to ram”
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does not send continuous signals (the data is sent by blocks when the ”data to ram” is opened by
the python routine). The processed vector is then send to GNU-radio in order to be plot in live.

The second one, also coded with Python (which library must be added on the Linux of the
board using the options of buildroot), is a webserver that must be open in the browser with the
IP address of the board. It displays spin boxes and sliders allowing to modify many parameters
(among which those of the filter such as the Q-factor of the eigenfrequency). The filter coefficients
are then calculated from the selected values and sent in the ”add const” blocks. This GUI also
enables to proceed to acquisitions by writing different text files. A first text file in which the
configuration (parameter values) of the acquisition is saved, and a second one to record the data
from the ”data to ram” block. For the acquisition, the user can proceed to a sweep over different
parameters such as the frequency, by defining the start and step values along with the number
of samples to record. This data is to be processed by another Python script on the computer
when the acquisition is complete, is order to plot Bode diagrams and sensitivity maps for further
comparison with the studies from the previous chapter.

Figure 47: Screenshot of GUIs : Webserver on the left (buttons, sliders and spin boxes for param-
eters tuning) and GNU radio on the right (numerical oscilloscope). This figure is only meant to
illustrate the interface of our system.

III. C. 1. d Generalities on binary numbers

All the numbers are integers coded in binary in the FPGA. The last digits are called the
low-order bits, and the first ones the high-order bits. For instance, the number 1 coded on two
bits is 01, so the lowest-order bit is 1, and the highest-order bit is 0.

There are mainly two ways to interpret a binary number, which are named signed and unsigned
numbers. An unsigned number N1 coded on n bits will be interpreted as a positive integer only,
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taking its values between 0 and 2n − 1. N1 can be written as

N1 =
n∑
k=0

Dk · 2k (99)

Where Dk is the value of the bit number k. D0 and Dn are the lowest and highest bits,
respectively.

In contrast, a signed number N2 can be read as a positive or negative number, since the
highest-order bit contributes with a negative sign. The possible values taken by N2 then belongs
to {−2n−1..2n−1 − 1}. N2 is then written as

N2 =
n−1∑
k=0

Dk · 2k −Dn · 2n (100)

An example on three bits is given in Table 5.

Table 5: Signed and unsigned interpretations of binary numbers on three bits

Binary
num-
ber

000 001 010 011 100 101 110 111

Unsigned 0 1 2 3 4 5 6 7

Signed 0 1 2 3 -4 -3 -2 -1

All the numbers are chosen to be signed in the FPGA for this project, because our system
works in sinusoidal regime.

Comment : When a signed integer coded on a certain number digits has to be coded on
more digits (or in the case of right ∗bit-shifting∗), one should take care of propagating the highest
order bit and not only fill the gaps with zeros.

III. C. 1. e Numerically controlled oscillator (NCO)

In order to observe its harmonic response, the IIR needs a sine wave in input. To do so, a
digital signal generator must be first implemented in the FPGA. Such a block is called a NCO,
which working principle is as follow.

A phase accumulator (counter) of size ncounter counts the time samples multiplied by a phase
increment pinc (a positive integer). The first outputs of this counter are then {0, pinc, 2× pinc, 3×
pinc, ...}. The counter resets when its value is over 2ncounter − 1 (∗overflow∗). The highest-order
bits of the phase accumulator constitute the input of a LUT in which are stored 2nlut amplitudes
values of a sinus period themselves coded with a certain number of bits nsize. The frequency f
at which the LUT is read (so the one of the generated signal since the LUT contains one period)
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is the same than that of the phase accumulator overflow, which is determined by pinc and the
sampling frequency fs, as follow

f = pinc
2ncounter · fs (101)

The ”NCO” used in this work has been created by the teams from the Time-Frequency depart-
ment of FEMTO-ST, with the following characteristics : ncounter = 32, nlut = 12 and nsize = 14
(because it is the Red Pitaya ADCs and DACs size). It is reminded the sampling frequency fs
of the Red Pitaya is 125 MHz. The smallest frequency increment, given by Eq. 101 for pinc = 1,
thus equals 29 mHz, and the highest frequency is given by the frequency of Nyquist here equaling
62.5 MHz.

III. C. 2 Implemented filter

III. C. 2. a Overall description of the digital filter

III. C. 2. a. i General structure

The filter implemented in the FPGA is depicted on Fig. 48. It is constituted of a FIR (block
1 to 20) in series with an IIR (blocks 21 to 37) that reproduces Eq. 98. Its architecture is being
detailed in the next sections. As for the size of its input and output (20 bits), it will be explained
in the next chapter.

Table 6: Expressions of the transfer functions from Fig. 48 (source code available in annex 6)

Source H1 H2 H3

Expression β = α1 · 2α2 β = α1
2α2 β = α1, for α2 = 1

β = 0 otherwise

Implementation Left bit-shifting Right bit-shifting Conditional loop

Number of
required registers

0 0 0

HDL Verilog Verilog Verilog
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Figure 48: Simplified schematics of the implemented digital filter in the FPGA. The bold numbers
in black are the blocks identifiers. The ones in red correspond to the number of bits on which
the numbers are coded and d is the ∗decimation∗ factor. The hexagonal blocks are registers, the
circular ones with a cross inside are multipliers, the green blocks are tunable values, and the
orange ones are custom sources detailed in Table. 6.

111



CHAPTER III. DESIGN AND IMPLEMENTATION OF A HIGH Q-FACTOR DIGITAL
RESONATOR

III. C. 2. a. ii Timing constraints

Equation 98 demands strict timing constraints which may not be reachable by the hardware,
especially in the IIR part, where there is an output feedback. It can be seen that a multiplication
and an addition must be done in a single time sample (blocks 28-31, 26-29 and 24-25), what the
FPGA cannot do experimentally. Therefore, an additional Verilog source (source code available in
annex 6) has been set up in order to proceed to a down-sampling based on the decimation factor
d (natural number). The new sampling frequency fd then follows

fd = fs
d

(102)

This new clock is applied to each block of the filter, and as explained in the next chapter,
to most of the blocks of the design. This decimation is implemented through a function called
clock enable which has one argument allowing the targeted registers to open only when its value
is equal to 1. Therefore, the decimation source is a time sample counter having two inputs (d and
the clock signal) and one output being equal to one when the counter equals d.

Experimentally, the lowest value of d for which the timing constraint is respected is d = 2,
whatever the number of digits on which the numbers are coded (because of parallel computation).

Comment : Since the FPGA is able to carry out an addition and a multiplication is two time
samples, there could be one less register in the blocks 9 to 12 on Fig. 48. However, the FIR can
afford additional delay and registers are added after each operation in order to avoid unnecessary
timing constraints.

III. C. 2. a. iii Closed loop switch

The filter coefficients are introduced in the FPGA using the ”add const” block described earlier,
where the added constant value is set to zero. When these coefficients are modified throughout
the GUI (filter tuning), meaningless values can appear and propagate in the closed loop of the
IIR, thus generating unpredictable output. This phenomenon only last a fraction of second before
the correct steady state is reached (the meaningless values act like random initial conditions).
However, the output value may reach high values, usually triggering overflow as well. Overflow,
once introduced in the closed loop, has no chance to stabilize since the meaningless numbers do not
only appear when the coefficients are modified, but propagates at each time sample and forever.

For this reason, an automatically controlled switch (block 37) has been added on the output
feedback : when the coefficient values are modified, the switch opens (sending a zero feedback) and
closes after one millisecond, a time large enough to allow a few thousand samples to pass through
(it must be above 3× d, which corresponds to the blocks 27, 30 and 34), and small enough not to
be a nuisance to the experiment. In this way, parametric instability can be suppressed when the
coefficients are changed.
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III. C. 2. b Stability domains

III. C. 2. b. i Generality

Even though the Z transform of a signal defined in the Laplace domain exists with the bilinear
transform, its expression can still lead to a divergent signal (if the Q-factor value is negative for
instance).

The stability region of the dynamic system in the Laplace domain is defined by the denominator
roots in the transfer function : their real part must be negative. This condition is satisfied in the
Z domain by the root modulus being smaller than the unity. Indeed, the transfer function of a
system, written with the Z transform and after a partial fraction decomposition, can be expressed
as

Z(H) =
n∑
i=1

ci · z
z − zi

(103)

where n is a natural number, zi the roots and ci real coefficients.

Knowing that for a given complex number a

Z−1
(

z

z − a

)
= ak (104)

equation 103 becomes

H(k · Ts) =
n∑
i=1

ci · zki (105)

Since the transfer function H is the system response to an impulse, the convergence is defined
as

lim
k→+∞

H(k · Ts) = 0 (106)

which indeed yields the condition |zi| < 1.

III. C. 2. b. ii Stability in the FPGA using floating point

In this work, we are interested in the roots of the following function

H(z) = z3 + b1 · z2 + b2 · z + b3 (107)

For a given set of parameters having a physical meaning (such as Q > 0), the roots of Eq. 107
always have their modulus being below one. However, one should keep in mind the numbers
implemented in the FPGA are only integers. Therefore, there is a need to multiply the coefficients
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b1, b2 and b3 by a large integer in order to minimize the approximations done over these coefficients
when injected in the hardware. Thus, these coefficients are multiplied by a power of two (which
will facilitate the inverse operation within the FPGA this time, using right bit-shifting). This
power of two is called n0 in the thesis.

The roots of the following function have been computed using Matlab®

H(z) = 2n0 · z3 + round(2n0 · b1) · z2 + round(2n0 · b2) · z + round(2n0 · b3) (108)

where round is the function that rounds numbers to the closest integer. The roots modulus
have been plot as a function of n0 and the fraction fs

fr
(the only non-physical parameters having

an influence on the coefficients ai and bi) on Fig. 49.
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Figure 49: Roots modulus for the set of filter parameters given in Eq. 96. Modulus above and
below unity are plot in dark blue and yellow, respectively. These results are essentially the same
for a wide range of values of the different physical parameters (Q, g1, g2, g3 and f0), at least a
factor of ten below and above. Knowing the lowest resonant frequency fr used here is 1 MHz and
the smallest decimation factor is d = 2, the maximum number of samples per period (ratio fs

fr
)

equals 62.5.

The stability condition is fulfilled when all the three roots have a modulus below unity, which
roughly occurs when fs

fr
> 2 (Shannon condition) and n0 > 22. This result is confirmed experi-

mentally with the digital filter in the FPGA.

The coefficients ai and bi introduced in the FPGA are then called ain0 and bin0 , with



a0n0 = round(2n0 · a0)
ain0 = round(2n0 · ai)
bin0 = round(2n0 · bi)
i ∈ {1..3}

(109)
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The IIR part of the filter (Fig. 48) must include a division by 2n0 before the feedback loop in
order to get back to the real value of the output, which is the role of the block 36.

Comment : The representation of a real number in binary with a large integer (significand)
divided by a power of two (exponent) is a method widely used in computing science and also in
FPGAs [261,266]. It is called floating point because the point can be translated by the exponent,
in contrast with the fixed point, where there is a fixed number of bits representing the integer and
another set of bits being the digits after the point.

III. C. 2. c Filter correctness and correlated noise

III. C. 2. c. i Precision of the filter coefficients

Even though the digital filter is stable when n0 > 22, its frequency response may not be the
one desired because of the approximations done on the coefficients (integers and not floats). The
only way to reduce this approximation is to increase the value of n0.

This phenomenon has been simulated on Simulink®, following the sketch from Fig. 48, with
the same parameters values including the sampling frequency. These simulations only provide the
beginning of the transient regime because the high Q-factor (105) requires a quite large number
of oscillations before the steady state is reached (as a consequence, the amplitude responses in
their fast Fourier transforms (FFT) are lower). However, the purpose of this study is to compare
different configurations, so the steady state is not required here.

The first simulation C1, the reference, depicts the case with float numbers, both for the filter
coefficients and the data flowing through the filter. A quantization is however applied on the input
sinusoidal wave (coded on 14 bits like in the FPGA) in order to only study the effect of n0 on the
filter response.

The second simulation C2 depicts the case with integers, both for the filter coefficients and
the data flowing through the filter (exactly like in the FPGA). The time responses and their FFT
are plot on Fig. 50 and Fig. 51, respectively (the parameter n1 will be introduced in the next
paragraph). It can be observed on Fig. 50 that the time response of C2 is quite different from the
one of C1, which is confirmed on Fig. 51 : the gain at the RtF (1 MHz) is higher for C2 than for
C1.

Increasing n0 until n0 = 40 (C3 and C4) yields responses much closer to C1, which is visible
both on the signal envelop of the time response and the module of the Fourier transform at 1 MHz.
For this reason, the filter coefficients, which values before the multiplication by 2n0 are close to
the unity, are coded on 45 bits (Fig. 48). n0 = 40 is chosen for the rest of the experiments in the
thesis.

Comment : The coefficients ain0 (FIR part) do not need a specific size for the stability
condition (a FIR being stable by definition). The only necessity here is to introduce coefficients
precise enough to implement a filter as close as possible to the desired one. For this reason, the
same factor 2n0 is applied both on bi and ai.
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Figure 50: Simulated time responses (Simulink®) of the digital filter for different configurations
(sinusoidal excitation of amplitude 1). Only a part of the transitory regime has been simulated.
The reference C1 corresponds to the case where the signals are sampled and all numbers are floats,
whereas the other configurations only work with integers. A signal error is also plot on C5.

III. C. 2. c. ii Correlated noise

Another phenomenon occurring within the digital filter is its unexpected variable output
amplitude : it can be clearly seen on the oscilloscope (GNU radio scope) that the output amplitude
is varying over a long period of time in comparison with the period of the signal (around 1µs).
It was found that these variations are due to the approximation done by the right bit-shifting of
block 36 : the number of digits on which is coded the feedback signal in the IIR has an influence
on the time response.

In order to reduce the influence of this function on the response, the signal is being multiplied
by another factor 2n1 at the output of the FIR, and is being divided by the same constant at the
output of the IIR (blocks 20 and 32). This way, the feedback (between blocks 37, 24, 26 and 28)
is coded on 45 bits and not 20 (n1 can go up to 25).
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Figure 51: FFT modules of the signals from Fig. 50. The Nyquist frequency is 31.25 MHz because
d = 2. The input signal amplitude being equal to 1, the gain in decibel is 20 · log(Ci).

An example of signal corrupted with correlated noise is given in simulation C3 (n1 = 2). The
time response given on Fig. 50 first shows the envelope of the signal is not as smooth as the one
of the reference (it happens that this envelop does almost not exist for n1 = 0), but it can be also
observed the average signal is negative. This phenomenon is due to rounding of the numbers to
the closest integer below (right bit-shifting of blocks 36). It has been simulated that this offset is
positive when the numbers are rounded up, and equals zero when rounded to the closest integer
(either up or down). However, this last possibility cannot be implemented in the FPGA because
it demands either bit-shifting (round down) or bit-shifting plus an addition (+1 for round up),
which requires registers that cannot be placed in this part or the IIR. Finally, the FFT of C3
(Fig. 51) indeed shows higher noise level at low frequency.

Increasing n1 to n1 = 10 enables to obtain a signal much closer to C1 (C4). The drift C5 is
still noisy and yields a slight negative offset. However, its FFT shows that this noise is lower than
that of the reference C1, a factor of 10 (20 dB) in the low frequencies and close to the Nyquist
frequency, which is here considered to be sufficient.

Comment : The correlated noise generated by the approximation of the right bit-shifting
in the IIR feedback tends to increase when the frequency diminishes before reaching a fixed level
from 10 kHz down to 400 Hz at least, but the computing time needed to get information at lower
frequencies is too high. In our design, the ”data to ram” block enables to register signals by blocks
of 2048 samples, meaning no noise below 125×106

2048 = 61 kHz can be registered in a single acquisition.
Therefore, there is no need to know the behavior of the filter below 400 Hz.
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III. C. 2. d Filter frequency response and data processing
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Figure 52: Experimental frequency response of the digital filter implemented in the FPGA, ex-
tracted from a single acquisition (black crosses), and computed frequency response of the analog
filter using Matlab®(red curve). The relative differences between experimental and theoretical
data is also plot in blue for different values of naq (averaging), along with a corrected version in
orange, where the clock value used in the filter coefficient is slightly modified in order to fit the
resonance from the model (124 999 992 Hz instead of 125 000 000 Hz).

We are interested in the amplitude bode diagrams of the digital filter since all the output
metrics of ML sensing methods are related to the amplitude response of the resonators. The
amplitudes are here calculated and averaged over several periods as follow.

The ”data to ram” block sends the data by slice of 2048 samples when asked by an external
routine (webserver). There is thus a time lapse between two consecutive acquisitions, which
creates discontinuities in the saved data, called v. Once all the acquisitions are done, the vector
v is scattered in smaller arrays wi. The peak to peak amplitude of the signal is then calculated
for each wi from the difference between the maximum and minimum amplitudes. The length
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of the wi is 22
10fr (which corresponds to a little more than two signal periods) in order to avoid

fake measurement when the amplitude calculation is done over the discontinuity between two
acquisitions as mentioned above. The amplitudes are then averaged over all the vectors wi.

Comment : Another way to measure the amplitude of the signal at the RtF is to calculate
its FFT. This option has not been explored, because the method described above yields satisfying
results for both the digital filter response and a first demonstration of hybrid ML (see next chapter).
However, the reader may keep in mind the data processing might be improved this way in a future
work.

The frequency response of the digital filter implemented in the FPGA (still with the parameter
values from Eq. 96) is plotted on Fig. 52, along with its analogical equivalent (Matlab®). It can
be observed the two signal responses are very close to each other. The relative error is below 1%,
but decreases when the number of acquisitions naq increases (averaging). It has been measured
that these frequency sweep over 120 points, executed by the webserver, take 85 s, 200 s and 636 s
for naq = 1, naq = 4, and naq = 16, respectively. Knowing that this kind of diagram yields only a
single resonance amplitude, these times are those needed for a single measure of mass mismatch
(except for measures at fixed frequency) when the sweep is done over 120 points.

Comment : There are between 8 and 9 vectors wi in v for a frequency of 1 MHz. When there
are naq acquisitions, the averaging is then done over a minimum of 8× naq amplitudes.

One can also notice that the average signal error is negative, which means the average ampli-
tude of the digital filter is below the theoretical one. This is due to the sampling that prevents
from reaching the actual minimum and maximum values. However, this should not be a problem
for ML sensing applications, since these methods are based on differential measurements.

The last observation that can be done on the error signals is their abrupt shift close to the
RtF, which is due to a slight RtF difference between both filters. This difference comes from the
clock of the Red Pitaya, which frequency does not exactly equal 125 MHz. The clock value used to
calculate the filter coefficients has then been slightly modified (a shift of 8 Hz) in order to remove
this error shift (orange curve on Fig. 52). This value must of course be adapted when another
Red Pitaya is used.

Comment : The experimental response plot on the first graphic of Fig. 52 is extracted from a
filter which coefficients were not corrected with a modified clock. The frequency drifts mentioned
are in fact quite negligible in relation to the bandwidth.

The pairs of problems/solutions treated in this chapter are reminded in Table 7.
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Table 7: Summary of the difficulties met during the implementation of the third order IIR.

Problem Solution

Timing constraints Down-sampling (Decimation)

Fake values propagating in the FPGA due to a
change in the filter coefficients

Automatic switch on the IIR output feedback

Stability and accuracy of the filter Floating point method on the filter coefficients
(n0)

Correlated noise Additional floating point implementation on
the data flowing though the IIR (n1)

Wrong experimental value of the resonant
frequency

Modification of the clock value allowing to
calculate the filter coefficients

Noise Averaging over several periods

Chapter III in a nutshell

The third chapter exposes a new way to design and implement ML. The main limitations
of ML implementation being the initial mistuning of the resonators, the coupling value and
the geometry of the resonators, an original solution is being proposed based on a digital
approach. A hybrid system coupling a mechanical and a digital resonator is proposed. To
this purpose, a third order IIR filter was here successfully implemented in the FPGA of the
Red Pitaya hardware. This filter is designed to be configured as a high Q-factor (100 000)
resonator of RtF ranging from 1 MHz to at least 2 MHz for ML purposes (displacement-like
filter output). After fine tuning of different parameters, correlated noise along with filter
coefficients errors were minimized. The frequency response in amplitude of this filter yields
a relative error smaller than 0.5% around the RtF. This result is very satisfying for our need
to adapt this filter response to a QCM based resonator, which is presented in the next and
last chapter.
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Chapter IV

Implementation and characterization of
mode localization on hybrid resonators
for mass sensing purposes

In this last chapter, we detail the experimental implementation of ML in a hybrid system
based on a QCM and a digital resonator. The architecture of the electromechanical resonator
along with the one of the entire digital system are firstly given. The implementation of ML is
then exposed, both by the mean of a virtual perturbation (digital-equivalent of a mass) and a real
mass mismatch. The results are finally discussed and compared.

IV. A Design and characterization of the hybrid coupled
system

This section firstly describes the design and fabrication of the QCM based resonator before giv-
ing the details of the general digital circuit implemented in the FPGA. Finally, a characterization
of the entire system is carried out.

IV. A. 1 QCM based filter

IV. A. 1. a Architecture of the circuit

The fabricated electrical circuit including the QCM is depicted on Fig. 53 and its architecture
is detailed in the following sections.
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Figure 53: Detailed circuit of the QCM based filter

IV. A. 1. b QCM input

The input signal of the filter is the output of the Red Pitaya DAC. The Red Pitaya being
designed to supply circuits of impedance equal to 50 Ω (impedance load given in the specifications
of the board, see [276]), there is a need to add a 50 Ω parallel resistor before the QCM (Rload).
In order to ensure that the impedance of the rest of the circuit is constant and high enough
compared with Rload, a first voltage follower OA1 is set up between Rload and the QCM. This
voltage follower is implemented with ∗operational amplifiers∗ (OA) which have, in theory, an
infinite input resistance and an output resistance equal to zero. It is indeed necessary to keep
away from a short circuit configuration at the terminals of the DAC, especially at a frequency
close to the RtF where the impedance of both the QCM and Re / Ce are low (since g3 � 1). Such
an undesired condition occurs experimentally when OA1 is removed.
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IV. A. 1. c QCM output

As mentioned in the previous chapter, the output impedance given by Re and Ce must have
a cutoff frequency lower than the RtF of the filter (condition g3 � 1) in order to get an output
impedance close to a single capacitance near the resonance (impedance of Re and Ce given in
Eq. 110).


Ze = Re

1 + j · ω
ωe

ωe = 1
Re · Ce

(110)

This condition can be written as

Re · Ce �
1

2π · f0
(111)

In order to have the same setup for different QCMs of RtF starting from 1 MHz, the previous
condition can be rewritten as

Re · Ce � 2× 10−7 s/rad (112)

The input impedance of the Red Pitaya ADC is a resistance of 1 MΩ in parallel with a
capacitance of 10 pF [276], and their product is equal to 1× 10−5 s/rad. If we consider the case
where they play the role of Re and Ce (QCM output directly connected to the Red Pitaya ADC),
Eq. 112 is satisfied and the resulting filter works experimentally. However in this case, there is no
control on the output amplitude which may not exceed 1 V because of the ADC voltage range :
it is thus necessary to add a voltage divider stage between the QCM output and the ADC. As a
consequence, the ADC impedance can no longer correspond to Ce and Re : an additional capacitor
and resistor must be introduced before the voltage divider.

The voltage divider consists of two resistors R1 (tunable) and R2 (fixed). If these two resistors
are connected just after the QCM output, their impedance must be sufficiently high with respect
to Ce and Re so as not to disturb the behavior of the output (especially the Q-factor and the
phase at the RtF). However, this impedance must also be low enough compared with the ADC
impedance. This need for an impedance gradient leads to the choice of adding a second voltage
follower AO2 between the QCM output and the voltage divider. Therefore, the only condition
that remains for R1 and R2 is that they must be low enough compared with 1 MΩ. Thus, the
values of R1 ∈ [0..2 kΩ] and R2 = 1 kΩ were chosen.

This output division must of course be compensated within the FPGA (multiplication with
a tunable value). The NCO and ADC/DAC are 14-bits coded for a maximum signal amplitude
of 1 V. Since the gain of the resonant filter at the RtF is close to 10 (Fig. 52), 6 additional bits
allowing to code numbers 64 times greater is sufficient. For this reason, the digital filter output
is coded on 20 bits (14 + 6). Since the input of the filter is a linear combination of the NCO and
the filter outputs, the input is also coded on 20 bits.
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IV. A. 1. d Choice of the operational amplifier

The two main characteristics to consider when selecting an OA for a specific application are
the ∗gain-bandwidth∗ and the ∗slew rate∗. With the chosen physical parameters of the filter, the
maximum gain G at the resonance do not exceed 10 which, at a frequency of 2 MHz, requires a
gain-bandwidth of 20 MHz.

The output signal at the RtF is defined by (without considering any phase)

x(t) = G · sin(ωr · t) (113)

The maximum output voltage variation is defined by the derivative of the signal with respect
to time, therefore the slew rate sr must obey

sr > G · ωr (114)

The minimum slew rate can be roughly rounded to srmin = 200 V/µs.

The OA LT1358 from Linear Technology has been chosen because it has a slew rate of 600 V/µs
and a gain-bandwidth of 25 MHz [286].

The setup depicted on Fig. 53 without R0 experimentally generates an unstable output signal.
Indeed, the high input impedance of OA2 reflects a part of the incoming electrical waves which
travel back to OA1. Since its output is connected to the inverting input, the high gain of the OA
makes OA1 react to this wave, and send a new one forwards, and so on : an unwanted oscillator is
created between both OAs. This is only possible because of the high slew rate, otherwise this wave
would be filtered by OA1. Therefore, an additional tunable resistor R0, close to 50 Ω, is added
after OA1 to absorb the wave returning from OA2. This arrangement has been experimentally
validated.

IV. A. 1. e Selection of the QCMs

The selected QCM for the experiments [287] has a RtF of 1.8 MHz. It is packaged in order to
be in vacuum, and will be called S1. S1 can be opened by simple dicing for mass deposition, and
this second configuration is called S2. A picture of the QCMs is given on Fig. 54.

The BVD of S1 and S2 are given in Table 8 and their admittance module and phase are plotted
on Fig. 55 for illustrating purpose. Each of this information was measured using an impedance
analyzer which main characteristics are given in annex 7.

Table 8: Electrical characteristics of S1 and S2 (BVD) and values of the resulting parameters.

Rm Lm Cm C0 f0 Q g1

S1 102 Ω 1.06 H 7.05 fF 3.19 pF 1.84 MHz 120 000 0.00220

S2 135 Ω 1.15 H 6.48 fF 2.83 pF 1.84 MHz 98 600 0.00230
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S1 S2

Figure 54: Photography of two QCMs. The one on the left, called S1, has a RtF of 1.8 MHz, and
the one on the right, called S2, is S1 without its packaging. S2 has slightly lower Q-factor and
RtF because soaked into gas.
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Figure 55: Experimental module and phase of S1 admittance.

Comment : The impedance analyzer can also be used to plot the simulated impedance gain
and phase out of the parameters given in Table 8. The measured impedance and the simulation
are superimposed on the analyzer screen.

IV. A. 1. f Choice of the components

The last issue to tackle before the fabrication of the QCM based filter is the choice of the
values of Ce and Re and thus, the determination of g2 and g3 for a given QCM. Equation 112 gives
a first theoretical limit. Different values for both of the components were tested experimentally
on a test board, which revealed additional constraints. Table 9 gives a few observations on the
filter output.

The mentioned theoretical limit is visible in red and orange in this table. The indication ”Low
Q-factor” points out that the electrical current partly flows though the resistance, which means
that Equation 112 is still not satisfied.

Since the comments in blue and green in Table 9 correspond to a domain where Equation 112
is satisfied (ωe � ω0), the modulus of the output impedance Ze is in inversely proportional with
Ce (Eq. 110). Therefore, high values of Ce lead to very low output amplitudes, and low values of
Ce trigger high output amplitudes and thus voltage saturation of the Red Pitaya ADC.
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Table 9: Qualitative experimental observations of the output signal of the QCM based filter.
The red color indicates a theoretically forbidden zone. The orange one is at the limit of the
condition required by Eq. 112. The blue ones correspond to configurations that lead to unwanted
experimental behaviors of the system and the green one is the chosen configuration.

Ce 10 pF 100 pF 1 nF

Re - - -

1 kΩ Re · Ce <
2× 10−7 s/rad

Re · Ce <
2× 10−7 s/rad

Low Q-factor + Low
amplitude

10 kΩ Re · Ce <
2× 10−7 s/rad

Low Q-factor Low amplitude

100 kΩ Low Q-factor +
Saturation

OK, slight negative
offset

Low amplitude +
Slight negative offset

1 MΩ Saturation + Strong
negative offset

Strong negative offset Low amplitude +
Strong negative offset

∞ Saturation + Strong
negative offset

Saturation + Strong
negative offset

Saturation + Strong
negative offset

The presence of Re is theoretically not a necessity since we aim at reproducing the behavior of
a single capacitance. Its absence (Re = ∞) however leads to experimental signal saturation and
the appearance of a strong negative offset. No extensive study has been done here to find out the
origin of this phenomenon and quantify it. However, it is most likely due to a non ideal behavior
of the OAs, that also have some input and output capacitance. These undesired interactions
lead to an unwanted charge of Ce over time. The addition of the Re prevents this presumed
phenomenon to happen (it allows the capacitance to discharge), as long as its impedance is not
too high (experimentally 100 kΩ maximum).

Finally, the chosen configuration that enables to integrate the signal (additional phase of −π
2 )

while keeping a high value for the Q-factor is given in Eq. 115.

{
Re = 100 kΩ
Ce = 100 pF

(115)
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IV. A. 1. g Fabrication

The different components of the QCM based filter have been hand-soldered on a prototype
board which is screwed onto a 3D printed base. SMA connectors are used to connect the device
to the rest of the system. A commented picture of the device is given on Fig. 56.

Filter input and output

Operational amplifiers

OAs power supply

Prototype board

3D printed base

Connected to
impedance
analyzer

Screwed QCM
(S1 or S2)

Filter passive components (QCM excepted)

Switch

Figure 56: Picture of the fabricated QCM based resonator standing for resonator 2 in the system.
The QCM is set horizontally in order to facilitate further mass fixation on its surface through a
liquid drop deposition, and a switch has been added to enable the QCM to be connected either
to the rest of the filter or to an impedance analyzer. The QCM can be easily changed since it is
fixed with simple screws.

IV. A. 1. h Filter frequency response

The response of the QCM based filter indeed corresponds to a resonator which displacement
is observed (phase of −90◦at the resonance), but contrary to what was done in chapter III, no ad-
ditional experiments were conducted to characterize this filter in detail (especially the comparison
with the Matlab®model). Indeed, many uncertainties may lead to a mismatch between the model
and its implementation (quality of the hand-made soldering, non ideal OAs, and so on). The need
to implement a filter having the exact response expected is not mandatory here, since the digital
resonator, which has been proved to be very versatile and accurate in its frequency response, can
be tuned to fit the resonance of this QCM based filter. The actual values of the analogical filter
parameters can even be known throughout the tuning of the digital resonator.
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IV. A. 2 Design and characterization of the FPGA logical circuit
including both analogical and digital filters

IV. A. 2. a Implemented circuit

A sketch of the entire system is depicted on Fig. 57. The NCO generates a sinus or a cosinus
signal on 14 bits with tunable frequency. A sinus from the NCO is chosen to be the reference for
the phase (and so the delays). Each mathematical operation (addition or multiplication) requires
one register that releases data every d samples like in the digital filter presented in chapter III
(the same rythm is given to all the operations). The corrector contains both an addition and a
multiplication since its role is to multiply resonator 2 output by the inverse gain of the voltage
divider R1 and R2 from Fig. 53, and it also compensates the negative offset with an addition. The
DAC and ADC have a delay of a few dozen of nanoseconds (knowing that a time sample lasts
8 ns) denoted α1 and α2, respectively. Resonator 1 introduces a delay of 5.d (it corresponds to the
delay between the input and output signals that can be counted on Fig. 48) and it is considered
that resonator 2 does not add any delay. Two additional tunable registers were added to balance
these delays, as explained further.

Comment : An automatically controlled switch is added in the coupling loop to avoid poten-
tial signal divergence when the values are updated in the FPGA (same function H3 from Fig. 48).

The coupling block is implemented again using floating point method (pre-multiplication by
2integer and a right bit-shifting in the FPGA). Finally, the total size of the project in the FPGA
is slightly below 50 % (block-RAM, LUT and digital signal processors), which lets enough space
for a second digital filter for a potential 3 DOF implementation.

z0

NCO (sinus)

z0

NCO (cosinus)

z−d

Coupling

z−τ2z−d
+

−

z−d
+

−

z−d
+

+
z−α1

DAC

z−α2

ADC

z−2d

Corrector

z0

Resonator 2

z−5d

Resonator 1

z−τ1

Figure 57: Global sketch of the coupled system, including the delays corresponding to each oper-
ation. The only non digital element is resonator 2 (QCM based filter), in blue. Tunable delays
were added for timing compensations, in red.
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IV. A. 2. b Frequency of the second mode

Because the system is coupling two resonators which model is the BVD and not the classic
damped resonator, the frequency of the second mode does not obey the expression given in annex 1(√

k+2kc
m

)
. Instead of tending towards infinity when the coupling stiffness does so, it tends to the

parallel resonance, as depicted on Fig. 58. This particularity does not represent a problem as long
as the series and parallel resonances of the chosen resonator are separated by a frequency gap
much larger than its resonance bandwidth (which is the case of our QCM).
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Figure 58: Simulated amplitude Bode diagram of the coupled system with two resonators S1
excited with a phase of 90 degrees for different coupling values κ which range from 1 (in red) to
100 (in purple), going through the rainbow colors. Only resonator 1 is here represented because
the response of the second resonator is very similar for such high coupling values.

Comment : Another consequence of this difference is the notion of ”weak coupling”. Indeed,
ML occurs when the resonances are close in terms of frequency, which corresponds to a very low
value of κ (until 1

Q
) in the case of the damped resonators system. However here, a given frequency

gap between both modes corresponds to a higher value of κ.

IV. A. 2. c Compensation of the filter delays

Since the two filters are implemented differently (one being digital, and the other electrome-
chanical), the signals flowing through them are not delayed equally. Indeed, the number of time
samples taken by a signal to flow through the digital filter is 5.d, whereas that of the analogical
filter is α1 + α2 + 2d. Therefore, it is necessary to compensate this imbalance by the addition of
a register with a tunable delay τ1. When d = 2, τ1 experimentally reaches a value of τ1 = 13.

Comment : The OAs also come along with slight additional delays that are also compensated
with τ1.
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IV. A. 2. d Compensation of the coupling delay

Because of the different delays, the coupling contribution (κ · (u1−u2)) is not added instanta-
neously with the NCO signal, as it should be according to the differential equations of the coupled
system. However, the existence of this delay generates instability. Since this delay cannot be
compensated like in the case of the two filters, the idea is to increase this delay enough to be in
phase with the next period, since the system is working in sinusoidal regime. Indeed, an additional
phase of 2.π does not influence the steady state. Therefore, another register with a tunable delay
τ2 is added after the coupling. The value of τ2 of course depends on the frequency. For a RtF of
around 1.8 MHz, τ2 ' 40.

When the coupling contribution is slightly in advance over the NCO signal (τ2 is too low),
the second mode has a lower amplitude than it should have (τ2 = 38 on Fig. 59). In contrast,
when τ2 is too high, the coupling feedback is added with a certain delay to the NCO signal, which
generates a higher amplitude of the second mode (τ2 = 40 and τ2 = 42), and this phenomenon
is stronger when κ increases as depicted on Fig. 59. However, the value of τ2 does not affect the
first mode since the coupling feedback is not involved in this case.

The chosen value for τ2 is 40 since the second resonance for this value is the closest to the
theoretical one, even though this configuration triggers amplitudes slightly higher compared to
the theoretical predictions.
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Figure 59: Theoretical and experimental out-of-phase mode amplitude and frequency for different
values of coupling κ and delay τ2. For these simulation and experiments, the resonators inputs
are out-of-phase (only the second mode is excited). The values of τ2 are even because d = 2
(odd values yield identical results since the calculations are done one time sample out of two).
The amplitude depends on τ2, which is not the case of the RtF that is slightly higher than the
predictions (around 2 Hz, most likely due to an initial slight imbalance between the resonators).

Comment : It could be considered to make a filter which output (here called out) represents
the electrical current (resistor at the output of the filter instead of a capacitor) or its derivative
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with respect to time (inductor at the output). Indeed, these physical quantities are in advance
over the electrical charge, like velocity and acceleration over displacement in mechanics. Thus, this
advance could be used as a compensation of the delays in the coupling loop. In addition with a gain
tuning (there is a factor ω between each of these physical quantities), the coupling contribution
κ·(out1−out2) could indeed represent a linear combination of the output displacements κ·(x1−x2)
close to the resonance. However, this method has the drawback to diminish the Q-factor when
the output of the filter is a simple resistor, but this problem should not exist with an inductor (if
assumed to be perfect). This method could be interesting to implement although it has not been
the case in the present work.
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IV. B Implementation of mode localization in the hybrid
system

In this section, we first present the method for manually setting the digital filter parameters
to match the frequency response of the analog filter. Mode localization is then implemented
successively with a digital perturbation and a mass perturbation1. The results are then discussed
and the performance of the system is compared with that found in the literature.

IV. B. 1 Initial tuning

As mentioned earlier, the electrical properties of the QCM are first determined using an
impedance analyzer (Rm, Lm, Cm and C0). Then, the different parameters are calculated and
entered into the digital filter within the FPGA. Some of them are manually and slightly modified
to fit the resonance of resonator 2 (the QCM based filter) and finally, a non-zero coupling value
is applied. A detailed protocol aiming at the tuning of the system is given in Table 10.

Comment : Fitting the frequency response of the digital resonator to that of the QCM-based
filter is quite difficult to do over a wide range of frequencies since there are many parameters to
tune by hand. Nevertheless, the responses should be as identical as possible in the vicinity of the
two resonances. Thus, if a parameter is not assigned the value it should have, another one can
compensate for this drift close to the resonances. The operator therefore has a certain freedom
to adjust the system by hand. For instance, parameters g1, g2 and g3 have fixed values because
they influence different characteristic quantities of the response at the same time (RtF, resonance
amplitude...), which makes them very difficult to adjust. However, they may not have the exact
right value, which can be compensated by a fine tuning over other parameters such as f0 or Q,
still close to the resonances.

IV. B. 2 Digital perturbation

IV. B. 2. a Setup and method

The Red Pitaya communicates both with the QCM based filter (in real time) and with the
computer when requested by the operator, as depicted on Fig. 60. The QCM used in this first
setup is S1 (in vacuum).

1The method and its implementation detailed in chapters III and IV has already been described in one of our
works, but applied on low frequency (a few kHz) and low Q-factor (a few dozen) RLC resonators [1]. These results
are not presented here because they only provide an intermediate outcome in demonstrating the method. This
preliminary implementation was quite similar (it was only a second-order filter and not a third-order filter), except
for why correlated noise appears, and how to get rid of it. Indeed, the low Q-factor of the RLC resonator makes
the filter less sensitive to the rounding effect of the right bit-shifting from the floating point method (block 36 from
Fig. 48). Therefore in this case, there is no need to increase the number of digits of the IIR feedback (blocks 20
and 32 from Fig. 48). However, the low frequency of this type of filter increases the number of samples per period.
The difference between the output values of two consecutive time samples is thus much smaller, resulting in a large
estimate of its true value, which is called oversampling. Therefore correlated noise occurs, which can be suppressed
by increasing the decimation factor d.
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Table 10: Tuning protocol of the coupled hybrid system

Step Parameter(s) Comments

1 κ = 0 A zero coupling must be applied before the tuning.

2 R1 (not digital)
The output resistance of the QCM based filter must be tuned
to set the resonance amplitude to less than 1 V (limit imposed
by the ADC of the Red Pitaya).

3 Clock
The clock value used in the calculation of the filter parame-
ters must be adjusted according to the filter simulations, as
explained in the previous chapter.

4 n0, n1, d These values were selected in the previous chapter.

5 Corrector offset The mean value of the QCM based resonator, which has a
slight negative offset, must experimentally be equal to zero.

6 g1, g2, g3

This set of values is given by the design of the QCM based
filter. It is not intended to be strictly identical to that of the
QCM-based filter, since other parameters make it possible to
compensate for deviations in the vicinity of resonance.

7 Sinus / Sinus Both excitation signals (NCO) must be in phase for the next
tunings.

8 f0
The resonance frequencies of the two filters must be experi-
mentally identical.

9 Corrector gain

The corrector gain makes it possible to compensate the volt-
age divider but also to experimentally adjust the resonance
amplitude of the QCM-based filter to that of the digital fil-
ter.

10 Q
The bandwidth of the two filters must be experimentally iden-
tical.

11 - Repeat alternatively steps 9 and 10 until both resonators have
the same frequency bandwidth and resonance amplitude.

12 τ1
The two uncoupled resonators must be experimentally in
phase.

13 τ2
This value is set according to the study on the coupling delay
(to be also adapted with τ1).

14 Sinus / Cosinus The two excitation signals are set with a phase of −π
2 rad in

order to observe both modes.

15 κ 6= 0 The coupling value is eventually tuned to fit the best coupled
configuration.

In order to easily illustrate ML and to show that its implementation was successful, the
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Red Pitaya QCM based filterComputer

Displacement x2

Excitation + coupling

Filter parameters

Data acquisition

Figure 60: Schematic diagrams of the setup, including acquisition and monitoring systems

perturbations are here applied on the digital resonator.

The simulations allowing comparisons to be made are again carried out in the Laplace domain
with Matlab®. Both filters are coupled and subjected to an excitation amplitude A0 of 0.5 V
(not 1 V because the coupling contribution, added with the excitation, may lead to the saturation
of the ADC or the DAC) and an excitation phase φ1 − φ2 = π

2 with which both in-phase and
out-of-phase modes can be observed.

IV. B. 2. b System responses

IV. B. 2. b. i Bode diagrams

As a demonstration of ML, amplitude Bode diagrams are shown on Fig 61, where κ = 0.15
and ε ∈ {0, 5 ppm, 10 ppm, 15 ppm}.

Figure 61 shows that the mode number i is getting localized on the resonator i, i ∈ {1, 2},
as the perturbation ε on resonator 1 increases, which is very well predicted by the simulations.
Besides, it can be observed that the amplitudes of the QCM are lower than those of the digital
resonator. This is only due to the sign of the phase φ1 − φ2 : the phenomenon is inverted when
this sign is changed. Finally, the difference of resonance amplitudes between both modes for a
given resonator slightly drifts from the predicted results. This deviation is due to the contribution
of coupling in the second mode : the delay τ2 = 40 makes the second mode amplitude being a
little higher, as explained previously (Fig. 59).

IV. B. 2. b. ii Normalized sensitivities

For a better understanding of our results, the normalized sensitivity NS(i, j) is defined in
Eq. 116 for resonator i and mode j as the relative shift of resonant amplitude δA(i, j) over the
relative perturbation shift ε. The reference amplitude is the one of a single resonator without
perturbation Aε=0,κ=0.

NS(i, j) = δA(i, j)
Aε=0,κ=0

· 1
ε

(116)

This definition allows to draw both theoretical and experimental sensitivity maps as a function
of the coupling ratio κ and the perturbation ε, as previously done in chapter II.
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Figure 61: Amplitude of the Bode diagrams of the coupled system digital-QCM for a coupling ratio
κ = 15% and different perturbations ε applied numerically on resonator 1 : Matlab®simulations
versus experimental data. Simulations and experimental results are very close and the frequency
gap between both modes is close to the very narrow bandwidth (a few dozen of Hz), which
corresponds to favorable conditions for ultra sensitive mode localization.

The results are presented on Fig. 62 and Fig. 63. There is a region where the NS is equal
to zero for the second mode of each resonator for low coupling ratio κ. This area corresponds to
mode aliasing, where in-phase and out-of-phase modes become undistinguishable. Moreover, in
this example, the phase of 90 degrees between both excitations triggers the apparition of an anti-
resonance on resonator 2 (Fig. 61), which postpones mode aliasing phenomenon as the coupling
κ decreases.

In terms of values, there is a maximal sensitivity (30 000) close to the mode aliasing region
and for small perturbations, which is predicted by the theory and our simulations. This value
also corresponds to Q

4 , as explained in chapter II (case of the relative shift of resonance amplitude
from a single mode as an output metric).

Since both theoretical and experimental results are very close, the simulations can provide
calibration data for our sensor since the NS is not linear with ε.
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Figure 62: Theoretical normalized sensitivities for both resonators and both modes.
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Figure 63: Experimental normalized sensitivities for both resonators and both modes. Extremely
high sensitivity (up to 30 000) is reached close to mode aliasing for small perturbations. These
results are also very close to the simulations.
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IV. B. 3 Mass perturbation

IV. B. 3. a Setup

The second experiment set up to demonstrate ML in our hybrid system uses the QCM S2
that corresponds to S1 without its packaging, which enables mass depositions. It has a Q-factor
slightly lower because this QCM soaks into air (experimentally Q = 115 000). It can either be
integrated into the analog filter or connected to an impedance analyzer, the choice being made
through a switch (Fig. 56 and Fig. 64). Therefore, both amplitudes of the coupled system and
RtF of the QCM alone can be recorded easily after each mass deposition, without the need to
disconnect the QCM from its base. A comparison between both methods is then possible after
the experiments.

DC GeneratorRed Pitaya

QCM and its electronics

Computer (tailor-made GUIs)

Impedance analyzer

Figure 64: Experimental setup including the piezoelectric resonator, a DC generator, a computer
and its GUIs, the Red Pitaya and an impedance analyzer presented in annex 7. The DC generator
supplies the OAs.

IV. B. 3. b Mass depositions : method

IV. B. 3. b. i Effective mass

The mass mismatch has so far been expressed as a fraction δm
m

, where the mass m belongs to
the equivalent mass-spring model. In a QCM where mass and spring are both represented by the
quartz, this mass is not that of the entire quartz but only a part of it : it is called the effective
mass, which, in the case of the QCM, can be calculated using the Sauerbrey equation and the RtF
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sensitivity to mass perturbation, as written in Eq. 117.


δm = −

A · √ρq · µq
2f 2

0
· δf

δf0

f0
= −1

2 ·
δm

m

(117)

where A, ρq and µq are the electrodes area, density and shear modulus of quartz, respectively.

The combination of these equations leads to Eq. 118, which is the effective mass expression.

m =
A · √ρq · µq

4f0
(118)

In the case of our QCM S1 and S2, the electrode is a square of side 7.3 mm, f0 = 1.843 MHz,
ρq = 2648 kg m−3 and µq = 2.947× 1010 kg m−1 s−2, which leads to

m = 64.0 mg (119)

IV. B. 3. b. ii Fluorescent particles

The particles used in these experiments are micro balls of diameter 920 nm in fluorescent resin
(the characteristics of these balls are given in annex 7). A colloidal solution of these particles is
available, but its concentration (3× 1011 particles per milliliter) has to be modified to fit some
of our requirements. Indeed, the amount of mass to be deposited must be roughly estimated to
demonstrate the performances of ML, and the drop size must be chosen to distribute the particles
relatively evenly over the surface of the QCM (a required condition to use the Sauerbrey equation).

The sensitive range of our sensor for the output metric of the relative amplitude shift of a
single mode is defined to be the perturbation range for which the NS remains high, until half of
its maximum value, which roughly corresponds to ε = 2

Q
(see chapter II). With our Q-factor, this

limit can roughly be set around ε = 20 ppm. In order to stay in the sensitive range, a maximum
value of ε = 15 ppm is chosen (which is visible on Fig. 62). Given the effective mass of our QCM
in Eq. 119, the maximum mass perturbation to be dropped at the surface of the QCM is thus
roughly ε.m = 1µg. For a proper demonstration of ML, five consecutive mass depositions are
carried out, requiring δm = 200 ng to be dropped each time, which corresponds approximately to
3× 105 particles.

The chosen medium in which the particles should soak is ethanol and not water, both because
of its higher wetability with the electrode of the QCM and its higher evaporation speed (exper-
imentally one minute for ethanol and ten minutes for water). The volume of the drop is fixed
at 1µl because such a drop experimentally spreads all over the electrode without overflowing the
edge of the QCM.

As a consequence, a dilution of the available solution by a factor 1000 is done (one microliter
into one milliliter of ethanol). Thus, a drop of one microlitre of the solution obtained actually
contains the 3× 105 particles required.

140



CHAPTER IV. IMPLEMENTATION AND CHARACTERIZATION OF MODE
LOCALIZATION ON HYBRID RESONATORS FOR MASS SENSING PURPOSES

IV. B. 3. b. iii Visualization

Since the particles are fluorescent (red light), they can be visualized using a microscope with
red lightning, such as the microscope Axio from Zeiss. Different pictures of the surface of S2 were
taken, before and after a drop deposition, and are given on Fig. 65.

(a) Without balls and fluores-
cence (magnification of 5)

(b) With balls but without flu-
orescence (magnification of 5)

(c) With balls but without flu-
orescence (magnification of 2.5)

(d) Without balls but with flu-
orescence (magnification of 5)

(e) With balls and fluorescence
(magnification of 5)

(f) With balls and fluorescence
(magnification of 2.5)

Figure 65: Visualization of S2 surface (mainly its electrode) before and after mass deposition
(about 300 000 fluorescent balls of diameter 920 nm).

It can be seen on Fig. 65e that the fluorescent balls are homogeneously spread over the metal
surface. Furthermore, Fig. 65d confirms that the red dots from Fig. 65e and Fig. 65f indeed
corresponds to the particles and are not due to the reflectivity of the metal. The patterns of
Fig. 65b and Fig. 65e on the one hand, and Fig. 65c and Fig. 65f on the other hand are very close
most probably because the particles are trapped by the roughness of the electrode surface. Finally,
Fig. 65f also confirms that the particles are quite homogeneously spread all over the surface, until
the edge of the electrode (the dark edge on Fig. 65c being quartz), even though more particles are
gathered on the top left corner.

Comment : We’re aiming for a deposit of 200 ng per drop. However, only the order of
magnitude of the deposited mass is important so as not to exceed around 1µg after five deposits.
Indeed, the exact value of the deposited mass is not of prime importance since a comparison
between the ML and RtF shift is performed at each addition of particles.
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IV. B. 3. c Responses to mass depositions

IV. B. 3. c. i Description of the experiments

Since the Q-factor is slightly lower for S2 than for S1, mode aliasing occurs around κ = 0.15
on resonator 1, and the NS absolute value for each mode of resonator 2 roughly equals to 2× 104

in this configuration. This value of coupling is retained for the present experiment, although a
slightly higher sensitivity can be achieved for a lower coupling value (let’s remind here that the
purpose of the present experiment is only to demonstrate ML in our system).

The system is firstly tuned following the protocol described in Table 10. A first frequency
sweep is done for κ = 0 in order to record the resonance amplitude of a single resonator (amplitude
reference Ar,0). Only then a value is given for κ and another sweep is performed to record the two
resonances for the balanced configuration (δm = 0). The switch can be used to disconnect the
QCM from the rest of the filter and connect it to the impedance analyzer. This way, the RtF fr,0
is recorded for δm = 0. A drop of 1µl is then pipetted onto the QCM and left to dry. The RtF is
recorded once its value is stabilized, after what the QCM is reconnected to the Red Pitaya (both
of the filters being already coupled) and a new frequency sweep is performed around the two RtFs
of the coupled system. Fives drops are deposited and the signals are recorded this way, each time
using the switch.

This experiment has been successively carried out four times on the same QCM. Between each
experiment, the system must be tuned following Table 10, the main modification being a decrease
of the eigenfrequency f0 of the digital resonator.

Comment : Since the perturbation is applied this time on resonator 2, mode 1 localizes on
the latter, and mode 2 does so on resonator 1.

IV. B. 3. c. ii Results

Each mass mismatch can be calculated using two different methods throughout Eq. 120 : the
RtF shift of the QCM alone or ML in the coupled system.


δfr
fr,0

= −1
2 ·

δm

m

δAr,i
Ar,0

= nsi ·
δm

m

(120)

δAr,i is the resonance amplitude shift of mode i, nsi the NS of ML for mode i, Ar,0 the reference
amplitude, δfr the RtF shift and fr,0 the resonance frequency of the QCM alone.

nsi corresponds to the NS of the chosen configuration (κ = 0.15) before mass perturbation,
that is |nsi| ' 2× 104. The different δm calculated with both methods are then compared on
Fig. 66 for each mass deposition. It can be observed on the left graphic that the results fit relatively
well (they follow the function f(x) = x), until a perturbation of around 600 ng, over which the
mass mismatch evaluated from ML is lower than that from the RtF shift. This phenomenon is
due to a drop in the NS value as the perturbation increases. In order to solve this problem, a
calibration must be applied. To do so, the calculated mass mismatch from the RtF shift is entered
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in a Matlab®program that calculates nsi(ε) for each mass deposition and mode i. These NS values
are then used in Eq. 120 to calibrate each data. The corresponding result is plot on the right
graphic of Fig. 66. This calibration allows a much better match of the results.
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Figure 66: Comparison of the mass mismatch values calculated with two different methods : the
RtF shift and ML. The results are shown without calibration using the calculated NS for δm = 0
(graphic on the left), and with calibration using a variable NS that depends on δm (graphic on
the right). All the vibration amplitudes are here measured on the QCM based resonator.

IV. B. 3. c. iii Discussion

Even though the calibration yields satisfying results, a drift between both methods still re-
mains. In order to quantify it, we define Di for each mode i as the mass mismatch calculated from
ML minus that of the RtF shift. Both means values Di and standard deviation σi are calculated
from the twenty data and given in Eq. 121.



D1 = −65.5 ng
D2 = −10.5 ng
σ1 = 51.9 ng
σ2 = 21.9 ng

(121)

The average values are both negative most likely because the initial balance in not perfect,
which leads to NS values that are actually lower than those predicted by the model.

As for the standard deviations, different causes may explain their relatively high values. First
of all, let’s remind that the resonance amplitudes are detected throughout an excitation frequency
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sweep. The accuracy of this measure though strongly depends on the chosen frequency step, which
is 0.5 Hz here. Secondly, the SNR is strongly dependent to the averaging factor naq as shown in
chapter III. In this experiment, the number of periods over which the signal is averaged is close to
100. Decreasing the frequency step while increasing naq should yield lower standard deviations.
However, it also drastically increases the time of the frequency sweeps that is already of a few
minutes for this acquisition configuration.

The standard deviation also comes from the accuracy of the RtF measurement carried out
by the impedance analyzer. The observed frequency variations are around 0.3 Hz, which roughly
corresponds to a tenth of the frequency shift for a single mass addition. Once more, this SNR
could be decreased by increasing the averaging factor of the impedance analyzer, but this option
goes along with longer sweep time which is already around a minute with the averaging factor
value chosen in these experiments (16).

These deviations could also been explained by a slow drift of environmental factors such as
temperature or humidity, thus leading to a strong mistuning of the system. However, it does
not seem to be the case here since no additional deviation of Di is observed between the first
experiment and the fourth one (that is after a coupled of hours).

The fact there are only twenty measurements is the only reason given here to explain that
mode 2 yields better results (we think it could have been those of mode 1). Additional experiments
should be carried out in the future to clarify this observation.

As a conclusion, ML with real mass depositions has been successfully demonstrated through
a comparison with the RtF shift of a single resonator and a calibration of the sensor by the
mean of simulation. More accurate results could be obtained (lower standard deviation between
the measures) while decreasing the frequency step of the ML frequency sweep and increasing the
averaging factor of both ML method and impedance analyzer. However, this solution requires
much higher measurement times (so far around ten minutes for each mass deposition).

IV. B. 3. c. iv Limit of detection of the sensor

The last problem to adress is the one of the LOD of our sensor. The standard deviation from
Eq. 121 could reasonably stand for an order of magnitude of the LOD. Indeed, when the mass
mismatch δm is smaller than the standard deviation, it can be considered that this information
is lost below the noise floor whereas above the standard deviation, it can be admitted that the
measured signal shift indeed comes from the mass mismatch. As a minimum LOD value, we select
the largest standard deviation, that is around 50 ng, which roughly corresponds to ε1 = 1 ppm.
This standard deviation can also be multiplied by a coefficient representing a level of confidence.
For instance the probability that a signal generated by a Gaussian noise (and not the analyte)
and which value gets higher than 3×σ above the mean value is 5% [70,288]. Noise sources should
now be clearly identified and analyzed in order to set up a method aiming at increasing the SNR
and thus improving the LOD.

One should also take into account that the observed frequency variations over a single RtF
measurement was 0.3 Hz, which corresponds to a relative frequency uncertainty of 0.17 ppm. With
a NS of 1

2 , the LOD for the frequency shift method is then ε0 = 0.33 ppm with our impedance
analyzer settings. ε0 and ε1 being uncertainties of the same order of magnitude, the frequency
resolution from this experiment actually corrupts the standard deviations calculated earlier.
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Comment : We can also estimate the minimum LOD achievable considering that the ADC
and DAC are the only source of noise. Indeed, the peak to peak amplitude is coded on 14 bits,
so the minimum relative shift of amplitude reachable is 1

213 = 1.22× 10−4. With a NS of 20 000,
the LOD is then ε2 = 1

213·ns = 6.11× 10−3 ppm� ε1. The ADC and DAC number of bits is thus
currently not limiting the resolution during the measurement, but the noise in the ADC and DAC
constantly injected in the closed loop might influence the resolution.

IV. B. 4 Short comparison with the literature

This section aims at briefly facing the performances of our hybrid system with those from
the literature, based on the main figure of merit used in the mode localization community : the
normalized sensitivity. It should be mentioned that in the literature [4], normalized sensitivity
is defined for each mode as the relative eigenstate shift modulus. Nevertheless, this definition
requires the existence of all the modes on each resonator, which is not the case in configurations
where mode aliasing occurs. As a consequence, we have defined in this thesis a sensitivity for each
resonator and each existing mode. Still, the two definitions are close enough to compare orders of
magnitude.

Firstly, we can see from Table 11 that both resonant frequency and Q-factor of our device
are higher than those of other devices using mode localization. Secondly, we can observe that
our system is more sensitive than the 2 DoF and 3 DoF systems, which is promissing for further
improvements of our sensor.

Table 11: Comparison of our hybrid sensor with a few devices using mode localization developed
in different teams. Both a previous published work on a QCM of 1 MHz RtF and those from this
manuscript are presented here.

Parameter Literature This work

f0 (Hz) 1.34× 104 [177]
3.11× 105 [205]
1.49× 104 [218]

1.00× 106 [2]
1.84× 106 (S1 and S2)

Q 1 1.34× 102 [177]
2 2.12× 104 [205]
2 6.22× 103 [218]

2 1.70× 105 [2]
2 1.20 × 105 (S1), 1.15 × 105

(S2)

Normalized sensitivities

2 DoF 4.00× 102 [177]
3 2.34× 102 [205]

3.50× 104 [2]
3.00×104 (S1), 2.00×104 (S2)

3 DoF 4 1.36× 104 [218] future work
1 calculated from the bandwidth, 2 in vacuum, 3 calculated, knowing the normalized sensitivity of
frequency shift is 1

2 , 4 amplitude ratios as sensor output

Comment : The different measured mass mismatch in this work are relatively high (a few
dozen of nanograms) because of the effective mass of the QCM. Indeed, a QCM is a large transducer
in comparison with micro-structures such as cantilevers, which can detect masses down to the
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picogram. The main contribution here, however, is the ratio of this effective mass to the measured
perturbation on a structure widely used for mass detection and quantification.

Chapter IV in a nutshell

The last chapter first presents the design of a QCM based filter for mode localization imple-
mentation. This filter is designed to be ”plug and play”, in the sense that it can be directly
connected to its digital environment, and the QCM can easily be changed. Furthermore,
the careful design of the digital circuit enables the successful generation of two vibration
modes and the implementation of mode localization between this QCM based resonator and
the digital filter. Thus, extremely high normalized sensitivities have been achieved for both
digital and mass perturbation, higher than those we found in the literature. Finally, these
results are consistent with the simulations for the digital perturbation on the one hand,
and with the RtF shift for the mass perturbation on the other hand, which is promising for
future developments of hybrid ML. A more detailed discussion of the system’s performance
and prospects are given in the general conclusion following this last chapter.
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Theoretical results

As planned in the general introduction, chapter II highlights the configurations for which the
NS is maximum for a given pair of weakly coupled resonators, in terms of coupling value and
Q-factor. Indeed, the optimal NS is proportional to the Q-factor and inversely proportional to
the coupling value κ, until mode aliasing occurs. Furthermore, the sensitive range (arbitrary fixed
when the NS drops by half) is also inversely proportional to the mass mismatch ε.

Chapter II also presents various results on mode localization in identical WCRs through an-
alytical developments and simulations, in particular on the impact of output measurements on
normalized sensitivities, LOD and sensitive range : when it comes to consider an output metric
based on the amplitude (either amplitude shift or ratio at the resonance for a 2 DOF system, or
amplitude shift at fixed frequency for a single resonator), the NS and LOD are in the same order
of magnitude for small perturbations (nsmax ∈

[
Q
4 ..Q

]
). All of them yield a small sensitive range

(ε ∈
{

1
Q
, 2
Q

}
) except for the amplitude ratio (ε� 1

Q
), but at the cost of a drastic decrease of the

LOD when the perturbation increases because of the drop in SNR. It is also shown analytically
that these results seem to be applicable to 3 DOF WCRs, although no extensive study has been
conducted in this direction.

Besides, chapter III gives the theoretical basics and a method to design a FIR in series with an
IIR of the third order allowing to model high Q-factor resonators. It was shown by the simulation
and the experiments that floating point method helps to get rid of correlated noise and yields
more accurate filter response.

Experimental achievements

Several milestones from chapter III and chapter IV can be pointed out in the implementation
of mode localization on hybrid resonators. There are detailed as follow.

• Digital resonant filter : Successful implementation of a high Q-factor digital resonator using a
FPGA. As required in the introduction, it is fully tunable and there is a very good correlation
with analytical models (below 0.5% of error on the amplitude). Aside, FPGA data input is
monitored throughout tailor made GUIs, as well as data recording and processing.
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• QCM based filter : Design and fabrication of a resonant filter including a QCM which output
is in proportion with the electrical charge and the mechanical displacement.

• Coupled system : Design and implementation of the hybrid system with tunable coupling
and excitation allowing to generate both modes of vibration. The system includes careful
compensation of signal propagation delays and is provided with an initial tuning protocol.

• Mode localization on hybrid resonators : Successful generation of tunable mode localization
in the hybrid system, both with digital and mass perturbation. There is a very good cor-
relation with the models, especially concerning the superposition of the amplitudes of the
Bode diagrams and the maximum reachable NS value of Q

4 (relative amplitude shift). The
reached LOD is so far estimated to be 50 ng.

Furthermore, the main performances unique to our system can also be listed below. Indeed,
our system enables to :

• Generate a second mode of vibration and exploit mode localization on a shear wave resonator
widely used in bio-sensing (QCM) with high Q-factor (up to at least 200 000) and high
resonance frequency (up to at least 2 MHz).

• Carry out a complete tuning of the digital filter parameters and the coupling value before
each experiment. This allows to reach high NS values compared with the literature (until
3× 104, that is a gain above an order of magnitude) and to get rid of any initial imbalance
between the resonators before the measurements.

• Replace the QCM easily and adapt to the geometry of the piezoelectric resonator if needed.

Discussion

The objectives defined at the beginning of the manuscript are completed, and the performances
of our system are satisfying in regard to the chosen figure of merit (normalized sensitivity). How-
ever, both mode localization in general and our system in its current state have their limits.
Indeed, as stated earlier, the decrease in LOD of sensors based on ML over RtF shift has still to
be proved for 2 DOF or more despite the high NS of ML, since noise levels are much higher in
the case of amplitude than frequency measurements. In this work, the LOD estimated from ML
(' 1 ppm) is quite close to the one from the frequency measurements (' 0.3 ppm), and efforts
must now be done to improve these performances.

Mass identification is another potential advantage of ML with the design a single input single
output sensor [185]. Such a device is composed of N coupled resonators, on which a frequency
sweep and a recording of the vibration amplitude of a single DOF is performed. The components
of each mode on this particular resonator enables analyte identification, each resonator being
functionalized differently. However in our case, all the outputs must be extracted in order to
calculate the coupling contribution. Mass identification could thus simply be done with a classic
N DOFs uncoupled resonators.

Another advantage of ML is common mode rejection, but the digital nature of one resonator
prevents this phenomenon to happen. Indeed, any change in the ambient temperature or pressure
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affects only the QCM and not the digital filter, thus leading to an imbalance, the localization of
energy and a misinterpretation of the measurements. Such an imbalance was however not observed
in the time frame of the experiments. Even though our system do not benefit from mode rejection,
it is reminded that the system can be balanced before each mass deposition, thus guaranteeing
high and known sensitivity by the cancel of any long term drift.

Finally, the main advantage of the presented QCM-based hybrid sensor is what it has been
designed for, that is its unprecedented high sensitivity to mass perturbation guaranteed for each
mass deposition.

Perspectives

The literature shows that an array of resonators with less stiff external resonators yields higher
NS for a given coupling value κ [218]. The resolution of the eigenvalue problem in the case of a
3 DOF system shows indeed that the two first modes gets closer in frequency for a given value of
κ (compared with a 2 DOF system), which increases the NS. Nonetheless, one should also keep
in mind that mode aliasing might occur for higher values of κ, which could thus prevent from
reaching such high NS. As a first perspective of this thesis, extended studies could be carried out
to find out the actual gain in sensitivity and decrease in LOD of such systems.

Many improvements are possible on the presented hybrid system. If the decrease in LOD can
be proved with a 3 DOF system with stiffer middle resonator, a second digital filter could be
implemented in the FPGA, allowing to reproduce and exploit this configuration, especially with
bio-entities depositions (there is enough space left in the FPGA for an additional digital filter).

Another possible development concerns the way to calculate the vibration amplitudes. Instead
of averaging the maximum minus minimum values over many periods, it could be considered
to average the amplitudes of the Fourier transforms at the excitation frequency over the naq
acquisitions, which should be more accurate since the noise from the other frequencies are not taken
into account in this calculation. In addition, it could be considered to apply specific windows on
the recorded signals such as the Hanning window, in order to limit the spectral leakage around the
resonant frequency. More generally, the different noise sources that corrupt the signals should be
identified and analyzed in order to find a way to decrease the LOD quite high so far (quantization
noise, OA noise, clock jitter and so on).

Furthermore, the calibration of the sensor could be improved as well. Indeed so far, it is done
using the mass mismatch calculated from the RtF shift of the QCM alone, which requires an
additional impedance analyzer. However, the good correlation between experiments and models
shows this calibration could be done using data generated in advance by simulation.

In order to gain time, the tuning protocol could be automatized. It is so far executed by an
operator, but the digital aspect of the system could accommodate an additional routine that would
automate this delicate part of the process whenever the operator wants to apply it. Moreover,
the resonance amplitude tracking could also be done automatically with a PLL directly integrated
in the FPGA. Such a modification replaces the long frequency sweep and enables fast resonance
tracking resulting in a gain in analysis time.

Still with the goal of gaining time and decreasing the LOD, a closed loop could be set up such
as a PLL that tracks the resonances. Let’s keep in mind that so far, the measured amplitudes
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strongly depend on the step size of the frequency sweep.

One last perspective, more general to mode localization, would be to couple an array of
resonators in such a way that mode aliasing occurs for all the modes excepted for at least one,
which should be at the limit of this condition. In such a hypothetical configuration, this mode
slightly apart from the aliasing could strongly localize with the introduction of a perturbation
since it would grab the vibration energy from all the other modes that are very close in frequency
because of mode aliasing.
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Parameters

Below are listed different parameters used in the present manuscript (chapter I excluded),
with their meaning and expression when available. Some of them are constants (such as j), others
are variables that may be associated with indexes (such as x), and some are generic names that
are used in different contexts (such as H). This list is however not exhaustive.

Name Meaning Expression

γ Anti-aliasing coefficient -

δm Mass mismatch -

∆ω−3dB Angular frequency bandwidth ωr
Q

∆f−3dB Frequency bandwidth ∆ω−3dB
2π

ε Normalized mass/inductance mismatch δm
m

or δLm
Lm

η Viscous damping -

κ Normalized coupling stiffness kc
k

λn Normalized eigenvalue ωn
ω0

τ1 Number of registers after resonator 1

τ2 Number of registers in the coupling loop

φ Phase -

ω Angular excitation frequency -

ω0 Angular eigenfrequency 1√
Lm·Cm

or
√

k
m

ωp Parallel resonant angular frequency

ωr Resonant angular frequency

ωs Series resonant angular frequency

A Signal amplitude (excepted in annex 5) -

a Input coefficient (Z-transform) -

b Output coefficient (Z-transform) -

C0 Parallel capacitance (BVD) -

Ce Output capacitance -
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Cm Motion capacitance -

d Decimation factor -

e Euler’s number -

F Excitation force -

f Excitation frequency ω
2π

f0 Eigenfrequency ω0
2π

fd Decimated sampling frequency fs
d

fr Resonant frequency ωr
2π

fs Sampling frequency 1
Ts

g1 - Cm
C0

g2 - Ce
C0

g3 -
√
Lm·Cm
Re·Ce

H Transfer function -

I Electrical current -

Id Identity matrix -

j Imaginary number j2 = −1

k Stiffness -

kc Coupling stiffness -

Lm Motion inductance -

m Mass -

n0, n1 Digital filter parameters -

naq Number of signal acquisitions for a single amplitude calculation -

ns Normalized sensitivity -

p Laplace complex variable

q Electrical charge -

Q Q-factor 1
Rm
·
√

Lm
Cm

or
√
k ·m
η

r Reduced pulse frequency ω
ω0

Re Output resistance -

Rm Motion resistance -

s - j · ω
ω0

S1, S2 QCM names -

t Time -
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Ts Sampling period 1
fs

U Electrical tension -

u Eigenvector -

V Electrical potential -

x Displacement -

xr Resonance amplitude -

xst Static displacement F
k

Y Admittance I
U

Z Impedance U
I

z Complex variable -
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Acronyms

The expressions having an acronym in this thesis are plainly spelled out when used for the
first time, starting from chapter I. The acronym follows right after the first occurrence and is
indicated between brackets ().

µTAS Micro Total Analysis Systems
ADC Analog to Digital Converter
ASIC Application-Specific Integrated Circuit
BAW Bulk Acoustic Wave
BVD Butterworth-Van Dyke model
CPLD Complex Programmable Logic Device
CPU Central Processing Unit
DAC Digital to Analog Converter
DNA Deoxyribonucleic Acid
DOF Degree Of Freedom
FBAR Thin Film Bulk Acoustic Resonator
FET Field Effect Transistor
FFT Fast Fourier Transform
FIR Finite Impulse Response filter
FPGA Field Programmable Gate Array
GPU Graphical Processing Unit
GUI Graphical User Interface
HBAR High tone Bulk Acoustic Resonator
HDL Hardware Description Language
IC Integrated Circuit
IDT Inter Digital Transducer
IIR Infinite Impulse Response filter
ISE Ion Selective Electrode
ISFET Ion Sensitive Field Effect Transistor
LFE Lateral Field Excitation
LOD Limit Of Detection
LUT Look-Up Table
MEMS Micro Electro Mechanical Systems
ML Mode Localization
MOEMS Micro Opto Electro Mechanical Systems
NCO Numerically Controlled Oscillator
NEMS Nano Electro Mechanical Systems
NFS Network File System
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NS Normalized Sensitivity
OA Operational Amplifier
PLL Phase-Locked Loop
RAM Random Access Memory
RF Radio Frequency
RLC Inductance/capacitance/resistance circuit (in series)
RtF Resonant Frequency
SAW Surface Acoustic Wave
SMR Solid Mounted Resonator
SNR Signal to Noise Ratio
SPR Surface Plasmon Resonance
TFE Thickness Field Excitation
WCR Weakly Coupled Resonators
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Glossary

The terms defined in the present glossary are indicated ∗between stars∗ when written for the
first time in the document, starting from chapter I.

• Actuator : An actuator is a device which
converts an instruction into a desired
physical behavior.

• Adsorbtion : Adsorbtion is a physical
phenomenon that consists of the adhe-
sion of chemical entities (ions, atoms,
molecules...) from a phase (gas, liquid or
solid) to the surface of a solid, as distinct
from absorbtion, in which the entities pen-
etrate a liquid or solid phase in volume.

• Analyte : An analyte is a specific sub-
stance to be quantified in a given gas, liq-
uid or solid sample.

• Antifuse FPGA : An antifuse FPGA is
a FPGA that is configurable only once.
Each gate is configured by fuses, that are
either burnt or not during the implemen-
tation of the logical circuit. This tech-
nology is namely used for spacial appli-
cations, in which external radiation may
interfere with the static RAM of classic
FPGAs and damage the implemented log-
ical circuit [289,290].

• Application-specific integrated circuit :
An ASIC is a unique and taylored IC
able to carry out specific tasks. It has
a higher development cost than FPGA
or CPLD based solutions (since specific
masks and cleanroom fabrication are re-
quired), so they are usually reserved for
high volume production. However they
are also smaller, need lower power con-

sumption and yield better performances
(speed, reliability...) because of optimiza-
tion and integration.

• Batch process : Batch process is a micro
fabrication process that consists of manu-
facturing many devices at the same time
on a single ∗wafer∗, allowing the increase
of the volume of fabrication and the de-
crease of costs.

• Bio-MEMS : Bio-MEMS are MEMS hav-
ing interactions with biological entities,
usually for medical, environment or agri-
food applications.

• Bioreceptor : A bioreceptor is an biolog-
ical entity (such as DNA, enzyme, cells,
virus, antibodies) that is able to fix to an-
other specific biological entity. The sig-
nal generated by this fixation is called
bio-recognition (pH, mass, heat, light,
charge...).

• Bipolar transistor : A bipolar transistor is
a type of transistor that is basically com-
posed of two diodes placed back to back.
Its electrodes are named emitter, base and
collector. A small current going through
the base can control the ones passing by
the emitter and the collector.

• Bit-shifting : Bit shifting consists of mov-
ing each digit of a number’s binary repre-
sentation left or right.
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• Bragg reflector : A Bragg reflector is a
stack of different layers aiming at reflect-
ing an incoming wave by the generation of
a constructive interference from the multi-
ple reflections at each interface. The qual-
ity of the interference depends on the rela-
tion between the wavelength and the dis-
tance between two consecutive layers. A
Bragg reflector can be designed for optical,
electronical or mechanical applications.

• Bulk acoustic wave : A BAW is a mechan-
ical wave propagating in volume through
a material, usually piezoelectric.

• Bulk silicon etching : Bulk silicon etching
is a micro fabrication process that consists
of carving the silicon in three dimensions
until the desired shape is obtained in the
substrate.

• Cantilever : A cantilever is a micro beam
with a first free end and a second end fixed
to the substrate.

• Carbon black : Carbon black is a powder
made of pure carbon particles. In practice,
it is used as colloidal particles (homoge-
neously spread in another material), such
as in tires.

• Carbon fiber : A carbon fiber is a fiber
about 5 to 10 microns large made of car-
bon.

• Carbon nanotube : A carbon nanotube is
a rolled graphene sheet forming a hollow
cylinder.

• Ceramic : A ceramic is an inorganic and
non-metal material.

• Chip : Chip is a common name for an in-
tegrated circuit.

• Clock : A clock is usually a quartz res-
onator that provides a square signal oscil-
lating between 0 and 1. Every hardware
that processes sequential logic does so at

a specific rhythm given by a clock. In-
deed, such a signal ensures data synchro-
nization between the different logic opera-
tions. Without it, unwanted results would
occur in a cascade of operations, because
each signal delay is different (due to the
connection lengths for instance).

• Combinational logic : Combinational logic
describes a type of digital circuit which
output is a function of the present input
(time-independent).

• Correlated noise : Correlated noise, in
contrast with uncorrelated noise, is a time
dependent noise, meaning its amplitude at
a certain time (or time sample) depends on
its former values over a certain time range
(or number of time samples).

• Data flip-flop : A data flip flop has two
single-bit inputs (data and clock) and a
single-bit data output. At each rising edge
of the clock, the current data input is
stored until the next rising edge of the
clock, and the previous one is released (be-
coming the output). In short, a data flip
flop delays a one-bit signal from one time
sample, but also enables data synchroniza-
tion. The association of several data flip
flops (for signal processing on n-bits sig-
nals) is called a register.

• Decimation : Decimation is a way to mod-
ify the sampling frequency fs of a signal.
Decimation is also called down-sampling
when fs is diminished (the most easy
down-sampling method is to keep one sam-
ple every n samples, with n > 1) or up-
sampling when fs is to be increased (based
on interpolation methods).

• Dielectric : A dielectric is an electri-
cal insulator that polarizes in an electric
field. Electric charges, instead of flowing
through the material as a they would in a
conductor, slightly shift from their average
equilibrium positions.

• Diode : A diode is a two-electrode semi-
conductor that allows the electrical cur-
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rent to flow only from the first electrode
to the second.

• Doppler velocimetry : This technique con-
sists of the velocity determination of a
transparent fluid from the shift of a laser
wavelength triggered by the movement of
a fluid.

• Driver : A driver is a program allowing
the user to utilize a hardware.

• Dynamic range : The dynamic range of a
sensor represents the maximum minus the
minimum output signals that it can yield.

• Faradaic current : A faradaic current is an
electrical current traveling in a liquid due
to oxydo-reduction reactions.

• Feedback : A feedback is the action of a
system output on its input. A negative
feedback aims at diminishing the output
amplitude (and thus tends to stabilize it)
whereas a positive feedback aims at in-
creasing the output amplitude (and thus
tends to destabilize it).

• Field effect transistor : A FET is a type
of transistor which electrodes are named
source, gate and drain. The current flow-
ing through the source and the drain is
controlled by a voltage applied to the gate.
FETs are in competition with the bipolar
transistor in the field of electronic com-
munications, and can be used as chemical
sensors such as ISFETs.

• Figure of merit : A figure of merit is a pa-
rameter allowing the characterization of a
device or method and comparing it to sim-
ilar devices or methods.

• Filter : A filter is a device which output is
a selected frequency range of the input.

• Fluorescence : Fluorescence is the emis-
sion of light by a substance that has pre-
viously absorbed light.

• Gain-bandwidth : The gain-bandwidth of
an OA is the product of the maximum

output voltage and the working frequency.
Thus, a gain-bandwidth of 1 MHz allows
to get a gain of one (input amplitude
= output amplitude) at a frequency of
1 MHz.

• Graphene : Graphene is a carbon struc-
ture in the form of a two dimensional,
atomic scale thickness, hexagonal lattice.

• Gyroscope : A gyroscope consists of a
spinning wheel that tends to keep its ori-
entation, which makes it a perfect system
for angle sensing along one or several axes.

• Hall effect : The Hall effect was discov-
ered in 1879 by Edwin Hall and refers to
the production of an electric field in a ma-
terial through which an electrical current
flows perpendicularly to a magnetic field.

• Hardware description language : A HDL
aims at the description of the behavior
that a circuit must have. In contrast with
a programming language, a HDL script is
not executed line by line. For instance, a
function that shifts an array of n-bits once
to the lower order bits can use a ”for” loop
which, written with a programming lan-
guage, results is n successive operations,
but not with a HDL since it can be inter-
preted to generate a block doing the oper-
ations in parallel.

• Hardware-in-the-loop : Hardware-in-the-
loop is a technique used to characterize
embedded systems (controllers). The dy-
namic system for which the feedback is
designed (whether it is electrical or me-
chanical), is replaced by a mathematical
model implemented in a hardware such as
a FPGA, and is connected to the controller
to be tested. This method enables cheap
and safe testing.

• Integrated Circuit : An IC is a set of
electronic components ordered on a single
piece of semiconductor that performs spe-
cific tasks, also commonly called a chip.
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• Inter digital transducer : An IDT is a
set of two interlocking comb-shaped metal-
lic electrodes deposed at the surface of a
piezoelectric material, allowing to gener-
ate or sense a SAW.

• Interference : An interference is a phe-
nomenon in which the spatial superposi-
tion of two waves a and b results in a wave
c which amplitude is different from the
algebraic sum of the amplitudes of both
waves a and b (the interference is construc-
tive if the amplitude of c is greater, and
destructive if lower).

• Ion selective electrode : An ISE is an elec-
trode used in potentimetric mass sensors,
able to sense a specific ion : the potential
of this electrode varies when the analyte
interacts with its surface (made of differ-
ent kind of glass for instance) or with a
bio-receptor fixed to its surface.

• Ion-sensitive field-effect transistor : An IS-
FET is an ion concentration sensor (such
as H3O

+ in a solution -pH sensor-) in
which the current going through the tran-
sistor changes accordingly to the ion con-
centration. An ISFET is a FET whose
gate electrode is made of a material sen-
sitive to the ionic analyte (sometimes by
the deposition of specific bio-receptors).

• Kalman filter : A Kalman filter is an IIR
nowadays broadly used in the estimation
of time dependent variables in dynamic
systems. It finds its applications in dif-
ferent domains such as defense (radars),
finance or navigation. It allows, from the
analysis of noisy measurements done over
time on a system (position of a target for
instance) to obtain a better estimation of
the actual values of a variable along with
its uncertainties, for a given time sample.

• Label based technologies : Label based
technology concerns biosensors that re-
quire labels such as fluorescent or radioac-
tive molecules. Attached to the targeted
analyte, they help to detect the latter.

The sensor signal thus corresponds to the
amount of labels. In contrast, label free
technology does not require such markers
to facilitate the measure, but instead di-
rectly uses an intrinsic property of the an-
alyte such as its mass or electrical charge.

• Lab-on-chip : A lab-on-chip is a MEMS
that handles very small amount of fluids
and performing some tasks for chemical
analysis such as the ones carried out by
a µTAS.

• Lamb wave : A Lamb wave is a SAW that
propagates on both sides of a plate. The
particle displacement are out of the plane
of the substrate surface.

• Latency : In computing science, latency
is the time delay between the instruction
and the data transfer.

• Lateral field excitation : Lateral field ex-
citation consists of generating a BAW in a
piezoelectric material using two electrodes
laid next to each other at the surface of
the material.

• Limit of detection : The LOD of a sensor
is the smallest sensor input value gener-
ating a measurable sensor output signal.
Below this value, noise dominates any out-
put signal shift. The LOD should not be
confused with the resolution of the sensor
output.

• Linear range : The linear range of a sen-
sor represents its output range for which
the measured signal (sensor output) is pro-
portional to the measurand value (sensor
input).

• Longitudinal bulk acoustic wave : A lon-
gitudinal bulk acoustic wave is a BAW
whose particle displacement is parallel to
the propagation direction of the wave.

• Look-up table : A LUT has an input on
n bits and an output on one or more bits.
It is an array of 2n memory cells (one for
each input value). Each of these cells has
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a specific address and stocks information.
The value of the input is interpreted as an
address and the one of the corresponding
cell is then extracted to be the output. In
short, all the possible values are stored,
which comes to replace a time consum-
ing computation operation by an indexing
one.

• Love wave : A Love wave is a shear SAW
which particle displacement is the plane of
the substrate surface and perpendicular to
the wave direction.

• Micro Electro Mechanical Systems :
MEMS are devices which size is ranging
from one micrometer to a few millime-
ters. Fabricated using microfabrication
processes in cleanroom, they can be clas-
sified in different categories such as actu-
ators, sensors, filters or energy harvesting
devices. The term of MEMS was proposed
during the Micro-Tele-Operated Robotics
Workshop held in 1989 in Salt Lake City
[291].

• Micro Opto Electro Mechanical Systems :
MOEMS are MEMS with additional com-
ponents having interaction with light. The
term MOEMS was introduced in 1993 by
Dr. Motamedi at the Critical Reviews
of Optical Science and Technology confer-
ence [292].

• Micro Total Analysis Systems : µTAS are
smart MEMS sensors that perform entire
chemical analysis. They can process many
tasks alone, such as : fluid flow control,
fluid sampling, detection and sensing, elec-
tric signal filtering, data processing and
sending to a remote entity. µTAS are ad-
vanced lab-on-chips.

• Mode aliasing : Mode aliasing is the spec-
tral merge of two resonances whose fre-
quencies are very close to each other.

• Mode localization : Mode localization
refers in this thesis to the spatial local-
ization of vibration energy triggered by a

slight perturbation in an array of weakly
coupled resonators.

• Multiplexer : A multiplexer is a circuit
which single output is selected among sev-
eral inputs.

• Nano Electro Mechanical Systems :
NEMS are MEMS at a scale under one mi-
crometer.

• Normalized sensitivity : The normalized
sensitivity of a sensor represents the rel-
ative change in signal output over signal
input.

• Operational amplifier : An operational
amplifier is an active electronic component
(it needs an external power supply to fulfill
its functions). It is a high gain amplifier
with a differential input allowing, amongst
others, the implementation of analog fil-
ters.

• Optical fiber : An optical fiber is a cylin-
drical wave guide for light whose diame-
ter is usually comprised between 100µm
and a few millimeters. It is composed of
one or two transparent materials (glass,
plastic...) with different refraction indexes
(the highest is the center of the fiber -
the core- and the lowest at its periphery
-the cladding-), allowing the light to re-
flect inside the core and thus travel along
the fiber.

• Optical path length : The optical path
length between two points A and B is
the distance traveled by an electromag-
netic wave multiplied by the refraction in-
dex n of the medium in which it propa-
gates. This length corresponds to the one
the wave would travel if it was in the void.
The optical path length difference bewteen
the two beams of an interferometer deter-
mines whether the interference is construc-
tive or destructive.

• Oscillator : An oscillator is a device that
is either in open or in close-loop that
converts a constant signal into a periodic
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one. Oscillators are mainly used for elec-
tronic applications (computer clocks, ra-
dio transmitter...), but also for sensing
purposes.
Open-loop oscillator examples : a mechan-
ical clock, which constant input is the dis-
placement of a weight, generates the pe-
riodic movement of a swing by the mean
of the escapement. A second example is
the violin, which constant input is the
straight displacement of the bow generat-
ing a stick-and-slip movement on the vi-
olin string (the so-called Helmholtz mo-
tion [293]). These waves are then changed
into an acoustic vibration by the violin.
Another type of open-loop oscillator is the
relaxation oscillators, which are non-linear
systems meant to generate periodic signals
that are not sinusoidal. They are usually
electrical oscillators (with switches allow-
ing capacitors to charge slowly and dis-
charge suddenly), but some mechanical re-
laxation oscillators also exist such as the
∗Tantalus cup∗.
Closed-loop oscillator example : the
acoustic feedback between a microphone
and its speaker. When the former is ori-
ented and connected to the latter, they
may together generate an audible acous-
tic wave with an ever increasing amplitude
(until saturation or intervention of the op-
erator). The closed loop gain is deter-
mined by the amplifier settings but also
the distance d between the microphone
and the speaker. When d is small enough,
the closed loop gain is higher than 1 for
a wide range of frequencies, because the
speaker is not a resonator (as it is designed
to have a flat spectrum for audible fre-
quencies). The amplified frequencies will
then be the ones which wavelengths, in re-
lation with d, satisfy the Barkhausen sta-
bility criterion for the phase. In this exam-
ple, the constant input signal is the power
supply of the amplifier and speaker.

• Overflow : A digital signal being coded
on n bits, it can only take 2n possible val-

ues, meaning a number whose value is out-
side this boundary loses its highest-order
bit(s). For instance, the numbers 3 and 4
on three bits are (unsigned) 011 and 100
respectively, but are 11 and 00 on two bits,
which actually correspond to 3 and 0, re-
spectively.

• Oxidation/reduction reaction : An oxida-
tion/reduction reaction is a chemical reac-
tion involving the exchange of one or sev-
eral electrons.

• Passive and active sensitivities : In an ana-
log filter, a passive sensitivity is defined as
the relative variation of a parameter (such
as the RtF or the Q-factor), over the rela-
tive variation of the value of one passive
component (such as resistors or capaci-
tors). In an active filter, an active sensitiv-
ity is also defined as the relative variation
of a parameter (such as the RtF or the Q-
factor), over the relative variation of the
value of an active part of the filter (such as
the amplification gain A of an operational
amplifier). Since external conditions, such
as the temperature, may slightly change
the behavior of each electrical component,
passive and active sensitivities are inter-
esting to calculate and evaluate from the
filter transfer function.

• Photodetector : A photodetector is a sen-
sor that convert a light signal into an elec-
trical signal.

• Photolithography : Photolithography is
a micro fabrication process alowing to
transfer a geometric pattern on a wafer
throughout a photomask. This micro fab-
rication step allows to protect chosen parts
of the wafer for the next microfabrication
step.

• Piezoelectricity : Piezoelectricity is the
ability of a material to generate charges
under stress, and to extend or shrink with
voltage (the term ”piezo” comes from the
Greek ”to press”).
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• Piezoresistivity : Piezoresistivity charac-
terizes the resistivity change of a mate-
rial subjected to strain. Inspired by the
piezoelectric phenomenon, John W. Cook-
son used the term ”piezoresistivity” for the
first time in 1935 [294], which refers to the
shift of resistivity with stress, as distinct
from the total change of resistance.

• Polymer : A polymer is a large molecule
composed of repeated subunits.

• Processor core : A processor core is an es-
sential component of a processing unit, as
it is able to read and execute queued up
instructions, one by one, at a certain fre-
quency.

• Proof mass : A proof mass is a component
of a MEMS whose mass is known.

• Quartz : Quartz is a common piezoelectric
crystal.

• Radio frequency : RF are frequencies
from around 30 Hz to 300 GHz, suitable
for telecommunications. In general, RF
refers to frequencies higher than 100 MHz,
because the bandwidths of television and
mobile phones (so the bigger markets)
start around these frequencies. However,
extremely lower frequencies are also used
(less than 100 Hz for submarine telecom-
munications).

• Rayleigh wave : A Rayleigh wave is a SAW
that is a combination of a planar wave trig-
gering a longitudinal displacement and a
shear wave perpendicular to the surface
producing a transversal displacement. As
a consequence, each particle at the surface
has an elliptical movement.

• Register : A register is the association of
several data flip flops, allowing to work on
n-bits and not single-bit signals.

• Repeatability : The repeatability of a sen-
sor is its ability to yield identical results
when the same experiments are carried out
several times.

• Resolution : The resolution is the mini-
mum shift of a physical quantity that can
be measured above the noise floor.

• Resonator : A resonator is a physical sys-
tem which vibration amplitude is maxi-
mum for one or more frequencies of ex-
citation. It can also be seen as a filter
(also called resonant filter in the present
manuscript).

• Selectivity : Selectivity is the ability of a
mass sensor to sense only one specific en-
tity. Its depends on the affinity between
the analyte and the receptor.

• Semiconductor : A semiconductor is a ma-
terial whose ability to conduct electricity
(conductivity) lays between those of a in-
sulator and a conductor. Semiconductors
are commonly used in electronic devices as
switches or amplifiers, such as silicon.

• Sensitive range : The sensitive range is de-
fined in this thesis for ML based sensors as
the range of perturbations ε for which the
NS is at least equal to half of its maxi-
mum value (since the NS decreases when
ε increases, from ε = 0).

• Sensitivity : The sensitivity of a sensor
represents the change in signal output over
signal input.

• Sensor : A sensor is a device generating a
measurable signal (usually electric) from
an external stimulus.

• Sequential logic : Sequential logic de-
scribes a type of digital circuit whose out-
put is a function of the present and the
previous inputs (time dependent).

• SH-SAW : A SH-SAW is similar to a Love
wave but with a larger penetration depth.

• Slew rate : The slew rate of an OA is the
maximum output voltage variation with
respect to time (expressed in Volts per sec-
ond).
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• Static displacement : The static displace-
ment of a damped or undamped resonator
is the displacement of the mass when it is
subjected to an external constant force.

• Substrate : The substrate is the base ma-
terial in which a MEMS is fabricated.

• Surface acoustic wave : SAWs are mechan-
ical waves propagating at the surface of a
material with a typical penetration depth
around their wavelength. Such waves can
be Love waves, Lamb waves or Rayleigh
waves. Typically on the human scale, an
earthquake can generate Rayleigh waves
at the surface of the earth crust, source of
building damage. In the MEMS field, their
amplitudes can go down to a few picome-
ters : generated with IDTs, they propa-
gate on a piezoelectric substrate and are
used for filtering or sensing.

• Surface micromachining : Surface micro-
machining is a micro fabrication process
that consists of stacking several layers of
different materials before sacrificing one of
them at a desired location, thus creating
specific shapes such as cantilevers.

• Tantalus cup : The Tantalus cup is a recip-
ient with a u-shaped siphon being contin-
uously filled with water, but that empties
out automatically once a certain level of
water is reached.

• Time response : For a mass sensor, the
time response is the time that elapses be-
tween a change in the analyte concentra-
tion and its detection by the sensor.

• Thermal bimorph : A thermal bimorph
consists of two different materials, one
stuck on top of the other. Since the ther-
mal expansion coefficients are different for
each material, a movement of the assembly
occurs under a temperature change.

• Thermocouple : A thermocouple is a tem-
perature sensor based on the Seebeck ef-
fect, which predicts a difference of voltage

between both ends of an open loop wire
made of two different materials and sub-
jected to a gradient of temperature.

• Thermodynamics : Thermodynamics is a
branch of physics dealing with energy and
temperature of a system at different ther-
mal equilibrium, as distinct from thermics
which deals with time dependent energy
transfers happening between two different
thermal equilibrium.

• Thermoresistivity : Thermoresistivity de-
scribes the dependence of the electrical re-
sistivity of a material to the temperature.

• Thermoscope : A thermoscope is the an-
cestor of the thermometer : this device is
based on the dilatation of air in a cham-
ber with a temperature shift, which trig-
gers the displacement of water in a tube
connected to this chamber. It allows to
observe a shift in temperature, as distinct
from a thermometer that comes along with
a scale allowing to measure it.

• Thickness field excitation : Thickness field
excitation consists of the generation of
a BAW in a piezoelectric material sand-
wiched between two electrodes.

• Thickness shear wave : A thickness shear
wave is a bulk wave whose particle dis-
placement is perpendicular to the propa-
gation of the wave.

• Transducer : A transducer is a device that
turns a form of energy or signal into an-
other.

• Transistor : A transistor is a three elec-
trode semiconductor device aiming at ei-
ther amplifying an electric signal or being
used as an electronic switch. The most
common transistor types are the bipolar
transistor and the field effect transistor.

• Wafer : A wafer is a thin slice of semicon-
ductor in which MEMS are fabricated.
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Annex 1 : Eigenvalue problem resolution for a 2 DOF un-
damped resonators system

Let’s consider a system composed of two undamped resonators system of stiffness k, mass m
and displacement xi, i ∈ {1, 2}, coupled to each other with a spring of stiffness kc, such as depicted
on Fig. 67.

m mkc

x1 x2

k k

Figure 67: 2 DOF free mass spring system

The application of the second Newton’s law to this system yields

{
m · ẍ1 + k · x1 + kc · (x1 − x2) = 0
m · ẍ2 + k · x2 + kc · (x2 − x1) = 0

(122)

Taking X = (x1, x2) as an harmonic solution of angular frequency ω of Eq. 122, the complex
notations can be used

X = u · ejωt

Ẍ = −ω2 ·X
(123)
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Using Eq. 122 and Eq. 123 and dividing by ejωt yield a matrix form of the problem



K · u = λ ·M · u

λ = ω2 · m
k

M =

1 0

0 1



K =

1 + κ −κ

−κ 1 + κ


κ = kc

k

(124)

We first aim at determining the two eigenvalues λ1 and λ1. Since M is the identity matrix Id,
the aforementioned equation becomes

(K − λ · Id) · u = −→0 (125)

Which comes to solve

det(K − λ · Id) = 0 (126)

That is

∣∣∣∣∣∣∣
1 + κ− λ −κ

−κ 1 + κ− λ

∣∣∣∣∣∣∣ = 0

(1 + κ− λ)2 − κ2 = 0
(1 + 2κ− λ) · (1− λ) = 0

(127)

They are then two solutions

{
λ1 = 1
λ2 = 1 + 2κ

(128)

With λi = ω2
i · mk and κ = kc

k
,


ω1 =

√
k

m

ω2 =
√
k + 2kc
m

(129)
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ω1 and ω2 are the two angular eigenfrequencies of the system. We are now looking for their
associated mode shape (eigenvectors u1 and u2). To do so, the following equation must be solved.



K · ui = λi · ui

ui =

ui1
ui2


i ∈ {1, 2}

(130)

Equation 130 gives

{
(1 + κ) · ui1 − κ · ui2 = ui1

−κ · ui1 + (1 + κ) · ui2 = ui2
(131)

For the first mode, subtracting the second equation to the first one in Eq. 131 yields

(1 + 2κ) · u11 − (1 + 2κ) · u12 = u11 − u12

2κ · (u11 − u12) = 0
u11 = u12

(132)

So u1 could be defined as follow

u1 = 1√
2
·

1

1

 (133)

For the second mode, adding the second equation to the first one in Eq. 131 yields

u21 + u22 = (1 + 2κ) · u21 + u22

2κ · (u21 + u22) = 0
u21 = −u22

(134)

So u2 could be defined as follow

u2 = 1√
2
·

 1

−1

 (135)

The shape of these two modes are depicted on Fig. 68 and a summary of the different results
present in this section is given in Table 13.
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m mk kkc

Equilibrium

m mk kkc

In-phase

mode

m mk kkc

Out-of-phase

mode

Figure 68: Graphic representation of the modes of a 2 DOF undamped resonators system

Table 13: Eigenvalues and eigenvectors of a 2 DOF undamped resonators system : a summary

Mode name Mode number Angular frequency Eigenvector

In-phase 1 ω1 =
√

k
m

u1 = 1√
2 ·

1

1


Out-of-phase 2 ω2 =

√
k+2kc
m

u2 = 1√
2 ·

 1

−1
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Annex 2 : Analytic development of mode localization

The following method has been adapted from [205].

Let’s consider a system composed of N undamped resonators of stiffness k, mass mi and
displacement xi, i ∈ {1..N}, coupled to one another with springs of stiffness kc, such as depicted
on Fig. 69.

m1 m2 mN−1 mNkc kc kc

x1 x2 xN−1 xN

k k kk

Figure 69: N DOF free mass spring system

Let’s first set mi = m for i ∈ {1..N}, with m a fixed value.

The application of the second Newton’s law to this system yields



m · ẍ1 + k · x1 + kc · (x1 − x2) = 0
m · ẍN + k · xN + kc · (xN − xN−1) = 0

m · ẍi + k · xi + kc · (2xi − xi−1 − xi+1) = 0
i ∈ {2..N − 1}

(136)

Taking X = (x1, .., xN) as an harmonic solution of angular frequency ω of Eq. 136, the complex
notations can be used

X = u · ejωt

Ẍ = −ω2 ·X
(137)
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Using Eq. 137 and Eq. 136 and dividing by ejωt yield a matrix form of the problem



K · u = λ ·M0 · u

λ = ω2 · m
k

M0 =



1 0 ... ... 0

0 1 ...

... ... ...

... 1 0

0 ... ... 0 1



K =



1 + κ −κ 0 ... ... 0

−κ 1 + 2κ −κ ...

0 −κ 1 + 2κ ...

... ... ... ... ...

... 1 + 2κ −κ 0

... −κ 1 + 2κ −κ

0 ... ... 0 −κ 1 + κ


κ = kc

k

(138)

with K and M0 being the stiffness and mass square matrices of size N .

Equation 138 is a nondimensional eigenvalue problem having N solutions that corresponds to
N modes of vibrations, each one associated to a vibration shape and a specific frequency, described
by the eigenvector u0n and eigenvalue λ0n, respectively (with n ∈ {1..N}). The problem can be
rewritten as

{
K · u0n = λ0n ·M0 · u0n

n ∈ {1..N}
(139)

Since the K and M0 are symmetric, the N eigenvalues are real and the eigenvectors are
orthogonal, such as

u
T
0n ·M0 · u0m = δnm

uT0n ·K · u0m = λ0n · δnm
(140)

where δnm is the Kronecker delta function defined to be equal to 1 when n = m and to 0
otherwise.
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We can know rewrite the problem considering that each resonator may be subjected to a small
perturbation such as

M = M0 + δM (141)

where δM is a N by N diagonal matrix that represents the positions and quantities of mass
added to the system.

The resulting eigenvectors and eigenvalues can be written as

{
un = u0n + δun

λn = λ0n + δλn
(142)

Since the N eigenvectors are a base, the perturbation of δun can be expressed as

δun =
N∑
i=1

αin · u0i (143)

where αin are small coefficients that need to be determined.

The problem now becomes

{
K · un = λn ·M · un

n ∈ {1..N}
(144)

Substituting Eq. 141 and 142 in Eq. 144 yields

K · (u0n + δun) = (λ0n + δλn) · (M0 + δM) · (u0n + δun) (145)

Keeping only the first order leads to

K · u0n − λ0n ·M0 · u0n︸ ︷︷ ︸
=0, Eq. 139

+K · δun = λ0n · δM · u0n + δλn ·M0 · u0n + λ0n ·M0 · δun (146)

Premultiplying by uT0p, p ∈ {1..N} and using Eq. 143 gives

N∑
i=1

αin · uT0p ·K · u0i = λ0n · uT0p · δM · u0n + δλn · uT0p ·M0 · u0n + λ0n ·
N∑
i=1

αin · uT0p ·M0 · u0i

(147)

Defining δµi,n = uT0i · δM · u0n and using Eq. 140 for the case p = n, Eq. 147 becomes

αnn · λ0n = λ0n · δµn,n + δλn + αnn · λ0n (148)
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Which yields

δλn = −λ0n · δµn,n (149)

With Eq. 142 we can write

λn = λ0n · (1− δµn,n) (150)

Using the definition of λ in Eq. 138, the previous equation yields

ωn = ω0n ·
√

1− δµn,n (151)

Since δµn,n � 1, we keep again the first order such as

ωn = ω0n ·
(

1− 1
2 · δµn,n

)
(152)

Finally

δωn = −1
2 · δµn,n · ω0n (153)

Using Eq. 140 for the case p 6= n, Eq. 147 becomes

αpn · λ0p = λ0n · δµp,n + αpn · λ0n (154)

Finally,

αpn = λ0n

λ0p − λ0n
· δµp,n (155)

αnn still needs to be determined. To do so, we use the orthogonal property of un as follow

uTn ·M · un = 1 (156)

Substituting Eq. 141 and 142 in Eq. 156 yields

(u0n + δun)T · (M0 + δM) · (u0n + δun) = 1 (157)

Keeping only the first order, we obtain

uT0n ·M0 · u0n + uT0n ·M0 · δun + uT0n · δM · u0n + δuTn ·M0 · u0n = 1 (158)
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Using Eq. 143 gives

uT0n ·M0 · u0n︸ ︷︷ ︸
=1, Eq. 140

+
N∑
i=1

αin · uT0n ·M0 · u0i︸ ︷︷ ︸
=αnn, Eq. 140

+δµn,n +
N∑
i=1

αin · uT0i ·M0 · u0n︸ ︷︷ ︸
=αnn, Eq. 140

= 1 (159)

That is

αnn = −1
2 · δµn,n

(160)

In the end, the small variations of eigenvectors and eigenvalues due to a certain mass pertur-
bation distribution can be express as



δωn = −1
2 · δµn,n · ω0n︸ ︷︷ ︸

Eq. 153

δun = −1
2 · δµn,n︸ ︷︷ ︸
Eq. 160

·u0n +
N∑

p=1, p6=n

λ0n

λ0p − λ0n
· δµp,n︸ ︷︷ ︸

Eq. 155

·u0p

(161)

With the definition of λ in Eq. 138, we finally obtain :

Expressions of the shifts of eigenfrequencies and eigenvectors due to a small
mass variation in a N DOF coupled undamped resonators system

δωn ' −
δµn,n

2 · ω0n

δun ' −
δµn,n

2 · u0n +
N∑

p=1, p6=n

δµp,n(
ω0p
ω0n

)2
− 1
· u0p

δµi,n = uT0i · δM · u0n

(162)

With N the number of DOF and for n ∈ {1..N}, ω0n, u0n, δωn and δun are the nth angu-
lar eigenfrequency and eigenvector before the addition of mass, small variation of angular
eigenfrequency and eigenvector after the introduction of a mass perturbation in the system,
respectively. δM is the diagonal N by N matrix containing the normalized small mass shifts
δm
m

.

Comment : the same reasoning can be done for a perturbation on the stiffness matrix K,
leading to similar results. However, this thesis treats of mass perturbation, so this case was not
considered here in order to simplify the calculations and the final result.
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Annex 3 : Close loop transfer function of a 2 DOF coupled
resonant system

In this annex are presented the expressions of the displacements (or electrical charges for
electric circuits) in a 2 DOF coupled resonant system.

Figure 70a depicts a standard coupled mechanical resonant system in forced regime. Each
resonator i of mass mi is described by a set of parameters, including linear stiffness ki and damping
ηi. It can also be seen as a filter characterized by a transfer function with the excitation force Fi
as an input and the displacement xi as an output. Since the system is composed of two coupled
resonators, the coupling force comes in addition to the excitation force, as shown on Fig. 70b.
This contribution is equal to the coupling ratio κ = kc

k1
multiplied by the displacement difference

of the resonators x1 − x2.

m1 m2

k1, η1, ... k2, η2, ...kc

Resonator 1 Resonator 2

x0,1 x0,2

−→
F1

−→
F2

−→x1 −→x2

(a) Mass-spring like coupled resonators

+

−

+

−

+

+

kc
k1

Coupling

F1

A0 · sin(ω · t+ φ1)

F2

A0 · sin(ω · t+ φ2)

H2(s)

Resonator 2

H1(s)

Resonator 1

x1

x2

(b) Equivalent block diagram of Fig. 70a

Figure 70: 2 DOF coupled resonators

The open loop transfer functions of resonators 1 and 2 are denoted H1 and H2 respectively.
The following equations can then be written, according to Fig. 70b

x1 = H1 · (F1 − κ · (x1 − x2))
x1 · (1 + κ ·H1) = H1 · (F1 + κ · x2)

x1 = H1

1 + κ ·H1
· F1 + κ ·H1

1 + κ ·H1
· x2

(163)

The same way we can write

x2 = H2

1 + κ ·H2
· F2 + κ ·H2

1 + κ ·H2
· x1 (164)

We can now use both Eq. 163 and Eq. 164 to write the transfer functions of the system in
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close loop


x1 = H1 · (1 + κ ·H2)

1 + κ · (H1 +H2) · F1 + κ ·H1 ·H2

1 + κ · (H1 +H2) · F2

x2 = H2 · (1 + κ ·H1)
1 + κ · (H1 +H2) · F2 + κ ·H1 ·H2

1 + κ · (H1 +H2) · F1

(165)

Let’s denote Hi = Ni
Di

, i ∈ {1, 2}, the following equation can then be written



H1 · (1 + κ ·H2) = N1 · (D2 + κ ·N2)
D1 ·D2

H2 · (1 + κ ·H1) = N2 · (D1 + κ ·N1)
D1 ·D2

1 + κ · (H1 +H2) = D1 ·D2 + κ · (N1 ·D2 +N2 ·D1)
D1 ·D2

κ ·H1 ·H2 = κ ·N1 ·N2

D1 ·D2

(166)

We finally obtain


x1 = N1 · (D2 + κ ·N2)

D1 ·D2 + κ · (N1 ·D2 +N2 ·D1) · F1 + κ ·N1 ·N2

D1 ·D2 + κ · (N1 ·D2 +N2 ·D1) · F2

x2 = N2 · (D1 + κ ·N1)
D1 ·D2 + κ · (N1 ·D2 +N2 ·D1) · F2 + κ ·N1 ·N2

D1 ·D2 + κ · (N1 ·D2 +N2 ·D1) · F1

(167)
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Annex 4 : Matlab code, Bode diagrams and NS graphs for
both damped resonator and piezoelectric filter and different
output metrics

clear all
close all
clc

%%
% data

resonator_type =1; %0 for RLC , 1 for piezo
SB=1; % 0 for sensitivity plot , 1 for Bode

diagrams plot

% if SB==0
conf =4; % output metrics : 0 for amplitude

shift at the restonance , 1 for amplitude
shift at fixed frequency , 2 for frequency
shift at the resonance , 3 for phase shift
at fixed frequency , 4 for amplitude ratio

n_bode =10000; %size of the frequency vector

if or(conf==1,conf ==3)
fixed_freq =1
else
fixed_freq =0
end

if resonator_type ==0
Q=100;%the axis of the graphs automatically

adapt to the value of Q
f0=1; %eigenfrequency (set to one for

normalized frequency)
bode_min=f0*(1 -20/Q); %min frequency
bode_max=f0 *(1+20/Q); %max frequency
kmmax =100; %max iteration on the mass

perturbation
dmmax =20/Q; %max perturbation value
kamax =100; %max iteration on the coupling
amax =3/Q; %max coupling value , also used for

the Bode plot
else
%parameters for the piezoelectric model (

chapter III)
Q=150000;
f0 =999887.5;
bode_min =999910;
bode_max =999960;
g1=2.1E-3;
g2 =25.7;
g3 =0.0159;
kmmax =10;
dmmax =5/Q;
kamax =10;
amax =30000/Q;
end

if conf ==0
valmin=-Q/4;
valmax=Q/4;
elseif conf ==1
valmin=-Q/2;
valmax=Q/2;
elseif conf ==2
n_bode =300000;

valmin =-0.6;
valmax =0;
elseif conf ==3
valmin=-Q;
valmax=Q;
else
valmin =-1.2*Q;
valmax =1.2*Q;
end

ph=-90;%exitation phase on resonator 2

delta =1/2/Q; %normalized frequency offset (
output metric number 1)

%%
%calculations

opts = bodeoptions(’cstprefs ’);
opts.PhaseVisible = ’off’;
opts.Grid = ’off’;

astep=amax/(kamax -1);
dmstep=dmmax/(kmmax -1);
bode_step =(bode_max -bode_min)/n_bode;
freq_range=linspace(bode_min ,bode_max ,n_bode +1)

;

Max1=zeros(2,kmmax+1,kamax +1);
Max2=zeros(2,kmmax+1,kamax +1);

w1=zeros(2,kmmax+1,kamax +1);
w2=zeros(2,kmmax+1,kamax +1);

p1=zeros(2,kmmax+1,kamax +1);
p2=zeros(2,kmmax+1,kamax +1);

phi=ph*pi /180;

figure
set(gcf ,’Units’,’Normalized ’,’Position ’, [0 0

0.9 0.9]);

for ka=1: kamax+1,
a=(ka -1)*astep;

coupling(ka)=100*a;

(ka -1)/kamax *100 %timing visible in Matlab
command window

for km=1: kmmax+1
dm=(km -1)*dmstep;

if resonator_type ==0

N1=[f0ˆ2];
D1=[1+dm f0/Q f0ˆ2];

N2=[f0ˆ2];
D2=[1 f0/Q f0ˆ2];

else
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N1=[1+dm f0/Q f0 ˆ2*(1+ g1) 0];
D1=[(1+dm)*(g2+1) f0*(1/Q+(1+dm)*g3*g2+g2/Q) f0

ˆ2*(1+ g1+g3*g2/Q+g2) f0ˆ3*g2*g3];

N2=[1 f0/Q f0 ˆ2*(1+ g1) 0];
D2=[g2+1 f0*(1/Q+g3*g2+g2/Q) f0 ˆ2*(1+ g1+g3*g2/Q

+g2) f0ˆ3*g2*g3];

end

n1=sum_poly_coeff(conv(N1,sum_poly_coeff(D2,a*
N2)),a*exp(i*phi)*conv(N1,N2));

d1=sum_poly_coeff(sum_poly_coeff(conv(D1 ,D2),a*
conv(N1 ,D2)),a*conv(N2 ,D1));

n2=sum_poly_coeff(exp(i*phi)*conv(N2 ,
sum_poly_coeff(D1,a*N1)),a*conv(N1,N2));

d2=d1;

H1=tf(n1,d1);
H2=tf(n2,d2);

[mag1 (:),phase1 (:)]=bode(H1 ,bode_min:bode_step:
bode_max ,opts);

[mag2 (:),phase2 (:)]=bode(H2 ,bode_min:bode_step:
bode_max ,opts); %the phase of the exitation
is included in phase2

%%

for k=1: n_bode
Diff1(k)=mag1(k+1)-mag1(k);
Diff2(k)=mag2(k+1)-mag2(k);
end

for k=1:n_bode -1
dDiff1(k)=Diff1(k+1)-Diff1(k);
dDiff2(k)=Diff2(k+1)-Diff2(k);
end

j1=1;
j2=1;

if fixed_freq ==0
for k=1:n_bode -1
if j1 <3 && Diff1(k)*Diff1(k+1) <=0 && dDiff1(k)

<=0 %extremum + concave detection
Max1(j1 ,km,ka)=mag1(k+1);
w1(j1,km,ka)=freq_range(k+1);
j1=j1+1;
end
if j2 <3 && Diff2(k)*Diff2(k+1) <=0 && dDiff2(k)

<=0 %extremum + concave detection
Max2(j2 ,km,ka)=mag2(k+1);
w2(j2,km,ka)=freq_range(k+1);
j2=j2+1;
end
end

else

for k=1:n_bode -1
if km == 1
if j1 <3 && Diff1(k)*Diff1(k+1) <=0 && dDiff1(k)

<=0 %extremum + concave detection
k1(j1)=k+1;
j1=j1+1;
end
if j2 <3 && Diff2(k)*Diff2(k+1) <=0 && dDiff2(k)

<=0 %extremum + concave detection
k2(j2)=k+1;
j2=j2+1;
end

end
end

% Amplitudes and phases at fixed frequency

fr1 (1)=( bode_min+k1(1)*bode_step);
fr2 (1)=( bode_min+k2(1)*bode_step);

f1(1)=fr1 (1)*(1-delta);
f2(1)=fr2 (1)*(1-delta);

k1b (1)=floor ((f1(1)-bode_min)/bode_step);
k2b (1)=floor ((f2(1)-bode_min)/bode_step);

Max1(1,km,ka)=mag1(k2b(1));
Max2(1,km,ka)=mag2(k2b(1));

p1(1,km ,ka)=phase1(k1(1));
p2(1,km ,ka)=phase2(k2(1));

S1=size(k1);
S2=size(k2);

if S1(2) >1 % test existance of mode 2
fr1 (2)=( bode_min+k1(2)*bode_step);
f1(2)=fr1 (2)*(1-delta);
k1b (2)=floor ((f1(2)-bode_min)/bode_step);
Max1(2,km,ka)=mag1(k2b(2));
p1(2,km ,ka)=phase1(k1(2));
end

if S2(2) >1
fr2 (2)=( bode_min+k2(2)*bode_step);
f2(2)=fr2 (2)*(1-delta);
k2b (2)=floor ((f2(2)-bode_min)/bode_step);
Max2(2,km,ka)=mag2(k2b(2));
p2(2,km ,ka)=phase2(k2(2));
end

end

if km <kmmax
Perturbation(km)=dm*100; %for the plot
end

%amplitude reference
if fixed_freq ==1
if km==1
if ka==1
REF=mag1(k1(1));
end
end
else
if km==1
if ka==1
REF=Max1(1,1,1);
end
end
end

if conf ==0
%amplitude shift at the resonance

if km >1

NSR1M1(ka,km -1) = (Max1(1,km,ka)-Max1(1,km -1,ka
))/REF/dmstep;

NSR1M2(ka,km -1) = (Max1(2,km,ka)-Max1(2,km -1,ka
))/REF/dmstep;

NSR2M1(ka,km -1) = (Max2(1,km,ka)-Max2(1,km -1,ka
))/REF/dmstep;

NSR2M2(ka,km -1) = (Max2(2,km,ka)-Max2(2,km -1,ka
))/REF/dmstep;
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% anti artefact
if abs(NSR1M1(ka,km -1))>valmax
NSR1M1(ka,km -1) =0;
end

if abs(NSR2M1(ka,km -1))>valmax
NSR2M1(ka,km -1) =0;
end

if abs(NSR1M2(ka,km -1))>valmax
NSR1M2(ka,km -1) =0;
end

if abs(NSR2M2(ka,km -1))>valmax
NSR2M2(ka,km -1) =0;
end
end

elseif conf ==1
%amplitude shift at fixed frequency

if km >1

NSR1M1(ka,km -1) = (Max1(1,km,ka)-Max1(1,km -1,ka
))/REF/dmstep;

NSR2M1(ka,km -1) = (Max2(1,km,ka)-Max2(1,km -1,ka
))/REF/dmstep;

NSR1M2(ka,km -1) = (Max1(2,km,ka)-Max1(2,km -1,ka
))/REF/dmstep;

NSR2M2(ka,km -1) = (Max2(2,km,ka)-Max2(2,km -1,ka
))/REF/dmstep;

end

elseif conf ==2
%frequency shift at the resonance

if km >1

NSR1M1(ka,km -1) = (w1(1,km,ka)-w1(1,km -1,ka))/
f0/dmstep;

NSR1M2(ka,km -1) = (w1(2,km,ka)-w1(2,km -1,ka))/
f0/dmstep;

NSR2M1(ka,km -1) = (w2(1,km,ka)-w2(1,km -1,ka))/
f0/dmstep;

NSR2M2(ka,km -1) = (w2(2,km,ka)-w2(2,km -1,ka))/
f0/dmstep;

end

elseif conf ==3
%phase shift at fixed frequency

if km >1

NSR1M1(ka,km -1) = (p1(1,km,ka)-p1(1,km -1,ka))
/180/ dmstep;

NSR1M2(ka,km -1) = (p1(2,km,ka)-p1(2,km -1,ka))
/180/ dmstep;

NSR2M1(ka,km -1) = (p2(1,km,ka)-p2(1,km -1,ka))
/180/ dmstep;

NSR2M2(ka,km -1) = (p2(2,km,ka)-p2(2,km -1,ka))
/180/ dmstep;

end

else

if km >1
NSamplM1(ka,km -1) = ((Max1(1,km ,ka)/Max2(1,km ,

ka))-(Max1(1,km -1,ka)/Max2(1,km -1,ka)))/
dmstep; %mode 1 : resonator 1 over 2

NSamplM2(ka,km -1) = ((Max2(2,km ,ka)/Max1(2,km ,

ka))-(Max2(2,km -1,ka)/Max1(2,km -1,ka)))/
dmstep; %mode 2 : resonator 2 over 1

% NSamplM1(ka,km -1) = ((Max2(1,km,ka)/Max1
(1,km,ka)) -(Max2(1,km -1,ka)/Max1(1,km -1,ka)
))/dmstep; %mode 1 : resonator 2 over 1

% NSamplM2(ka,km -1) = ((Max1(2,km,ka)/Max2
(2,km,ka)) -(Max1(2,km -1,ka)/Max2(2,km -1,ka)
))/dmstep; %mode 2 : resonator 1 over 2

% anti artefact
if abs(NSamplM1(ka,km -1))>valmax
NSamplM1(ka,km -1) =0;
end

if abs(NSamplM2(ka,km -1))>valmax
NSamplM2(ka,km -1) =0;
end
end
end

if SB==1
if ka==kamax
%%
%plot

% Colors
co=abs(km -1)/( kmmax);

if 0<=co && co <0.2
c1=1;
c2=5*co;
c3=0;
elseif 0.2<=co && co <0.4
c1=1-5*(co -0.2);
c2=1;
c3=0;
elseif 0.4<=co && co <0.6
c1=0;
c2=1;
c3=5*(co -0.4);
elseif 0.6<=co && co <0.8
c1=0;
c2=1-5*(co -0.6);
c3=1;
elseif 0.8<=co && co <=1
c1=5*(co -0.8);
c2=0;
c3=1;
end

subplot (2,2,1)
hold on
plot(freq_range ,(mag1),’LineWidth ’ ,0.5,’color’

,[c1 c2 c3]);

subplot (2,2,2)
hold on
plot(freq_range ,(mag2),’LineWidth ’ ,0.5,’color’

,[c1 c2 c3]);

subplot (2,2,3)
hold on
plot(freq_range ,( phase1),’LineWidth ’ ,0.5,’color

’,[c1 c2 c3]);

subplot (2,2,4)
hold on
plot(freq_range ,( phase2),’LineWidth ’ ,0.5,’color

’,[c1 c2 c3]);

end
end
end
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end

if SB==0
if conf ==4

subplot (1,2,1)
imagesc(Perturbation ,coupling ,NSamplM1);
xlabel(’Perturbation␣(%)’);
title(’NSamplM1 ’);
ylabel(’Coupling␣(%)’);
colormap(’jet’);
set(gca , ’fontsize ’, 20);
colorbar;
caxis([valmin , valmax ]);
grid on

subplot (1,2,2)
imagesc(Perturbation ,coupling ,NSamplM2);
xlabel(’Perturbation␣(%)’);
title(’NSamplM2 ’);
ylabel(’Coupling␣(%)’);
colormap(’jet’);
set(gca , ’fontsize ’, 20);
colorbar;
caxis([valmin , valmax ]);
grid on

else

subplot (2,2,1)
imagesc(Perturbation ,coupling ,NSR1M1);
xlabel(’Perturbation␣(%)’);
title(’NSR1M1 ’);
ylabel(’Coupling␣(%)’);
colormap(’jet’);
set(gca , ’fontsize ’, 20);
colorbar;
caxis([valmin , valmax ]);
grid on

subplot (2,2,2)
imagesc(Perturbation ,coupling ,NSR2M1);
title(’NSR2M1 ’);
xlabel(’Perturbation␣(%)’);
ylabel(’Coupling␣(%)’);
colormap(’jet’);
set(gca , ’fontsize ’, 20);
colorbar;
caxis([valmin , valmax ]);

grid on

subplot (2,2,3)
imagesc(Perturbation ,coupling ,NSR1M2);
title(’NSR1M2 ’);
xlabel(’Perturbation␣(%)’);
ylabel(’Coupling␣(%)’);
colormap(’jet’);
set(gca , ’fontsize ’, 20);
colorbar;
caxis([valmin , valmax ]);
grid on

subplot (2,2,4)
imagesc(Perturbation ,coupling ,NSR2M2);
title(’NSR2M2 ’);
xlabel(’Perturbation␣(%)’);
ylabel(’Coupling␣(%)’);
colormap(’jet’);
set(gca , ’fontsize ’, 20);
colorbar;
caxis([valmin , valmax ]);
grid on

end
end

%% Polynoms sum function
function coeff_sum = sum_poly_coeff(x1,x2)

x1_order = length(x1);
x2_order = length(x2);

if x1_order > x2_order
max_order = size(x1);
else
max_order = size(x2);
end

new_x1 = padarray(x1 ,max_order -size(x1) ,0,’pre’
);

new_x2 = padarray(x2 ,max_order -size(x2) ,0,’pre’
);

coeff_sum = new_x1 + new_x2;

return
end
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Annex 5 : Digital filter coefficients



a0 = 1
D
·
(
A2 ·Q+ A2 ·Q · g1 + A+Q+Q · ε

)
a1 = 1

D
·
(
A2 ·Q · g1 − A+ A2 ·Q− 3Q− 3Q · ε

)
a2 = 1

D
·
(
3Q− A− A2 ·Q · g1 − A2 ·Q+ 3Q · ε

)
a3 = 1

D
·
(
−A2 ·Q+ A− A2 ·Q · g1 −Q · ε−Q

)
b1 = 1

D
·
(
A2 ·Q− 3Q− A− 3Q · ε− 3Q · ε · g2 − A · g2 · g3 ·Q+ 3g2 · g3 · A3 ·Q

−A · g2 · g3 ·Q · ε+ A2 ·Q · g2 + A2 · g2 · g3 + A2 ·Q · g1 − A · g2 − 3Q · g2
)

b2 = 1
D
·
(
−A− A · g2 · g3 ·Q− A · g2 · g3 ·Q · ε+ 3g2 · g3 · A3 ·Q− A2 ·Q · g2 − A · g2

+3Q · ε · g2 − A2 ·Q− A2 ·Q · g1 + 3Q+ 3Q · g2 − A2 · g2 · g3 + 3Q · ε
)

b3 = 1
D
·
(
g2 · g3 · A3 ·Q− g2 ·Q+ A · g2 · g3 ·Q · ε− A2 · g2 · g3 − A2 ·Q · g1 − A2 ·Q+ A

+A · g2 + A · g2 · g3 ·Q− A2 · g2 ·Q−Q · ε−Q · ε · g2 −Q
)

D =Q+ A · g2 · g3 ·Q · ε+ g2 · g3 · A3 ·Q+Q · ε+ A · g2 · g3 ·Q+ A2 ·Q+Q · ε · g2 + g2 ·Q
+ A2 ·Q · g1 + A2 · g2 · g3 + A+ A · g2 + A2 · g2 ·Q

A = tan
(
π · f0

fs

)
(168)
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Annex 6 : Verilog sources

Listing IV.1: Decimation

‘timescale 1ns / 1ps

module decimation(
data_clk ,
decimation_factor ,
data_en ,
);

parameter counter_size = 16;

input data_clk;
input [counter_size -1:0] decimation_factor;
output data_en;

reg [counter_size -1:0] counter = 0;

always @ (posedge data_clk) begin
if (counter < decimation_factor -1) begin
counter <= counter +1;
end else begin
counter <= 0;
end
end

assign data_en = counter ==0;

endmodule

Listing IV.2: Left bit shifting

‘timescale 1ns / 1ps

module multiply_by_2_pow_n(
n,Din ,Dout
);

parameter data_size = 14;
parameter n_size = 4;

input [n_size -1:0] n;
input [data_size -1:0] Din;
output [data_size -1:0] Dout;

reg [data_size -1:0] reg_out =0;
integer i;

always @ *
begin
for(i=0; i<data_size; i=i+1) begin
if (i<n) begin
reg_out[i] <= 1’b0;
end else begin
reg_out[i] <= Din[i-n];
end
end

end
assign Dout = reg_out;

endmodule
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Listing IV.3: Right bit shifting

‘timescale 1ns / 1ps

module divide_by_2_pow_n(
n,Din ,Dout
);

parameter data_size = 14;
parameter n_size = 4;

input [n_size -1:0] n;
input [data_size -1:0] Din;
output [data_size -1:0] Dout;

reg [data_size -1:0] reg_out;
integer i;

always @ *
begin
for(i=0; i<data_size; i=i+1) begin
if (i+n<data_size) begin
reg_out[i] <= Din[i+n];
end else begin
reg_out[i] <= Din[data_size -1];
end
end
for(i=0; i<data_size; i=i+1) begin
if (i+n<data_size) begin
reg_out[i] <= Din[i+n];
end else begin
reg_out[i] <= 1’b0;
end
end
end

assign Dout = reg_out;

endmodule

Listing IV.4: Switch

‘timescale 1ns / 1ps

module onoff(
n,Din ,Dout
);

parameter data_size = 24;

input [data_size -1:0] Din;
output [data_size -1:0] Dout;
input [0:0] n;

reg [data_size -1:0] reg_out;

always @ *
begin
case (n)
1’b0 : reg_out <= 0;
1’b1 : reg_out <= Din;
endcase
end

assign Dout = reg_out;

endmodule
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Listing IV.5: Fixed delay

‘timescale 1ns / 1ps

module latency(
clk ,
data_i ,
data_o
);

parameter data_size = 14;
parameter delay =100; //to be between 0 and 125

input clk;
input [data_size -1:0] data_i;
output [data_size -1:0] data_o;

reg [data_size *126:0] store =0; //(125 MHz sampling - 14 is the data_size) -> from 0 to 1us delay
reg [data_size -1:0] reg_out =0;

always @ (posedge clk)
begin
store <=store <<data_size;
store[data_size -1:0] <= data_i;
reg_out <= store[(delay +1)*data_size -1: delay*data_size ];
end

assign data_o=reg_out;

endmodule
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Annex 7 : Characteristics of the impedance analyzer and
the fluorescent particles used in this thesis

Table 14: Main characteristics of the impedance analyzer E4990A from Keysight. Datasheet
available from [295].

Name E4990A

Frequency bandwidth From 20 Hz to 120 MHz

Frequency sweep resolution 1 mHz

Number of samples From 2 to 1601 points

Input voltage From 5 mV RMS to 1 V RMS

Averaging factor From 1 to 999

Table 15: Characteristics of the fluorescent melamine resin particles MF-NB-COOH-S1058 from
microparticles GmbH. Additional information is available from [296].

Name MF-NB-COOH-S1058

Absorbance/Emission wavelength 636 nm/686 nm

Diameter 920 nm

Density 1.510
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électrochimiques à base de tyrosinase pour la détection
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FPGA. PhD thesis, 2014.

[238] Simultaneous oscillation and frequency tracking of multiple
resonances via digitally implemented phase-locked loop ar-
ray. Patent, oct 2015.

[239] Shruti Edway and R K Manjunath. Design and simulation
of FPGA based all digital phase locked loop (ADPLL). In
2017 3rd International Conference on Applied and Theoreti-
cal Computing and Communication Technology (iCATccT),
pages 259–263. IEEE, dec 2017.

[240] Martin Kumm, Harald Klingbeil, and Peter Zipf. An
FPGA-Based Linear All-Digital Phase-Locked Loop. IEEE
Transactions on Circuits and Systems I: Regular Papers,
57(9):2487–2497, sep 2010.

[241] Alexander Gazman, Colm Browning, Ziyi Zhu, Liam R
Barry, and Keren Bergman. Automated Thermal Stabiliza-
tion of Cascaded Silicon Photonic Ring Resonators for Re-
configurable WDM Applications. In 2017 European Confer-
ence on Optical Communication (ECOC), pages 1–3. IEEE,
sep 2017.

[242] Adriana A. Aguirre, Leonardo D. Muñoz, César A. Mart́ın,
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Abstract

There has been an ever growing interest for many years in ultra-accurate mass detection
in the health, environment and agri-food fields. In this context, the last decade has seen
the emergence of resonant sensors based on Anderson localization in an array of weakly
coupled resonators. Known to be highly sensitive to mass perturbations, this phenomenon
however requires identical and weakly coupled resonators, which is a challenge due to mi-
crofabrication constraints. In order to overcome this limitation, we present in this thesis
an alternative solution based on a hybrid system, where a hardware (field programmable
gate array, FPGA) plays the role of a resonator as well as the coupling in closed loop with
a quartz resonator. The digital aspect of the system allows maximum sensitivity to be
achieved with a fine tuning of the different parameters and the implementation of a coupling
regardless of the physical resonator geometry. Therefore, mode localization can be gener-
ated using shear waves resonant structures such as the quartz cristal microbalance (QCM),
widely used in biosensing for its high Q-factor and large binding surface. This solution has
been designed, implemented and tested with digital and mass perturbations, and the results
are consistent with theoretical models. Finally, the experimental sensitivities achieved in
this work are higher than those found in the literature, which is promising for the design of
a new generation of ultrasensitive sensors based on Anderson localization. However, these
results have yet to be confronted with signal-to-noise ratio problems, as suggested by the
theoretical studies carried out in the framework of this thesis.
Keywords : Mass sensing, mode localization, QCM, FPGA, hybrid system

Résumé

Il existe depuis de nombreuses années un intérêt croissant pour la détection de masse ultra-
précise dans les domaines de la santé, de l’environnement et de l’agroalimentaire. Dans
ce contexte, la dernière décennie a vu l’émergence de capteurs basés sur la localisation
d’Anderson dans un réseau de résonateurs couplés. Connu pour être très sensible aux per-
turbations de masse, ce phénomène nécessite cependant des résonateurs identiques et faible-
ment couplés, ce qui constitue un défi technique en raison des contraintes de microfabrication.
Afin de s’affranchir de ce problème, nous présentons dans cette thèse une solution alterna-
tive basée sur un système hybride composé d’une partie numérique (field programmable
gate array, FPGA) jouant le rôle d’un résonateur ainsi que du couplage, et d’un résonateur
à quartz. L’aspect numérique du système permet d’obtenir une sensibilité maximale grâce
à un réglage fin des différents paramètres ainsi que l’implémentation d’un couplage quelle
que soit la géométrie du résonateur physique. Par conséquent, la localisation de modes peut
être générée sur des structures résonantes à ondes de cisaillement telles que la microbalance
à quartz (QCM), qui est largement utilisée dans la biodétection pour son facteur de qualité
élevé et sa grande surface de liaison. Cette solution a été conçue, mise en œuvre et testée
avec des perturbations numériques et de masse, et les résultats sont conformes aux modèles
théoriques. Enfin, les sensibilités expérimentales obtenues dans ce travail sont supérieures à
celles trouvées dans la littérature, ce qui est prometteur pour la conception d’une nouvelle
génération de capteurs ultrasensibles basés sur la localisation d’Anderson. Cependant, ces
résultats doivent encore être confrontés à des problèmes de rapport signal sur bruit, comme
le suggèrent les études théoriques réalisées dans le cadre de cette thèse.
Mots-Clefs : Mesure de masse, localisation de modes, QCM, FPGA, système hybride
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