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Introduction

The emergence of humanoid robotics opens new opportunities in assistive robotics for frail
persons. Their integration in social environment would allow them to assist elderly or phys-
ically disabled people in daily tasks. Indeed, humanoid robots are, by design, best suited
to evolve and interact in a human environment. Indeed, their deployment won’t require a
complete restructuring of human environment, such as houses and their implements. Unfor-
tunately the current level of ground robotics technologies, such as in artificial intelligence
and visual perception, do not allow humanoid robots to interact physically and socially auto-
nomously and intuitively with humans. Recent tools of programming and conveying human
intentions are much close to teleoperation tasks. Of course, the humanoid robots, whatever
sophistications they reach, must be embedded by capabilities of learning through acquiring
knowledge using: (i) web services, or by (ii) demonstration or (iii) imitation. When neces-
sary skills are acquired, one needs to instruct the robot with the desired tasks to be achieved.
This is done through instruction interfaces such as speech or gestures. Speech recognition
have reached a considerable level of achievement but transforming human verbal/langage
instructions into robotic actions is a challenging open issue. Gestures, when possible by the
user, have limited semantics and you may certainly agree that it is difficult to express most
of our daily tasks only by body or hand gestures. There is a clear need for more intuitive and
easy-to-instruct interfaces. Note that current agreed trends in robot telerobotics are based on
shared-autonomy and task space control. Indeed, it is not necessary to specify the tasks at the
trajectory level or even at the intrinsic constraints level. For example, the user won’t instruct
the robot by specifying which actuators have to move and by how much; s/he also does not
need to say to the humanoid to keep balance and not collide... as these are handled by the
part of the embedded autonomy. It is worth noting that instructional process is not unilateral.
Indeed, recent studies show that during such teleoperation, the humanoid robot also affects
the operator’s behaviors and feeling [98]. But whatever interface used, the human-robot in-
terface synergy and intuitiveness of use is best reached when a high level of embodiment can
be achieved.

This work is supported by the European Union FP7 integrated project VERE (Virtual
Embodiment and Robotics re-Embodiment)1. The aim of this project is to develop a platform
that allows a human participant to control a virtual or a robotic entity, called surrogate, that

1www.vereproject.eu
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they feel as their own. This feeling is called embodiment. Special attention is given to
instruct the surrogate through a brain-computer interface (BCI), which allows the user to
control the surrogate by though, eventually enhanced with physiological interfaces, while
remaining still at a remote location. Though-based control, would ideally allow overcoming
current technologies drawbacks.

The feeling of embodiment goes beyond what is known up-to-now in teleoperation. The
difference between teleoperation and embodiment lies in the feeling of ownership felt to-
wards the controlled system. In a perfect embodiment scenario, a user would experience the
same feeling as if s/he was the surrogate. In this work we study the feeling of embodiment
of a user toward a robotic avatar in a scenario where one interacts with one’s self.

Elderly or physically disabled people would be able to regain a certain level of physical
and social autonomy with the use of a surrogate. In an ideal scenario they would be able to
fetch themselves a dinner or a drink, shower themselves, or even carrying themselves to bed
through the surrogate that they control.

The realization of such a complex endeavor faces the following challenges in terms of
embodiment.

1. Surrogate aspect
Recent advances in humanoid robotics technology allow to “replicate” a person in a
form of an android without the ability to walk, namely a Geminoid. On the other hand,
some humanoid robots have walking ability, but they lack human close resemblance,
e.g. “human-like” skin or facial features. The humanoid robotic surrogate used in this
ideal scenario would have a different aspect from the user. Most of the current studies
on embodiment toward a surrogate use “human-like” features. In our work we are
interested in the embodiment into a robotic “looking” humanoid robot surrogate.

2. Embodiment toward a walking surrogate without feedback
In the above-mentioned ideal assistive robotic scenario, elderly or patients with mobil-
ity impairment would (re-)gain the feeling of mobility by means of the surrogate they
embody. In order to reach this goal, several issues must be faced in terms of controlla-
bility. In telerobotics, an inherent latency occurs between the command of the operator
and the realization of the task by the robot. In our work we are interested in how this
latency affects the embodiment of the subject controlling a walking humanoid robot.
Another problem is the appropriate control input to pilot the humanoid robot so that the
user remains embodied in the surrogate even s/he cannot use gestural motions as com-
mands (e.g. mobility impairments). In our work we investigate the embodiment felt
by the subject while steering the robot without somato-sensory feedback equipment,
instead, only visuo-auditory feedback is used.

3. Interaction with oneself
Most of the studies on embodiment use a fake limb or mannequin as a surrogate. The-
refore, little is known about the feeling experienced by the user while the surrogate
controlled by the user interacts with one’s self. Several technological and physiolog-
ical aspects are raised in this scenario. In case of successful embodiment, several
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studies show that the feeling of touch can be experienced by the user without haptic
displays, when the surrogate is touched. But what would be the experienced feeling if
the surrogate would touch the user instead? In such case, does the embodiment of the
user towards the surrogate stay or break? In order to study this question we developed
a framework where one is able to control a surrogate via BCI to realize two scenarios.
In one scenario the subject is able to control the robot to grasp a can, to walk toward
one’s self and to present the can to one’s self in order to take a sip. In the second sce-
nario the user is able to control the robot to come toward one’s self and to manipulate
one’s own arm. Due to the limitation of BCI system for controlling a robotic arm, a
scenario of gesture motion control was developed to especially study the feeling of
touched experienced during an embodiment scenario when the surrogate touches the
user and when the user touches the surrogate.

In this work we study and make progress over those challenges as follows.
In the first chapter we introduce the concept of embodiment. First, we define the feeling

of embodiment which is believed to be composed of three components: self-location, own-
ership, agency. We present key experiments to explain the requirements for obtaining this
feeling toward an artificial limb. We then show through different works in the literature how
this feeling of embodiment can be extended to a whole body. All along the presentations
of the state of the art, the different challenges to obtain a feeling of embodiment via a hu-
manoid robot instead of other surrogates such as virtual avatar or mannequin are discussed.
Finally we show the different applications from the knowledge learned from the study of
embodiment in engineering as well as in medicine.

In the second chapter we present the framework developed to realize a self-interaction
experiment. The framework is designed to be used in various scenarios in order to expand the
knowledge of the embodiment. In this work we chose a scenario that explores the feeling of
embodiment where one’s interacts with oneself. In this scenario a user controls the humanoid
robot to either bring her/himself a drink or manipulate her/his own arm. We first present the
main components of the overall system composed of a user interface, vision components
and control. Each of these components used in the experiment are then detailed. We then
present an assistive navigation feature that we have developed to help the user to steer the
humanoid. Finally, we present and discussed the results of this prototype. The prototype
revealed two main issues when one interacts with oneself via a surrogate that needed to be
explored separately: the walking task and the interaction task.

In the third chapter we study the feeling of embodiment felt by a subject who steers a
humanoid robot. For this purpose an experiment is designed where a subject controls the
humanoid robot while standing with a joystick controller. When teleoperating the robot,
latencies are experienced by the subject. First, we study how partial and delayed control
affect the feeling of embodiment of the user. The embodiment felt by the subject is assessed
through a questionnaire. We then study how the embodiment is affected by the type of
control used by the subject. Indeed, with the designed framework presented in Chapter 2 the
subject controls the surrogate with a BCI and an assisted navigation system. In order to study
how the embodiment is affected by the type of control (joystick or BCI) the subject is asked



12 Contents

to achieve a trajectory, where her/his level of embodiment is assessed by a questionnaire.
In the fourth chapter we examine the feeling of interacting with the environment or one-

self with an embodied robotic arm, with regard to the results obtained in the experiment
presented in Chapter 2. We first present the different challenges encountered to embody
a “robotic-looking” limb instead of a “human-looking” limb. The differences in terms of
requirement to establish the embodiment with a “robotic-looking” arm instead of a “human-
looking” arm are then discussed. We then present the set-up used to assess the embodiment
felt toward the robotic limb when interacting with the environment, one’s self and the surro-
gate through gesture control. The results of the level of embodiment as well as the different
haptic sensations felt by the user in the different conditions are then discussed.
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Chapter 1

State-of-the art

The aim of this work is to study the feeling of a user controlling a humanoid robot to realize a
task with one’s self. Under certain conditions, shown in this work, the users feel as they own
the artificial body that they control. This feeling is called embodiment. In the first section,
the embodiment is presented by means of a proof-of-concept and the description of several
key experiments and their results. Then, the different challenges and the tools necessary to
explore the embodiment of a humanoid robot are presented in the following ones.

1.1 Embodiment

In this section, the notion of embodiment is presented and discussed. The term embodiment
has been used in the literature by many fields. The definition of embodiment in each field
is discussed, from which we choose the one best suited to our work. A key demonstration
which illustrates the notion of embodiment is first presented. This is followed by introducing
the groundwork of limb embodiment and the several works toward whole body embodiment.
Finally, the different challenges to embody a humanoid robot are highlighted and the neces-
sary tools to realize and to assess the feeling of embodiment are then presented.

1.1.1 Definitions

In the literature, the term embodiment has different meanings depending on the area of us-
age. In philosophy, the term embodiment is used to discuss the role of the body in shaping
the mind [44]. It is also used to express the feeling of having a body [88] [18]. In cognitive
neuroscience, embodiment relates to the representation of the body in the brain [11] [51].
This representation can be altered under certain neurological conditions, as seen in [77] [89].
In virtual reality, the term embodiment has been discussed with regard to presence in virtual
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environments [13]. From a robotic point-of-view [60], embodiment is defined as the con-
troller and sensory system of an agent, allowing the agent to interact physically and socially
with the environment as described in [61]. For example, in [115], simulation capability is
embodied in a humanoid robot.

In [82], a Principal Component Analysis of the results of a set of questionnaire items
shows that the feeling of embodiment is composed of three subcomponents which are, sense
of self-location, sense of agency and sense of body ownership. Each of the subcomponent
represents a key element of the feeling of embodiment toward an artificial body.

• Sense of self-location:
Self-location refers to where one feels located in space, which is different from where
one perceives to be located in space [76]. In the case of out-of-body experience (OBE),
these two locations are different. In this case, the person perceives her/himself from
outside her/his own body.

• Sense of agency:
A definition of the sense of agency is given in [18] as having:

“global motor control, including the subjective experience of action, con-
trol, intention, motor selection and the conscious experience of will”

This sense can be disturbed with a difference between a movement and the visual
feedback of this movement, as discussed in [129] [17] [39].

• Sense of body ownership:
The sense of body ownership represents the feeling that the body belongs to one’s self
[43]. Certain pathologies, like somatoparaphrenia, alter this feeling and can cause the
patients to not recognize their own limbs as being theirs.

In the rest of this work we choose the definition of the sense of embodiment (SoE) as
described in [71] to refer to:

“the ensemble of sensations that arise in conjunction with the being inside, hav-
ing and controlling a body”

.

1.1.2 Proof-of-concept
In [20], an experimental manipulation of embodiment with a foreign limb is presented,
namely the Rubber Hand Illusion (RHI). The set-up of the experiment is shown in Figure 1.1.
In this experiment, the subject is seated in front of a table with one’s left hand resting on it.
A second hand made of rubber, with the appearance of a human hand, is placed in front of
the subject near one’s hand. A standing slab of cardboard is placed on the table so that it
separates the rubber hand and the subject’s hand. The cardboard slab is used to prevent the
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subject to see one’s real hand. The experimenter is facing the subject. During the experiment,
the subject is asked to stay focused on the rubber hand while the experimenter strokes the
rubber hand and the subject hand with a brush synchronously. After 10 min of synchronous
stroking, the subject indicated that s/he felt the stroke of the brush on the rubber hand and
not on her/his hand. According to [30] [81], the illusion can occur only after 10 s to 20 s
following the synchronous visuo-tactile stimulation.

Figure 1.1: Experimental setup of the Rubber Hand Illusion (Courtesy from [55]).

In order to confirm the illusion and to obtain a quantitative measure of its strength, a
follow-up experiment is devised. In this follow-up experiment, the subject is asked to per-
form an inter-manual reaching task before and after the stroking period. The set-up of the
experiment stays the same as for the RHI with the addition of the subject’s right arm asked
to be placed below the table as seen in Figure 1.2.A. The inter-manual reaching task is per-
formed by the subject eyes closed and consists in placing the hand located below the table
under the hand placed above the table as shown in Figure 1.2.B. After the illusion is induced
the subject positioned one’s hand (below the table) near the rubber hand instead of near one’s
“real” hand. Further tests demonstrated that the displacement between the subject “real"
hands increases with the stroking time. Moreover, when the stroking of the subject hand is
asynchronous, the displacement is lower than in the synchronous case. In the literature, this
displacement is called “proprioceptive drift”. The drift is believed to increase with the level
of embodiment. A qualitative way to measure the embodiment is to use a questionnaire at
the end or during the experiment. During the questionnaire, the subject assesses or denies
several statements by giving them a grade from “strongly disagree” to “strongly agree” re-
lated to her/his feeling of embodiment. In our work, we evaluate the embodiment felt by the
subject with a questionnaire designed to assess each subcomponent of the embodiment.

The results of the RHI provided a first major step toward the study of embodiment of a
foreign limb. The RHI experiment also showed that visuo-tactile synchronous stimulation is
sufficient to induce a feeling of ownership toward an external artificial limb. In our work the
visual aspect and the type of stimuli used to induce the illusion differ from the classical RHI
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Figure 1.2: Experimental set-up of the inter-manual reaching task. A) The classic set-up of the RHI
with the subject’s right arm placed under the table. B) Inter-manual reaching task to determine the
proprioceptive drift

experiment. In the following section, several variations of the RHI are shown to explain the
different aspects of the embodiment related to the visual appearance of the artificial limb as
well as the different types of stimuli used to induce the feeling of embodiment.

1.1.3 Artificial limb embodiment
In order to further understand the limb embodiment mechanism, the RHI demonstration has
been replicated several times by many teams and with different variations.

1.1.3.1 Variation of stimuli

In [29], the brush used for tactile stimulation in the classic RHI has been replaced by a
beam of light that produces an illusion of tactile or thermal sensation. In this experiment
(see Figure 1.3), the illusion of embodiment is realized only by stroking the fake hand with
the beam of light, without stimulating the real subject’s hand. This experiment induced
an illusion of ownership toward the rubber hand equivalent to the classic RHI in terms of
strength. The subjects also reported feeling a thermal or tactile sensation associated with the
light from the fake hand.

The classic RHI experiment demonstrated that the feeling of ownership can be induced in
a motionless artificial limb with a synchronous visuo-tactile stimuli. However, with this set-
up, the feeling of agency of the subject toward the artificial limb cannot be well assessed with
a rigid rubber hand. In [67] a variation of the RHI is used to study the feeling of ownership
and agency toward a moving rubber hand. In this study, the subject is able to move the right
index finger of the rubber hand by moving his own right index finger as seen in Figure 1.4.A.
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Figure 1.3: Set-up of the thermal Rubber Hand Illusion, from [29]. a) Representation of the classic
RHI experimental set-up. b) Representation of the experimental set-up using a beam of light on the
rubber hand instead of a brush as a stimulus.

With this set-up, a quantitative measure of the “proprioceptive drift” is also realized with
the left index finger of the subject as seen in Figure 1.4.B. This study demonstrates that a
visuo-motor stimuli can induce a feeling of ownership and agency toward the artificial limb.
Moreover, the study shows a dissociation between the feeling of agency and ownership.
Indeed, the results show that in the condition where the subject’s finger stayed still and the
rubber hand’s finger moved, the agency is removed, but the ownership is kept. However, in
the condition where the position of the rubber hand is different from the subject’s hand, the
ownership is reduced, but the agency is kept. This finding further reinforces the idea that
the embodiment is composed of the feeling of agency, ownership and self-location, as stated
in [82].

Figure 1.4: Experimental set-up of the moving RHI. A) A blanket covers the right hand of the subject
and the fake hand. The real hand of the subject is placed below the fake hand which is in sight of the
subject. The index fingers of the real and fake hands are rigidly linked with a rod and two plastic rings.
B) The subject indicates with her/his eyes closed where s/he felt her/his right index finger was located
by placing her/his left index finger to the corresponding location on a board. (courtesy from [67]).
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1.1.3.2 Visual aspect

Another important question that the classic RHI set-up arouses, but does not answer, is the
visual aspect of the artificial limb. How important is the visual aspect of the artificial limb,
to enable the feeling of embodiment. Is a “human-looking” limb part of the minimum con-
ditions required to elicit this feeling?

Several studies have questioned the necessity of human visual appearance of the artificial
limb to create the feeling of embodiment. In [6] a variant of the RHI demonstration studied
the skin conductance response (SCR) (as seen in Figure 1.5 ) of a subject when the rubber
hand (or table) is threatened by a fake harmful action. The study mentions that the subjects
felt a lesser feeling of embodiment when the rubber hand is replaced by an empty space. In
those conditions, the empty space (table) and the subject’s hand are synchronously stroked
(as seen in Figure 1.5.B) like in the classic RHI demonstration (as seen in Figure 1.5.A).

Figure 1.5: Experimental set-up of the RHI with SCR measurement. A) Classic RHI experiment
set-up with SCR measurement. B) The rubber hand is replaced with empty space (in this case a
table). Abbreviations: E, experimenter; S, subject; P, partition; FH, fake hand; SCR, SCR electrodes.
(courtsey from [6]).

In [140], the RHI is realized with an incongruent orientation as well as with a wooden
stick instead of a rubber hand to study the influence of visual aspect and orientation of the
artificial limb. The study states that one of the minimum conditions to feel the rubber hand
as one’s own is the human resemblance and reasonable orientation of the fake hand. The
same conclusion is shown in [109]. In a recent study [54], a new experiment called the in-
visible hand illusion (IHI) further explores the question of the visual aspect and orientation
of the fake limb. In this study, several behavioral and functional Magnetic Resonance Imag-
ing (fMRI) experiments demonstrate that it is possible to induce the illusion of an invisible
hand on non-amputated subjects. The different experiments replicate the RHI with a rubber
hand, an empty space (Figure 1.6.A), a rubber stump (Figure 1.6.B) and a wooden block
(Figure 1.6.C) as a non-corporeal object. In this study, the subjects felt the illusion with
the rubber stump and the empty space. However, with the non-corporeal wooden block the
subjects did not felt the illusion.

This result is also demonstrated in [139]. The results of the IHI experiment show that, to
induce the feeling of ownership toward a foreign limb, the artificial limb needs to be an object
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Figure 1.6: Experimental set-up of the invisible hand experiment. A) Empty space. B) Rubber stump.
C) Wooden block. (courtsey from [54]).

that does not cancel the illusion and be located in the peri-personal space of the subject with a
reasonable orientation. The question of the visual aspect of the artificial limb is discussed in
our work as well, since we are working with a humanoid robot that has the similar geometric
structure of an average human [69] without the human-like skin feature as in [70] and [98].
The “hands” of the robot are however not anthropomorphic. The IHI experiment showed
that the important point of the visual aspect is to avoid a “negative effect" on the illusion. In
our case the robot’s hands which are grippers, have the same function as real hands. With
the results showed by the IHI experiment, we expect that the similar function between the
robot hands and the human hands will avoid this “negative effect" on the illusion.

In [113] and [31], the RHI is realized with blindfolded healthy subjects. In this variant
of the RHI, the subjects are asked to touch the rubber hand while the experimenter touches
the subjects real arm at the same location. Interestingly, in [113] this test was also realized
on blind subjects, but the illusion was not successful.

1.1.3.3 Virtual limb

Limb embodiment has also been studied using a virtual hand as the fake hand. A recent
study [128], showed that subjects respond in a lifelike way, even in a virtual environment.
This result means that the RHI could be experienced in a virtual environment as if it would
be in reality. A first experiment, using image projection instead of virtual reality was realized
in [62]. In this study, a video projection of a real subject’s hand was used as a fake hand to
realize the RHI. However the results showed that the illusion of ownership was weaker with
the projected hand than with the rubber hand.

In [134], the RHI was realized within a virtual environment to study the embodiment of
a virtual limb instead of a projected limb. This experiment is referred as the virtual hand
illusion. In this set-up, the visual informations perceived by the subject are all computer
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Figure 1.7: Experimental set-up of the virtual hand illusion. A)The subject wears a head tracker
and a pair of passive stereo glasses. The experimenter stimulates the subjectâĂŹs real hand with a
6-degree freedom Wand, whose position is tracked. B) The virtual hand in the screen is seen from
the subjectâĂŹs perspective as projecting out of her/his right shoulder. Like in the classic RHI, the
subject’s own hand is out of view and resting on a support. In the projection, the subject sees a
sphere striking in synchrony and in the same place on the virtual hand as the touch stimuli performed
to her/his own hand. (courtesy from [134]).

generated. In this experiment, the subject is head-tracked to synchronize her/his field of view
with the virtual environment as seen in Figure 1.7. One of the main differences compared to
the work done in [62] is that the fake hand is purely virtual instead of a projection of a real
limb. The results of this experiment show that the subjects are able to feel ownership toward
a virtual limb. This virtual set-up offers a new possibility to explore the embodiment that
cannot be done in the real world. In particular, it is possible to modify the visual aspect of
the fake hand and add a motion to it.

1.1.3.4 Multisensory integration

The different variations of the RHI, with different types of stimuli or visual aspect, converge
toward the idea that the illusion is a success when there is a correlation, between stimuli.
Embodiment can also be achieved via multimodal methods (gaze and speech) [99], a cor-
relation between intention and action with Brain-Computer Interface (BCI) [4] or gesture
control [100] of artificial body as detailed in section 1.1.4.3). In the case of the RHI, the illu-
sion is successful with a correlation between visual and tactile stimuli. This was confirmed
with quantitative measures using a fMRI on subjects realizing the RHI experiment. In [33],
brain activity has been identified in the area associated with multisensory integration on sub-
jects during the RHI. This result is also shown in [54]. It is also reported that the activity was
stronger when the rubber hand had a correct orientation. In [33] [31], it is suggested that the
neurons in this identified multisensory area, take part in the integration of the sensory and
proprioceptive informations. They are believed to be responsible for the feeling of ownership
toward the artificial limb.
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Following the work done on limb embodiment, several studies have been conducted to
obtain the feeling of embodiment toward a whole body instead of a limb alone [135]. In the
following section, we present the adaptation of the work done on “single limb embodiment”
to “whole body embodiment”.

1.1.4 Whole body embodiment

1.1.4.1 Out-of-body illusion

One of the major differences between the embodiment of a limb and the embodiment of a
whole body is the modification of the subject’s viewpoint. Indeed, in order to embody a
whole body, the subject’s viewpoint must be located on the artificial whole body (also called
surrogate). In this situation, the subject would be able to see one’s self. This situation is
called an out-of-body experience (OBE) and have been reported in patients suffering certain
clinical conditions affecting the brain such as strokes or schizophrenia. In [7], the OBE is
induced on a subject, by directly stimulating an identified area on the left temporoparietal
junction with implanted electrodes. The subject reported a shadow presence with a similar
posture.

Figure 1.8: Experimental set-up of the out-of-body illusion (courtesy from [30]).

In [30], an experimental set-up is designed to recreate the conditions of an OBE on a
healthy subject. To do so, a subject seated still on a chair is asked to wear a head mounted
display (HMD), which feeds back the video recorded by a camera placed behind the subject
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as seen in Figure 1.8. In order to induce the illusion, a synchronous visuo-tactile stimulation
is used (same as the RHI). In this case, the visuo-tactile stimulation consisted of a tapping
motion exercised on the subject’s chest. The tapping motion is also realized synchronously
on the subject’s chest and in front of the camera (as seen in Figure 1.8). Doing so, the subject
is able to feel and see the touch at the same time, but from the camera point-of-view. In this
set-up, the subject’s sees one’s self from the back, but think of it as a mannequin, an empty
shell. The body seen in front of her/him is then disowned.

This disown phenomena is also reported toward one’s real hand in [46] without the need
of a fake hand. In this case, one’s hand is disowned by applying an asynchronous visuo-
tactile stimuli on one’s real hand. However, in the case of the OBE illusion, the disownership
of one’s body occurs because the subject takes over an illusory body.

In [30], the OBE illusion is measured by several means along several experimental set-
ups. In a preliminary experiment, the subject of the illusion is asked a set of questions relative
to the embodiment like in the classical RHI with the addition of questions relative to the self-
location (instead of the hand location). In this experiment, the illusion is induced after 2min
of stimulation. In order to confirm this result with a quantitative measure a second exper-
iment was devised. In this second experiment, the OBE illusion is induced with the same
method used in the preliminary experiment. The assessment of the strength of embodiment
is done by measuring the SCR of the subject when the illusory body is threatened by a fake
blow to the torso with a hammer. The measurement is done during two conditions. In one
condition, the visuo-tactile stimulation is done synchronously and in the other condition the
visuo-tactile stimulation is done asynchronously. The results show that in the synchronous
condition the threat response of the subject is superior (as well as the embodiment questions
grades) than in the asynchronous condition. This result demonstrates the success of the OBE
illusion. In [53], the same set-up and measurement are used to demonstrate that the subject’s
real body is disowned. In this case, the threat response is measured while threatening the
subject’s real body instead of the illusory one.

The measurement of the response to threat has also been used in the case of the RHI [54] [55] [6]
to evaluate the level of embodiment toward the artificial limb. In [34], it is also shown that the
threat to the rubber hand, after inducement of the illusion, elicits a cortical anxiety response
visible with fMRI.

Recently a robotic set-up [56] has been developed to self-induce a variation of the OBE
illusion [19] to study the feeling of presence (FOP). The robotic set-up is represented in
Figure 1.9.

As seen in Figure 1.9, the robotic system is composed of a master robot held by the
subject and a slave robot placed behind the subject. During the experiment, the subject is
asked to place one’s index finger in the master robot. In order to induce the FOP illusion, the
motion of the master robot is mapped onto the slave robot allowing the subject to tap one’s
own back. The robotic system allows the subject’s motion to be mapped with/without a delay
and with/without a somatosensory force feedback. During the experiment, the subject is
blindfolded and standing. With this set-up, the FOP is induced using motor-tactile stimulus.

In the case of synchronous stimulation with force feedback, the subjects reported a self-
location in front of their real body. In this case, the subjects have the sensation of touching
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Figure 1.9: Experimental set-up of the self-induced out-of-body illusion (courtesy from [19]).

themselves. This difference between the subject’s real body location and self-location is
similar to the “proprioceptive drift” experienced during the RHI and offers another means
of quantifying the level of embodiment of a subject. Similar results have been found in [78]
using virtual reality and visuo-tactile stimulation.

Interestingly, in the case of asynchronous stimulation, without somatosensory feedback,
the subjects reported a self-location located behind their physical body. In this case, the
subjects reported the feeling of a presence behind themselves. During the experiments, the
neurological patients reported a stronger illusion than the healthy subjects.

The OBE illusion results show that by artificially changing the point-of-view of the sub-
ject, it is possible to disown one’s own body and take over an illusory one. The importance
of the first person perspective is also demonstrated in [136], where a subject is able to own a
virtual body. In the OBE illusion, the illusory body is just represented by the camera placed
behind the subject. In the next section, we present the work of embodiment toward artificial
body.

1.1.4.2 Body swap illusion

In [112] five experiments are conducted using the set-up shown in Figure 1.10 to explore
the embodiment of artificial body using the results obtained from the OBE illusion. A first
experiment is realized in order to induce the illusion of ownership toward an artificial body;
in this case, a “man-like” mannequin. Like with the OBE illusion, the first-person view from
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Figure 1.10: A)Experimental set-up of the body swap illusion. B) View of the mannequin head
mounted camera displayed on the subject’s HMD (courtesy from [112]).

the “target” is provided through a pair of stereoscopic cameras mounted on the mannequin’s
head which is oriented downward as shown in Figure 1.10.A. The subject wears a HMD and
is able to see the video recorded by the cameras. In this configuration, the subject sees the
mannequin body as seen in Figure 1.10.B.

In the first experiment, the illusion of ownership is induced with a visuo-tactile stimula-
tion. The experimenter touches synchronously the mannequin and participant stomach. As a
control test, an asynchronous stimulation is performed as well. The feeling of embodiment is
measured with a questionnaire answered by the subject. The results showed that the illusion
of ownership toward the mannequin is successful in the synchronous case and unsuccessful
in the asynchronous case. These results are in accordance with the results previously found
with the RHI illusion.

In a second experiment, the same test is realized, but with a physiological measure. A
SCR measure of a threat to the mannequin stomach is performed and confirms the finding of
the first experiment.

A third experiment is used to control if the embodiment is only localized toward the
stimulated part of the bodies. In this experiment, the stimulation is realized on the abdomen
or the hands of the artificial and real bodies. However, the threat on the mannequin remains
on the stomach. The results show that the level of anxiety is higher in the synchronous
condition compared to the asynchronous control condition for both stimulation locations.
This result suggests that the stimulation of one body part induces ownership for the whole
body.

A fourth experiment is performed to study the impact of the visual aspect of the arti-
ficial body in whole body embodiment. Does the artificial body need to be “human-like”
in order to achieve whole body embodiment? In order to answer this question, a SCR to
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a threat measurement is realized on a mannequin (“human-like”) and a rectangular object
(“non human-like”). The results show a successful embodiment toward the mannequin, but
an unsuccessful embodiment toward the rectangular object. In view of the results, the study
states that only “human-like” bodies are able to be embodied. Then the question is, what
constitutes a “human-like” body in terms of visual aspect? In our work, a humanoid robot
without “human-like” skin is used and the question of the visual aspect is crucial. Therefore,
further investigations are made in our study concerning the impact of the “robot-like” visual
aspect on the embodiment in chapters 4 and 3.

Figure 1.11: Experimental set-up used to induce the “body swap illusion" (courtesy from [112]).

The final experiment is realized to study the feeling experienced during self-interaction.
The previous experiments showed the successful embodiment toward an artificial body (man-
nequin), but the question remains as to whether this embodiment is kept if the subject sees
and interacts with her/his real body through the owned artificial body. In order to study this
issue, in the final experiment, the mannequin is replaced with an experimenter as seen in Fig-
ure 1.11. The pair of cameras are then mounted on the experimenter’s head which is oriented
toward the subject’s body. With this configuration, the subject is able to see her/himself from
the knee to the shoulder. The subject is then asked to present one’s arm as to shake some-
one’s hand. In order to induce the embodiment, the subject and the experimenter are asked to
squeeze each other’s hands for two minutes. In the synchronous condition the experimenter
and the subject squeeze each other’s hands in synchrony. In the control condition, the exper-
imenter squeezes the subject’s hand in an alternating rhythm in reference to the subject (no
synchrony). The results of the experiment show that the embodiment is established also in
this configuration. Even though the subject recognizes one’s own body, the subject believes
the experimenter’s arm and body to be one’s own. Interestingly the tactile sensation felt from
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the handshake is sensed by the subject from the experimenter’s arm. This result is similar to
the one obtained with the RHI in “limb embodiment”.

This experiment showed interesting results concerning the embodiment feeling while the
subject is interacting directly with her/his surrogate. In chapter 2 we present a new set-up to
further explore this interaction. Indeed, in the configuration presented in [112] the subject
does not have full control over her/his surrogate which, in this case, is an experimenter. In
our study, we use a humanoid robot as a surrogate so that the subject is able to interact with
her/himself freely either by thought or gesture control. This set-up enables us to further
investigate the embodiment feeling during self-interaction.

1.1.4.3 Android embodiment

As discussed in the previous sections 1.1.3 and 1.1.4, “limb embodiment” and “whole body
embodiment” studies rely heavily on “human-looking” limb and surrogate to induce the
embodiment. In order to further investigate this issue, android robots have been devel-
oped [64] [70] to remove the influence of the “robotic-looking” aspect of humanoid robots
such as [69]. Androids are robotic systems that are designed with a high degree of an-
thropomorphism in terms of visual aspect human-resemblance, as well as for their motion
capabilities.

Presence

Figure 1.12: Geminoid robot HI-1.(Courtesy from [63]).
In [98] a teleoperated android is presented, namely Geminoid HI-1. Geminoid has been

designed to be the duplicate of an existing human being as seen in Figure 1.12. Since the first
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Geminoid HI-1, other Geminoids have been made which are based on other existing human
beings. Geminoid allows the study of the relation between human and robot in depth, such as
personality trait. The visual aspect is taken from an existing human being by making a silicon
mask of the subject. The shape and skin of the android are designed to match the original
subject. The pneumatic actuators of the Geminoid are placed in a specific configuration to
offer a smooth motion capability as well as a realistic facial expression. The Geminoid is
used especially for interacting with other people and is not designed to walk. Therefore, the
Geminoid is seated during the interaction experiments. The actuators and speakers embedded
into the Geminoid face allow the subject’s facial expression and sound to be mimicked.
The interaction with another person is made through an interface controlled by the subject.
The interface allows the subject to speak and execute pre-recorded motions on the robot.
The use of pre-recorded motions is necessary due to the complexity of the Geminoid and
real-time motion generation. This also ensures the safety of the other person interacting
with the Geminoid. The pre-recorded motions of the Geminoid are generated by analyzing
the motions of the duplicated subject. With both appearance and motions copied from the
duplicated subject the Geminoid ensured a high level of mimicry with the duplicated subject.

Geminoids were first made with the intention to study the feeling of presence, i.e. how a
person perceives the human existence. Would the fact that the surrogate (in this case Gemi-
noid) looks and moves like a human is enough to be perceived as a human existence by a
third person (or the duplicated subject her/himself)? The first reaction of the duplicated sub-
ject in front of the Geminoid was that “[...] it was like looking in a mirror. However, when
it began moving, it looked like somebody else, and I couldn’t recognize it as myself.” [98].
Another interesting result is the adaptation of the duplicated subject’s motions to the Gemi-
noid motions. The duplicated subject reported “The current Geminoid cannot move as freely
as I can. I felt that, not just the Geminoid but my own body is restricted to the movements
that HI-1 can make” [98]. Even if the Geminoid has been designed to mimic the duplicated
subject, the generated motions are not perfect. During the control task of the Geminoid,
the duplicated subject tended to reduce her/his motion capability to mimic the motion of the
Geminoid. Finally, similar results to the RHI and body swap illusion were found. Indeed,
when a third person touched the Geminoid, the touch was also felt by the duplicated subject.
Even though the duplicated subject had only an external third-party view of the scene (not
first person perspective like in the RHI or body swap illusion) and no tactile feedback. In
this case, the feeling of ownership toward the Geminoid is believed to be induced by socially
interacting with the third person through the Geminoid. Before the third person touched
the Geminoid, the duplicated subject socially interacted with the third person through the
interface which allowed to have a vocal conversation, launch pre-recorded motions such as
nodding and move the Geminoid’s head.

Ownership through social interaction

The influence of social interaction on ownership toward the Geminoid has been specifically
studied in [99]. In this study, three parameters of a social interaction between the Geminoid
and a third person (named interlocutor afterwards) are analyzed. These parameters are: the
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Figure 1.13: Geminoid F and its teleoperation interface (courtesy from [99]).

visual feedback of the interlocutor, the reaction of the interlocutor in reference to the social
interaction and the control of the Geminoid by the teleoperator.

In this study, the Geminoid F (shown in Figure 1.13) is used due to its improved facial
expression features compared to the Geminoid HI-1 which is more appropriate for manipu-
lation tasks. The Geminoid is teleoperated through an interface allowing facial expression
and voice mimicry [65]. The teleoperator is also able to hear what the Geminoid hears. The
teleoperator is equipped with a motion capture marker so that her/his head motion can be
mapped onto the Geminoid’s head. The visual feedback available on the interface shows the
interlocutor in a near person view on the main screen and the face of the Geminoid on a sub
screen (shown in Figure 1.13). In this experiment, no pre-recorded motions are used, only
the head motion of the Geminoid is used.

The experiment started with a practice phase where the teleoperator was instructed to
move one’s head in the Geminoid control condition. After the teleoperator observed the
Geminoid’s head moving through the interface, the experimenter touched the Geminoid.
After this interaction, questions were asked to the teleoperator to evaluate her/his feelings.
The questions focused on: the experienced feelings while controlling the Geminoid, if the
touched was felt through the Geminoid and if the teleoperator felt located in the Geminoid’s
room. After this practice phase, the conversation phase started through the Geminoid with
(or without depending on the condition) an interlocutor. The topic of the conversation was
either common or controversial to study the evoked effect. At the end of the conversation,
the experimenter touched the Geminoid and asked the questions to evaluate the teleoperator’s
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feeling before the beginning of the next condition.
The results showed that the sense of ownership toward the Geminoid was the highest

when teleoperator was able to control the Geminoid and when the interlocutor was visible
and reacted during the conversation. Interestingly the sense of ownership was improved inde-
pendently of the control by the teleoperator when the interlocutor was visible in the interface
compared to when the interlocutor was not visible. This result showed the importance of the
social interaction in the sense of ownership. The influence of control or no control over the
surrogate is further examined in our work in chapter 3 during a walking task.

In the next section, another experiment is presented with the Geminoid to explore the
feeling of ownership through gesture control.

Limb ownership through gesture control

In [100] limb ownership toward the Geminoid is studied. Following the results obtained with
the RHI, the Geminoid is used to examine if the feeling of ownership could be transferred
to a robotic surrogate with a “human-looking” aspect through visuo-motor stimulation. In
this study, the influence of the delay in the control of the Geminoid is also considered in the
feeling of ownership.

Figure 1.14: Simulated image from the Geminoid perspective showing the motion capabilities, the
finger bending and the injection threats (courtesy from [100]).

Before the start of the experiment, the subjects are asked to look at the Geminoid which is
highly similar to a real person in order to establish a social connection. In this experiment, the
subjects are seated and are asked to look downward like the Geminoid initial pose. A motion
capture marker is placed on the right hand of the subjects. The measure of the ownership
feeling of the subjects is done with a questionnaire and a SCR to threat. In this experiment,
the embodiment feeling is created through visuo-motor congruency when the subjects are
asked to move their right hand and see the similar motion realized on their HMD from the
Geminoid’s viewpoint as seen in Figure 1.14. The threat is then evoked by showing through
the HMD a finger bending scene or an injection scene inflicted to the Geminoid’s hand as
shown in Figure 1.14.

In this set-up, to control the time delay of the robotic system, all the video sequences
showed in the HMD are not experienced in real-time but are pre-recorded from the Geminoid
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viewpoint. This method is used for the “hand motion” of the Geminoid as well as the threat
scenes performed on the Geminoid hand (injection and finger bending). The marker placed
on the subjects right hand is used to match the subjects hand position and the Geminoid’s
hand position in the video sequences.

By rendering pre-recorded image sequences in the HMD, the time delay between the
subjects hand motion and Geminoid visual feedback can be manually set to create three
conditions. A first condition with no delay, a second condition with a delay of 1 s, and
a third condition where the Geminoid’s hand stays still despite the subjects hand motion.
These three conditions are hereafter called respectively no-delay, delay and still.

The results, given by the SCR and the questionnaire, show a significant difference be-
tween the no-delay and still conditions in the case of the injection threat. This strongly
suggests that the transfer of body ownership from the subject toward the robotic system is
successful when there is no delay between the gesture of the subject and the visual feedback
of this motion realized by the Geminoid. But this condition is not realistic. In a practical use,
a teleoperated robotic system is subject to inherent latencies and delays due to the network
and control in particular. Interestingly, the results show no significant difference between
the delay and no-delay conditions which is different from the results found with the RHI. As
we have seen before, the RHI realized with a visuo-tactile or a visuo-motor asynchronous
stimuli caused the embodiment to fail [20] [6] [67] [112]. In [133] it is demonstrated that
the delay of discrepancy between the stimuli should be less than 300 ms in order to induce
a strong feeling of ownership toward the rubber hand. In this experiment, the fact that no
significant difference between the delay (of 1 s) and no-delay conditions is found in terms of
ownership suggests that the feeling of ownership toward a teleoperated robotic system might
be more tolerant to a delay in the case of visuo-motor stimuli compared to a visuo-tactile
stimuli like in the RHI.

In our work, this result is important since we want the subject to teleoperate a humanoid
robot. In our experiment, the subject is asked to teleoperate the humanoid robot in order to
realize a walking task before realizing an interaction task. In order to study the embodiment
feeling during the walking task, we examine the feeling of embodiment when the subject
teleoperates the robot walk with a delay in chapter 3.

Body ownership through BCI

The previous studies show that the body ownership transfer toward a “human-looking”
robotic system is possible with a visuo-motor stimuli or a social interaction. In our work
where we want the subject to interact with one’s self, the gesture control might not be the
safest way. Indeed, with the gesture control, the subject might inadvertently touch the hu-
manoid robot which performs the motion and might harm one’s self. In the case of self
manipulation, the solution chosen in this work is to control the humanoid robot through BCI.
In section 1.2 different BCI technologies are presented.

In [4] [5], the feeling of ownership toward a Geminoid which is teleoperated through
BCI is studied. In the previous section 1.1.4.3, the feeling of ownership is obtained through
visuo-motor stimuli, but it does not prove that the feeling of ownership would occur also
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Figure 1.15: A subject wearing the experimental set-up to control the Geminoid’s hand with BCI
(courtesy from [5]).

if the motion is thought instead of being effectively realized by the subject. In this case,
the dynamic proprioceptive feedback from the user is eliminated and only the intention of
realizing the motion is left. In [110] the feeling of ownership toward a virtual hand is induced
through motor imagery. This result shows that the feeling of ownership over a virtual hand is
possible by imagining the motion only. However, motor imagery uses an invasive technique
to extract the information from the subject’s brain. In [4] a non-invasive technique is used to
extract the subject’s motion intention. Moreover, the results obtained between a virtual hand
and robotic hand might be different like the results obtained with the rubber hand and the
Geminoid as we have seen previously in section 1.1.4.3.

In [4] the motor task is extracted from the subject using the EEG signal [95]. In this
experiment, the subject wears a HMD and an EEG cap (as seen in Figure 1.15) and is able
to see through the Geminoid head-mounted camera which is oriented downward. In this
experiment, the feeling of ownership is evaluated with a SCR and a questionnaire.

Before the experiment, the subject is trained in motor imagery task. In the experiment,
the subject is asked to move the Geminoid hands. A training session, realized before the ex-
periment, is used to determine a classifier capable of extracting the hand movement thought
by the subject for the left and right hand. Only the subjects performing with a rate of success
of 60-100 percent were selected to perform the main experiment.
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In the main experiment, the subject is seated with the same posture as the Geminoid. A
blanket is placed on the subject’s knees as well as the Geminoid in order to near visual as-
pects. The hands of the subject are oriented like the Geminoid hands. Each of the Geminoid
hands are equipped with a ball able to light up according to the experimenter’s command to
facilitate the imagery task of the subject. When the ball on the left/right hand is light up,
the subject is asked to think of a left/right hand motion in order to launch a gripping motion
around the lighted ball.

Three conditions are used in this study. The first one is, the robot stays still even when
the subject succeeds the motor task (namely Still). The second one is, the robot’s hand
moves only if the motor task result corresponds to the correct lighted ball (namely Match).
The third one is, the robot’s hand moves even if the motor task result corresponds to the
wrong lighted ball (namely Raw). The threat used after the realization or not of the motion
to evaluate the ownership is an injection threat to the Geminoid hand as described previously
in section 1.1.4.3.

The results of the questionnaire show that the ownership feeling is dependent of the BCI
performance achieved by the subjects. The subjects who experienced the Match condition
obtained the highest results of ownership. Subjects under the Raw condition with a high
BCI performance also experienced a high level of ownership. However, the subjects under
the Raw condition with a low BCI performance experienced a poor level of ownership and
thought the injection occurred to another person. Interestingly, the interviews conducted after
the experiment revealed that some subjects under the Still condition experienced a level
of ownership higher than the level of ownership under the Raw condition. The explanation is
similar to the results presented in IHI experiment in section 1.1.3.2. The explanation is that
the error experienced in the Raw condition has a “negative effect" strong enough to destroy
the feeling of ownership (Same as the wooden block in the IHI). However in the Still
condition, the robot’s motionless arm is not accounted as an error by the subjects who are
still trying to imagine the motor task. Since the subjects still imagine the task, even though
the robot arm does not respond, the feeling of ownership remained. The results obtained by
the SCR were not significant enough. However, the difference in the questionnaire scores
between the Match and Still conditions is significant which strongly suggests the transfer
of ownership through brain control.

The different results obtained with the Geminoid show that the ownership of an an-
droid with a “human-looking” aspect is possible. This feeling can be induced by different
means, either social interaction, synchronous visuo-motor stimuli or even through BCI con-
trol. These results however have not been confirmed with a humanoid robot that does not
resemble visually to a human, such as the HRP-2 [69] used in our work. Therefore, the em-
bodiment feeling toward a “robotic-looking” humanoid robot is extensively studied for the
embodiment of limb and whole body in this work respectively in Chapters 4 and 3. The re-
sults obtained with the BCI showed in section 1.1.4.3 suggest promising results for the BCI
control of humanoid robots. However, the study shows that a high performance classification
is required in order to obtain the ownership transfer. In our experiment, a walking task is nec-
essary in order for the subject to interact with the environment or with her/himself through
the surrogate. In Chapter 2 we present a framework developed in this work which aimed
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to assist the subject to control the humanoid robot during a walking and interaction tasks in
order to keep a high level of BCI performance necessary to obtain a high level of ownership.
The feeling of embodiment experienced during the walking task will be especially studied in
Chapter 3.

In the next section, certain applications to the study of embodiment are presented in the
engineering and medical fields.

1.1.5 Embodiment applications

1.1.5.1 Engineering

The knowledge brought by the study of the embodiment is also used to develop robotic
devices, used not as a simple tool, but as an extension of our body. This is especially crucial
in the area of prosthesis limb. What makes a robotic limb or leg feel as one’s own limb or
leg? This knowledge would improve the use of the prosthesis for the patients. The body
representation knowledge learned from the embodiment can also be used to add a limb to
the body, namely a supernumerary limb. In the following sections, some applications of the
embodiment in the fields of prosthesis and supernumerary limb are presented.

Prosthesis

Figure 1.16: Synchronous stimulation applied to the patient stump and the rubber hand (courtesy
from [32]).

In [32] the RHI is induced on an amputee patient by stimulating her/his phantom limb. On
the amputee patient, specific areas of the stump correspond to the phantom fingers. When
those areas are stimulated by touch, the patient feels the touch on the stump but also on
a finger of the phantom limb. Therefore by stimulating the different areas of the patient
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stump, the phantom fingers of the patient can be mapped onto the stump. Then, to induce
the RHI, a visuo-tactile stimulation is used between the mapped areas of the stump and the
corresponding fingers of the rubber hand as seen in Figure 1.16.

Most of the prosthesis hands, used by amputees, are not equipped with a sensory feed-
back feature. In [124], an experiment is realized to induce a sensory feedback illusion on
a “robotic-looking” humanoid prosthesis hand. The illusion is induced with a visuo-tactile
stimulation between the hidden stump and the robotic hand. After inducement of the illu-
sion, the patient reported feeling the robotic hand more like a real hand. This illusion also
works when the patient controls the robotic hand via the recording of her/his arm muscle
activity. This results show that a patient can have a strong feeling of ownership toward a
“robotic-looking” prosthesis hand.

Commercial prosthesis hands like the “i-limb quantum” from the company “touch bion-
ics” [16] allow the patient to perform daily tasks with different types of control. For exam-
ple, the i-limb quantum shown in Figure 1.17.B is controlled by the user either by gesture,
proximity, mobile application, or muscle activity. Prosthesis hands can also be covered by
a “human-like” silicon skin as seen in Figure 1.17.A. Unfortunately, nowadays a high-end
prosthesis hand remains expansive and can cost up to 100 000$ (USD).

Recently, the rise of the 3-D printing technology offers an alternative to high-end pros-
thesis hands at a cost under 1000$ (USD). Indeed, several open-source projects, e.g. [106] or
[105] offer the possibility to print and build your own robotic hand as shown in Figure 1.17.C.

In this regard, the result obtained in [124] is interesting for our work since we use a
surrogate with a “robotic-looking” aspect. In our case a further study is needed since the
hands of the robot are grippers as shown in Figure 1.17.D.

Supernumerary limb

In [55], the aim of the study is to give the subject the feeling of ownership toward an extra-
limb, in this case, a second right arm. The feeling of ownership of the third arm is confirmed
with a questionnaire and a SCR to threat. One major difference with the RHI is the lack of
disownership of the real right arm. Indeed, after the embodiment is induced, the sensation
of touch on the real arm is also felt on the third arm. This experiment demonstrates that
an artificial supernumerary limb is able to be felt as part of one’s own body along the other
“natural” limbs. Recent works are focus on the control and ownership of such limbs [96] [1].

This knowledge is also used for the design of supernumerary robotic limbs [80] [146] as
seen in Figure 1.18.

1.1.5.2 Medical applications

Another application to the study of the embodiment is found in healthcare. Certain men-
tal diseases are believed to come from a misrepresentation of the patient’s own body. For
those mental illnesses (stroke, schizophrenia, Alzheimer’s diseases), no efficient treatments
currently exist. Moreover due to the very high research cost and the rarity of new drugs
discovery [130], the pharmaceutical industry is decreasing the development of new drugs for
brain diseases [66].
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Figure 1.17: A) Human-like silicon skin for prosthesis hands from the company touch bionics (cour-
tesy from [16]). B) High-end prosthesis hand i-limb quantum from the company touch bionics (cour-
tesy from [16]). C) Open source bionic hand from the OpenBionics project (courtesy from [106]). D)
Left arm of the humanoid HRP-2 used as surrogate in this work.

Eating disorder

Patients suffering from eating disorder are believed to have a misrepresentation of their body
image. In [21], a new treatment based on virtual reality is compared to a standard cognitive
behaviour therapy. In this study, the result shows that the virtual reality based treatment may
improve the long-term treatment for binge eating disorder patients.

Phantom limb

After an amputation, some patients feel that their missing limb is still attached to their body.
This pathology called phantom limb could benefit from a better understanding of the body’s
representation. New rehabilitation procedures are developed to relieve the pain of their miss-
ing limb. In [107] a mirror therapy treatment based on virtual and augmented reality allows
a patient to reduce one’s pain.

Schizophrenia

In the case of schizophrenia, certain patients reported to have a difficulty to make the differ-
ence between their self and their surrounding. The study of the embodiment or the feeling



38 State-of-the art

Figure 1.18: A) Supernumerary fingers: The two robotic fingers are worn around the writst to enhance
the grasping motion of the human hand. (courtesy from [91]) B) Supernumerary arms: The two
robotic arms are strapped on the user and can be used to realize a two-persons task with only one
user. (courtesy from [91])

of presence could give some tools and knowledges to obtain a better understanding of this
feeling. New treatments based on virtual reality are already being explored [40].

1.2 Brain-computer interface

Brain Computer Interfaces (BCI) allow to bypass the usual motor pathways of communica-
tion between user and assistive devices, including robots [143]. Humanoid robot surrogates
controlled by such technology [10] [47] can help users with severe motor disabilities to re-
gain a certain level of autonomy, by being able to interact with the environment, other people
and themselves.

1.2.1 Acquisition

In this section, we present non-invasive technologies used in BCI to measure the brain activ-
ity in real-time. The advantages and drawbacks of the different technologies are discussed.
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1.2.1.1 fMRI

fMRI stands for functional Magnetic Resonance Imaging. The primary form of fMRI uses
the blood-oxygen-level dependent (BOLD) contrast. This is a type of specialized brain and
body scan used to map neural activities in the brain or spinal cord by imaging the change in
the blood flow (hemodynamic response) related to the energy used by the brain cells. This
technology is popular in brain research because it does not require the patient to be exposed
to radiation or undergo shot. The fMRI technology has been used to control a humanoid
robot [22], however the temporal resolution, inherent to this technology makes it difficult to
use it.

1.2.1.2 EEG

Electroencephalography (EEG) is mostly used with non-invasive electrodes placed along the
scalp but invasive electrodes have also been used in special cases. This is based on the
voltage fluctuations resulting from ionic current within the neurons of the brain [97]. EEG
is often used to diagnose epilepsy, which causes abnormality in EEG readings. Before the
arrival of the fMRI with its high spatial resolution imaging, it was also used to diagnose brain
tumors. Indeed, EEG technology has a poor spatial resolution and low signal to noise ratio
especially in its non-invasive set-up, but the temporal resolution is very high. Moreover, this
technology is much cheaper and more practical to set-up than the fMRI. For these reasons
EEG technology is widely used in BCI.

In the following next sections, we present two technologies based on EEG acquisition.

Motor imagery

Motor imagery is based on detecting the event related de-synchronization (ERD) and event
related synchronisation (ERS) when the subject executes or imagines a movement. In [114]
a 4-class classification is used on subjects to detect the imaginary motions imagined with:
tongue, feet, left hand and right hand. In [42] this technology is used to control a wheelchair.
However this method requires the subjects to go through a long training period to obtain a
high performance.

SSVEP

In our work we chose to rely on the steady-state visually evoked potentials (SSVEPs).
SSVEPs are elicited when the subject observes a flickering stimulus. Indeed, we can re-
trieve the frequency of the flickering stimulus in the spectrum of the brain signal acquired
above the visual cortex of the brain, as seen in Figure 1.19. The method we use to extract
the SSVEP from the brain signals is the minimum energy classifier introduced in [41]. It is
extended to provide a zero-class implementation, which detects when the subject is not at-
tending any stimuli. The classifier is able to operate at a high level of accuracy (above 80%)
after a short training (about 6min) and a new command can be provided every 200ms [117].
This represents a good performance for an SSVEP-based BCI system [142].
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Figure 1.19: Spectrum of brain signal when attending a 15Hz visual stimulus (courtesy from [147]).

1.2.2 Applications
Decoding human motor intentions, in order to use them as an input signal for the control
of a robot, is a challenging and open issue. In assistive robotics, electromyography (EMG)
signals, which result from the activation of muscles, are often used since the interpretation of
motor intentions is rather accurate [49]. However, in the case of patients with severe motor
disabilities, EMG is not available, thus, electroencephalography-based (EEG-based) BCI are
preferable. However, the decoding of motor intentions in EEG activity has not been achieved
yet. Therefore it is better to perform a goal-oriented control [125] using a high-level intention
recognition.

Many assistive applications have been developed using a BCI [24]. For example in [145],
a complex gripper is controlled via BCI with a user interface specifically designed to realize
a grasp. Many vehicles, such as a wheelchair [42] or a virtual plane [3], have also been con-
trolled with a BCI. These different works are either specialized in navigation or in interaction
with objects. Instead, in our work, we propose a vision-based semi-autonomous control fra-
mework (see Chapter 2), to realize both navigation and interaction, with a thought-controlled
humanoid robot.

1.3 Self-interaction

In this section, we present two recent experiments where one subject interacts with one’s
self.

In [59], a subject controls a robotic arm by thought to take a bottle from a table, bring the
bottle near her/his mouth to take sip from a straw, and put back the bottle on the table as seen
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Figure 1.20: A robotic arm is thought controlled by a subject to grasp a bottle, serve herself a sip,
and put back the bottle on the table (courtesy from [59])

in Figure 1.20. The BCI used in this experiment relies on the motor activity of the subject
acquired through Electrocorticography (ECoG). The motor activity is then interpreted into
a motion input for the robotic arm. In order to help the subject, the robot hand motion is
constrained in the plan of the table. The grasping of the bottle is also triggered when the
robotic hand collides with the bottle. Prior to this experiment, the subject weekly practiced
point and click actions with the BCI for 5 years.

More recently, a similar experiment was realized by decoding the subject intentions from
the posterior parietal cortex [2]. Future researches will focus on giving the patient the illusion
of tactile feedback by directly stimulating the somatosensory cortex of the subject to provide
the sensation of touch.

In both experiments, the subject is required to have an extensive period of training and
an invasive method of acquisition for the BCI. In our work, we present a framework which
uses a non invasive method for the BCI and does not require a long period of training for the
subject. Moreover the subject controls a complete humanoid robot from a first person view
to walk toward a bottle and bring it to her/himself to take a sip.
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1.4 Conclusion
In this chapter, the requirements to induce the feeling of embodiment toward a limb or a
whole-body have been presented. More recent works even induce this feeling toward a seated
“human-looking” humanoid robot. However, several issues remain unknown concerning the
embodiment toward a “robotic-looking” humanoid robot capable of walking.

Most of the embodiment studies use a “human-looking” limb, mannequin or android. In
our work, we study if the aspect of a “robotic-looking” humanoid without anthropomorphic
hands is a suitable surrogate to be embodied.

The embodiment toward an android have been demonstrated, but the question remains if
the embodiment is maintained when the surrogate is walking.

In the presented embodiment set-ups (sections 1.1.4.3 [100] 1.1.4.2 [112]), the subjects
were unable to directly interact with themselves. To the best of my knowledge, the related
embodiment feeling of "directly interacting with one’s self", has not yet been study. In this
work, an experimental framework which allows to study this feeling using a BCI without an
extensive period of training is presented in the next chapter.



Chapter 2

BCI control of Humanoid For
Self-Manipulation

In the previous chapter, the requirements to establish the feeling of embodiment toward
a surrogate are presented through the explanation of several key experiments. However,
the different set-ups, did not allow to study the feeling of embodiment when one directly
interacts with one’s self. In this chapter, we present a framework designed for this purpose.

Recently, we proposed a BCI-based controller enabling the user to pilot a humanoid
robot to grasp a can from a desk, and walk to a table to drop the can on it [47]. With that
controller, precise positioning of the humanoid robot was impossible, due on one hand, to
the coarse control interface provided by the BCI, and on the other, to the poor perception of
the environment that the user had through the robot camera. Besides, the robot could only
operate on rigid objects, and did not take into account the presence of the human.

In this chapter, we present a more general framework, for BCI-controlled task execution
and human-robot interaction. The main novelties are the generality of the framework, that
can now be used for both navigation and interaction, and the improvement in the positioning
accuracy with respect to our previous work [47]. A versatile vision system has been devel-
oped, to generalize object recognition and pose detection, and include human detection and
segmentation. The addition of an accurate navigation, based on Simultaneous Localization
And Mapping (SLAM) and on a pose regulation controller, offers the user the choice of a
semi-autonomous control mode that guarantees precise positioning. Finally, the immersion
performance of the system has been greatly enhanced thanks to a HMD where the user can
see through the robot’s “eyes” and receives information given by the vision system. The
previous framework presented in [47], displayed the video feedback from the robot’s camera
on a computer screen which is less immersive than a HMD. With these fundamental con-
tributions, it is possible to perform a complex task such as allowing the user to control the
robot to perform an interaction with one’s self.
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This chapter is organized as follows. In section 2.1, the components of the framework and
their mutual interactions are presented. In sections 2.2, 2.3 and 2.4 respectively, the vision,
user interface and control methods used in this work are detailed. Finally the experiments
and results are presented and discussed in section 2.5.

2.1 Framework and References Introduction

In this section, we outline our framework with all the reference frames that are used.

Figure 2.1: Data flow of the complete framework.

2.1.1 Framework
Our framework is outlined in Figure 2.1. In our work, the human-size humanoid robot
HRP-2 presented in section A.1.1, is remotely controlled by a user equipped with an EEG
cap and a HMD for visual feedback and head control. The RGB-D images acquired by the
robot are processed by the Vision modules to localize the robot in the environment, and to
localize relevant objects, including human body parts, in the scene. Throughout this work,
we will indifferently refer to human body parts and environment objects as objects. Since the
RGB-D camera and the HMD intrinsic parameters are known, it is straightforward to project
both the robot camera view and the recognized object models in the HMD.
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The User Interface display changes according to the current state. Transitions be-
tween different behaviors can be either initiated by the user, or automatically triggered, for
example by the detection of certain objects. The recognition of the user’s intention through
BCI relies on the use of the well known steady-states visually-evoked potentials (SSVEPs).
These potentials are triggered when the user observes a stimulus flickering at a given fre-
quency (frequency-based VEP) or following a specific pattern (code-based VEP). The in-
tegration with the various vision modules allows us to generate these stimuli based on the
environment of the robot or on the control context. For example, flickering arrows can be
displayed to control the steering of the robot when no assistive scheme has been already
enabled.

The user intention output by the BCI is sent to the Control modules, to realize the
corresponding tasks (Navigation or Interaction) with the humanoid robot. Details
on the Vision and Control modules, which represent two major contributions of this
work, will be given in sections 2.2 and 2.4 respectively.

2.1.2 Reference Frame Definitions
The reference frames used in this work are shown in Figure 2.2. On the robot we consider:
the RGB-D camera frame C, the robot center of mass (CoM) frame M (with X and Y parallel
to the ground), and the robot operating hand (left or right) frame H. In the environment,
O represents the frame linked to the target object. In Figure 2.2, we show three possible
instances for this frame: an aluminum can, B, the user’s forehead, F, or arm, A. Throughout
this work, points are represented using the homogeneous representation. Coordinate frames
are defined in superscript, such as AP, and the homogeneous transformation matrix BTA ∈
SE (3) transforms points from frame A to B. The transformation BTA is characterized by the
translation BPA = (BXA,

BYA,
BZA) and the rotation matrix BRA.

2.2 Vision
Several image processing modules have been integrated in our framework to realize the dif-
ferent computer vision tasks required for semi-autonomous control. In order to lower the
time processing, the algorithms run only when necessary. All the image processing modules
are detailed hereby.

2.2.1 Object recognition and localization
The Object recognition and localization module gathers the different algo-
rithms for identifying, tracking and localizing objects seen by the RGB-D camera. This
module outputs the object identity

O = {O1, O2, . . . , On} (2.1)

and its pose in the camera frame, CTO.
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Figure 2.2: The reference frames used in this work.

Depending on the object category, three object recognition modules have been integrated:
an augmented reality (AR) tracker for marked objects, a Scale-Invariant Feature Transforms
(SIFT) and edge-based tracker for 3D and texture modeled objects, and a cloud-based rec-
ognizer for human body parts.

2.2.1.1 Marked objects

AR markers are used to tag certain objects in the environment. To identify and localize the
markers in RGB images, we use the ArUco library1 based on [45]. The detection algorithm
provides an accurate pose estimate of multiple markers which is necessary for the tasks that
require a high precision. We also used those markers in our initial approach to manipulate
the user’s arm. ArUco relies on printed black and white square fiducial markers shown in
Figure 2.3, instead of natural textures or key points [144], to provide a very fast, robust
and accurate pose estimate. The ArUco library [45] also provides a method to generate
the different markers. The size as well as the number of bits which defines the marker
identification (ID) can be chosen. In our work, we use three different marker ID, one to
detect the HMD pose and two others to detect the user’s shoulders.

The algorithm detects the square contour of the markers, then determines their poses us-
ing the pixel position of their four corners. The contour extraction is realized by image seg-

1www.uco.es/investiga/grupos/ava/node/26
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Figure 2.3: Marker used by the ArUco library.

mentation using a local adaptive threshold method instead of the well known “canny filter” in
order to speed up the processing time. All the segmented image contours are then extracted
using the “Suzuki and Abe” [138] algorithm. The “Douglas-Peucker” [27] algorithm is then
applied to the extracted contours, to determine the contours that are approximated by a four
vertex polygon since the markers are rectangular. The inner part of each detected four cor-
ners contours, which constitutes the binary code of the marker, is then analysed. This part is
done by first removing the perspective projection of the contour, then by applying the “Otsu”
method [101] to binarize the resulted contour’s inner image. The “Otsu” method is used to
find the optimal threshold in a bimodal image, which is our case with the black and white
markers. The resulted image is then divided to extract the binary code and compare it to the
known dictionary, to infer the marker identity O. The intersections of the lines that form
the contour of the detected marker are then used to refine their corners position. Finally, the
marker pose CTO is estimated by iteratively minimizing the image plane projection error of
the four square corners, with the “Levenberg-Marquardt” method [86].

Within our framework, ArUco is indispensable for all tasks that require a precise localiza-
tion of objects that can be tagged, without excessive environment structuring. For example,
we use it to derive the user head position, thanks to a marker placed on the HMD as shown
in Figure 2.4..

2.2.1.2 3D and texture modelled objects

For all the objects that cannot be tagged, and that must be recognized by relying only on their
natural aspect, we use the Blocks World Robotic Vision Toolbox, BLORT [92]. This toolbox
provides tools to recognize and track objects using RGB images as shown in Figure 2.5. The
recognition is done using a priori learned Scale-Invariant Feature Transforms (SIFT)[84]
along with a 3D Computer-aided design (CAD) model of the object. At run time, the object
is tracked and localized using a bootstrap filter [26] to compare the current images with the
learned model. In our framework, we use BLORT to recognize and localize everyday life
objects (e.g. a tool or a bottle), that must be manipulated by the humanoid robot.
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Figure 2.4: Marked HMD tracked with the ArUco library.

Figure 2.5: A can tracked by BLORT.

2.2.1.3 Human body parts

Another fundamental requirement of our framework is the capability of physical interaction
between user and humanoid robot. To this end, a body part recognizer is necessary. We
cannot rely on the above approaches, since neither AR markers nor special textures (i.e.,
clothes) can be applied on parts of the user’s body. Moreover, skeleton trackers such as
NITE2, which requires the user to be standing fully in the camera field-of-view, cannot be
used in our scenario, where these assumptions may be broken, and images are shaky, due to
the camera’s motion.

Thus, we have decided to use the Point Cloud Library (PCL) [127] to recognize body
parts (e.g., the forearm, as in Figure 2.6) based on a pre-recorded template. First, we com-
pute the normals to the template point cloud (organised in a kd-tree structure) with the Fast

2https://wiki.debian.org/PrimeSenseNite
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Figure 2.6: Forearm detected by the body part tracker.

Library for Approximate Nearest Neighbors (FLANN)3, then the surface curvature variations
with a Fast Point Feature Histogram (FPFH) [126]. The body part pose is then estimated by
the Sample Consensus Initial Alignment (SAC-IA) algorithm [126]: subsets of points are
randomly selected from the currently seen point cloud and from the pre-recorded template,
the closest match between the two point sets is computed via FPFH. The transformation be-
tween the two point clouds is iteratively refined until convergence, and then used as an initial
guess for an iterative closest point algorithm shown in Algorithm 1, that is more accurate for
estimating CTO, since there is no random selection of points like with the SAC-IA estima-
tion. However, the SAC-IA estimation is useful for the first step, since it is robust to large
transformations and does not need an initial guess.

3www.cs.ubc.ca/research/flann/
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input : Two point clouds: F = {fi}, C = {ci}
An initial transformation: T0

output: Transformation between F and C
T ← T0 while Not converged do

for i← 1 to N do
Find closest point;
if ||mi − T.fi|| ≤ dmax then

wi ← 1;
else

wi ← 0;
end

end
T ← argminT

∑
iwi.||mi − T.fi||;

end
Algorithm 1: Iterative Closest Point algorithm used to detect the user’s forearm.

2.2.2 Robot Simultaneous Localization and Mapping
To develop a semi-autonomous control strategy that saves the user from fine trajectory con-
trol, a precise robot localization is required. Although the navigation scheme we seek is
target-oriented, we do not want to force the humanoid robot to observe the target at all times.
Removing this constraint will benefit the control, since then the head and/or torso of the
humanoid robot will not need to be permanently servoed toward the target.

To this end, we apply the Visual Simultaneous Localization and Mapping algorithm
D6DSLAM [87] to the RGB-D images from the on-board camera. This library unifies voxel-
based and key-frame representations, to provide real-time mapping of the environment, along
with the camera pose in the map. As soon as the target object is recognized and localized
with any of the approaches in section 2.2.1, its pose in the D6DSLAM map (shown in Fig-
ure 2.7) is memorized and updated in real-time, so that CTO can be estimated, via the camera
pose, even when the object is not visible. The use of CTO for Navigation is explained in
section 2.4.

2.3 User Interface
In this section the User Interface used by the user to control the humanoid robot is
described.

2.3.1 Brain Computer Interface System
In this section, we present the different key elements of a BCI system. The formalism intro-
duced by BCI architecture frameworks such as OpenViBE [121], BCI2000 [131] or TOBI’s
hBCI [93] divides the BCI in three key elements as seen in Figure 2.8: signal acquisition,
signal processing and user application.
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Figure 2.7: Map generated by D6DSLAM with the graph used to determine the localization of the
camera mounted on the humanoid robot. The nodes from the purple graph represent the key-frames
while the the white nodes represent the current robot position and the target. The blue lines attached
to the white node represent the displacement between the current robot position and the nearest
key-frame

Figure 2.8: General design of a BCI system.
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2.3.1.1 Signal acquisition

Signal acquisition designates the technology that is used to acquire the signal from the user’s
brain activity. In this work we use a non-invasive technology, the well known EEG. Despite
poor spatial localization accuracy and low signal to noise ratio, the real-time capacity, cheap
cost and non-invasive nature of EEG has made it the most popular technology in BCI.

2.3.1.2 Signal processing

Signal processing describes the method used to extract the user intentions from the signals
acquired in the previous step. We chose to rely on the steady-state visually evoked potentials
(SSVEPs) presented in section 1.2.1.2.

In our previous work [47], we relied on 4 classes to perform the ensemble of the tasks
proposed to the user. However, we trained the classifier to recognize 5 classes in this work
to extend the capabilities of the interface. The frequencies of the stimuli were 6, 8, 9, 10 and
14 Hz.

2.3.1.3 User application

User application is the application that is driven by the BCI. Here, we use a humanoid robot.
To allow the task selection we use the SSVEP paradigm that we adapted for humanoid control
(as shown in section 2.3.2). In Figure 2.9 is shown a screen shot of the interface seen in the
HMD by the user while selecting one’s own head.

Figure 2.9: User interface with SSVEP stimuli positioned on target, displayed to the user. In this
case, the user selected one’s own head
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2.3.2 Outline of the BCI-controlled self-interaction framework
The experiment is driven by a Finite State Machine (FSM) in order to transit between the
different stages of the scenario. Because of the limitations of the BCI, parts of the tasks
are executed autonomously by the humanoid robot. For example, in the interaction phase,
the only input from the user is the interaction selection; afterwards, the robot autonomously
executes the motion. Therefore, the transitions in the FSM are triggered either by the user or
by the robot as we can see in Figure 2.10.

Figure 2.10: Finite State Machine of the framework.

The experiment is divided in five phases that are reflected in the FSM and outlined below.

1. Directional navigation phase. In this phase, the user looks for one’s self within the
world that he sees through the robot’s on-board camera. He can trigger the next phase
as soon as he sees one’s self and he wishes to initiate the interaction.

2. Body part selection phase. Once the user appears in the robot field-of-view, s/he
interrupts the directional navigation phase to initiate the body part selection phase. The
user body parts start to flicker, and the user selects one’s part of the body to physically
interact with. When the body part is selected, the next phase is initiated. In Figure 2.9,
the user chooses to interact with one’s own head.

3. Assistive navigation phase. The robot navigates semi-autonomously in front of the
selected user’s body part, in order to interact with it. The next phase is initiated when
the robot reaches its destination.

4. Interaction selection phase. The user selects the interaction to realize on the selected
body part. There are four types of interaction depending on the selected body part. In
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our demonstration, the user has the choice to either manipulate one’s own arm (three
different interactions available) or give one’s self a drink.

5. Interaction phase. The robot realizes the selected task.

2.4 Control

The Control module receives the user intention and the target object pose from the other
modules, and generates the motor commands necessary to move the robot in order to realize
the desired tasks. The module covers three aspects, Navigation, Interaction and
Task execution, that are detailed below.

2.4.1 Navigation

The goal of the Navigation module is to pilot the robot in the environment according to
the user’s intention from the User Interface, and to the object pose from Vision. The
output is the robot Center of Mass (CoM) desired velocity, VM . As it is commonly done in
the literature [37], we consider the humanoid robot as a non-holonomic system, so that only
its forward linear velocity along XM , v, and angular velocity around ZM , ω, are controlled
within known bounds:

VM = [v, ω]> ∈ [0, vm]× [−ωm, ωm] ⊂ R2. (2.2)

In our framework, two alternative navigation modes have been devised: a directional
mode, where the user maintains full control of the robot motion, and a targeted mode,
where the control is shared with the robot. This second mode is proposed to the user only if
a target object has been detected in the scene by Vision. To seamlessly switch between the
two modes, a new user command is taken into account only when a walking step (of period
dt = 0.7s) is completed. To ensure the stability of the walk vm and ωm are fixed respectively
at 0.1 m/s and 0.15 rad/s.

2.4.1.1 Directional Navigation

In this mode, the user can pilot the robot forward, turn left, right or stop, without any assis-
tance. This mode is particularly useful when the user wants to explore her/his surrounding
with the robot. Four fixed directional commands can be selected in the User Interface
shown in Figure 2.11, via the BCI. These are:

{
[v∗, 0]> , [0, ω∗]> , [0,−ω∗]> , [0, 0]>

}
, (2.3)

with v∗ and ω∗ fixed hand-tuned velocities.
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Figure 2.11: User interface seen in the HMD during directional navigation. In this case the user
chooses to turn left

2.4.1.2 Targeted navigation

In this mode, the user indicates a target, detected with the vision system, that she/he wants
the robot to interact with. The robot then semi-autonomously walks to the target. The input
to this mode is the target object, selected by the user with the BCI, and the object pose in the
camera frame, CTO, from any of the Vision algorithms. This pose is transformed to the
CoM frame, by applying the known transformation CTM (via the joint values q, measured
by the robot encoders):

OTM =
(
CTO

)−1 CTM . (2.4)

For each object, we define a desired robot pose for interaction, noted M∗, and characterized by
OT∗M . The goal of the Targeted navigation is to pilot the robot there: OTM = OT∗M . For
instance, to interact with the user’s left arm, we choose the pose M∗ shown in Figure 2.14,
with the robot facing the user on his/her left side, at a distance of 1 m. We also impose
the robot to always stay at least 1 m away from the user, i.e., outside a circle Γ of radius
R = 1 m, to make him/her comfortable. The choice of R = 1 m is driven by the human-
robot proxemics research in [94].

As a preliminary work [111], this mode relied on several waypoints (namely “waypoint
based”), causing a piecewise linear trajectory, uncomfortable for the user. To solve this
problem, a new navigation scheme (namely “orbital based”) has been devised, allowing a
trajectory closer to the user expectations.
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Figure 2.12: Navigation assistance based on waypoint set up and frames.

Waypoint based navigation:

In this scheme, when the navigation assistance is triggered, the control of the robot steering
is centered around the target frame W-i with i ∈ {1, 2} in the sequence associated to the
selected target: W-1 then W-2 (as seen in Figure 2.12), hence only two visual stimuli are
used in the user interface:

• The “up” arrow is not used to move the robot forward but to move the robot toward
the current frame in the sequence;

• The “stop” button is used to switch back to the global frame (i.e. directional naviga-
tion).

The W-1 frame is used as a predefined waypoint ensuring that the robot will not enter
in collision with the user during the assistive navigation phase. A feedback control scheme
described in Equation (2.5) and shown in Figure 2.13 is adopted to control the robot toward
the current frame in the sequence. Once the final position is reached, the robot is realigned
on W-i before going further in the sequence.
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Figure 2.13: Assistive navigation based on waypoint control scheme.


α = arctan (MYW−i,MXW−i)
v0 = V
w0 = K × α

(2.5)

With V and K constants tuned for the robot and v0 ,w0, the desired speed in M sent to the
humanoid robot pattern generator [58].

Orbital based navigation:

Figure 2.14: Relevant variables used for the orbital based targeted navigation.
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With this improved scheme the targeted navigation controller is composed of three pha-
ses, listed below (all variables are shown in Figure 2.14).

1. The robot pivots to face the direction toward M∗, i.e.,

to nullify error α = atan2
(
MYM∗ ,MXM∗

)
.

We apply:

v1 = 0, ω1 =

sign(α)ωm if |α| > ωmdt,
α
dt

otherwise.
(2.6)

2. The robot walks forward toward M∗, to nullify position error δ = ||MPM∗ ||, while still
servoing α:

v2 =

vm if δ > vmdt,
δ
dt

otherwise,
ω2 = ω1. (2.7)

If the targeted object is a body part, the trajectory obtained with the controller de-
scribed in Equation (2.7) must stay outside the circle Γ. If Γ is intersected before
reaching M∗, the robot should follow it toward M∗ with ω2 from Equation 2.8, while
maintaining the same linear velocity v2. Naming eθ and en the signed errors in ori-
entation and normal with respect to Γ (shown in Figure 2.14), and κ = sign(M∗

YM )
R

the
signed desired path curvature, we apply the classical non-holonomic circle following
controller from [23]:

w2 =
(
λ1en sin eθ

eθ
− λ2eθ + κ cos eθ

1 + κen

)
v2. (2.8)

This controller, with properly tuned positive gains λ1,2, guarantees local stability to the
circular path. In all the experiments, we used λ1 = 10 and λ2 = 5.

3. Once the robot has reached the position M∗, it pivots to align axes XM and X∗M , i.e., to
nullify their relative angle β. We apply:

v3 = 0, ω3 =

sign(β)ωm if |β| > ωmdt
β
dt

otherwise
(2.9)

The transition between phases is triggered when the errors norm are below given positive
thresholds (e.g., |α| < τα to go from phase 1 to phase 2).

2.4.2 Interaction
Various actions can be realized through the robot for Interaction with the environment,
and/or with the user. We distinguish between two categories: actions for touching /
grasping objects in the environment (e.g., touching a body part or grasping a can),
and actions for handing over objects to the user (e.g., giving a tool or a can). The
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chosen action depends on the user intention output from the User Interface. The object
pose CTO, output by Vision, is also necessary to provide the feedback to the controller. For
Interaction, we use the output of Object Localization, since it is more accurate
than the one from Robot Localization. This requires the object to be in the field-of-
view of the camera. However, this is not an issue since, when interacting with an object, the
robot is close enough to have it in its camera field-of-view. All Interaction actions in our
framework are realized by setting desired poses of the robot hands in the CoM frame, MT∗H ,
and these are realized with the Inverse kinematic joint controller explained
just below.

The control objective, for both object touching and grasping, consists in regu-
lating the robot hand on the object, so that the two reference frames coincide, i.e., OT∗H = I.
This is equivalent to servo the hand so that:

MT∗H = MTC
CTO

OT∗H = MTC
CTO, (2.10)

with MTC derived from the encoders, as mentioned in section 2.4.1.2. For implementation
reasons, in some cases (shown in section 2.5), we use N intermediate waypoints MT∗Hi, i =
1, . . . , N , to reach MT∗H . In the case of grasping, the convergence to MT∗H is followed
by the hand gripper closure. Also, in some cases, the force/torque sensor data (external
wrench on the hand, expressed in H , HFH) is compared to a threshold τF to interrupt the
grasping/touching motion:

||HFH || > τF . (2.11)

Typically, this is necessary to realize a pleasant touch [36] when interacting with body parts.

2.4.3 Task execution
A task executor, is used to realize the operations requested by the Navigation and Interaction
modules. This includes both making the robot walk, and controlling the motion of its hands.
To make the humanoid walk, we use the walking pattern generator (WPG) from [58], which
receives the desired speed VM , and computes the corresponding desired foot positions. These
foot positions, just like the desired hand positions MT∗H from Equation (2.10), correspond to
tasks to be realized by our inverse kinematic joint controller, the Stack of Tasks (SoT, [85]).
In the SoT, the tasks are defined as state error vectors in the sensory space, and projected
in the robot joint space via the robot kinematic Jacobian. The SoT outputs the desired joint
values, q∗. This tasks function control paradigm is well adapted here, since the explicit
trajectories of the interaction motions are unknown beforehand.

2.5 Experiments

In order to assess the different functionalities of the framework, a preliminary experiment is
devised to evaluate the assistive navigation and vision loop with a prototype scheme based on
SLAM and marked target. The assistive navigation is a key feature of the framework which
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allows a safe close interaction between the surrogate humanoid and a human or an object,
using a BCI control which is subject to false positive results. This preliminary experiment
is realised with a subject which had no prior experience with BCI control in order to verify
if the framework is easy to use. The assistive navigation in this preliminary experiment is
waypoint based.

After the results of the preliminary experiment, the framework has been updated to im-
prove the assistive navigation to the orbital based scheme presented in section 2.4.1.2. The
vision system have been improved as well to allow a smoother trajectory and more complex
interactions with the environment and the subject. A main experiment is then presented with
a different subject which had prior experience with BCI.

2.5.1 Preliminary experiment

2.5.1.1 Subjects & Material

For this preliminary prototype, only one healthy volunteer participated in the study: a male
of age 27. The subject had no prior experience with BCI.

We use a g.USBamp (24 Bit biosignal amplification unit, g.tec Medical Engineering
GmbH, Austria) to acquire the EEG data from the user’s brain at a sampling frequency of
256 Hz, bandpass filtered between 0.5 and 30 Hz with a notch filter at 50 Hz to get rid of
the power line noise. We use 8 Ag/AgCl active electrodes. The electrodes are placed on the
POz, PO3, PO4, PO7, PO8, O1, O2 and Oz positions of the international 10-20 system [132],
Fpz is used as the ground electrode and the earlobe as a reference.

The frequencies of the stimuli are 6, 8, 9, 10 and 14 Hz. Those are carefully selected to
avoid common first or second harmonics, while staying below 20 Hz, to minimize the risk
of eliciting an epileptic crisis in healthy subjects as advised in [38].

The experiments are conducted with a HRP-2 humanoid robot. During the experiment,
the user is comfortably seated in an armchair, and wears an HMD (Oculus Rift) upon which
the user interface is displayed at a refresh rate of 60 Hz.

2.5.1.2 Experiment Protocol

In a first experiment, the user is asked to steer the robot near one of his arms in order to
touch it. This task is realized two times, one time using the directional navigation and one
time using the preliminary assistive navigation scheme (waypoint based navigation in sec-
tion 2.4.1.2). Snapshots of the experiment can be seen in Figure 2.15.

In a second experiment, the user is asked to steer the robot near an object placed on a desk
in order to grab it. To simplify the set up, we use a controller which mimics the limitations
of a BCI. Moreover, in this task, the user is no longer the subject of the interaction which
lessens the apprehension of collision with the robot. This task is realized two times, one
time using the directional navigation and one time using the preliminary assistive navigation
scheme (waypoint based navigation in section 2.4.1.2).
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Figure 2.15: From left to right: The user is looking for himself through the feedback from the on-
board camera to the HMD by steering the robot in directional navigation ; the user steers the robot
to the interaction area using the assistive navigation; the robot detects the marker on the user’s arm,
adjusts its pose then touches the user’s arm.

2.5.1.3 Results

First experiment

Without the assistive navigation, the user steered the robot near his arm with an increasing
difficulty when the robot was getting close to him. This can be explained by the distraction
caused by the robot going near the user and the apprehension of not being able to stop the
robot before collision. Both the distraction and apprehension caused the performance loss
of the BCI system which led to a difficulty to steer the robot. The final position of the robot
was too close to the user. The marker placed on the user arm could not be detected. So the
final pose of the robot did not allow to perform the interaction.

Using the assistive navigation, the user first steered the robot to look for the marker
placed on the HMD then stopped the robot in order to initialize the localization. Once the
localization was initialized the user only needed to focus on one stimulus to go near his
selected arm. The BCI performance was less affected by the fact that the robot went near
him knowing that he was free from collision using the assistive navigation. The final pose of
the robot in this case was accurate enough to allow the detection of the marker on the user’s
arm allowing the interaction triggered by the user via BCI.
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Second experiment

Without assistive navigation and using a controller, the user collided the humanoid with the
desk in an attempt to get closer to the object. In Figure 2.16, we can observe the Center of
Mass (COM) of the robot projected on the floor. The user realized the trajectory in 102 s.

Figure 2.16: Robot CoM trajectories, without assistive navigation (Directional navigation) and with
assistive navigation (Assistive navigation).

With the assistive navigation, the humanoid robot arrived correctly in front of the object
on the desk to realize the task. In Figure 2.16, we can observe the CoM of the robot projected
on the floor. The user realized the task in 65s.

This experiment suggests that the assistive navigation ensures a fast realization of the
task.

2.5.1.4 Conclusion

The results of the preliminary experiment suggest that due to the difficulty of an accurate
BCI-controlled directional navigation, the assistive navigation is necessary to perform an
interaction with the environment.

However, an issue that might come by using an assistive navigation scheme is the de-
crease of the embodiment feeling caused by constraining the user to take the linear computed
trajectory to go to the chosen interaction area. The feeling of embodiment toward the sur-
rogate while walking and the influence of the control are studied extensively in Chapter 3.
Nevertheless, the orbital based navigation presented in section 2.4.1.2 is developed in this
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Figure 2.17: Consecutive phases of the first experiment: The user controls the robot to serve himself
a drink.

regard in order to generate a trajectory that let the user feel less constrained. Improvements
are made in the vision system in order to detect unmarked objects and human body parts. In
the following section we present, the experiment with the improved navigation and vision
system which allow the realisation of a more complex scenario.

2.5.2 Main experiment
In this section, we present the experiments devised to assess our improved semi-autonomous
control framework in two assistive robotics scenarios. One healthy volunteer (a male of
age 29) with prior BCI experience participated to test the framework prototype. In both
experiments, we rely on SSVEP to extract the user intention from the EEG signal, with up to
four stimuli at the frequencies of 6 Hz, 8 Hz, 9 Hz, and 10 Hz. In the first experiment, the
user controls the robot to grab a can from a desk, carry it through the room, and hand it to
his mouth to take a sip. In the second experiment, the user steers the humanoid near himself,
in order to raise his arm.

In the first experiment, shown in Figure 2.17, the user controls the humanoid robot to
take a can from a desk, carry it through a room and bring it to his mouth, so that he can take
a sip. In this experiment, all the computer vision algorithms are used. First, BLORT is used
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to recognize the can B, and estimate its pose CTB. Once the can is recognized and localized,
a stimulus shaped like the can CAD model is projected on the HMD and perceived by the
user (see Figure 2.17.a). When the user focuses on this stimulus, and his intention is detected
by the BCI, the robot grasps the can. Then, the user controls the robot with the directional
navigation mode described in 2.4.1.1, to “look for himself” in the environment, while the
AruCo algorithm is running to detect the marker located on the HMD wore by the user (see
Figure 2.17.b). In order to keep the walk safe and reactive, the linear and angular velocities
are set at v∗ = 0.1 m/s, and ω∗ = 0.15 rad/s. As soon as the marker is localized (see
Figure 2.17.c.left), the user selects his head F, to bring himself the drink through the robot
(see Figure 2.17.c.right). Then, targeted navigation is activated, to assist the user
in steering the robot near himself. This relies on the pose FTM , given by D6DSLAM (see
Figure 2.17.d). The localization provided by D6DSLAM proved to be accurate and robust
enough, in spite of the camera sway during the humanoid robot walk [28]. This is shown by
the CoM trajectory, plotted in Figure 2.18, that leads to the desired pose, while avoiding the
safety circle Γ shown in Figure 2.14. At the end of this phase, the robot is well placed near
the user, and the interaction phase is triggered (see Figure 2.17.e). The ArUco algorithm is
then used to determine, the pose of the forehead, CTF . Then, the humanoid hand control
starts, to bring the can close to the user’s chin, while accounting for the mouth and straw
length offsets. Finally, the user can drink from the can (see Figure 2.17.f).

Figure 2.18: Trajectory of the robot CoM in the user forehead frame F, obtained from the encoder
measures.
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Figure 2.19: The user arm is grabbed and raised by himself using the humanoid robot surrogate.

In the second experiment, shown in Figure 2.19, the user steers the robot toward himself
and uses it to raise his forearm. The robot is steered toward the forearm using, again, the
targeted navigation. The accurate forearm pose CTA is given by the algorithm presented in
section 2.2.1.3. In this case, the humanoid hand motion passes through three waypoints. The
first waypoint is used to raise and orient the humanoid hand without approaching the forearm.
To reach the second waypoint, the humanoid hand translates along the XM axis and stops
when it encounters the user forearm (i.e., when the external wrench is above a threshold,
as indicated in (2.11)). Once touched, the hand gripper is closed and the humanoid hand
is translated upward along the ZM axis, toward the third waypoint. After 5 seconds, the
humanoid hand goes downward along ZM to the second waypoint, and the humanoid hand
finally returns to the first waypoint.

2.6 Conclusion
In this chapter, we have presented an integrated framework, enabling a user to remotely
control a humanoid robot with a BCI, to assist her/him in domestic tasks. The feeling of em-
bodiment is given to the user via a HMD and a BCI control. To bypass the BCI bandwidth
limitations, the framework is made semi-autonomous, by integrating various visual object
recognition and localization algorithms, a targeted navigation mode and a shared control. To
my knowledge, this is the first time that navigation and interaction (both with the environ-
ment objects and with the user) have been integrated in the same BCI-based framework. The
results and the interviews from the subjects raised interesting issues relative to the embodi-
ment feeling in the critical phases of the scenarios, hence steering the robot and interacting
with one’s self or the environment.

An important issue, raised by the interaction related experiments is the visual aspect of
the humanoid robot arms. Indeed, when the humanoid robot grabs an object or interacts with



66 BCI control of Humanoid For Self-Manipulation

the subject, the robot arm is visible to the subject through the HMD in a first person view. As
seen in Chapter 1, the visual aspect of the surrogate is most of the time “human-looking” in
the embodiment experiments. However, the humanoid robot used in the experiments of this
work does not have “human-looking” arms or even anthropomorphic hands. In this regard,
an experiment is designed to solely investigate the effect of “robotic-looking” arms over the
embodiment toward a humanoid robot in Chapter 4.

The BCI is an appropriate control for self manipulation scenarios. It leaves the subject
limbs and legs unconstrained (i.e. free to be manipulated) which is not the case with other
controllers used in teleoperation (for example joystick, keyboard or pedal). But the lack of
accurate direct control over the robot’s arm motion, during self-touch or self-manipulation,
may impair the study of the feeling of the subject during these phases. Therefore, another
self-interaction experiment is realised using gesture control and is presented in Chapter 4

Lastly, as seen in the previous experiments, the assistive navigation is necessary to in-
teract with the environment or with one’s self. In section 1.15 the work described from [4]
and [5] shows that in a grasp scenario, the embodiment toward a Geminoid is high for the
subjects with a high BCI performance, due to the fact that they have experienced few control
errors due to the BCI. In this regard, the assistive navigation helps the subjects maintaining
a high BCI performance since only one stimulus is required instead of three to navigate the
robot toward a target. It is however unclear how the decrease of control and thus agency over
the robot affects the embodiment toward the surrogate. For this purpose, the effect of control
over the embodiment while steering a humanoid robot is studied in the next chapter.



Chapter 3

Whole body embodiment

In the previous chapter, a framework designed to study the feeling of embodiment when
one directly interacts with one’s self have been presented. The framework features a shared
control navigation to assist the subject in steering the humanoid toward a target. In this chap-
ter, we study the effect of reduced control over the embodiment while steering a humanoid
robot. The work describes in this chapter resulted from a shared collaboration with Dr Laura
Aymerich-Franch (IOF Fellow).

In this chapter, two studies are presented in regard to the whole body embodiment of a
humanoid robot, especially during a walking task. In usual teleoperated systems, an inherent
delay exists (due to the network and control) and might affect the feeling of embodiment and
agency of the subjects. Moreover, the type of control used in teleoperation is often different
from the type of motion generated. In the case of walking for example, other controls such
as joystick and BCI are often used instead of a bipedal system such as a treadmill. In this
regard, a first study evaluates the feeling of embodiment over a humanoid robot with a partial
and delayed control. Then, a second study compares different types of control and their
influences over the embodiment.

This chapter is organised as follows. In section 3.1 a complete study over the influ-
ence of partial and delayed control on the embodiment of a walking humanoid robot is pre-
sented. First, the problematics of controlling a walking humanoid robot are introduced in
section 3.1.1. Then the procedure and the robot framework used in the experiment are pre-
sented respectively in sections 3.1.3 and 3.1.4. The measures and results of the experiment
are then presented and discussed respectively in sections 3.1.5, 3.1.6 and 3.1.7. Finally a
complementary study about the influence of the type of control on the feeling of embodi-
ment is presented in section 3.2.
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3.1 Influence of partial and delayed control

Humanoid robot surrogates promise a plethora of new applications in the field of disaster
management, human robot interactions [48] and assistive robotics [79] [108]. However,
whole body embodiment for teleoperation or telepresence with mobile robot avatars has
not been fully explored and understood. In this study, we investigate whether partial and
delayed control, necessitated by the large number of degrees of freedom of a humanoid
system, affects the embodiment of a walking humanoid robot surrogate. For this, we asked
subjects to embody a walking humanoid robot in two conditions, one in which they had no
control of its movement, and another in which they could control its direction of walking,
but with delays. We used an embodiment questionnaire to evaluate the embodiment of the
humanoid in each condition. Our results show that first person view visual feedback and
congruent visuo-audio feedback are sufficient for the embodiment of the moving humanoid
robot. Interestingly, subjects reported a sense of agency even when they did not control the
robot, and critically the sense of agency and embodiment were not affected by the partial and
delayed control typical of humanoid robots.

3.1.1 Walking embodiment
Recent humanoid robots are increasingly required to function as human surrogates in real
life environments such as after a disaster as in the Darpa Robotics Challenge [103], social
interactions [9] [98] [70], or for the assistance of the elderly [83]. Embodiment of the robot
by the human pilots in such teleoperation scenarios is crucial for the quality of their social
and physical interactions with their environments [99] [72]. Due to the large degrees of
freedom of a humanoid system and the complexity of the environments, most of the scenarios
require a hybrid control where the robots are partially controlled by human pilots, who either
control particular levels of the control, for example task choice decisions [50], or particular
degrees of freedom of the robot [104]. Furthermore, the control can include latencies or
delays such that there is a time lag between a user’s command and the robot action. It is
however unclear whether a partial and delayed control affects the sense of embodiment of
the humanoid robot surrogates. We examine this issue in this chapter.

As presented in section 1.1.1, the sense of embodiment is believed to be composed of
the sense of self-location, sense of body ownership and sense of agency [71]. The sense
of self-location represents the volume of space where one feels located. The sense of body
ownership defines the feeling of self-attribution. The sense of agency represents the feeling
of being able to interact with the environment with our body. The works on the embodiment
began with the rubber hand illusion experiment [20] in which the authors showed that sub-
jects develop ownership of a fake rubber arm when provided with synchronous visuo-tactile
stimulations. Since then, several studies have examined the embodiment of not only indi-
vidual artificial limbs [62] (as seen in section 1.1.3) but also the entire body [112], [100] (as
seen in section 1.1.4). Other studies have assessed the influences of the body ownership and
self-location on the sense of embodiment. For example in [53], subjects were observed to
disown their body after experiencing an illusory displacement of their sense of self-location.



3.1 Influence of partial and delayed control 69

Figure 3.1: Description of the equipment used in the experiment.

Most of the embodiment studies have utilized passive fake limbs, mannequins or video
projections which do not provide information about the influence of the sense of agency on
the embodiment. On the other hand, these studies have shown that first person vision in the
presence of multisensory congruencies is enough to induce embodiment. Agency is known
to increase the embodiment when the control is precise [67] but it is not clear how partial
control and reaction delays affect the embodiment. Delays in sensory stimulation have been
previously shown to be disruptive for the sense of ownership [82], while the sense of agency
was observed to be robust to time delays at least in the case of a (low degree of freedom)
button press task [122]. However, to the best of our knowledge, no study has looked into the
effect of agency on the embodiment of a multi-degree of freedom system like a humanoid
robot performing whole body motions.

Here we investigate how partial and delayed control of a humanoid surrogate during
whole body motions (specifically bipedal locomotion) influences the feeling of embodiment.
Specifically we ask three questions:

1. Can first person vision and multi-sensory (visuo-auditory) congruency induce a sense
of agency toward a moving humanoid robot surrogate even when the movements are
not controlled?
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Figure 3.2: View of the experiment set-up.

2. Is first person vision accompanied by visuo-auditory congruency enough to induce
whole body embodiment of the moving humanoid surrogate?

3. Does partial and delayed control reduce the sense of agency and/or embodiment of the
robot surrogate?

In order to answer these questions, we conducted an experiment in which subjects em-
bodied a humanoid robot, namely HRP-2, shown in Figure 3.1, by getting an audiovisual
feedback from the robot. We compared their perception of agency, ownership and self-
location when they experienced the robot walking in two different conditions, one in which
they would not control the robot movement, and another in which they partially controlled
(only the movement direction and not the individual limbs of) the robot’s movement using a
joystick. Even in the latter condition, the joints speed and balance constraints of the whole
body robot controller introduced a delay between the commands issued by the subject and
the robot responses. The delay was observed to be between 0.5 to 2 seconds depending on
the phase of the gait cycle (turn, start or stop) a command was issued.
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3.1.2 Participants

Our study included 13 subjects (7 females and 6 males), aged 21-43 (M = 27.38, SD = 7.7)
who were either university students or researchers of different nationalities. The subjects
were naïve to the purpose of the study. Subjects read and signed an informed consent form
and received 1500 Japanese Yens to participate. Working in the robotics or neuroscience
field was used as an exclusion criteria. In addition, the experiment was pretested with 5
volunteers. The study was conducted with the ethical approval of the National Institute of
Advanced Industrial Science and Technology (AIST) in Tsukuba, Japan.

3.1.3 Procedure

After signing the consent form, the subjects completed a survey containing basic demo-
graphic informations (age, gender, field of work or study), videogame playing habits, and
likeability of and familiarity with humanoid robots. The subjects then embodied an HRP-2
robot. For this, they wore an HMD [102] which gave a 2D visual feedback from the robot’s
“eyes” (camera mounted on the robot’s head). They received the audio feedback through a
pair of headphones from a stereo microphone placed on the robot’s head, like seen in Fig-
ure 3.1.

The subjects stood at one location throughout the experiment, and in the same room as
the robot. The robot started the experiment about 2.3 meters away from the subjects and
faced the same direction as the subjects such that the subjects were out of its field of view as
seen in Figure 3.2.A.

The subjects started the experiment by answering three questions of the embodiment
questionnaire (see section 3.1.5) displayed one by one in front of the robot’s eyes by the ex-
perimenter. Next, they performed two initial training trials in which they wore the HMD and
headset and experienced the robot walking an L-shaped path twice (shown in Figure 3.2.B).
In the first trial, the subjects did not control the robot’s walk and only held a fake joystick
in their hands. In the second trial, the subjects controlled the walking direction of the robot
using a joystick [90] and were asked to follow the same L-shaped path indicated by markings
on the floor seen through the HMD. The subjects used two different buttons on the joystick
to control the robot: the guide button was used as a start / stop motion and the directional
pad was used to walk straight, turn left, and turn right. Any verbal instructions provided to
the subjects were provided by talking to the robot, such that the subjects could hear them
through the headset.

After the training, one of the researchers uncovered two big mirrors which were placed
at strategic locations such that the robot reflection was visible to the subject during the ex-
periment. The subjects then went on to the main experiment which again consisted of a
robot controlled condition and a non-controlled condition. In the experiment conditions the
subjects thus received a visual feedback of their walk (the sway in the visual feedback due
to the walk and their reflection in the mirrors) through the HMD and a corresponding and
congruent auditory feedback of the sound of the robot steps through their headset.

In the robot control condition, the subjects were given the joystick to control the robot’s
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walk along the same L-shaped path that they trained on. Critically, they were also able to
control the robot’s head movement with their own head movement. If the subjects looked
down, they were able to see the robot’s hands holding a fake joystick controller. The robot
movements in this condition were delayed such that it responded to the direction change
command between 0.5 s and 2 s. In the non-control condition, the subjects again held a
joystick but were not able to control the walk nor the head movement. The subjects were
told that “the robot would control the movement by itself”. Instead, one of the researchers
controlled the robot’s walk as well as the head movement of the robot using another joystick
controller. The robot again followed the same L-shaped path while the subjects saw the robot
reflected in the mirrors through its eyes.

The robot movement in both conditions started by looking left and right (In the controlled
condition, the subjects were instructed to perform these head movements). Followed by
which, the robot walked straight toward the first mirror. After spending few seconds there,
the robot turned left and walked toward the second mirror. When the robot arrived at the
second mirror, it stopped completely and the subjects were again asked to answer the same
three embodiment questions that they answered at the start of the experiment. Completing
each path condition took about 3 minutes. The subjects were given a short rest for few
minutes after each condition, during which the robot was brought back to the start position
by an experimenter. Afterwards, they moved on to the next condition. After finishing the
two conditions, they were thanked for their participation and paid.

The order of the controlled and non-controlled conditions was counter-balanced across
subjects.

3.1.4 Robot framework
The Robot Operating System (ROS) [120] was used to integrate the HMD, joystick controller
and robot’s camera. To make the humanoid walk, we used the walking pattern generator
from [58], which receives the desired walking speed and computes the corresponding desired
foot positions utilizing the stack of tasks controller (SoT) [85]. In the SoT, the robot tasks
are defined as state error vectors in the sensory space, and projected in the robot joint space
with the robot kinematic Jacobian. The robot walking speed was fixed at 0.1m/s throughout
the experiment.

3.1.5 Measures
A 3-item embodiment questionnaire (see section B.1) was designed to measure the sense of
embodiment toward the humanoid robot. The questionnaire was designed to be responded in
situ during the experiment, when the subjects were seeing their robot’s body in front of the
mirror through the HMD. It contained three questions, one for each of the subcomponents of
embodiment: body ownership, self-location, and agency [71]. Each question was rated on a
7-point scale ranging from (1) Not at all to (7) Very Strongly. The complete questionnaire
was the following:
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Do you feel as if...

1. The robot’s body was your own body

Not at all 1-2-3-4-5-6-7 Very Strongly

2. You were located at the position of the robot

Not at all 1-2-3-4-5-6-7 Very Strongly

3. You could use the robot’s body to push objects near him if you wanted

Not at all 1-2-3-4-5-6-7 Very Strongly

The responses were treated as interval data and the means of the three items were aver-
aged to form the embodiment scale. Reliability of the scale was α = .89, KMO = .692, and
Bartlett’s test of Sphericity = .000.

3.1.6 Results

We calculated the Mean and SD for body-ownership, self-location, and agency which are
believed to be the three subcomponents of the embodiment feeling [82]. We averaged the
results of the three subcomponents to obtain the global embodiment. The Table 3.1 and
Figure 3.3 show the Means and SD obtained at the end of the experiment.

In order to determine if the embodiment feeling was created during the experiment, we
ran a paired-samples T-test in which we compared the levels of embodiment at the beginning
and at the end of the experiment. In the rest of this work t and p correspond respectively to
the “t ratio” and “P value” obtained by the paired-samples T-tests. The levels of embodiment
for both conditions (control (t(11) = −4.284, p = .007), non-control (t(11) = −3.335,
p. = .001)) were significantly higher at the end of the experiment compared to the beginning
of the experiment which show the creation of the embodiment during the experiment.

Paired-samples T-test were conducted to compare the embodiment feeling in the con-
trolled and non-controlled conditions (see Figure 3.3 and Table 3.1). Results showed that
being able to partially control the robot (M = 4.59, SD = 1.37) did not generate a signifi-
cant different embodiment than when the robot was not controlled (M = 4.31, SD = 1.75);
t(12) = −.744, p = .471. The dimension of agency alone was also not significantly dif-
ferent between the controlled (M = 4.77, SD = 1.64) and the non-controlled (M = 4.15,
SD = 2.23) conditions; t(12) = −1.036, p = .321.
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Figure 3.3: Graph of the means and SD for global embodiment and its subcomponents for control
and non-control conditions.

3.1.7 Discussion

In this study we investigated the effect of controllability on the embodiment of a humanoid
robot avatar performing whole body motions. Specifically we aimed at understanding three
issues that were listed in section 3.1.1 to understand whether and how partial and delayed
control affects the embodiment of humanoid robots. Our results strongly suggest that a
first person view presented in parallel with congruent visuo-auditory feedback is enough
for subjects to feel both a sense of agency and embodiment, toward the humanoid robot
surrogate. Furthermore, we observed that the agency, the embodiment and the feeling of
self-location (at the robot location) were maintained even during partial control, when the
subjects controlled only the general direction of walking and while the robot control was
affected by variable delays.

In this study, the subjects used a joystick to control the walking direction of the robot. We
define this control as “partial” because the subjects did not control individual robot joints. We
chose this condition of partial control over a condition where the subjects are able to control
certain robot limbs but without delays, due to its increased relevance to walking humanoid
avatars and video games. Furthermore, in our scenario, the subject movements (which were
mostly finger movements to operate the joystick) were very different from the robot limb
movements. We were therefore very interested to see how this limb movement difference
affects the sense of agency of the subjects. Interestingly, we observed that the embodiment
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n=13 Control Non-Control

M(SD) M(SD)

Ownership 4.31(1.82) 4.38(1.61)

Self-location 4.69(1.65) 4.38(1.85)

Agency 4.77(1.64) 4.15(2.23)

Global Embodiment 4.59(1.37) 4.31(1.75)

Table 3.1: Means and SD for global embodiment and its subcomponents for control and non-control
conditions.

results were not different from what has been observed with static robots or mannequins;
subjects could embody a moving robot even when they were themselves stationary and not
in control of the movement. Furthermore, they perceived agency even in the non-controlled
condition. This suggests that in our experiment the sense of agency was induced by the
embodiment resulting from the visual and auditory feedback. This result, that partial control
is neither better nor worse than non-control, gives interesting insights for the design of future
humanoid robot avatar applications and recent human-machine interactions applications like
self driving cars. We expect these results to be also helpful in the domain of embodiment in
virtual reality.

3.2 Influence of control input in the embodiment of a hu-
manoid robot

In the previous section, we demonstrated that the embodiment toward a humanoid robot is
not impaired by partial and delayed control, when the subject steers the robot with a joystick.
However in the scenario presented in Chapter 2, the subject controls the robot with a BCI. In
this section, we investigate how the results obtained in the previous section (section 3.1) are
influenced by the type of control used by the subject. An exploratory experiment was con-
ducted with six internal volunteers from the lab. The subjects experienced three conditions,
one in which they controlled the robot using a BCI, one in which they controlled the robot
using a joystick, and one in which they did not control the robot.

3.2.1 Participants

Our study included 6 volunteer subjects from the laboratory (2 females and 4 males), aged
21-25 (M = 23.2, SD = 1.78).
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Figure 3.4: View of the robot trajectory and the subject location.

3.2.2 Procedure
Before the experiment, the subjects completed a survey relative to the demographic infor-
mations. Then the subjects were asked to wear a HMD which displayed the video feedback
from the robot’s head mounted camera and an EEG cap. The subjects were seated at a lo-
cation away from the humanoid as well as out of its field of view as seen in Figure 3.4. In
this configuration, the subjects and the humanoid were not facing the same direction. Each
subject underwent a training to use the BCI system (previously presented in section 2.3.1)
which relied on SSVEP.

After the BCI training performed, the subjects were asked the three questions of the
embodiment questionnaire as previously described in section 3.1.5. Next, they performed
three initial training trials in which they experienced the robot walking an L-shaped path
(as seen in Figure 3.4) in each condition. In the first trial, the subjects held a fake joystick
and did not control the humanoid, instead an experimenter controlled the humanoid. In the
second trial the subjects steered the humanoid with a joystick controller [90] and were asked
to follow the L-shaped path previously experienced and indicated by markings on the floor.
The “Guide” button of the controller was used to start or stop the robot walking motion.
The directional pad of the joystick controller was used to walk front, turn left, and turn
right. In the final trial, the subjects controlled the humanoid robot with the BCI using the
interface shown in Figure 3.5.A. In the three training trials, the mirrors were covered or
turned backwards so that the subjects were unable to see the humanoid robot own reflection
as seen in Figure 3.5.A.

Once the three training trials were over, the mirrors were turned correctly and uncov-
ered so that the humanoid reflection could be observed by the subjects through the HMD
as seen in Figure 3.5.B. The subjects then performed the main experiment which consisted
in realizing the L-shaped path in each condition. In the BCI and joystick conditions, the
subjects controlled the robot’s head by moving their own head. However, in the non-control
condition, the subjects were unable to control the robot’s head. In the non-control condition,
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Figure 3.5: BCI interfaces used by the subjects in the training (A) and in the main experiment (B).

n=6 BCI control Joystick control No-Control

M(SD) M(SD) M(SD)

Embodiment 4.554(1.06) 3.61(0.77) 2.44(1.42)

Table 3.2: Means and SD of the embodiment for BCI control, joystick control and non-control condi-
tions.

the subjects held a fake joystick and were told that the robot would be controlled by itself,
but in reality an experimenter steered the humanoid (and controlled its head) to realize the
L-shaped path by using another joystick controller.

In order to realize the L-shaped path the subjects were instructed to start the walking
motion of the robot, then to go forward while moving their head left and right to observe the
environment. Then the subjects were asked to go in front of the first mirror and observe their
own reflection for a few seconds, as seen in Figure 3.5.B. Next, the subjects were instructed
to turn left and go straight to the second mirror. There, they were asked to stop the walking
motion and observe their own reflection again for a few seconds. After that, they were asked
the questions from the embodiment questionnaire (see section B.2) to assess their feeling of
embodiment. At the end of one condition, the subjects were asked to take a short rest to
be ready for the next condition. The order of the conditions was counter balanced across
the subjects. The measure of the level of embodiment was realized through the embodiment
questionnaire for each condition (see section B.2).

3.2.3 Results
On a 7-point scale, the overall sense of embodiment obtained an average of (M = 4.554,
SD = 1.06) in the BCI control condition; an average of (M = 3.61, SD = .77) in the
joystick control condition; and an average of (M = 2.44, SD = 1.42) in the non-control
condition as seen in Figure 3.6 and Table 3.2. In particular, paired-samples T-test showed
that the subjects experienced significantly more embodiment in the BCI control condition
compared to the joystick control condition (t(5) = 2.795, p = .038). The difference in terms
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Figure 3.6: Graph of the Means and SD of the embodiment for BCI control, joystick control and
non-control conditions.

of embodiment between the BCI control condition and the non-control condition was also
significant (t(5) = 2.281, p = .071). In contrast, the joystick control condition and the non-
control condition showed no significant difference (t(5) = 1.849, p = .124), which supports
the findings described in the previous section (section 3.1.6).

3.2.4 Discussion
In this experiment, the embodiment scores for the joystick condition and the non-control
condition were lower than in the previous experiment described in section 3.1.6. The scores
for the feeling of embodiment obtained in the joystick and non-control conditions in the
previous experiment were closer to the one obtained for the BCI condition in this study.
Further experiments are needed to clarify how individual differences such as the experience
of interacting with robots, the demographic and personality traits influence the experience of
embodiment when different types of control are provided to the user.

In regard to the scenario presented in Chapter 2, the fact that the subjects obtained a
higher feeling of embodiment with the BCI control over the joystick control is promising.
Indeed, with the BCI control, the subjects arms are free to be interacted with, like seen in
the experiment presented in Chapter 2 where a subject manipulates one’s own arm. The
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results of this study, added to the results presented in section 3.1, regarding the feeling of
embodiment being maintained during partial and delayed control, validate the use of the
assistive navigation presented in Chapter 2, since the assistive navigation can be perceived
by the subjects as a type of partial control with BCI. In that case these results suggest that
the embodiment is maintained during the assistive navigation control with BCI used in the
experiment presented in Chapter 2.

3.3 Conclusion

In this chapter, two studies are presented which relate to the whole body embodiment of a
walking humanoid robot. These studies focus on the feeling of embodiment obtained by
subjects controlling a humanoid robot to realize a walking task. In these experiments the
subjects stayed still without a haptic feedback.

In the first study (section 3.1), the subjects steered a humanoid robot with a joystick to
realize an L-shaped path. Mirrors were placed along the path so that the subjects were able to
observe the reflection of the humanoid robot. The control of the joystick allowed the subjects
to go straight, turn left and turn right, with a delay, which is common in teleoperation. The
first result demonstrated that a first person view associated with a visuo-auditory congruency
feedback was enough for the subjects to feel both a sense of agency and embodiment. In [54]
non-corporeal objects are believed to prevent the feeling of embodiment, interestingly the
“robotic aspect” of the surrogate used in the experiment did not prevent the establishment of
the feeling of embodiment.

Moreover, the results showed that the feeling of embodiment was preserved even with
a partial control affected by a delay. This result obtained with a walking task affected by
a delay confirmed the results found with a manipulation task in [100] which were in oppo-
sition with the results found with the RHI in [133]. If confirmed by future studies (with a
delay explicitly tested and controlled), this tolerance to delay with a “robotic looking” sur-
rogate compared to “human-looking” surrogate promises more interesting findings in the
embodiment of humanoid robot. This study also demonstrated that the feeling of embodi-
ment toward a walking humanoid could be felt by staying still and using a type of control
different from bipedal motion.

Furthermore, no significant differences were found in terms of embodiment between con-
trol and non-control conditions. The subjects even felt a slight feeling of agency during the
non-control condition. This result is promising for the design of automatic systems such as
self-driving cars or in the case of the experiment presented in Chapter 2 assisted navigation.
The result showed that the assistive navigation system, necessary for the safety and efficiency
of the navigation task, should not prevent the establishment of the embodiment. However,
since in Chapter 2 the navigation was performed with a BCI and not a joystick, a second
study was realized to evaluate the embodiment between different types of control.

Indeed, in order to confirm that the results found with the joystick controller were still
valid with the BCI, a second study was conducted to compare the influence of different types
of control over the embodiment felt during the walking task. The experiment showed that
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the BCI control generated a stronger feeling of embodiment compared to the control with
joystick. This result is promising, even if this study was made with a few volunteers from
the lab instead of numerous naïve subjects.

In regard to the scenario developed in Chapter 2, this chapter brings a positive answer to
the issue of the embodiment toward a walking surrogate without haptic feedback and with a
limited control. In the following chapter, the feeling of embodiment felt during an interaction
with the environment or with one’s self is investigated.



Chapter 4

Limb embodiment

In the previous chapter, we investigated the feeling of embodiment toward a walking hu-
manoid robot with limited control and without haptic feedback. In this chapter, the feeling
of interaction with the environment and with one’s self is investigated. The work describes
in this chapter resulted from a shared collaboration with Dr Laura Aymerich-Franch (IOF
Fellow).

In this chapter, we present three studies to investigate the feeling of embodiment toward
a humanoid robot arm, gesture controlled by a subject. In the literature, most limbs or bodies
used in the study of embodiment have human features. On the contrary, the surrogate used
in this study is a humanoid robot with clear robotic features. Therefore, first, we studied
the embodiment toward a “robotic-looking” arm induced with visuo-tactile and visuo-motor
stimuli. Then, once shown that the embodiment toward a “robotic-looking” arm was pos-
sible, we investigated in a second study the embodiment felt during an interaction with the
environment. In order to explore this feeling, we designed an experiment, where a subject,
provided with the first person perspective from the humanoid robot, controlled the humanoid
arm through gesture motion to interact with a curtain placed in front of the robot. The results
showed that even without a haptic feedback in the control loop, the subjects experienced a
pseudo-haptic feeling and felt a strong embodiment. Lastly, in regard to the results obtained
for the interaction with the environment, we modified the experimental set-up to study the
feeling of embodiment during an interaction with one’s self.

The chapter is organised as follows. In section 4.1, the study of the embodiment toward
a “robotic-looking” arm is described. The results are presented and discussed respectively
in sections 4.1.6 and 4.1.7. Then, the study related to the interaction with the environment
is presented in section 4.2, the results and discussion over this study are shown respectively
in sections 4.2.5 and 4.2.6. Finally, the study regarding the self-interaction is described in
section 4.3, the results and discussion relative to this study are presented in sections 4.3.3
and 4.3.4.
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4.1 Embodiment of a robotic-looking arm through visuo-
tactile and visuo-motor stimuli

In the self-interaction experiments presented in Chapter 2, the subject sees, through the
robot’s eyes, the “robotic-looking” arm of the humanoid while interacting with one’s self or
the environment. In this section, we investigate how the robotic aspect and the controllability
of the humanoid arm affect the feeling of embodiment of the subject compared to the classic
RHI. For this purpose, an experiment is conducted in which the feeling of embodiment is
induced with a visuo-tacile stimulus toward a humanoid robot arm and a human arm in order
to assess the influence of the limb aspect’s. In another condition, a visuo-motor stimulus is
used to induce the feeling of embodiment in order to explore the effect of controllability on
the embodiment.

The results demonstrate that the feeling of embodiment toward the humanoid arm is
equivalent to the one felt toward the human arm. This result is important for the study of
the embodiment, the design of humanoid and prosthetics in robotics. For example, with the
rise of the 3-D printing technology, affordable prosthetics are being developed. However,
they lack the human skin feature present in “high-end” prosthetics. Even though this result
is found with a surrogate, this suggests that a patient with a “robotic-looking” prosthetic
hand might be able to experience a strong feeling of embodiment toward it, comparable to a
high-end “human-looking” prosthetic hand.

4.1.1 Limb ownership

As seen in section 1.1.2, the feeling of embodiment toward an artificial limb was demon-
strated with the classical RHI [20]. In this experiment the subjects developed a feeling of
ownership toward a rubber hand induced by a synchronous visuo-tactile stimulation on the
fake and real arm’s subjects.

Since the classical RHI [20], the embodiment of foreign limb have been induced with
different stimuli (see section 1.1.3.1). In [29] the feeling of embodiment is induced with a
visuo-thermal stimulus. While in [67], the feeling of embodiment is induced with a visuo-
motor stimulus by being able to move a finger of a rubber hand synchronously with one’s
own finger. Similar results are also found in [100] [67] [68] [141]. These findings support
the idea that the feeling of embodiment is successfully induced when there is a congruency
between stimuli (see section 1.1.3.4). This concept is confirmed in [33] and [54] using fMRI
on subjects which performed the RHI experiment.

The impact of the visual aspect of the limb over the embodiment is still subjects of
ongoing research (see section 1.1.3.2). Specifically, whether the use of “human-looking”
limb (or surrogate) is required for the establishment of the embodiment. In [140] a variation
of the RHI is realized with a wooden stick instead of a rubber hand to explore the question
of the visual aspect requirement to elicit the feeling of embodiment. The study suggests that
two of the minimum conditions to elicit the feeling of embodiment toward a foreign limb are
its human resemblance and its appropriate orientation (corresponding to the proprioceptive
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information of the subject). Similar results are shown in [109].
However, in a recent experiment described in [54] the feeling of ownership is induced

successfully on an empty space but failed toward a block of wood, [54] then suggests that the
feeling of embodiment would fail on a non-corporeal object (in their experiment the block of
wood). This statement is supported by the findings presented in [124] where the embodiment
is elicited with an amputee patient toward a “robotic-looking” anthropomorphic prosthetic
hand.

Our robotic platform allows to study the feeling of embodiment elicited with a visuo-
motor stimulus which is not practical to study with a fake limb or a mannequin like it is done
usually in the embodiment studies. In [100] a body ownership transfer toward a teleoperated
android is realized with a visuo-motor stimulus. A similar result is obtained using a BCI [4]
instead. However, both of these results are realized using a Geminoid which is a duplicate
android of real person and thus highly “human-looking”.

Therefore, in order to study the embodiment of a “robotic-looking” humanoid limb, we
devised an experiment where the subjects were able to embody a human arm and a humanoid
robot arm using a visuo-tactile or a visuo-motor stimulus. With our set-up it is then possible
to evaluate the difference in terms of embodiment between a “human-looking” arm and a
“robotic-looking” arm. This set-up also allows the use of different stimuli to elicit the feeling
of embodiment toward the robotic arm. We are then able to compare the effect of the different
stimuli in terms of strength of embodiment. In regard to the mentioned results we explored
the following hypothesis:

• H1: Synchronous visuo-tactile stimulation between the subject’s arm and another hu-
man arm will produce significantly higher feeling of embodiment than asynchronous
visuo-tactile stimulation.

• H2: Synchronous visuo-tactile stimulation between the subject’s arm and the “robotic-
looking” humanoid arm will produce significantly higher embodiment than asynchronous
visuo-tactile stimulation.

• H3: The feeling of embodiment induced by visuo-tactile synchronization of a “robotic-
looking” humanoid arm will be similar to that induced by visuo-tactile synchronization
on a human arm.

• H4: The feeling of embodiment induced by visuo-motor synchronization of a “robotic-
looking” humanoid arm will be similar to that induced by visuo-tactile synchroniza-
tion.

4.1.2 Method

4.1.2.1 Participants

Twelve participants of different nationalities (six males and six females), aged 21 to 43 (M =
26.67, SD = 8.04), participated in the experiment. One of the participants was left-handed
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and the rest were right-handed. Participants were naïve to the purpose of the experiment and
received 1500 JPY (Japanese yen) to participate.

They were recruited through a call for volunteers in the website of the experiment, which
was posted on social networks. Working in the Robotics or Neuroscience fields was used
as an exclusion criteria. A pretest was conducted with five intern master students of the
Joint Robotics Laboratory (JRL) in which the study was carried out. The study was carried
out with the ethical approval of the National Institute of Advanced Industrial Science and
Technology (AIST) in Tsukuba, Japan.

4.1.2.2 Experimental Design

A within-subject experiment was conducted in which participants experienced a human arm
illusion elicited through visuo-tactile synchronization (see Figure 4.2.A), a “robotic looking”
humanoid arm illusion elicited through visuo-tactile synchronization (Figure 4.2.B), as well
as their corresponding asynchronous versions. A “robotic looking” humanoid arm illusion
was also elicited through visuo-motor synchronization (Figure 4.2.C). Each experiment was
repeated twice: once for the left arm and once for the right arm, making a total of 10 trials
per participant. Half of the participants started with the left arm and half of them started with
the right arm and went through the five trials before switching to the opposite arm. For each
arm, we grouped the human arm conditions and the robot arm conditions and randomized the
order among the conditions within each group and between robot and arm groups such that
each participant experienced the conditions in a different order but human arm conditions
and robot arm conditions were not mixed among them.

4.1.3 Apparatus
The human size humanoid robot HRP-2 [69] was used to create the embodiment in the
robot arm conditions. The material of the robot arm is composed of plastic and metal with
blue and silver colors. Each arm had seven degrees of freedom and a square ending at the
place of the hand like seen in Figure 4.1. A RGB-D camera (Asus XtionPRO live [8])
mounted on the robot’s head sent visual feedback to an Oculus Rift [102] Head Mounted
Display (HMD) worn by the user like seen in Figure 4.2. Sensors integrated in the HMD
allowed the tracking of the user’s head motion in order to control the robot’s head. A second
RGB-D camera (similar to the previous one) was used externally to track the hand motion
of the user in the robotic arm control condition as seen in Figure 4.2.C. OpenNI [137], a
framework to track body and hand motion, was used to track the user’s hand position. In our
experiment, only the user’s hand position was tracked. The hand tracker was initialized after
detecting a waving motion of the user’s hand. Once the hand was tracked, the participant
was asked to place her/his hand in a position corresponding to the robot’s hand position
(see section 4.1.4). Following that, the user hand motion was mapped on the robot hand
(teleoperation mode). In order to control the robot arm and head, the Stack-of-Task (SoT)
controller was used [85], which took as input the hand position provided by OpenNI as well
as the user’s head orientation provided by the HMD. In the SoT, the robot tasks are defined
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as state error vectors in the sensory space, and projected in the robot joint space with the
robot (pseudo-) inverse kinematic Jacobian. The Robot Operating System (ROS) was used
to integrate the HMD, the robot’s camera, the SoT and the OpenNI human hand tracker.

For the human arm, we used the bare medium-sized arm of a female researcher. The
same set-up of the humanoid was used for the human arm (see Figure 4.2.A). During this
condition, the humanoid arm was lowered and left aligned to its body. Instead, the researcher
placed her arm on a 90◦ position (like a handshake position) from behind the robot, so that
the participant was able to see a human arm when s/he looked down through the HMD as
seen in Figure 4.2.A. In order to keep the arm neutral, the female researcher arm and hand
did not have any visible clothes or jewelry. The nails were cut short and did not have any
nail polish.

Figure 4.1: Humanoid arm used to induce the embodiment in the robot arm conditions.

Figure 4.2: Experimental set-up for human arm visuo-tactile (A), robot visuo-tactile (B), and robot
visuo-motor (C) conditions.
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4.1.4 Procedure

After reading and signing the consent form, participants were placed next to a panel. The
humanoid robot (HRP-2) was at the other side of the panel and was not visible to them. Par-
ticipants then wore an Oculus Rift HMD which was used to display real-time video feedback
from the camera located at the forefront of the robot’s head, emulating the robot sight. Once
the participants wore the HMD, they were able to control the robot’s head movement and
visualize what the robot was seeing in real-time. The participants were then told to place
their arm (left, or right arm, depending on the condition) creating a 90◦ angle between the
arm and the forearm, with the elbow next to the hip, and to leave their hand opened. This
specific arm position was similar to the robot’s arm posture so that users observed the robot
arm coinciding with their own arm position. Also, they were told to look at the fake arm
through the HMD. This position was valid for all experimental conditions. After this, the
first trial started. For the robot visuo-tactile synchronous and asynchronous conditions, a
researcher stroked the robot’s arm either synchronously or asynchronously and the partici-
pant’s arm with two small paintbrushes (see Figure 4.2.B). Pilot experiments showed that 90
seconds of brushing were enough to elicit a sense of embodiment of the fake limb in the par-
ticipants. Thus, after 90 seconds of stroking, and without stopping the strokes, participants
were verbally asked the three questions corresponding to the embodiment questionnaire (see
section 4.1.5) by another researcher and responded the answers out loud.

For the robot visuo-motor synchronization condition, participants were told to look front
and wave. A camera with tracking capability was placed in front of the participants to track
their arm movement. Participants could not see the camera because they wore the HMD.
Then, they were asked to place their real arm creating a 90◦ angle and looking at the robotic
arm through the HMD. After that, participants were able to move their arm and the robot’s
arm responded with the same movement (see Figure 4.2.C). As in the previous conditions,
after 90 seconds, participants answered the same questions verbally, while they were still
moving the arm. For the human arm synchronous and asynchronous conditions, the robot’s
arm was removed from the vision of the participant and, instead, one of the researchers put
her real arm on the place of the robot’s arm while the other researcher stroked the researcher’s
arm and the participant’s arm either synchronously or asynchronously (see Figure 4.2.A).
Again, after 90 seconds of stroking, and without stopping the strokes, participants were
asked the embodiment questionnaire. Participant’s vision was blocked every time the set-
up was modified and they only had vision again when the human arm was already in the
place where they saw the robot arm before or vice versa. After completing all conditions,
they started over with the opposite arm. At the end, participants completed an open-ended
question to share their thoughts about the experiment. Finally, they were thanked and paid
for their participation.

4.1.5 Measures

Embodiment questionnaire: A 3-item embodiment questionnaire (see section B.3) was de-
signed to measure the embodiment of the robot and the human arm. The questionnaire was
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adapted from the full-body embodiment questionnaire used in section 3.1.5 which was de-
signed for verbal response in situ during the experiment. It contained three questions, one for
each of the subcomponents of embodiment: body ownership, self-location, and agency [82]
as seen in section 1.1.1. The questionnaire was designed so that the same questions were
suitable to measure human arm embodiment and robot arm embodiment. Specifically, the
questionnaire asked participants to rate on a 7-point scale ranging from (1) Not at all to (7)
Very Strongly how strongly did they feel as if the arm they were seeing was part of their
body (body ownership), the arm they were seeing was in the location of their real arm (self-
location), and whether they could push an object with the arm they were seeing (agency).
The scale obtained an average reliability of α = .947, KMO = .605, and Bartlett’s test of
Sphericity = .002.

Demographic measures: At the end of the experiment participants completed their age,
gender, and whether they were right or left-handed in a PC-based questionnaire.

Open-ended question: After completing the demographic measures, an open-ended ques-
tion asked participants to share their thoughts about the experience by explaining in which
condition the feeling that the arm was their own arm was stronger.

Manipulation check: At the end of each condition, participants were asked whether the
touch and vision were happening at the same time or at different times or whether the robot
arm responded to their movements. All participants passed the manipulation check for all
conditions. The manipulation check was done after the embodiment questionnaire was an-
swered by the participants.

4.1.6 Results
Descriptive statistics for overall embodiment as well as for each subcomponent are reported
by experimental condition in the table shown in Figure. 4.3. For each condition, we averaged
the results of the left and the right arm, which were not significantly different (Since p value
was p > .05 in all group comparisons). Paired-samples T-tests were conducted to test the
hypotheses.

• H1: The feeling of embodiment of a human arm induced by visuo-tactile synchro-
nization was significantly higher in the synchronous condition, compared to the asyn-
chronous condition (t(11) = 4.796, p = .001).

• H2: The feeling of embodiment of a robot arm induced by visuo-tactile synchro-
nization was significantly higher in the synchronous condition, compared to the asyn-
chronous condition (t(11) = 4.939, p < .001).

• H3: The feeling of embodiment of a robot arm induced by visuo-tactile synchroniza-
tion and feeling of embodiment of a human arm induced by visuo-tactile synchroniza-
tion were not significantly different (t(11) = −1.013, p = .333). Levels of embod-
iment were equally high both for the human and for the robot arm as shown in the
Figure 4.4.
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• H4: The feeling of embodiment of a robot arm induced by visuo-motor synchroniza-
tion was not significantly different to the feeling of embodiment of a robot arm induced
by visuo-tactile synchronization (t(11) = .157, p = .878) or to the sense of embod-
iment obtained in the human arm synchronous visuo-tactile condition (t(11) = .737,
p = .476). Levels of embodiment obtained in the visuo-motor synchronization con-
dition were very similar to those obtained in the synchronous visuo-tactile human and
robot conditions as shown in the Figure 4.4.

Figure 4.3: Mean (SD) for overall embodiment and its subcomponents

4.1.7 Discussion
In this study we showed that people can experience a “robotic-looking” humanoid arm as
their own. Moreover, this illusion can be elicited either by visuo-tactile or by visuo-motor
stimulation. Both types of stimulation elicited a similar level of embodiment which confirms
the finding from [68] using a moving rubber hand or in [100] using a Geminoid arm.

Interestingly the results also show that the feelings of embodiment experienced toward
the human arm and the humanoid arm are strong and similar in terms of strength. These
results are also confirmed by the open-ended question filled by the subjects after the experi-
ment: “the feeling when I saw the real arm and the feeling when I saw the robot’s arm was
pretty the same because I felt of robot’s arm as of my own” or “the robot arm was very sim-
ilar to my arm...the feeling was very much the same feeling than when I saw the real arm”.
These results confirm the findings presented in [54] which suggest that the “human-like”
aspect of the limb is not necessary to elicit a feeling of embodiment toward an artificial limb.

Compared to the studies where only a limb is involved, it is worth noting that in our case,
we study the embodiment of the limb of a humanoid surrogate where the subject experience
its first person view and is able to control the humanoid head with one’s own head. Being
able to control the humanoid’s head, certainly put the subject in a favorable state to accept
the humanoid arm as it’s own. In this regard, the design of the humanoid in terms of its
anthropomorphism is crucial. Indeed as seen in [140] the matching in the proprioceptive
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Figure 4.4: Embodiment score by condition

information of the subject’s arm and the artificial arm is crucial. Therefore in the case of
humanoid robot arm, a coherent visual proprioceptive information is necessary. Interestingly,
the embodiment is strong despite the fact that the image displayed in the HMD is only a 2-D
image, therefore preventing the subject to experience the visual depth of the scene while
seeing the humanoid arm.

Finally our results confirm the findings from [12] [57] in the domain of prosthesis .
Indeed, in [57] an effort is made on the functionality and control instead of the visual aspect
in the design of the prosthesis in order to improve the feeling of embodiment.

In the experiments presented in Chapter 2 the subject is able to, grab a can from the table,
and touch one’s own shoulder via BCI control. In order to explore the sensations experienced
by the subject toward the embodied robotic arm while interacting with the environment,
another experimental set-up was devised.

4.2 Touch illusion with an embodied robotic arm

In the previous section we demonstrated that the subjects were able to experience the “robotic-
looking” humanoid arm as their own with a visuo-motor stimulus. In the experiment de-
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scribed in chapter 2, interactions with the environment and one’s self are realized while the
subjects are remotely seated on a chair. During the realization of the interactions, the sub-
jects are able to see the humanoid hand grabbing a can or one’s own arm through the robot’s
eyes. However, in our set-up no haptic interface is used to render the feeling of touch to
the subjects. Which raises the question of how the feeling of embodiment is affected by
the lack of physical haptic stimulation. This question is important since as we described in
seciton 1.1.3.4, the feeling of embodiment is believed to be induced by multisensory integra-
tion [33] [35]. Therefore, the lack of tactile feedback could induce a visuo-tactile discrepancy
which could disturb the multisensory integration and therefore could break the embodiment.
However findings in the domain of haptic and tactile illusion [75], show that subjects are
able to experience a haptic feedback without physical haptic stimulation [73] [15] [74].

In this section, we present an experiment devised to explore the feeling experienced by
the subject while its surrogate interacts with the environment. In this experiment the subject
controls the humanoid robot arm with one’s hand motion. The subject is also provided with
the first person perspective of the humanoid robot through a HMD. In addition, the subject’s
head motion is mapped onto the humanoid’s head. In order to study the feeling experienced
by the subject during an interaction, the subject is asked to control the humanoid arm to touch
a curtain placed in front of the surrogate. The results show that the feeling of embodiment
is maintained during the interaction even though no physical haptic stimulation is used on
the subject. Interestingly, the subjects with a high response to the illusion reported a tickling
feeling in their fingers when they touched the curtain through the surrogate.

4.2.1 Pseudo-haptic feedback
In [75], a review of different tactile and haptic illusions are presented. In this work, we are
particularly interested in the illusions elicited without any physical haptic stimulation [15]
[74], referred as pseudo-haptic feedback [73]. Pseudo-haptic feedback relies on visual feed-
back and brain plasticity to display haptic properties. However, most of the pseudo-haptic
feedback illusions require a passive device like a computer mouse or a space ball to simulate
a force feedback. For example, in [25] a mass is simulated with a spaceball.

Interestingly, some illusions rely only on visual feedback without any passive devices [15]
[118] [119]. As an example, in [118], a force field illusion is elicited by using an augmented
reality set-up. The illusion is then induced by displaying a modified position of the subject’s
hand in a HMD. In [15], this kind of illusion is also referred as cross-modal illusion. In [15],
it is suggested that the cross-modal illusions are the result of a form of synesthesia [52].
Synesthesia is a neurological phenomenon in which stimulation of one sensory or cognitive
pathway leads to an automatic, involuntary experience in a second sensory or cognitive path-
way. In the illusion described in [15], the subjects of the experiment manipulated the visual
analog of a physical force, a virtual spring, and reported haptic sensations.

In this study, we are interested in pseudo-haptic feedback without device in an embodi-
ment scenario. For this purpose, we devised an experiment where the subjects are provided
with the first person pespective of the humanoid robot. They are able to control the huma-
noid arm through gesture control. In addition their head’s motion is mapped onto the robot’s



4.2 Touch illusion with an embodied robotic arm 91

head.
In regard to the experiments presented in Chapter 2, we examine if the embodiment

of the subject is maintained while interacting through the surrogate without any feedback
devices and despite the visuo-tactile discrepancy. We devised two conditions, one in which
the subject controls the humanoid arm, and another one where the subject does not control
the humanoid arm. We expected that the robot arm control condition would generate a sense
of embodiment significantly higher than the non-control condition (H1).

Regarding the results in pseudo-haptic feedback [73], we were also interested to examine
whether the subjects experienced this kind of feedback in an embodiment scenario. In this
regard, we expected that the humanoid arm control condition would generate a pseudo-haptic
feedback significantly higher than the non-control condition when the subjects touched the
curtain through the surrogate (H2).

4.2.2 Participants
Fourteen volunteers of different nationalities (9 females and 5 males), aged 21 to 37 (M =
28.14, SD = 4.99) took part in the study. All participants were right handed. Participants
were recruited through a call for volunteers in the website of the experiment and received
1500 Japanese Yens to participate. Participants were naïve to the purpose of the experiment.
Working in the Robotics or Neuroscience fields was used as an exclusion criteria. In ad-
dition, the experiment was pretested with five intern master students of the Joint Robotics
Laboratory (JRL) in which the study was carried out. All participants gave their written
informed consent prior to participating. The study was carried out with the ethical approval
of the National Institute of Advanced Industrial Science and Technology (AIST) in Tsukuba,
Japan.

4.2.3 Procedure
We carried out a within-subject experimental design with two different experimental condi-
tions (control and non-control of the robotic arm) which were repeated once for each arm.
Thus, in total, the participants experienced four trials (control and non control for left and
right arm). Participants carried out the experiment individually. After reading and signing
the consent form, they were instructed to stand in front of an Xtion camera mounted on a
tripod. They were located at a distance of four meters from an HRP-2 (humanoid robot) (see
Figure 4.5). In order to create the feeling of embodiment, participants wore an Oculus Rift
HMD which displayed real-time video feedback from the camera located at the forefront
of the robot’s head. Participants’ head movement was also tracked and synchronized to the
robot’s head movement. In the control condition, in which the participant controlled the hu-
manoid arm movements, the camera was facing the participant so that the participants’ arm
movement could be tracked and synchronized with the robot’s arm movement (Figure 4.5.A).
On the contrary, in the non-control condition, the camera facing the participant was flipped
and faced one of the researchers, who performed the control instead (Figure 4.5.B). Since
participants wore the HMD during the trials, they were unable to see this change or that the



92 Limb embodiment

Figure 4.5: A) Set-up for the control condition. In this case the camera tracks the subject’s hand
motion. B) Set-up for the non-control condition. In this case the camera tracks the experimenter’s
hand motion.

researcher was performing the control of the arm, as their vision coincided with the robot’s
vision, and both the participant and the researcher were out of its field of view. In both con-
ditions, participants were instructed to place their arm (either left or right arm, depending on
the condition) creating a 90◦ angle between the arm and the forearm, with the elbow next to
the hip, and the hand opened. Then, participants were instructed to look front (Figure 4.6.A)
and wave the arm so the Xtion camera could track their movement (they were instructed to
do the same in the non-control condition, even if the camera was actually flipped toward one
of the researchers). After that, they were asked to look down, to the robot’s arm. They were
able to see the robot’s arm and a big white curtain in front of them (Figure 4.6.B). In the
control condition, participants were instructed to move the robot’s arm for few seconds and
then to touch a white curtain placed in front of the robot performing up and down and left
and right movements during 2 minutes (Figure 4.6.C). They were told not to perform sudden
movements or drop the real arm during the task. In the non-control condition, participants
also placed the arm in the same position and were told that this time they had to look at the
arm as well. They were free to move the real arm or keep it still during the 2 minutes and
were not specifically instructed on what to do with the arm. After finishing each trial, the
HMD was removed. Participants completed a PC-based questionnaire on sense of embodi-
ment and haptic feedback (see section 4.2.4). After that, they carried out the next condition
following the same procedure until completing the four conditions. Half of the participants
started with the left hand and the other half started with the right hand and experienced both
conditions before switching to the other arm. We randomized the order for starting with one
or the other arm and for firstly experiencing control or non-control first, for each arm. At
the end, they answered demographic questions and were also given the possibility to add any
comments they might have and were paid for their participation.
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Figure 4.6: Subject’s field of view during the experiment. A) Initial view of the subject looking in front
of him. B) The subject’s view looking down. C) Robot touching the curtain.

4.2.4 Measures

Embodiment questionnaire. We adapted the embodiment questionnaire from [82] to measure
the sense of embodiment of the robot’s arm. The questionnaire (see section B.4) consisted
of twelve items which were rated on a 7-point scale that ranged from (1) not at all to (7) very
strongly. The scale consisted of four sub-dimensions: sense of body ownership (five items),
sense of self-location (two items), sense of agency (three items), and sense of touch (two
items). Reliability was α = .83 for the control condition and α = .89 for the non-control
condition.

Haptic feedback. Participants rated whether they felt real tickling on the fingers that were
virtually touching the curtain on a 7-point scale which ranged from (1) not at all to (7) very
strongly.

Demographic measures. Participants completed information about age, gender, and
about being left or right handed.

Manipulation check. Participants were asked in each condition whether they controlled
the robot’s arm or not. All participants passed the manipulation check question for all con-
ditions.
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n=14 Control No-Control

M(SD) M(SD)

Embodiment 5.14(.85) 2.47(1.04)

Ownership 4.81(.99) 2.54(1.37)

Self-location 4.82(1.54) 3.26(1.63)

Agency 6.19(.82) 1.82(.88)

Touch 4.7(1.67) 2.46(1.39)

Haptics 2.82(1.85) 1.68(1.01)

Table 4.1: Mean (SD) for embodiment, its subcomponents, and tickling, for control and non-control
conditions.

4.2.5 Results

No significant differences were found for left and right arms in the control (t(13) = .027,
p < .979) or non-control conditions (t(13) = .653, p < .525). Thus, we were able to average
both trials in each experimental condition.

Participants reported significantly higher feeling of embodiment of the robot arm in the
control condition than in the non-control condition (t(13) = 11.277, p < .001), which
confirmed H1. Additional analyses with paired-samples T-test were run to study each sub-
component independently and all of them were significantly higher in the control condi-
tion. Specifically, sense of ownership (t(13) = 6.783, p < .001), sense of self-location
(t(13) = 5.099, p < .001), sense of agency (t(13) = 12.775, p < .001), and sense of
touch (t(13) = 6.340, p < .001), were all significantly higher in the control condition than
in the non-control condition. Table 4.1 shows mean and SD obtained in each condition for
embodiment and for its three subcomponents separately.

To test H2, we again ran a paired-samples T-test. Participants reported significantly
higher haptic feedback (expressed as tickling sensation) on their real hand in the control
condition than in the non-control condition (t(13) = 3.200, p = .007). Table 4.1 also shows
mean and SD by condition obtained for this variable.

4.2.6 Discussion

In this experiment the subjects experienced a strong feeling of embodiment while controlling
the humanoid arm to interact with the environemnt. Moreover, the feeling of embodiment
is strong despite the lack of physical haptic stimulation (visuo-tactile discrepancy). Interest-
ingly, a feeling of tickling is experienced by the subjects when the humanoid hand touches
the curtain even though no haptic feedback devices are used. This result confirms previous
findings in cross-modal illusion [15] [14], in which a visual stimulus, elicits an illusion of
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physical resistance.
From an engineering point of view this result is interesting for the design of prosthesis

or teleoperated robots. Indeed, with the high cost and complexity of haptic display, pseudo
haptic feedback offers a solution to provide haptic feedback without a dedicated device.

This experiment shows that the level of embodiment of the subject is maintained when
the surrogate interacts with the environment despite the lack of real haptic feedback. This
could correspond to the grasping of the can described in Chapter 2. The question remains as
to how the feeling of embodiment is affected when the subject interacts with one’s self via a
robotic surrogate. In the next section an experiment is presented to answer this question.

4.3 Self-interaction

In this section, we present an experiment where the subjects are able to interact first with
the environment and then with themselves. This set-up takes advantage of the teleoperated
surrogate and could not be realized with a mannequin or a fake limb which are usually used
in the embodiment experiments. This experiment aims at studying the embodiment feeling
of a subject toward the surrogate while interacting with one’s self.

In [112], an experimental set-up, previously described in section 1.1.4.2, allowed a sub-
ject to embody another person’s body. During one experiment, the feeling of embodiment of
the subject was studied while shaking/squeezing one’s own hand via one’s surrogate (In this
case the surrogate was another person with a head mounted camera). Despite the fact that the
surrogate was not actually controlled by the subject, the experiment gave promising results.
The results showed that the subject stayed embody in the surrogate despite the fact that the
subject could see and touch one’s self through the surrogate. Interestingly, the haptic sen-
sation felt during the shaking/squeezing seemed to come from the surrogate’s hand and not
from the subject own visible hand. By using a humanoid robot surrogate in our experimental
set-up, the subject is able to control the surrogate movement and so to directly interact with
one’s self. Therefore, our set-up allows us to further explore the sensations experienced by
the subject compared to the set-up presented in [112].

4.3.1 Participants

Our study included 14 volunteer subjects of different nationalities (5 females and 9 males),
aged 20 to 45 (M = 28.71, SD = 8.16) who were either university students or researchers.
The subjects were naïve to the purpose of the study. Subjects read and signed an informed
consent form and received 1500 Japanese Yens to participate. Working in the Robotics
or Neuroscience fields was used as an exclusion criteria. In addition, the experiment was
pretested with 5 volunteers of the Joint Robotics Laboratory (JRL) in which the study was
carried out. The study was conducted with ethical approval of the National Institute of Ad-
vanced Industrial Science and Technology (AIST) in Tsukuba, Japan.
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4.3.2 Procedure

Figure 4.7: A) Set-up of the self condition, B) Set-up of the other condition

Figure 4.8: A) Robot’s view in the touch person task, B) Robot’s view in the touch surrogate task

A within-subject experiment is designed with two conditions. In the condition named
self, the subject controls the surrogate and interacts with one’s self. In the condition named
other, the subject controls the surrogate but interacts with another person. Each condition
has 3 main experimental sub-tasks (without considering the training and transitions): (1)
A task “touch curtain” where the subject controls the robot arm to touch a curtain placed
in front of the robot (Same as section 4.2). (2) A task “touch person” where the surrogate
touches the subject (or another person depending on the condition) and (3) a task “touch
surrogate” where the subject (or another person depending on the condition) touches the
surrogate. Compared to the experiment described in section 4.2.5, the subject controls the
robot’s arm with her/his left arm only since no significant difference was found in terms of
embodiment between the left and right arm in the previous experiment (see section 4.2.5).
So in total the subjects experienced a total of 2 trials.

After reading and signing the consent form, the subjects were asked to stand in front of
a Xtion camera mounted on a tripod as seen in Figure 4.7 (used to track their hand motion).
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A SCR measure device was then placed on the subjects’ index as seen in Figure 4.7.B. The
first person perspective of the humanoid was provided to the subjects through a HMD which
displayed in real-time the video stream from the robot head mounted camera. The subjects’
head motion was mapped onto the robot’s head so that the subjects could control the robot’s
head with their own head. In both conditions, the subjects left hand motion was tracked by
the Xtion and mapped onto the robot’s left hand. In the self condition, the subjects were
placed behind a panel covered with a curtain with the robot placed in front of it as seen
in Figure 4.7.A. In the other condition, the subjects were placed away from the robot and
another person was placed near the robot instead as seen in Figure 4.7.B.

In the other condition, the subjects were out of the robot’s field of view. In both condi-
tions, the subjects were asked to place their left arm creating a 90◦ angle between the arm and
the forearm, with the elbow next to the hip and the hand opened as to match the humanoid
initial pose. Before starting the experiment, the subjects were asked to relax for 1 min in
order to establish a baseline for the SCR.

Then, to initialize the hand tracking, the subjects were asked to look front and wave their
left arm. Once the tracking initialized, the subjects were asked to place their arm in the 90◦

position, look down, and to move their arm to touch the curtain. In this “touch curtain” task
as in section 4.2, the subjects were asked to move the robot’s arm in order to interact with
the curtain. The “touch curtain” task lasted 2 min.

After that, the panel was removed and the “touch person” task started. The subject could
then see one’s arm in the self condition or the other person’s arm in the other condition. In
both conditions, the subjects were asked to interact with the seen arm. In Figure 4.8.A, the
subject is interacting with one’s own arm. The “touch person” task lasted 2 min.

Finally, in the self condition, the subjects were asked to touch the robot arm with their
right arm (Since the left arm still controlled the robot’s arm) as seen in Figure 4.8.B. Whereas
in the other condition the other person was asked to touch the robot arm. The “touch sur-
rogate” task lasted 2 min as well. After finishing each trial, the HMD was removed. Par-
ticipants completed a pc-based questionnaire on sense of embodiment and haptic feedback.
After that, they carried out the other condition. At the end, they answered demographic
questions and were also given the possibility to add any comments they might have and were
paid for their participation.

4.3.3 Results
No significant differences were found between “touch curtain” and “touch person” either in
the self (t(12) = −1.059, p = .310) or in the other (t(12) = 1.458, p = .170) condition for
embodiment. Likewise, no significant differences were found between “touch curtain” and
“touch person” either in the self (t(12) = −.693, p = .502) or in the other (t(12) = −.331,
p = .746) condition for haptics.

Significant differences were found between active touch (touching a human arm “touch
person”) and passive touch (being touched by a human hand “touch surrogate”) in the self
as well as in the other condition for embodiment. Touching the human arm generated sig-
nificantly stronger feeling of embodiment than being touched in the robot arm both in the
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n=14 Touch
curtain

Touch
someone

Touch
oneself

Being touched
by someone

Being touched
by oneself

M(SD) M(SD) M(SD) M(SD) M(SD)

Embodiment 4.81(1.03) 5.12(1.02) 5.14(1.10) 4.54(1.30) 4.46(1.55)

Haptics 1.73(.94) 2.14(1.79) 2.14(1.61) 2.57(2.06) 2(1.62)

Table 4.2: Mean (SD) for embodiment, and haptic for each task in both conditions

self (t(13) = 2.981, p = .011) and in the other conditions (t(13) = 2.276, p = .040). For
haptic feedback, though, no significant differences were found between active and passive
touch in the self condition (t(13) = .458, p = .655) or in the other condition (t(13) = .822,
p = .426).

Embodiment did not significantly decrease when participants touched themselves com-
pared to when they touched someone else (t(13) = .091, p = .928). Also, embodiment did
not significantly decrease when participants touched the robot arm using their real hand com-
pared to when someone else touched the embodied robot hand (t(13) = −.163, p = .873).
For haptics feedback, no significant differences were found between the self and the other
conditions during active (t(13) = .000, p = .1000) or passive (t(13) = 1.000, p = .336)
touch. Table 4.2 shows mean and SD obtained in each condition and tasks for embodiment
and haptics .

4.3.4 Discussion
With this set-up, subjects were able to interact with the environment, then interact with
themselves or another person with an embodied humanoid robot. This experimental set-up
allowed to assess the embodiment of the subject toward the humanoid during those different
interactions with a questionnaire (see section B.5).

Self-touch experiment have been presented in [19] where blindfolded subjects were able
to touch their own back with a robotic system. The results showed that in the case of syn-
chronous stimulation (No delay between the subject’s arm motion and the robotic system),
the subject’s self location was drifted forward the subject’s real body. This effect was re-
ported to be higher in the case of synchronous stimulation with haptic feedback. In our
experiment, the stimulation is also synchronous but the subject is provided with first person
perspective from the robot which differs from the set-up presented in [19]. Interestingly, with
the first person perspective, our results show that the subjects stay embodied in the humanoid
robot during self interaction and that their self location stays in their bodys’ location, which
is different from the results found in [19] with blindfolded subjects.

Our set-up also allowed to compare the level of embodiment in the subjects when they
interact with themselves or other. Results in [112] presented in section 1.1.4.2 show that
subjects can experience ownership of another person’s body while shaking hands with them-
selves through an uncontrollable human surrogate. Our robotic set-up allowed to go beyond
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the set up presented in [112], since in our case, the subjects could control the surrogate
(in our case a humanoid robot) arm motion without haptic feedback. Our results showed
no significant difference in terms of embodiment between touching the curtain or touching
one’s own arm which confirmed the finding showed in [112]. Interestingly, the level of em-
bodiment did not significantly decrease when the subjects touched themselves compared to
when they touched someone else. The fact that the feeling of embodiment of the subjects to-
ward the humanoid robot stayed strong despite the subjects touching and seeing themselves,
showed how resilient the feeling of embodiment is toward the humanoid. Interestingly, hap-
tic feedback was felt by the subjects during “touch person” and “touch surrogate” in both
conditions.

4.4 Summary
In this chapter, we have presented three different studies in which we have evaluated the
feeling of embodiment of subjects toward a controlled humanoid robotic arm without haptic
feedback.

First we demonstrated that people are able to experience a strong feeling of embodiment
toward a “robotic-looking” arm with visuo-motor stimuli. Similar results have been found re-
cently in [123] using a myoelectric-controlled robotic hand. In our study, using visuo-tactile
stimuli, we also demonstrated that the embodiment felt toward the robotic arm is equally high
as the embodiment felt for a “human-looking” arm. In regard to previous studies [140] [54]
which strongly suggest that noncorporeal object prevent the embodiment, our finding sug-
gests that the robotic arm is perceived as a corporeal object. The question remains as to what
defines a corporeal object for the subject. This result is important in robotics where the ma-
jority of humanoid robot’s are not highly human-resembling compared to the Geminoid [98].
It is also important in the domain of prosthesis where affordable 3D-printed prosthetic hand
are developed and are not as highly human-resembling as other high-end model.

We also demonstrated that, in addition to a strong feeling of ownership toward the robot
arm, subjects experienced a pseudo-haptic feedback (without device) while interacting with
the environment through the humanoid robot. This result supports findings in virtual real-
ity [15] [14] where subjects experienced physical resistance only with visual cues. In our
study, subjects reported a feeling of tickling in their fingertips when the gesture-controlled
humanoid robot arm touched a curtain placed in front of it. This result is important and might
offer an alternative to teleoperated robots or prosthesis with limited haptic display.

Finally, we showed that the embodiment toward the humanoid robot is resilient enough
to allow the subject to interact with one’s self or another person. We also demonstrated that
the embodiment toward the humanoid robot did not decrease in a successive sequence of
interactions corresponding to the same kind of interaction performed in the main experiment
presented in Chapter.2.
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Conclusion

In this thesis, we have investigated the embodiment toward a humanoid robot using an inno-
vative scenario as a guideline. This work has allowed to solve several issues relative to the
context of embodiment in self-interaction tasks, such as:

• We have developed a framework, which allows a user to remotely control a humanoid
robot with a BCI, to safely navigate and to interact with the environment, and with
one’s self.

• We have demonstrated that, the “robotic-looking” aspect of the surrogate, the partial
control and delays, do not have negative effects on the feeling of embodiment toward
a walking humanoid robot.

• We have shown that, the feeling of embodiment is high and maintained when one
interacts with the environment or one’s self through a humanoid robot.

• We have exposed that, pseudo-haptic feedback feelings are experienced by users con-
trolling a humanoid robot arm to realize an interaction task with the environment or
themselves.

Particularly, in the context of assistive robotics and embodiment, we have developed a
prototype which allows a subject to control a humanoid robot with a BCI to realize two
innovative scenarios. In the first scenario, the subject controls the humanoid robot to grab a
can, bring it to one’s self, and take a sip. In a second scenario, the subject steers the humanoid
toward one’s self, and manipulates one’s own arm. The realization of those scenarios brought
several important issues that were investigated in this thesis.

In order to give the ability to the subject to interact with the environment and with one’s
self, with a BCI, several computer vision methods have been implemented and work in asso-
ciation with a control and interaction scheme to assist the subject in the realization of one’s
task. In the literature, the embodiment toward a surrogate have been extensively studied with
corporeal features. Therefore, we first demonstrated that the “robotic-looking” aspect of the
surrogate did not prevent the establishment of the embodiment. Thanks to specific scenarios
we decomposed the investigation of the embodiment in two parts. In one part, we explored
the embodiment of the subject during a walking task. And in another part, we explored
the embodiment during the interaction task. Due to the necessity of an assistive navigation
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scheme (to control the humanoid safely and accurately) and the delays inherent to teleoper-
ation systems, we investigated their influences over the embodiment. We showed through an
experiment where subjects were asked to realize a specific path with the humanoid, that the
embodiment was maintained throughout the entire task.

We also explored the feeling of embodiment experienced by the subjects during an inter-
action task. In this study, the subjects gesture controlled without haptic feedback a humanoid
robot arm to touch a curtain placed in front of it. This study showed that the subjects expe-
rienced a tickling feeling in their hand when they saw the robot’s hand through a first person
perspective touched the curtain in synchrony with their own hand motion.

Finally a separate study was conducted to explore the embodiment during self-interaction
through a humanoid robot. The results showed that the fact that the subject sees one’s self
through the humanoid does not destroy the feeling of embodiment, even when one interacts
with one’s self. In terms of embodiment, no significant difference was found when one
interacted with one’s self or another person. Interestingly, a haptic feeling is still present
when one interacts with one’s self through the humanoid robot. However touching one’s
self with the robot arm generated significantly more embodiment that being touched on the
robot arm. The combination of these different results are promising for the realisation of the
proposed self-interaction scenarios.

Perspectives
In this work several improvements could be made concerning the following issues.

Technical improvements in the framework

In our experiment, the assistive navigation system circles around the target to place itself in
a safe and appropriate location to start an interaction. A better analysis of the scene provided
by the SLAM feature could allow a better obstacle avoidance feature. Moreover, the actual
control scheme of the assistive navigation proposes to the user only one path. The use of a
better shared navigation would offer the subject more freedom while being assisted. Lastly,
improvements in the object recognition in the scene would offer the subject more possibilities
of interaction.

Measure related to the feeling of embodiment

The different embodiment studies realized in this thesis relied on questionnaires to measure
the embodiment feelings of the subjects. Physiological measurements such as SCR, EMG,
or fMRI would offer more concrete data about the different findings made in this thesis. For
instance, in regard to the findings made about the pseudo-haptic feelings, fMRI measures
focused on the somatosensory cortex activity could offer an additional physiological cue of
our findings. A more practical way to physically measure the tickling sensation experienced
by the subjects could be to use a EMG/NCS measurement on the subjects hand. EMG/NCS
(Nerve Conduction Studies) tests are used in the medical field to assess patient experiencing,
pain, change of sensation (tickling/numbness), or change in muscle strength.
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Embodiment of non-corporeal surrogate

Several studies strongly suggest that non-corporeal surrogate or limb prevent the establish-
ment of the embodiment. However the feeling of embodiment showed by the subject toward
the humanoid robot is comparable in terms of strength to the RHI (which was a corporeal
object). Which raises the question of what defines a non-corporeal object in terms of embod-
iment. The result of the embodiment obtained toward the humanoid robot showed that the
physical aspect is not the main feature. Would the fact that the humanoid robot is, from the
participant view, capable of realizing the same task of a human, be necessary and sufficient
for the establishment of the embodiment? Further studies are necessary to explore if the
functional capability of the surrogate is the main feature which determines if a surrogate is
suitable to be embodied.

Extra capabilities

The embodiment seems resistant to control delays in the case of humanoid surrogate. This
differs from a result found with the RHI, which uses a “human-looking” limb. This raises
the question of what are the other differences between the embodiment of “robotic-looking”
humanoid robot and “human-looking” android/mannequin. For example, are the extra capa-
bilities of the robot such as “insensibility to pain” or “superior strength” affect the subject. A
SCR to threat while embodying the humanoid robot arm compared to a SCR to threat while
embodying a rubber arm could be a start to investigate this issue.
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Appendix A

Embodiment apparatus

The feeling of embodiment toward a surrogate is known to be created with two important
factors, the first person perspective [30] and multisensory correlation [20] [81]. In order to
obtain these two requirements the subject and surrogate need different features to obtain the
necessary perception and control abilities. In the following subsections we will describe the
different features and devices used to obtain the first person view and sensory congruency.
In the first section we describe the surrogate and its different features, the equipment worn
by the subject is described in the second section.

A.1 Humanoid robot surrogate

A.1.1 Robotic platform
The experiments described in this work are conducted on the humanoid robot platform called
HRP-2 in the Joint Robotics Laboratory (JRL). HRP-2 is a Japanese humanoid robot shown
in Figure A.1. HRP-2 has a height of 154 cm, a weight of 58 kg and a total of thirty two
degrees of freedom. It has two legs of six degrees of freedom, two arms with seven degrees
of freedom each, and two hands with one degree of freedom with a gripper located at the
end. The torso and the head have each two degrees of freedom. The robot has four 6-
axis force sensors located at the wrists and ankles. HRP-2 is also equipped with an inertial
measurement unit (IMU) located in the torso, measuring the linear acceleration as well as
the angular velocity. As for the vision system, HRP-2 is equipped with two pairs of stereo
cameras, one located in the head and another one located on the sides of the head. The stereo
cameras are not used in this work. HRP-2 is also equipped with an RGB-D camera Xtion
mounted on the head of the robot. In this work we use the Xtion camera. Two computers are
located in the robot torso, one is used for the control processing and the other one is used for
vision processing. The communication with the computers is done using Ethernet or Wi-Fi.
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Figure A.1: The humanoid robot surrogate HRP-2 used in this work.

A.1.2 Sensory devices

A.1.2.1 Vision and Audition

The humanoid robot surrogate is equipped with a RGB-D camera Asus Xtion Pro Live [8]
shown in Figure A.2. The camera is placed at a specific position on the surrogate’s head to
emulate the human eyesight. The camera acquires a color image through the RGB sensor
at 30 FPS (Frames Per Second) with a resolution of 640 ∗ 480 (Height * Width). The depth
image is obtained through the IR projector and the IR sensor which also acquires at 30 FPS
with a resolution of 640 ∗ 480 (Height * Width). The combination of the IR sensor and IR
projector is also called the depth sensor. The hardware of the camera is compatible with
the tracking framework OpenNI [137] NITE [116] which allows gesture and whole body (or
hands) motion tracking without markers. The camera is also equipped with a pair of stereo
microphones located at the left and right edges of the camera. The camera is then able to
give the sense of sight and hearing to the humanoid surrogate.
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Figure A.2: The RGB-D camera Asus Xtion Pro Live used as ’eyes’ of the humanoid surrogate.

A.1.2.2 Position sensor

The position and orientation of the robot’s limbs are computed using the forward geometric
model and the joint variables. The values of the robot’s joints are given by angular sensors.

A.1.3 Control

ROS

In this work, the software development is based on the open source project Robot Operating
System (ROS) [120]. ROS promotes the integration of software components into different
robotic platforms. Several components such as image acquisition or vision tracking are made
available by the community and are ready to be used. ROS facilitates the development and
communication of the different software components. Another asset of ROS is the support
of different devices such as joystick or camera.

Stack of Tasks

The Stack of Task (SoT) [85] is used in association with ROS to control the the humanoid
robot. The Stack of Tasks (SoT) uses the generalized inverted kinematics to solve a set
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of hierarchical tasks. In the SoT, the robot tasks are defined as state error vectors in the
sensory space, and projected in the robot joint space with the robot kinematic Jacobian.
After resolution, the SoT gives the desired joint values for the set of the given tasks. The
SoT is used with humanoid robots because they are highly redundant. Indeed the SoT is able
to take advantage of the redundancy of the robot in order to realize several tasks at the same
time. This control architecture allows the realization of a wide range of tasks.

Walking pattern generator

In this work we use the walking pattern generetor (WPG) developped in [58] to control
the walk of the humanoid robot. In this WPG, the humanoid robot is modeled as a linear
inverse pendulum. This model is close to the mass distribution of the humanoid robot. This
control uses the Linear Model Predictive Control scheme to calculate the robot footsteps.
The footsteps are computed in order to minimize the difference between the previewed robot
Center of Mass (CoM) velocity and the desired one. The footsteps are then sent to the Stack
of Task controller in order to compute the corresponding joint values, and realize the walking
motion. The input of this WPG, is the desired CoM velocity. This only input is useful to
control the robot with a joystick or a brain computer-interface (BCI).

A.2 Subject equipment

The perception of the feedback from the different sensors placed on the robot is transferred
to the subject through a set of equipment which is described in the following subsections.

A.2.1 Vision and Audition

The subject is able to see what the robot sees by wearing a Head Mounted Display (HMD)
Oculus Rift Develpment Kit 2 [102] seen in Figure A.3. The Oculus Rift is a lightweight
(440 g) HMD with a resolution of 1920∗1080 split between each eye. The HMD is provided
with a magnetometer, a gyroscope and an accelerometer which corrects the gyroscope drift
to track the subject’s head orientation. The humanoid streams a 2D video to the HMD,
therefore the subjects experience the environment in 2D with no depth perception.

In order to hear what the robot hears the subject wears a stereo head set which streams
the sound recorded by the robot embedded stereo microphones.

A.2.2 Control

In the different experiments presented in this work the humanoid robot is controlled by three
different user inputs which are described in this section.
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Figure A.3: The HMD Oculus Rift used to see through the robot’s ’eyes’.

A.2.2.1 Joystick

The joystick controller used in this study is the Xbox 360 wired controller which is supported
by ROS. The joystick is used by the subject during the different experiments to perform three
functionalities related to the robot walk as seen in the Figure A.4. First by pressing the Xbox
Guide button the subject can start or stop the robot’s walking motion. The directional pad
allows the subject to control the directions of the robot walk. The up direction allows the
robot to go forward. The left and right directions allow the robot to turn left and right. The
down direction is not used during the different experiments. Finally the right stick is used to
control the robot’s head orientation.

A.2.2.2 Brain Computer-Interface

In this study the BCI is used to control the robot walk and interact with the environment (or
one’s self) using the robot’s hands while the subject stays seated and still.

In this study the BCI relies on the SSVEP EEG signal wich is triggered with a visual
stimulus. In order to use the BCI the subjects are required to wear an electrode cap as shown
in Figure A.5.A. 8 electrodes cover the visual cortex of the subjects. The electrodes are
placed on the POz, PO3, PO4, PO7, PO8, O1, O2 and Oz positions of the international
10-20 system [132] as shown in Figure A.5.B, Fpz is used as the ground electrode and the
left earlobe as a reference. The 8 Ag/AgCl electrodes placed on the visual cortex are active
in order to reduce the noise and improve the signal to noise ratio. The g.USBamp (24 Bit
biosignal amplification unit, g.tec Medical Engineering GmbH, Austria) is used to acquire
the EEG data from the subject brain. The sampling frequency is 256 Hz, the signal is
bandpass filtered between 0.5Hz and 30Hz with a notch filter at 50Hz to remove the power
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Figure A.4: The Xbox 360 controller used to control the robot walk.

Figure A.5: Electrodes position to record the SSVEP signals.

line noise. The frequencies of the visual stimuli are 6, 8, 9, 10 and 14 Hz. The stimuli are
carefully selected to avoid common first or second harmonics, while staying below 20 Hz.
This is done to avoid the risk of eliciting an epileptic crisis in healthy subjects as advised
in [38]. The visual stimuli are shown to the subject through the HMD.

A.2.2.3 Motion tracker

In this work the subject is able to control the surrogate’s hand through gesture control of
one’s hand. In order to track the subject’s hand, we rely on the OpenNI NITE [116] tracking
framework. The OpenNI NITE tracking framework is compatible with the Asus Xtion Pro
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Live camera. The framework allows either whole body tracking or hand tracking. However
the whole body tracking feature does not work with a seated subject, therefore in this study
we only use the hand tracking feature. In the experiments where gesture control is required
the subject’s hand motion is tracked through a Asus Xtion Pro Live camera fixed on a tripod
with the subject in front of it. The framework is able to detect hand waving and hand tapping
gestures. Those two gestures are used to initialised the hand tracking.
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Appendix B

Questionnaires

B.1 Influence of partial and delayed control

Do you feel as if...

The robot’s body was your own body
Not at all 1-2-3-4-5-6-7 Very Strongly

You were located at the position of the robot
Not at all 1-2-3-4-5-6-7 Very Strongly

You could use the robot’s body to push objects near him if you wanted
Not at all 1-2-3-4-5-6-7 Very Strongly

B.2 Influence of control input in the embodiment of a hu-
manoid robot

Do you feel as if...

The robot’s body was your own body
Not at all 1-2-3-4-5-6-7 Very Strongly

You were located at the position of the robot
Not at all 1-2-3-4-5-6-7 Very Strongly
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You could use the robot’s body to push objects near him if you wanted
Not at all 1-2-3-4-5-6-7 Very Strongly

B.3 Embodiment of a robot-looking arm through visuo-tactile
and visuo-motor stimuli

During the experiment, it seemed like...

The arm I was seeing was part of my body
Not at all 1-2-3-4-5-6-7 Very Strongly

The arm I was seeing was in the location of my real arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I could push an object with the arm I was seeing
Not at all 1-2-3-4-5-6-7 Very Strongly

B.4 Touch illusion with an embodied robotic arm

During the experiment, it seemed like...

I was looking directly at my own arm, rather than at a robot’s arm
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot’s arm began to resemble my real arm
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot’s arm belonged to me
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot’s arm was my arm
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot’s arm was part of my body
Not at all 1-2-3-4-5-6-7 Very Strongly

My arm was in the location where the robot’s arm was
Not at all 1-2-3-4-5-6-7 Very Strongly
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The robot’s arm was in the location where my arm was
Not at all 1-2-3-4-5-6-7 Very Strongly

I moved the robot’s arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I was in control of the robot’s arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I was responsible for the actions of the robot’s arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I could really touch the curtain
Not at all 1-2-3-4-5-6-7 Very Strongly

I could feel the touch of the curtain
Not at all 1-2-3-4-5-6-7 Very Strongly

B.5 Self-interaction

After touching curtain
I feel as if...

The robot arm belonged to me
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot arm was in the location of my real arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I was responsible for the actions of the robot arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel as if I could really touch the curtain
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel tickling in my left hand or fingers
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel electricity in my left hand or fingers
Not at all 1-2-3-4-5-6-7 Very Strongly
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After touching arm
I feel as if...

The robot arm belonged to me
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot arm was in the location of my real arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I was responsible for the actions of the robot arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel as if I could really touch the human arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel tickling in my left hand or fingers
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel electricity in my left hand or fingers
Not at all 1-2-3-4-5-6-7 Very Strongly

After hand being touched
I feel as if...

The robot arm belonged to me
Not at all 1-2-3-4-5-6-7 Very Strongly

The robot arm was in the location of my real arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I was responsible for the actions of the robot arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel as if I was being touched in my robotic arm
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel tickling in my left hand or fingers
Not at all 1-2-3-4-5-6-7 Very Strongly

I feel electricity in my left hand or fingers
Not at all 1-2-3-4-5-6-7 Very Strongly
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TITRE : Analyse des exigences sensoriels et système de commande pour l’incarnation de robot
humanoïde dans l’interaction avec l’environnement et soi
RÉSUMÉ : Les substituts de robot humanoïde promettent de nouvelles applications dans les do-
maines des interactions homme-robot et la robotique d’assistance. Cependant, l’incarnation de corps
entier pour la téléopération ou téléprésence avec des avatars de robots mobiles est encore loin d’être
pleinement explorée et comprise. Dans cette thèse, nous nous concentrons sur l’exploration du
sentiment d’incarnation quand on navigue et interagit avec l’environnement ou avec soi-même par
l’intermédiaire d’un robot humanoïde. Dans un premier temps, nous montrons une architecture de
contrôle conçue pour réaliser des scénarios de navigation et d’interaction avec soi. L’architecture
utilise une interface cerveau-ordinateur pour contrôler le robot humanoïde et repose sur plusieurs
composants de vision par ordinateur pour aider l’utilisateur à naviguer et interagir avec l’environnement
et soi-même. Deux scénarios sont ensuite réalisés avec une partie de cette architecture où les utilisa-
teurs doivent contrôler un robot humanoïde pour réaliser des tâches d’interaction avec soi-même.
Tout d’abord, nous examinons comment la rétroaction et la contrôlabilité réduite des utilisateurs af-
fectent leur sentiment d’incarnation vers le robot humanoïde en navigation. Nous présentons ensuite
le résultat d’une étude axée sur le sentiment éprouvé par l’utilisateur lorsqu’il commande le bras hu-
manoïde pour “toucher” l’environnement et soi-même. Le résultat montre que, malgré le manque de
rétroaction dans le contrôle et le fait de se reconnaître, les utilisateurs restent incarnés dans le robot
humanoïde, et ressentent “l’effet tactile du toucher” sur leurs mains à travers le robot humanoïde.

MOTS-CLEFS : Robotique, Humanoïdes, Embodiment, Interface Cerveau-Ordinateur, Contrôle, ori-
enté vision.

TITLE : Analysis of sensory requirement and control framework for whole body embodiment
into a humanoid robot for interaction with the environment and self
ABSTRACT : Humanoid robot surrogates promise new applications in the field of human robot in-
teractions and assistive robotics. However, whole body embodiment for teleoperation or telepresence
with mobile robot avatars is yet to be fully explored and understood. In this thesis, we focus on
exploring the feeling of embodiment when one navigates and interacts with the environment or with
one’s self through a humanoid robot. First, we show a framework devised to realize scenarios of nav-
igation and self interaction. The framework uses a brain-computer interface to control a humanoid
robot and relies on several computer vision components to assist the user navigate and interact with
the environment and one’s self. Two scenarios are then realized with this framework where the users
control a humanoid robot to realize self interaction tasks. We then explore in details key issues en-
countered during those scenarios. First, we investigate how the reduced controllability and feedback
of the users affect their feeling of embodiment toward the walking surrogate. We then present the
results of a study focused on the feeling experienced by the user when controlling the humanoid arm
to “touch” the environment and then one’s self. The results show that despite the lack of feedback
in the control, and recognizing themselves, users stay embody in the surrogate, and experience the
touch in their hands through it.

KEYWORDS : Robotic, Humanoid, Embodiment, Brain-Computer interface, Vision-based control.
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