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Introduction

The aim of this chapter is give some context to the thesis and to present our contributions. We
will start with a brief account on the theory of Mean Field Games (MFG). We will introduce
the so-called MFG system focusing in particular on the second order case. Afterwards, we will
present the potential setting, a special class of MFG models which have a variational formulation.
We will then touch upon the weak KAM theory focusing on the main results and ideas that
we used in this thesis. Eventually, in the last part of the introduction, we will summarize our
contributions which address the problem of the long time behavior of potential MFG.

0.1 The MFG system and the potential setting

0.1.1 The idea behind Mean field Games

The theory of MFG was introduced in 2006 by Lasry and Lions [61, 62] and, independently, by
Huang, Caines and Malhamé [57]. The purpose of this theory is to analyze models of differential
games where a large number of small players interact through their repartition density. This
means that an agent does not observe every other player individually but she also considers their
collective behavior. From the mathematical point of view, the mean field approach drastically
reduces the complexity of the systems that have to be analyzed. If we had to keep track of
every individual interaction then, for large number of players, we would need to impose a sheer
amount of conditions which would lead to intractable mathematical models. On the other hand,
to be sure that the mean field approach is meaningful, the large number of players is not enough.
Generally speaking, the most important hypotheses that have to be matched are the following:
the players have to be sufficiently "small", in the sense that no one individually has an impact
on the whole system; the players are identical so that they can be described by a representative
agent; lastly, they must be indistinguishable, meaning that if one switches two players then the
playoffs of the others do not change.

Keeping in mind this general idea, we now spend a few words to explain (at least at the
heuristic level) how the Nash equilibria of some differential games involving an infinite number
of players are described by the solutions of the MFG system

—0wu — Au+ H(z, Du) = F(z,m) in R? x [t, T
—0ym + Am + div(mD,H (2, Du)) =0 in RY x [t,T]
m(t) = mo, u(T,z) = G(x,m(T)) in RY.

We now consider a representative agent who has to solve an optimal control problem that
depends on the distribution of the other players. We suppose that the dynamic of this agent,
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starting at time ¢ € [0, 7] from x € R?, evolves according to the stochastic differential equation

dXs = a(s)ds + \/2dBs

" 1)
t=a

where B; is a standard d-dimensional Brownian motion and {a(s)}e,7) is a drift adapted to
the filtration induced by Bs. The agent, at any time s € [t,T], has control over the drift a(s).
The agent faces a control problem that depends on the evolution of the other players. Therefore,
the first step is to guess how they are going to behave in the future. Let us suppose that her
guess is represented by the time dependent probability measure m(s), then she has to solve the
following problem

inf & l/tT L(Xs,a(s)) + F(Xs,m(s))ds + G(Xp,m(T)) (2)

While L is a convex Lagrangian as in the standard optimal control theory, the functions F' and G
embed the dependence of the agent’s playoff on the guess m(s). Standard arguments in optimal
control theory ensure that, if we define the value function

T
u(t,x) = igf]E l/t L(Xs, a(s)) + F(Xs,m(s))ds + G’(XT,m(T))] ,

then the optimal control & is defined by &(s,z) = —D,H (z, Du(s,x)) and the value function u
solves the following Hamilton-Jacobi equation

—0wu(s) — Au+ H(z, Du(s)) = F(x,m(s))
u(T,z) = G(x,m(T)),
where H(z,p) = inf,cga —a - p — L(z, a).

Let us now suppose that also the other players make the guess m(s) and that their initial
distribution is described by the probability measure mg. Then, as they are identical, they all
face the same minimization problem whose solution is the optimal control .

If they all play the control a, their respective Brownian motions are independent and m(s)
is the effective distribution of players at time s € [0, 77, then m(s) = L(X;), where L(X;) is the
law of the stochastic process X which is the solution of

{dXS = a(s)ds + v/2dBs
Xo =2y, L(Zy) =mo.

It is standard that m(s) verifies the following Fokker-Plank equation

—Oym + Am +div(am) =0 in [t,T] x R?

This model is in equilibrium when the guess m coincides with the real evolution m, so that
the strategy & is the optimal response to what players actually observe. Therefore, the Nash
equilibrium is described by the MFG system

-0 — Au+ H(z, Du) = F(z,m) in R% x [t, T

—0ym + Am + div(mD,H(z,Du)) =0 in R? x [t,T] (3)
m(t) = mo, u(T,z) = G(x,m(T)) in R?.
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Similarly one can define the Ergodic MFG system. Let us suppose that our infinitesimal
player moves again according to (1) but instead of facing the optimal control problem (2), she
has to minimize

o[ yT
lim inf - E l /0 L(X,,a(s)) + F(Xs, m)ds]

among all possible controls . In this case the probability measure m, that appears in the
coupling function F', represents the guess of the agent on the limit distribution of players when
the horizon T goes to +o0o. Then, if she starts from position x, her value function will be

1 T
u(z) = inf liminf —E [/ L(Xs,a(s)) + F(Xs,m)ds] .
a T—too T 0

Using again standard argument from the theory of optimal control, we can prove that the
optimal strategy is a*(z) = —D,H(x, Du(x)) and that there exists a A € R such that (u, )
solves

—\— Au+ H(z,Du) = F(z,m). (4)

Again, if m is the actual limit configuration of players when they all share the same guess m
and play the strategy a*, we say that we have a Nash equilibrium when the guess m coincides
with m. One can prove that m solves

—Am — div(DyH (z, Du)m) = 0 in R?
[dmn=1.

Therefore, the Nash equilibrium is described by ergodic MFG system
{—X—Au—i—H(m,Du) = F(r,m) inR? 5)

—Am — div(DyH (x, Du)ym) =0 in R%.

We are interested in the ergodic MFG because one natural guess is that the solutions of
the MFG system tend to stabilize and to converge to the solutions of the ergodic one. Even
though under specific structural assumptions (namely monotonicity) this convergence holds, we
will prove that it is not in general the case.

In the past decade the literature on MFG thrived and this theory moved towards different
directions. The existence of solutions of the MFG system under various assumptions is studied in
[20, 21, 24, 16, 55]. For MFG as limit of N-player differential games one can look at [19]. Carmona
and Delarue [30, 31] focused on the probabilistic approach. For the numerical analysis of MFG
models we refer to [3, 2, 14, 12, 29]. The theory has been fruitful also in terms of applications:
a couple of examples are [56, 25, 1] in economics and [37] in engineering. Moreover, new classes
of MFG have appeared in the last few years as, for instance, the obstacle problem [8] and the
MFG of control [52].

Keep in mind that the models that can be analyzed through the MFG system were the first
to be introduced but they do not represent the most general case. This means that the MFG
system can be derived only under specific assumptions. A most important one is that the noises
that the players face are all independent. Therefore, nothing like common noises can be taken
into account through MFG systems like (3). To look at MFG models with common noise one has
either to introduce stochastic MFG as in [58, 32] or to work at the level of the Master Equation.
For this latter approach we refer to [19] and [30].
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0.1.2 Potential MFG

In this thesis we will focus on a special class of MFG that goes under the name of potential
MFG (or variational MFG). These models, which were initially introduced by Lasry and Lions
in [62], are those MFG whose associated MFG system can be derived as an optimality condition
of a particular minimization problem. If the coupling function F' and the terminal cost G admit
potentials, which we respectively denote with F and G, then, for any ¢t < T < 400, one can
define the following control problem

U (t,mo) = inf J(m,w) (6)

(m,w)

where

Tm,w) = [ ! |# @-jﬁfb((?) (@)) dm(s) + F(m(s))ds + G(m(T)) (7)

(m,w) verifies the Fokker Plank equation —0ym + Am + divw = 0 with m(t) = mop and H* is
the Fenchel conjugate of H with respect to the second variable.

If (7m,w) minimizes U7 (¢, mo) then, formally, one has that w = —mD, H (x, Du) where (@, m)
solves
—0wu — Au+ H(z, Du) = F(z,m) in R? x [t, T
—0ym + Am + div(mDyH (z, Du)) =0 in R? x [t,T]
m(t) = mo, u(T,z) = G(x,m(T)) in R4,

The variational nature of potential MFG endows these models with a powerful structure that
allows to go deeper in the analysis of the solutions of the MFG system. See for instance [21,
70, 20] for existence results or [63, 72, 27| for regularity results that rely on this variational
structure.

Potential MFG are generally divided in two macro groups depending on the type of couplings
F and G, which can be either local or non-local. The coupling is said to be local when the
functions F' and G depend pointwisely on the density of the distribution of players m. Namely,
F(m) = f(m(z)) for a function f: R — R. In this case the potential F is defined as

m(ac
F(m —/ / s)dsdx
R‘i

and analogously for G. There are several papers that analyze this kind of potential MFG, see
for instance [21, 27, 54, 70, 7]. In this setting one generally looks for weak solutions in Sobolev
spaces.

In this thesis we focus on potential MFG with regularizing non-local couplings. In this case
the functions F and G are defined directly on the space of Borel probability measures P(R%)
and we say that we are in the potential setting if there exist two functions F and G such that

oOF oG

so(mz)=F(max)  and =2 (m,z) = G(m,x).

om

The notion of derivative is the following.

Definition 0.1.1. We say that ® : Po(RY) — R is C! if there ewists a continuous function
22 P(RY) x R? — R such that

®(my) — (ms) / / (1= )ma + tmy, @) (my — mo)(da)dt,  ¥my,ms € P(RY),
R 6m
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This definition is taken from [19] where one can find further properties.

Provided that F and G are sufficiently smooth, the solutions of the associated MFG system
are smooth as well thanks to standard estimates for solutions of uniform parabolic equations.

The relation between (3) and the minimizers of (7) is explained by Proposition 0.1.2 for
which we first state some hypothesis

e The functions F and G on P(R?) belong to C*(P(R?)). Moreover, their derivatives F, G
on P(R%) x R? are smooth in the second variable.

e The Hamiltonian H is smooth and uniformly convex, in the sense that there exists C' > 0
such that
C~'1; < Dp,H < Cly.

Proposition 0.1.2. Let assume that the above hypotheses on the coupling functions and on the
Hamiltonian hold true. If mg € P(RY) and (m,w) is a minimizer of

T dw(s)
ianm,w:inf//H*(x,— a:)dms+fms ds+G(m(T)),
i Jmw) = it [ [ e (@) dm(s) + Fm(s))ds + G(m(T))
where the infimum is taken over the set of couples (m,w) which solves in [t, T] x R? the Fokker
Plank equation —0ym + Am + divw = 0 with m(t) = mg, then, m € CY2(R? x (t,T]) and there
exists i € CL2(R? x [t, T]) such that (u,m) is a classical solution of

—Oyu — At + H(z, Du) = F(z,m) in RY x [t,T)
—Oym + Am + div(mDyH (z, Di)) =0 in R? x [t,T]
m(t) = mo, u(T,z) = G(x,m(T)) in RY.

Proof. When the domain is d-dimensional flat torus T? instead of the whole space R?, the proof,
which relies on Fenchel-Rockafellar duality theorem, can be found in [11, Proposition 3.1] (this
proof includes also the one for the existence of a minimizer (m,w)). O

Similarly to the time dependent MFG system, the ergodic MFG system also admits a vari-
ational formulation. In this case the minimization reads

dw
inf H (z,———(x) ) dm + F(m 8
where (m,w) solves Am — divw = 0 in the sense of distributions.
One natural issue is the uniqueness of solutions of system (3) and system (5). It has been
clear since the very first papers that the natural assumption to be imposed to have the uniqueness
is the so called Lasry-Lions monotonicity assumption (introduced in [61, 62]).

Definition 0.1.3. We say that a function F : P(R?) x R? — R wverifies the Lasry-Lions mono-
tonicity assumption if, for any mi, my € P(R?)

/Rd(F(ml, z) — F(my, z))d(my (z) — ma(z)) > 0.

In the potential setting, if F' and G verify the monotonicity assumption then the minimization
problem (7) is convex and admits a unique minimizer which in turn implies that the solution
of the MFG system in unique as well. Note that the uniqueness result under monotonicity
assumption is true even outside the potential setting. The proof of the following proposition
does not require F' and G to have a potential. The main argument of the proof, which we skip,
can be found already in the original works by Lasry and Lions [61, 62].
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Proposition 0.1.4. Let H : R? x R* — R be a uniformly convex and smooth Hamiltonian. If
F and G are continuous and verify the monotonicity assumption then there exists at most one
solution of (3).

0.2 The long time behavior and the weak KAM theory

0.2.1 The long time behavior

A standard question, that arises from the dynamical nature of MF'G, is how players behave when
their time horizon converges to infinity. This problem was initially considered in [64] and then
discussed in several different contexts in [23, 18, 22, 26, 50]. The forward-backward structure
of the MFG system makes it a tricky question. Indeed, while from the point of the model the
meaning of the long time behavior of a mass of players is clear, when one looks at the MFG
system this is no longer the case. The system is made of a Fokker-Plank equation that goes
forward in time and a Hamilton-Jacobi that goes backward, hence, one has to carefully define
the notion of convergence. Moreover, a crucial role is played by the monotonicity assumption
(Definition 0.1.3). When this assumption is in place the system enjoys some sort of convexity
which gives at the same time uniqueness of solutions and strong uniform estimates from energy
equalities (we refer to [23]).

We start summarizing two of the most important results regarding the long time behavior
of second order MFG when the monotonicity assumption holds.

A first possibility is to look at the average convergence. In [23], the authors defined

UT(t,z) = uT (1T, 2) and MT(t) =mT (tT),

where (u”,m?) is a solution of

—out — Aul' + 3 |DuT > = F(m™,z) in [0,T] x T¢
—omT + AmT + div(mT Du™) =0 in [0,7] x T¢
mT(0) = mo, uT (T) = us in T

They proved that, under the monotonicity assumption, if (\, %, ) is the unique solution of the
ergodic MFG system (5) (with H(x,-) = | -|?/2), then

lm” () — | .o pay + | DuT (t) = Ditll ey < C (e_k(t_T) + e_kt) (9)

for certain C,k > 0 and o € (0,1). Moreover, U” converges locally uniformly to the function
(t,x) — —At and MT converges in L'((0,1) x T%) to m.

The rate of convergence (9), which is sometimes called turnpike property, shows that the
convergence can be expected only far from the initial and terminal condition. Note also that at
this point the convergence of the value function holds either on average or for its gradient.

Afterwards, in [28] the result was pushed further. In this paper the authors managed to
understand how the function u”(0,-) — AT behaves when T' — +o0o. The solution was found
at the level of master equation. If one define the function U : (—oc0,0] x T¢ x P(T%) — R by
U(~=T,x,mg) = u’(0,2) where (ul,m7T) is the solution of the MFG system (3) with initial
condition m(0) = myg then, U solves the following equation set in (—oo, 0] x P(T4)
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—0U — AU+ H(x, D U(t,xz,m)) — [pa divyDy,U(t, x,m, y)m(dy)
+ Jpra DU (t, 2, m, y) - DpH(y, DU (t, y, m))m(dy) = F(x,m) (10)
U(0,z,m) = G(xz,m).

Even though we will not discuss the master equation, which goes far beyond the scope of this
introduction, it is worthwhile to mention that the above equation has a "standard" backward
structure. Therefore, we have a much more natural notion of long time convergence. What is
proved in [28] is that U(—T),-,-) + AT converges to a function y : T¢ x P(T¢) — R which solves
the ergodic master equation

{X — Apx + H(x, Dyx(x,m)) — Jpa divy Dy x (2, m, y)m(dy)
+ Jra Dimx(z,m,y) - DpH (y, Dox(y, m))m(dy) = F(x,m).

Consequently, one has that (0, -) — TA converges to x(-,mg). A most important aspect is that,
while m” converges always to the invariant measure m, one cannot expect that uT(O, ) = T
converges to u (where (4, m) is the solution of the ergodic MFG system (4)). Indeed, the function
X keeps track of the initial condition and in general, if mg # m, x(-, mg) is different from w.

Outside the monotonicity assumption, the MFG system behaves quite differently and the
existing results are much weaker than the ones that we presented for the monotone case. A first
difficulty is the multiplicity of solutions of both the time-dependent MFG system and the ergodic
one. It is clear from [28] that, even under the monotonicity assumption, working at the level
of solutions of the MFG system might not be enough to understand their long time behavior.
Indeed, only after lifting the analysis from the MFG system to the master equation the authors
managed to characterize the limit of u”(0,-) — TA. On the other hand, the definition of U,
solution of (10), is subordinated to the uniqueness of the solution of the MFG system which
cannot be expected if monotonicity is not imposed.

Moreover, while in the monotone case the value A such that (X,a,m) is a solution of the
ergodic MFG system and the value A, for which uT(O, ) — TX has a limit, coincide, outside
monotonicity we will prove that it is not always the case.

A further difference is the following one. In general, if we are in the potential setting we know
that if (m, w) is a minimizer of UT (t, mg) (defined in (6)) then w(s,z) = —m(s, z)DpH (z, Du(s, z))
where (u,m) is a solution of the MFG system (3). In the monotone case the previous impli-
cation goes also in the other direction, which means that if you have a solution (u,m) of (3)
then (m, —mD,H (x, Du)) is a minimizer for UT (t,mg) (see for instance [21] for this result in
the local setting).

Aside from the ones of this thesis, the results on the long time behavior of non monotone
MFG that I am aware of can be found in [49, 34, 33]. Before we comment these papers, we
recall that a precursor result has already appeared in [56]. In this paper the authors constructed
a periodic solution in a MFG models which mimics the Mexican wave in a stadium ("la ola").
Coming back to [49, 34, 33|, we first point out that these papers, in contrast with [23] and [28],
rather look for the existence of periodic solutions than study the long time behavior of the finite
horizon model.

In [49], Gomes and Sedjero analyze a forward-forward non monotone MFG system with
congestion. Even though it is a quite different framework with respect to the standard MFG
model, they provided the first example of traveling wave in MFG. More related to the setting of
this thesis are the results in [33, 34]. In [34], by the means of bifurcation method, Cirant proved
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the existence of infinite branches that emanate from the constant trivial one, considering the
MFG system

{—atu —Au+ 3|Du? = f(m) in[0,T] x Q )

—oym + Am +div(imDu) =0 in [0,T] x Q

with a non monotone local coupling f. In the finite horizon regime, this particular solutions
exhibit an oscillatory behavior when they are close to the trivial constant one. Moreover, through
numerical simulations the author suggested that this oscillatory behavior survives when the
horizon goes to infinity.

Afterward, in [33], Cirant and Nurbekyan, using again a bifurcation method, managed to
prove the existence of truly periodic solutions for a non monotone configuration of the system
(11).

Note that, as we mentioned, the previous results are concerned with the existence of periodic
solutions of the MFG system and they do not directly address the problem of the long time
convergence. Moreover, even if the setting related to the periodic solution in [33] is of potential
type, the periodic trajectory built through iterated bifurcations is no longer associated to the
minimum of the correspondent minimization problem.

0.2.2 Weak KAM theory

We introduce the main ideas of the weak KAM theory that we borrowed for this thesis. As the
weak KAM theory is not itself the main subject of this dissertation, we will only touch upon
those results that have been useful for our purpose. For a full overview one can look at Fathi’s
book [42] or his seminal papers [39, 40, 41] where we took most of the results we discuss in this
section. This brief introduction is also inspired by Evans’ notes on the topic [38].

Hereafter, M, TM and T* M will be respectively a smooth compact manifold without bound-
aries, its tangent bundle and its cotangent bundle. The function H : T*M — R is an Hamiltonian
such that H is smooth, superlinear and strictly convex on the fibers, which means that

: H(z,p) _
[} hm‘p|4>+oo T = +OO7

e the matrix 8§pH(:E, -) is positive definite.
We can associate to the Hamilton H the Lagrangian L : TM — R defined by

L(l’,U) = pg%%};/[p(v) - H(ZL‘,p), \V/(l',’U) € TM7

which is smooth and strictly convex as well. We also introduce the Lax-Oleinik semigroup

(T7") a0 fu: M — Ris a function and ¢ > 0, then

¢
T'u(a) = infu(+(0)) + [ L(1(5),3(s))ds (12)

0
where the infimum is taken over all possible absolutely continuous curves v : [0,¢] — M such

that v(t) = x. An important object in this framework are the extremal curves. Given two points
x,y € M, we say that an absolutely curve 7 : [0,¢] — M is an extremal curve if ¥ minimizes

it [ LG(5).A()ds
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among all possible absolutely continuous curves 7 such that v(0) = x and ~(t) = y. It is easy to
prove that if 4 is a minimizer of (12) then ¥ is an extremal curve for the endpoints = and 7(0).

An other fundamental notion in the weak KAM theory is the one of domination. We say
that u is dominated by (L, a) with a € R, if for any ¢ > 0 and any absolutely continuous curve
v on M we have

t

u(y(£)) = u(1(0)) < /0 L(v(s),(s))ds + at.

We define the Marié’s critical value 0] as the infimum over all & € R such that there exists
a function u : M — R which is dominated by (L, «).
A first major result of the weak KAM theory is the following theorem.

Theorem 0.2.1. There exists a function u~ : M — R such that, for anyt > 0,
u” =T 'u™ + al0)t. (13)
Moreover, if for a given o € R there exists u: M — R such that, for any t > 0,
uw="T"tu+ at,
then a = a0].
If w verifies (13) then we call it weak KAM solution of the critical equation
H(z,dyu) = «[0]. (14)

The connection between the critical equation (14) and the fixed points of the Lax-Oleinik semi-
group relies in the following property.

Proposition 0.2.2. If u: M — R is dominated by (L, ) then u is a viscosity subsolution of
H(z,dyu) = a.
Moreover, if u is weak KAM solution in the sense of Theorem 0.2.1 then u is a viscosity solution
of
H(x,dyu) = «[0].
The characterization of the Mané’s critical value 0] of Theorem 0.2.1 is not the only possible
and for the purpose of this thesis it is useful to introduce two other points of view.

For any (z,v) € TM we define the Euler-Lagrangian flow ¢;(x,v) as follows. Let x be the
solution of

{_;t(DUL(x,x)) + Dy L(x,%) =0 (15)

(0) = 2, %(0) = v.

We set ¢y(z,v) = (x(t),%(t)). We say that a measure p on the tangent bundle T'M is invariant
under the Euler-Lagrangian flow if, for any continuous and bounded function ¥ on 7'M, we have

U(z,v)du(x,v) = / U(pe(z,v))dp(z,v), vt > 0.
TM TM

Mather, in his seminal paper [69], proved the following result.
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Theorem 0.2.3. The Mané critical value «[0] verifies the following relation

—af0] = inf L(z,v)du(z,v), (16)
K JTM

where the infimum is taken over the set of invariant probability measures .

If 4 minimizes (16), we say that p is a Mather measure. We define the Mather set M as
follows

M = Jsupp p,
I

the union over all Mather measure p. We also define the projected Mather set M as the
projection of M on M.

One goal of the weak KAM theory is to understand the relations between the Mather set M
and the weak KAM solutions (which are the fixed points of the Lax-Oleinik semigroup). Two
important examples are the following propositions (which can be both found in [42]).

Proposition 0.2.4. If u is a weak KAM solution, then w is derivable at any point x € M.

Proposition 0.2.5. Let V' be an open neighborhood of M in TM. There ezists a time t(V)
such that, if t > t(V) and 7 : [0,t] — M is an extremal curve, then there exists s € [0,t] such
that (v(s),4(s)) € V.

The preliminary result to prove Proposition 0.2.5 is that if v is an extremal curve then ~ is
a solution of the Euler-Lagrange equation (15). Using this basic fact one can build a Mather
measure p starting from the optimal curves of T tu(xz) as follows. Let ' : [0,¢] — M be an
optimal trajectory for T tu(x) and u’ be the probability measure over TM defined by

/ f(z,v)du! (z,v) = /f t(s))ds (17)

for any continuous bounded function f on TM. Then, if p is a weak limit of u' for t — +oo,
the probability measure p is a Mather measure.

The above results are some of the key points to prove the following theorem which is the
reason why we decided to look at the weak KAM theory to try to understand the long time
behavior of potential MFG.

Theorem 0.2.6. For any u € C(M) the limit t — +o0 of T; u + ta[0] exists. Moreover, this
limit is a weak KAM solution.

We continue this brief account on the weak KAM theory saying a few words on a close topic
which is the Lions-Papanicolaou—Varadhan theory (see [66]).

Fathi’s proof of Theorem 0.2.1 relies on a abstract result regarding the existence of a common
fixed point for certain classes of non-expansive maps on Banach spaces (see [39]). This approach
does not fit well in the context of MFG and here the Lions—Papanicolaou—Varadhan approach
helps to overcome this issue.

In this part we suppose that the manifold M is the d-dimensional flat torus T¢. Combining
Theorem 0.2.1 with Proposition 0.2.2 one can define «[0] as the unique value for which there
exists a viscosity solution of

H(xz, Du) = «[0] Vo e T (18)
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This theory is an alternative and purely PDE-based technique to prove the existence of a solution
u of the critical equation (18) and the critical value «[0]. Even though it is not essential for
this thesis, it is worthwhile to mention that the Lions—Papanicolaou—Varadhan theory goes in
the direction of Hamilton-Jacobi homogenization and one generally considers (18) adding a new
variable P € RY. We define the function P ~ a[P] as follows. For each P € R?, a[P] € R is the
only constant for which the following equation admits a viscosity solution

H(z, P+ Du) = ofP] Vo € T% (19)

The function «f-] is called effective Hamiltonian.
The idea of Lions, Papanicolaou and Varadhan was to consider the discounted Hamilton-
Jacobi equation

ou+ H(xz,P+ Du)=0 Vo e T4, (20)

It is standard from viscosity solutions theory that the above equation enjoys the comparison
principle and therefore, for any § > 0, the solution us of (20) is unique. As long as the Hamil-
tonian verifies the superlinearity and the convex hypothesis that we discussed at the beginning
of this section, the solution us admits a variational representation:

— inf / e Lp(+(s), ¥(s))ds, (21)

where the infimum is taken over all absolutely curves v : [0, +00) — T¢ such that (0) =  and
Lp(z,-) is the Lagrangian associated to the Hamiltonian H(x, P + -). Using the superlinearity
and the convexity of H it is not hard to prove through the representation (21) and the equation
(20) that there exists a constant C, independent of §, such that

|D’LL5| + ’5U5| <C.

The direct consequence is that, up to subsequence, us — us(Z) — u and dus — «[P] where
u and «[P] solves in viscosity sense (19). A standard application of the comparison principle
verified by us ensures the uniqueness (and therefore the full convergence of du;s to) «[P].

It was only in 2016 that Davini, Fathi, Iturriaga, Zavidovique [35] proved the full convergence
of us to a solution ug of the critical equation. We conclude this introduction on the weak KAM
theory commenting this last result.

Let M be again any smooth compact manifold without boundaries. We define 7~ as the set
of viscosity subsolutions u : M — R of the critical equation

H(z, Du) = a0] Vo e M, (22)
such that, for any Mather measure u (see (16)),

/ u(z)dp(z,v) <0. (23)
™
The main result of [35] is the following.
Theorem 0.2.7. Let ug be the solution of the discounted Hamilton-Jacobi equation
du(z) + H(z, Du(z)) = a[0] Vo € M, (24)

then us uniformly converges to a viscosity solution ug of the critical equation (22) which is
characterized by

up(x) = sup u(z).
ueF—
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Note that in the right hand side of the discounted equation (24) appears the Mané critical
value «[0] while previously we had zero. The reason of this translation is that «[0] is the only
constant such that the solutions wugs of (24) are uniformly bounded with respect to ¢.

Let up be a uniform limit, up to subsequence, of u;. To prove that up(z) < sup,cr- u(z) the
idea is to show that ug € F~. This comes directly from the discounted equation (24). Indeed,
using (24) one can prove that, for any Mather measure p and any 6 > 0,

J us(x)dp(x,v) < 0.
™
Letting § — 0 proves that ug € F~ and so that ug(x) < sup,cr- u(x).
If we consider a minimizer +§ : [0, +00) — M of the variational representation (21) of us(z),
we can associate a measure pi on T'M as follows

+oo
Fla)dig(,0) =5 [ e F0F(s), 45 ()ds
™ 0
for any continuous bounded function f on T'M. The key ingredient for the opposite inequality
is that any weak limit u® of u§ is a Mather measure. Then, comparing the discounted equation
(24) with the critical equation (22), one can prove that, for any w € F~ and any ¢ > 0,

us(a) = wia) = [ w3y, Vo € M.

Passing to the limit 6 — 0 (possibly up to subsequence), we get

wo(z) > w(z) — /T ()it ,v) Vo € M.

As p” is a Mather measure and w € F~, if we plug (23) into the above inequality we find that

up(x) > w(x) Vo € M,

which proves that ug(z) > sup,cr- u(z) and so the result.
We conclude mentioning that in [35] the authors give a second characterization of ug through
the Peierls barrier but we will not discuss it.

0.3 Contributions

In this thesis we address the problem of the long time behavior of non local potential MFG by
the means of weak KAM theory. The link between potential MFG and weak KAM theory is
possible thanks to the fact that MFG can be seen as infinite dimensional Hamiltonian systems.
In particular, if (u,m) € C?(T¢) x P(T?) and we define the quantity

o(u,m) = /T (H(z, Du()) — Au(z) )m(dz) — F(m(1)),

then, if (u,m) is a solution of the MFG system, c(u(t),m(t)) is constant in time. The aim
this thesis is to provide a set of tools and results, which do not depend on the monotonicity
assumption (Definition 0.1.3), that might be useful to tackle the problem of the long time
convergence in a more systematic way. Our results are collected in the next three chapters.

In Chapter 1 we look at the time dependent minimization problem U? (defined in (6)) and we
analyze the relationship between the limit behavior of 47 (0,-)/T when T' — +o00 and the value
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of the stationary minimization problem (8). We first show that, as the time horizon goes to +o0,
the value of the time dependent optimal control problem converges to a limit —\ independent
from the initial condition. Then, if we denote with —\ the value of the stationary one, in general
we have that A > X. Moreover, we provide a class of explicit examples where the strict inequality
A > X holds true. This will imply that in those cases the trajectories minimizing the energy of
the time-dependent MFG system do not converge to static equilibria.

In Chapter 2 we develop the counterpart for potential mean field games of the convergence
result of the Lax-Oleinik semigroup proved in [41]. As a consequence, we have the convergence of
the solutions of the time dependent MFG system associated to optimal trajectories of ”. The
main result is that 47 (0,-) — AT uniformly converges to a corrector function (which is a fixed
point of the Lax-Oleinik semigroup). In addition, we show a mean field limit for the ergodic
constant associated with the corresponding Hamilton-Jacobi equation.

In Chapter 3 we consider the solution Vs of the discounted Hamilton-Jacobi equation in the
Wasserstein space arising from potential MFG and we prove its full convergence to a corrector
function xg. We follow the structure of the proof of the analogous result in the finite dimensional
setting provided by Davini, Fathi, Iturriaga, Zavidovique in 2017. We characterize the limit yq
through a particular set of smooth Mather measures. A major point, that distinguishes the
techniques deployed in the standard setting from the ones that we use here, is the lack of
mollification in the Wasserstein space.

In the last part of this introduction we discuss in more details the results that we sketched
above. In particular we will focus on differences and the difficulties that occur when one trans-
poses the standard finite dimensional weak KAM theory into the infinite dimensional framework
of potential MFG.

0.3.1 On the long time convergence of potential MFG

One of the main goal of Chapter 1 is to recover, in the context of potential MFG, the results
of Theorem 0.2.1 on the characterization of the Mafié’s critical value and the existence of fixed
points of the Lax-Oleinik semigroup.

Let us first see how in practice the MFG minimization problem U! is structurally similar
to the standard Lax-Oleinik semigroup T~ that we discussed in the previous section. For any
function ® : P(T%) — R, we can define the semigroup {73, }1>0 as follows

m®(mo) = inf { [ (Lo (552 @) am) + Fonshas ) ds+ <1><m<h>>} ,

where (m,w) verifies the Fokker Plank equation —0ym + Am + divw = 0 with m(0) = my.
Therefore, if the MFG minimization problem U*(0,mg) is defined by

(0,ma) = inf / /T dH*( ))(m)) dm(s) + F(m(s))ds + G(m(1)),

where (m,w) verifies the Fokker Plank equation —dym + Am + divw = 0 with m(0) = mo,
then U'(0,mg) = 7G(mp). According to these definitions, we can analogously introduce a
critical value A € R and the notion of fixed point of the semigroup 7. Namely, we say that
X : P(T%) — R is a fixed point of the semigroup 7 if, for any ¢ > 0 and any mg € P(T%),

X(mo) = int ( / /T d ( ((Z))>dm(s)+]:(m(s))ds+x(m(t))> AL (29)
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where (m, w) verifies the Fokker Plank equation —9ym+Am+divw = 0 with m(0) = mg. We call
corrector function any function y : P(T¢) — R which verifies the above dynamic programming
principle.

Large part of Chapter 1 is devoted to the proof of the existence and uniqueness of such a
critical value A € R. Afterward, we compare this critical value A with the ergodic one X (which
is part of the solution of the ergodic MFG system (5)) to derive some information on the long
time behavior U?.

As we mentioned in Section 0.2.2, the structure of the standard proof of Theorem 0.2.1
relies on arguments that can hardly be transposed in the MFG setting. Therefore, as in the
Lions—Papanicolaou—Varadhan theory we introduce the discounted infinite horizon problem V.
For any ¢ > 0 and any mg € P(T%), we define

Too dw(t)
Vs(mg) = inf e‘st/ H*(x,x)dmtJr]:mtdt,
s(mo) = it [ e [ G @) ) dm(®) + Fm(t)
where (m,w) verifies the Fokker Plank equation —0ym + Am — divw = 0 with m(0) = myp. If
(m,w) is a minimizer of V5(mg) then w(t,z) = —DpH (x, Du(t, z)) where (m,w) solves

—Opu — Au + du + H(xz, Du) = F(z,m) in T? x [0, 4+00)
—0ym + Am + div(mDpH (2, Du)) =0  in T? x [0, +00)
m(t) = mo, u € L*([0,4+00) x T9).

When § > 0, the Hamilton-Jacobi equation in the above system enjoys the comparison
principle that we use to prove that 4 is bounded in C2([0, 4-00) x T%) uniformly with respect to
0. Those estimates, which imply through the drift D, H (x, Du) uniform regularity on m as well,
are the key point to prove that the family of function {V;(-)}s is uniformly Lipschitz continuous.
At this point it is straightforward that, up to subsequence, V5 — —\ and that, for any fixed
measure Mg, Vs(-) — Vs(mo) — x(-), where x : P(T¢) — R is a Lipschitz function which verifies
the dynamic programming principle (25).

Once that we have these convergence, the next step is the following theorem.

Theorem 0.3.1. The limit value —\ is uniquely defined and §Vs(-) — —\ depends neither on a
subsequence nor on the initial condition. Moreover, %L{T(O, -) uniformly converges to —\ when
T goes to +o0.

In the second part of the chapter we focus on the relation between the critical value A and
the ergodic value A. We recall that A is defined by

—A = inf H* <$, _w) dm + F(m). (26)
) JTd m

(m7w

It is always true that A > X\ and, moreover, one can easily proves that, under monotonicity
assumption, A = \. Indeed, if monotonicity is in place, the minimization problem that defines
UT is convex with respect to (m,w). Therefore, one just need to apply the Jensen’s inequality
to find that, at the limit, stationary configurations are more efficient than the other ones. Note
that, in this case, we recover part of the result of [23]. More interestingly, we build a class of
explicit examples where A > \.

To understand why the relationship between A and X is important to analyze the long time
behavior of potential MFG, we need to introduce the notion of projected Mather M. The
projected Mather set M is the set of probability measures contained in a calibrated curve. We
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say that (m,w) is a calibrated curve associated to a corrector function x if it is defined for any
time ¢t € R and if, for any ¢1,t2 € R, (m,w) is optimal for the dynamic programming principle,
ie.

) = [ [ a (.= 2 din(s) + FOn(s)ds + x(m(e2) + Ntz ).

When A > /_\, M cannot contain any stationary curve. Moreover, as this set is compact,
calibrated curves can not even approach a static configuration. Indeed, due to compactness, the
stationary minimizers of (26) lay at positive distance to the projected Mather set. While in this
chapter we only prove that M contains the limit points of the optimal trajectories of Vs, in the
next one we get the same result for the optimal trajectories of U7 .

0.3.2 Weak KAM theory for potential MFG

This chapter is devoted to the proof of the convergence of 7. The main results are collected
in the following two theorems.

Theorem 0.3.2. When T — +oo, UT(0,-) + NI uniformly converges to a corrector function x.

Theorem 0.3.3. If (m”, w™) is an optimal trajectory for UT (=T, myg), then (m™,w™) converges,
up to subsequence and locally uniformly, to a calibrated curve (m,w). Consequently, m(t) € M

for any t € R.

Even if Theorem 0.3.2 is the transposition, in the MFG setting, of Fathi’s famous convergence
result for Hamilton-Jacobi equations [41] (Theorem 0.2.6), its proof presents several additional
difficulties. In particular, in the standard setting many proofs rely on approximation arguments.
Namely, when one has a viscosity solution of the critical Hamilton-Jacobi equation then its
mollification not only approximates the solution but it is itself an approximated solution of the
equation. Such a tool does not exists in the context of Wasserstein spaces (even though it is
still possible to approximate functions with smooth ones).

Anyway, the structure of the proof of Theorem 0.3.1 is still inspired by the one Theorem
0.2.6. One first important step is a further characterization of the critical value A. Let us set

1=

-  inf H(y, Dyn®(m, y)) — F(m) — div, Dy ®(m, dy).
oy 0 [ (H0.D,80m.3) = Flm) = div, Dol )y

Then, by duality techniques, one can check the following equality

. dp1

—I:mm/ /(H* , +]—"m>md dm),
(1) JP(Td) J1d (y dm ® M) (m) ) m{dy)iu(dm)

where the minimum is taken over u € P(P(T%)) and p1, Borel vector measure on P(T%) x T¢,

such that p; is absolutely continuous with respect to the measure dm ® p := m(dy)u(dm) and

such that (i, p1) is closed, in the sense that, for any ® € C11(P(T9)),

7/ Dy, ®(m,y) - p1(dm,dy) + divy D, ®(m, y)m(dy)pu(dm) = 0.
P(Te)x T4 P(T)xTd

We call Mather measure any couple (u, p;) which minimizes the dual problem. This value I does
actually coincide with the critical value A, but to prove this equality is not as straightforward as

in the finite dimensional setting. While it is not hard to show that I > A, the opposite inequality
is more subtle. One has to construct a smooth subsolution of the ergodic problem (27) without
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using mollification arguments. To overcome this issue we pass through a finite particle system.
Let (v, AV) € C?((T?)™) x R be a solution of

N N
DA+ D Hs, NDoyo (x)) = Fmd) + AN

i=1

and we define the smooth function W¥ on P(T%) by

W (m) ::/ UN(wl,...,xN)lj_V[m(dmi).
(TN i1

Then, W verifies
- / div, Dy W (m, y)m(dy) + / H(y, D W (m,y), mym(dy) < F(m) + A + o(N),
T T

which proves that I < liminf AN. Using Bernstein type estimates ([67] for the original argu-
ment), we get

N
NY D, oN(x)P<C1 vx e (THV.
=1

As a consequence there exists a subsequence {Ny}x such that v™* uniformly converges to a
Lipschitz function V' on P(T?). Adapting the results of [59], which is concerned with the
connection between optimal control of McKean-Vlasov dynamics and the limit behavior of large

number of interacting controlled state processes, we can prove that, for any accumulation point
A* of {)\N’“}k,

V(mo) = inf ( /0 ' /T o <m ﬂ@)) dm(s) + F(m(s))ds + V(m(T))) AT,

where (m,w) verifies the usual constraint. As the above dynamic programming principle is
verified for any 7 > 0, \* = X and, consequently, A = limy A\Y. We recall that we have that
A< T and I <liminf AN. Then I = X because \ = limy AY.

The second difficulties that we faced is related to the connection between the points of the
support of Mather measures and the critical equation

[ H . Duix(m,9) = div, Doox(m. p))mldy) = Flm)+ X i P, (21)

In the standard setting these points verifies the critical equation. In our framework, due to the
divergence term in (27), we do not know if this is the case.

The idea is to focus only a specific class of Mather measures defining the notion of smooth
Mather measures. These are Mather measures whose support points have regular densities (so
that on these points the critical equation (27) is well defined).

As in the standard setting, to any sequence of minimizers (m”,w”) of UT we can associate
a Mather measure (the construction is analogous to the in in (17)). Thanks to the regularity
of minimal trajectories we have that this limit measure is indeed a smooth Mather measure.
Using this regularity, one can prove that the support points of such a measure (weakly) verify
the critical equation (27).

Once that this link between the critical equation and the limit behavior of U7 is proven, the
rest of the proof follows closely Fathi’s argument in [41].
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0.3.3 Convergence of the solutions of the MFG discounted Hamilton-Jacobi
equation

In this final chapter we answer a question more connected to the weak KAM approach to
potential MFG in itself than to MFG as a theory to model differential games. In Chapter 1
we proved the existence of a corrector y and we characterized the critical value A through an
homogenization argument. We defined

Vimo) = inf 0*""@—& IRG (a:,—dw(t)(:c)) dm(t) + F(m(t))dt,

(m,w dm(t)
where (m,w) verifies the Fokker Plank equation —dym + Am — divw = 0 with m(0) = mg and
we proved that dVs(-) uniformly converges to —\ and that, for any fixed measure mgy € P(T%),
Vs(+) — Vs(myg) uniformly converges, up to subsequence, to a corrector function x. As we have
seen in Section 0.2.2, a natural question is whether the convergence of Vs(-) — V5(my) holds only
up to subsequence or not.

In this chapter we prove, in the context of potential MFG, the analogous of Theorem 0.2.7.
Even though we go through the same steps and the structure of the chapter is very similar to the
one of [35], the proofs are quite different. In [35] Davini, Fathi, Iturriaga and Zavidovique work
mostly at the level of viscosity solutions using often mollification arguments. In our case this
is not possible and we have to work with optimal trajectories. Moreover, this lack of regularity
brought to a slightly different characterization of the limit corrector xo. Indeed, in [35] the set
of subsolution F~ is tested against any Mather measure (we refer to (23)), while in our case we
consider only smooth Mather measures (note that this is not the same notion of smooth Mather
measure of Chapter 2).

Before stating the main result we need to introduce few objects. We define S~ the set of
subsolutions y of

= [ div,Dux(m.yym(dy) + [ Hy, Dux(mg)m(dy) = Flm) =, m e P(T)
Td Td

such that fp(Td) x(m)v(dm) for any v € My. We say that a v € My if it is induced by an

optimal trajectories for Vs: if (ms,as) is an optimal trajectory for Vs(mg) we define 5™ €
P(T? x C1(T9,R%)) as follows

/ lm ) (dm.da) =8 [ e f(m(s). a” (5))d.
P(T4)x C1(T4,R%) 0

If ™0 is the limit of v§"® and mg has smooth density, then v € My,. Such a limit v is a
Mather measure. The main result of the chapter is the following theorem.

Theorem 0.3.4. The function Vs + % uniformly converges to a corrector xo, which is defined
by

Xo(m) = sup x(m).
XES™
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Chapter 1

On the long time convergence of
potential MFG

We look at the long time behavior of potential Mean Field Games (briefly MFG) using some
standard tools from weak KAM theory. Potential MFGs are those models where the MFG
systems associated can be derived as optimality conditions of suitable optimal control problems
on the Fokker-Plank equation. In particular we analyze the relationship between the limit
behavior of the time dependent one, whose optimality condition corresponds with the finite
horizon MFG system, and the stationary one, whose optimality condition is the ergodic MFG
system. We first show that, as the time horizon goes to +o00, the value of the time dependent
optimal control problem converges to a limit —\ . Then, if we denote with —\ the value of
the stationary one, in general we have that A > X. Moreover, we provide a class of explicit
examples where the strict inequality A > X holds true. This will imply that the trajectories of
the time-dependent MFG system do not converge to static equilibria.

This chapter was published in Nonlinear Differential Equations and Applications (NoDEA).
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Introduction

Mean Field Games were first introduced by Lasry and Lions [61, 62] and, simultaneously, by
Huang, Caines and Malamhé [57]. This theory is a branch of the broader theory of Dynamic
Games and it is devoted to those models where infinitely many players interact strategically
with each other.

In many cases the Nash equilibria of those games can be analyzed through the solutions of
the, so called, MFG system

—0wu — Au+ H(z, Du) = F(z,m) in R% x [0, 7]
—0ym + Am + div(mD,H(z,Du)) =0 in R? x [0, 7]
m(0) = mg, w(T,z) = G(z,m(T)) in RY.

with unknown the couple (u,m). We can think at m(¢) as the distribution of players at time
t and u(t,z) as the value function of any infinitesimal player starting from x at time ¢.

The aim of this paper is to shed some light on the long time behavior of potential MFG when
monotonicity is not in place. The long time behavior and the existence of solutions which are
periodic in time have been subject of several papers starting from [65] and the Mexican wave
model in [56] to more recent results in [18, 22, 23, 50], but in these papers either monotonicity
was assumed or the MFG was not of potential type. In the last few years, the first results in
the direction of periodic solutions of non monotone MFG have appeared. The first example
of periodic solutions is due to Gomes and Sedjro in [49], even though in the quite different
framework of one-dimensional first order systems with congestion. More recently, in the setting
of second order MFG, Cirant [34] suggested the existence of non monotone configurations under
which oscillatory behaviors were to be expected. Afterwards in [33], with Nurbekyan, they
proved, through bifurcation methods, the existence of a path of branches which corresponds to
a periodic trajectory. The main difference with our work is the choice of the class of solutions.
In our case we look at paths which are energy minimizers whereas, in their, it might not be the
case. It is worthwhile to mention that the long time problem for MFG is deeply connected to
the problem of long time convergence of solutions of Hamilton-Jacobi equations. In this latter
context a similar approach, based on the non linear adjoint method, has been studied in both
first order and second order case in [13].

Potential MFG are those games whose MFG system can be derived as optimality condition
of the following minimization problem

dw(t)

T
U(Tmo) = inf, /O /T " <:c,—dm(t)(a:)> dm(t) + F(m())dt + G(m(T)),

where (m,w) verifies the Fokker Plank equation —0ym + Am + divw = 0 with m(0) = myg
and the functions F' and G in the MFG system are respectively the derivatives with respect
to the measure of F and G. These games have been largely studied (see Lasry and Lions [62]
for existence results and, among others [11, 21, 70] for further properties) and the connection
between the long time behavior of potential MFG and their variational structure was already

highlighted in [44]. Anyway, so far, not much is known outside the assumption of monotonicity,
where Cardaliaguet, Lasry, Lions and Porretta [22] proved the convergence to the ergodic system

~A—Au+ H(z,Du) = F(z,m) in T¢
Am + div(imDyH (z, Du)) =0 in T¢.



We show that in general this is not the case, even in the very regular setting of non local coupling.
We look at the problem from the point of view of weak KAM theory. Note that the link between
the two theories is not new and it was already proposed by Cardaliaguet [18] in the first order
monotone case, even though in a different manner and with quite different purposes. Moreover,
the idea of reformulating some results of the weak KAM theory to tackle infinite dimensional
problems was already used in several works. See for instance [45, 46, 48, 47] where the authors
consider the cell problem for infinite dimensional systems of particles on the torus. Although
not in the MFG setting, those paper address issues that look very much like the one considered
in this work, especially if instead of parabolic constraints we were to consider first order ones.

The paper is divided in three sections. In the first one we prove the convergence of T~ 'U(T), )
when T goes to infinity. The method we use is directly inspired by Lions, Papanicolaou, and
Varadhan [66]: instead of looking directly at limy T~ we define the infinite horizon, discounted
problem

—5t * ( )
Vs(mo) = (mf /T H ( —()) dm(t) + F(m(t))dt

where (m,w) verifies the Fokker Plank equation —0;m + Am — divw = 0 with m(0) = mg
and we prove that lims 6Vs(-) = —X when § — 0%and that this limit is uniform with respect to
the initial distribution. A key assumption is the boundedness of the second derivative of F'(x,m)
with respect to the state variable. This gives uniform semiconcavity estimates of the solutions
of the MFG system associated to the discounted minimization problem. The existence of the
limit lims §Vs(+) implies the existence of the limit limy 7~ 'U and the two must coincide.

As byproduct, we have the existence of a corrector function x on the space of measures which
enjoys the following dynamic programming principle

x(mo) = inf, (/ /Td ( 8) dm(s) + F(m(s))ds +x(m(t))> + At

where, again, (m, w) verifies the Fokker Plank equation —dym+Am—divw = 0 with m(0) = my.

The second section is devoted to the study of the set of corrector functions. A corrector
is any continuous function on the space of measures which verifies the dynamic programming
principle above. Both the terminology and the techniques are borrowed from weak KAM theory,
in particular we rely on Fathi’s book [42], along with his seminal papers [39, 40, 41]. In principle,
as in the standard weak KAM theory, the corrector functions verify an HJB equation in the space
of probability measure. In this work nothing is said about this property which is the subject of
a paper that is still in progress.

Particular interest is given to the projected Mather set which is the set of probability mea-
sures contained in a calibrated curve. We say that (m,w) is a calibrated curve associated to a
corrector function x if it is defined for any time ¢t € R and if, for any t1,t3 € R, (m, w) is optimal
for the dynamic programming principle, i.e.

_ /tt /Td H (a; _Z((Z))) din(s) + F(m(s))ds + x(m(ts)) + A(t2 — t1).

These curves play a fundamental role to understand the long time behavior of these MFG. They
are indeed the attractors of the dynamics which minimize the discounted, infinite horizon MFG.

In the third section we focus on the relation between the limit value A and the ergodic value
), associated to the stationary MFG, defined by

—\ = inf H* <:1; —>dm+]—"( )
m

(m,w) JTd
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We propose two examples which highlight how important is the structure of the coupling function
F(x,-) in the dynamic of potential MFG. In the first example we impose monotonicity and we
recover part of the results in [22]. In this case the limit value and the ergodic one coincide.

On the other hand, in the second example, the minimization problems are no longer convex
and we can prove that A > X. This means that the solutions of the MFG system can not converge
to a stationary equilibrium. The fact that A > X implies that the energy of the finite horizon
game goes below the energy of the stationary one. Looking at the projected Mather set we can
say even more. As this set is compact and it can not contain any stationary curve, calibrated
curves can not even approach any static configuration.
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Assumptions and definitions

We work on the d—dimensional flat torus T¢ = R?/Z to avoid to deal with boundary conditions
and to set the problem on a compact domain. Moreover, we set G = 0. However, a more general
G would not add further difficulties, provided that it verifies suitable regularity conditions like,
for instance, the ones verified by F.

Notation: We denote by P(T¢) the set of Borel probability measures on T?. This is a
compact, complete and separable set when endowed with the 1-Wasserstein distance d(-,-). We
define M(T?; R?) the set of Borel vector valued measures w with finite mass |w|. Let m be a
Borel measure over [0,7] x T¢, with first marginal the Lebesgue measure dt over [0,T], then
with {m(t)}e0,r] We denote the disintegration of m with respect to dt. We will always consider
measures m such that m(t) is a probability measure on T¢ for any ¢ € [0, T).

If m is such a measure, then L2 ([0,T] x T?) is the set of m-measurable functions f such
that the integral of | f|2dm(t) over [0, T] x T¢ is finite. Analogously for L2 (T9) and L2, (T%;R%),
where in the latter case we consider vector valued functions.

We use throughout the paper the notion of derivative for functions defined on P(T¢) in-
troduced in [19]. We say that ® : P(T?) — R is C! if there exists a continuous function
g% : P(T?) x T¢ — R such that

®(mq) — ®(m2) / / ((1 = t)mg + tmy, z)(m1 — me)(dz)dt, VYmy,my € P(TY).
Td (5m

As this derivative is defined up to an additive constant, we use the standard normalization

/11‘ g(m, x)m(dx) =

d om

Assumptions: We impose the following assumptions on the Hamiltonian H and the cou-
pling function F' so that we can derive uniform estimates on the solutions of the MFG system.



1. H:T%xR? — R is of class C?, p = DyppH (x,p) is Lipschitz continuous, uniformly with
respect to x. Moreover there exists C' > 0 that verifies

C~ ', < DppH(x,p) < Cly, V(x,p) € T? x R (1.1)
and 6 € (0,1), C > 0 such that the following conditions hold true

|DacH (2,p)] < C(L+ [p)'™?, |DypH (2, p)| < C(L+Ip|)’, V(z,p) € T? xR (1.2)

Note that (1.1) implies that H*, the Fenchel conjugate of H with respect to the second
variable, verifies (1.1) as well for a possible different positive constant. Moreover, it also
guarantees that H* is bounded from below. Note also that (1.2) is a strong restriction on
the class of Hamiltonians that fit the assumptions. In particular we rule out quite natural
Hamiltonians as

H(z,p) = g(z)|p|*,

regardless of the regularity of g.

2. F: P(T?%) — R is of class CL. Tts derivative F : T¢ x P(T¢) — R is twice differentiable in
x and D2?_F is bounded. Examples of non monotone coupling functions which verify such
conditions can be found in Lemma 1.4.3 and Lemma 1.4.4.

We recall that, if y, v € P(T?), the 1-Wasserstein distance is defined by

d(p,v) =sup{ [ olx)d(u— 1)@

Minimization Problems: Under the above assumptions, we can introduce two minimiza-
tion problems. Each one of those will be proposed in two different but equivalent forms. The
first one is

continuous ¢ : T — R, Lip(¢) < 1} i

U(T, mo) = inf / [ H (@, c)dm(t) + Flm()dt. mo € P(T)

where m € CO([O,T],P(Td)), a € L2,([0,T] x T4 R?) and the following equation is verified in
the sense of distributions

{—atm + Am +div(ma) =0 in [0,T] x T¢ (13)

m(0) =myg in T

Equivalently (see [11] for more details),

UT,mo) =  inf / /T d ( dw(t) (@) dm(t) + F(m(t)dt, mo € P(TY)

(m,w) GST (mo) (t)

where £ (my) is the set of Borel measures (m,w) over [0, 7] x T such that the first marginal
of both m and w is the Lebesgue measure dt over [0,7] and, if m(t) and w(t) are the disinte-
grations of m and w with respect to dt, then m(t) € P(T?) and w € M(T%R?). Moreover,
we require that w is absolutely continuous with respect to m, its density dw/dm belongs to
L2 ([0, T] x T%) and —9ym + Am — divw = 0 is verified in the sense of distributions with initial
condition m(0) = my.
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The second minimization problem reads
Vi(mo) = inf OOO et /T H* (. a)dm(t) + F(m(t))dt, my € P(T?)
where § > 0, m € C°(]0, +00), P(T?)), a € L2, 5([0,+00) x T, RY), that is L2, with weight e~
and (m, a) verifies (1.3) in [0, +-00) x T?. Equivalently, Vs can be defined as
dw(t)

+o0o
= i —ot * —(x m m m
Vilmo) =t | e m (:c,— dm(t)m)d (t) + F(m(t))dt, mo € P(T?
(1.4)

where £9(myg) is defined as Ey(mg) with the only difference that we ask dw/dm to be L? in
[0, +00) x T? with respect to e%*m(t). For convenience we introduce the functional on £ (my)

oo dw(t)
ot *
Js(mo, m,w) = /0 e /11‘d H (x, “dm(h) (:c)) dm(t) + F(m(t))dt,
so that Vs(mo) = inf(,, ) J(mo, m, w).
We also define the ergodic value X as follows
—\ = inf H*(z,a)dm + F(m) (1.5)

m,& Jd
where (m,a) € P(T?) x L2 (T R%) verifies in the sense of distributions Am + div(ma) = 0 in
T4
Or, equivalently,
N . N dw
—A= inf /d H <a:, —d(x)> dm(z) + F(m) (1.6)
T

(m,w)e€ m

where € is the set of (m,w) € P(T?) x M(T4 R%) such that w is absolutely continuous with
respect to m, its density dw/dm belongs to L2,(T?) and Am — divw = 0 is verified in the sense
of distributions.

Throughout the paper we will use the constant C' > 0 which may change from line to line.

1.1 Ergodic limit value

1.1.1 Minimizers and dynamic programming principle for V;

We start proving that the minimization problem (1.4) admits a minimizer and we also give a
characterization of such a minimizer in terms of solutions of the associated MFG system.

Proposition 1.1.1. For any 6§ > 0 and any mg € P(T9), Vs(mo) admits a minimizer (m,w).
Moreover there exists u € C12([0, +00) x T9) and m € C°(]0, +00) x P(T?)) solutions of

—Opu — Au+ du+ H(z,Du) = 8 (z,m) := F(z,m) in T? x [0, +00)
—oym + Am + div(imD,H (x, Du)) =0 in T4 x [0, +00) (1.7)
m(0) = mo, u € L>®([0,4+00) x T9)

such that w = —mDyH (x, Du).
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Proof. First of all we show that Vs(myg) is finite and that it is bounded by a constant Ky
independent of mg. We can always use as competitor for Vs(myg) the couple (u,0) where p is
the solution of

—Opu+Ap=0 in T x [0, +0c0)
w(0) =mg in T¢.

Given that F is bounded, if we use (u,0) as a competitor, we get

+o00
Vs(mo) < / e <Sup H*(x,0) +  sup f(m)) dt := K.
0 z€Td meP(Td)

We fix a minimizing sequence (m,,w,) and we denote with {w,(t)}; the disintegration of
w,, with respect to the Lebesgue measure dt over R*. If we use (1.1), we have that there exists
a constant Ms > 0 that does not depend on mgy and n, such that

“+o00
/ e~tds / dlwn(t)] < M
0 Td

and )
too dwp, (t)
ot n
dt dm,(t) < Ms.
/0 € /Td dmn(t) m ( ) = 0
Hence, for any fixed k > 0
k
/ dt / dlwn ()] < Mze* (1.8)
0 Td
and
H duwn(t < Mjed*, (1.9)
dmn . ([0,k]xT4)

Following Lemma 4.1 in [21], we get that for any ¢, s € [0, k]
d(ma(t), ma(s)) < CFlt — s|'/2, (1.10)

where C¥ depends only on ¢ and k. Inequality (1.10) tells us that {my}, is uniformly bounded
in C/2([0, k), P(T%)). We have then that m,, converges uniformly on any compact set to a limit
m € C°([0,400), P(T9)). Thanks to the bounds (1.8) we also know that w,, weakly converges
in M(I x T% R?) to a certain @ on any bounded interval I C [0, +00). We argue also that w is
absolutely continuous with respect to m, wich comes from the uniform boundednees on compact
sets of |[dwn/dmy||2, ~ensured by (1.9).

As the couple (m,w) belongs to £9(mg) we have that Js(mg,m,w) < +oo. This means that

Js(mo,m, @) = lim / Xz /T dH*< ()(as)>dm(t)+]-"(m(t))dt

k—4o0 ( )

Note also that the functional is bounded from below, so there exists a constant Cs such that,
for any (m,w) € £9(my),

/k+°° o0t /Td H* (g;, _dw(t)(x)) dm(t) + F(m(t))dt

dm(t)

ok [T s 5
>e k/ e inf  H*(z,p)+ inf F(m)dt =e°*Cs.
0 (z,p)eTIxRY meP(T?)
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Therefore,

k i, -
Js(mo, mp, wy) > /0 e 0 /1rd H* (ac, —3mn((?) (x)) dmy, (t) + F(mp(t))dt + e °FCs.

Thanks to the convergence of (m,, w,) on compact sets, we can pass to the limit in n and
we get
k dw(t)
> —6t * _ — — —6’6
Vs(mo) > /0 e /T H <m ety @)) dm(t) + Fm(t))dt + Cse

Taking the limit on k& we finally get that Vs(mg) > J(mo, m, w).

The proof of the second statement is a direct application of Fenchel-Rockafellar duality
theorem that we present for completeness, even though it follows closely the proof of Lemma
4.2 in [21].

Using the convexity of H* and the regularity of F, we can show that if (m,w) is a minimizer
for Vs(mgp) then it must be a minimizer for Js : £J(mg) — R, which reads

Js(m,w) = /0+OO e /’Jl‘d H* (x, —m(m)) dm(t) + F(z,m(t))dm(t)dt.

A detailed proof of this statement can be found in [11].
As Js5 convex, we can see it as the dual problem (in the sense of Fenchel-Rockafellar) of the
following one

inf {—/ u(0, z)dmo(x) where — Oyu — Au + du + H(x, Du) < F(z, m)} , (1.11)
u€CZ([0,+00) xT?) Td

which means that

inf 7/ u(0, x)dmp(z) = — min Js(m, w). 1.12
—Oru—Au+du+H (x,Du)<F(z,m) Td ( ) 0( ) (m,w)e€2(mo) 6( ) ( )

The proof of the above result is exhibit in Appendix in Lemma 1.4.1.
Note that the equation

—Ou — Au + du + H(z, Du) = F(z,m) in [0,400) x T¢
u € L*®([0, +00) x T%)

enjoys the comparison principle and so it admits a unique solution 4 € C2([0, +oc) x T¢) which
has to be the minimizer of (1.11). Indeed, let u be such that

—Ou — Au+ du + H(x, Du) < F(z,m) in [0, +o0) x T¢
u € L>([0, 4+00) x T?),
then, by the comparison principle, u(0,z) < (0, z) for any x € T

To prove that w = —mD,H (z, Du) we start summing the two minimization problems in
duality so that we get

/0 T /T o <x —;ZZ((?) (az)) dim(t) + F(x, m(t))dm(t)dt — / (0, 2)dmo () = 0.

Td

As u solves —0yu — Au + du + H(x, Du) = F(x,m), the above relation becomes

/O T /T o (g; —j:;((?) (x)) — Oyt 3) — Ault, x) + du(t, ) + H(z, Di(t, 2))dm(t)dt
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- [ 0. 2)dmo(a) =0,
Td
which can be rewrite as

/ e /Td H (x —m(m)) + H(z, Da(t, z))dm(t)dt

ee ~3t - = = _
/ N o, (c™"a(t,2)) — A (e a(t,2)) dm(t)ds - /Tdu(O,x)dmo(x) 0.

If we use the Fokker-Plank equation verified by (m,w), we end up with

Td

/;oo e /Td H* (x,—m(x)) +H(m,Dﬂ(t,x))dm(t)dt+/O Tt Dii(t, z)dw(t, z) = 0.

As H is uniformly convex, the above relation holds true only if w = —mD,H (z, Du) m-a.e..
This means that w is bounded which in turn implies that m > 0 so that w = —mD,H (x, Du)
is verified everywhere.

O

In the following lemma we present the dynamic programming principle verified by Vs. We
placed the proof in the appendix because, although in a different framework, it relies on standard
arguments in optimal control theory (see for instance [15] for the finite dimension setting).

Lemma 1.1.2. The function Vs verifies the dynamic programming principle, which reads

Vilmo) = ik, < / [, H*(a:,a)dm(s)+f(m(s)>ds+e—5tv5(m(t))).

1.1.2 Existence of a corrector

The main result of this section is Theorem 1.1.5 where we show that the function Vj(-) is
uniformly Lipschitz with respect to . As a consequence, we have Proposition 1.1.6 which
claims on one side that the limit limg_,o §Vs(mg) is well defined and it is uniform in mg and, on
the other, that, up to subsequence, also Vs(-) — Vs(mg) converges to a continuous function .
In Lemma 1.1.7 we prove that x enjoys the dynamic programming principle and, therefore, we
have the existence of a corrector function.

The idea behind the proof of Theorem 1.1.5 is the following: we want to prove that there
exists a constant K > 0 independent of ¢, such that

Vs(m3) — Vs(m?)| < Kd(mf, mj

)
We fix an horizon T > 0, to be chosen later, and we take (m1(-), a1(-)) a minimizer for Vs(mY).
We consider any couple (mg, az) such that (1.3) is verified in [ ,T), m2(0) = mY, ma(T) = mq(T)
and ma = mq, ae = o in [T, 00) (for the existence of such a (mg, as) see the construction in
(1.17) and below). The couple (m2, a2) is admissible and

vstm) < [ Lot [ H* (2, 00)dma(s) + Fma(s))ds + e Vi (1))

Therefore,

Vatmd) —vatmd) < [ e [ H o cn)dmal)  HY (@, aa)dma(6)-+ Flma(9) ~ Flma (1)
(1.13)
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In order to prove the continuity of Vs with respect to the initial data we need to introduce
some standard estimates on the solutions of the MFG system (1.7).

Lemma 1.1.3. There exists C > 0 independent of mg,d such that, if (u,m) is a classical
solution of (1.7), then

* |[Dullpoo(jo,4+00)xTey < C

o |D%u(s,-)| < C for any s € [0, +00)

e d(m(s),m(l)) < C|l — s|*/? for any 1,5 € [0, +00)

Consequently, we also have that |0pu(s.-)| < C for any s € [0, +00).

Proof. The proof follows closely the one proposed in [28] and it relies on semiconcavity estimates
for the value function u. We recall that if ¢ € C°°(T?) then

1
1D pooqray < dZ sup  D*¢(x)¢ - €. (1.14)
x€Td, [¢]<1

We first prove the result for u” : [0, 7] x T¢ — R, solution of

—Ou — Au + 6u + H(z, Du) = F(z,m) in T? x [0,7]
—0ym + Am + div(mD,H (z,Du)) =0 in T? x [0, T]
m(t) =mo, u(T,x) =0 in T¢

We consider £ € R, [¢] < 1, that maximizes sup; , D*u” (t,2)¢ - £ = M and we look at the
equation solved by w(t, ) = D?>u’ (t,z)¢ - ¢ deriving twice in space the HJB equation in (1.7):

—Oyw — Aw + 6w + Dee H(x, Du) + 2Dg, H(z, Du) - D*ué
+DppH (z, Du) D*ué - D*u + DypH (2, Du) - Dw = Dg:F(z,m).

The maximum of w can be achieved either at t = T, but using the terminal condition of u”
we get M = 0, or at a point (s,z) in the interior. In this case, if we use hypothesis (1.1) and
(1.2) on H and the boundedness of D2 F, then, at the maximum (s, ), we get the following
inequality

M — C(1 + |Du|)**? — 2C(1 + | Du|)?|D?ug| + O~ D?ug|? < C.
By Cauchy-Schwarz inequality we have that M = w(s,z) < |D?u(s,z)¢|. If we also plug (1.14)
we get, for a possible different constant C

—CA+ MM 201+ M)¥ +CIM? < C.

Given that 8 < 1 the above inequality ensures that M is bounded by a constant that does
not depend on my, 6 and 7. The bound on HDUTHLOO([O,T]X'H‘d) follows from (1.14). Now that we
proved that Du” is bounded so that Theorem V 5.4 in [60] gives us the boundedness of D?u”.
Note that the estimates on Du’ and D?u” imply directly from the HJB equation that dyu” is
bounded as well. As all the estimates are independent of T, if we look at the sequence of u’ we
have that, on any compact set, u’ is uniformly bounded and continuous. This means that u”
converges to u solution of the HJB equation on [0, +00) and the same estimates hold true for w.

Furthermore, it implies that also D, H (x, Du), the drift of the Fokker Planck equation, is
uniformly bounded. Standard results on SDEs (for instance Lemma 3.4 in [17]) ensure the
Holder continuity, with respect to the Wasserstein distance, of s — m(s) uniformly with respect
to mgo and 9. O
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We now fix m{, m§ € P(T¢). According to (1.13) we have

Vs(m3) — Vs(m}) <

! e % | H*(z,00)dmy(s) — H*(x, DH(z, Duy))dmi(s) + F(ma(s)) — F(mi(s))ds, (1.15)
0 Td

where (u1,m1) is a solution of (1.7) related to a minimizer (m1,w;) of Vs(m{) that we found
in Proposition 1.1.1. The couple (mg, az) is such that (1.3) is verified in [0, 7] with m2(0) = m3
and ma(T) = mq(T). The key point to prove the continuity of Vs is to construct a suitable
(ma, ag). We first consider g solution of

—0yma + Arg + div(moDyH (v, Dup)) =0 in [0,7] x T4 (1.16)
m2(0) = mj ’
and then we set
ma(s,z), if s € (0, A
ma(s,z) = § T2y (s, 2) + =lma(s,z), if s € [hh+ 7] (1.17)
mi(s, ) if se[r+h,T],

where h and 7 will be chosen later. Note that, thanks to the boundedness of their drifts,
Corollary 6.3.2 in [10] ensures that /My and m; have a density for any s > 0. What we still need
is to define ay in [h,h + 7] . We compute the equation verified by mg in [h, h 4+ 7] and, using
(1.7) and (1.16), we get

T+ h—

—h -
dyma — Amy = 2 2 div (my Dy H (z, Duy)) + mi = m
T

div (m1DpH (z, Duy)) +

T T

that is, by linearity,

Ormgo — Amg = div(moDpH (x, Duy)) + m i me
T

Let ¢ : [0,h + 7] x T¢ — R be the solution to

{Ag =my — g, in [0,h+ 7] x T¢ (1.18)

JraC(s,z) =0.
We can now define the drift ay as follows: ay = DpH(x, Dui) + % in [h,h+ 7] and ay =
D,H(x,Duy) elsewhere. As (mg, ap) verifies the Fokker Plank equation by construction with
ma(0) = mY, it is admissible. For the continuity of Vs we still need estimates on the drift as.
We prove those estimates in the next lemma using the regularity of the solutions of the adjoint
of the Fokker-Plank equation.

Lemma 1.1.4. For any time s < h+ 7, there exists a constant Ks > 0, bounded for s > ¢ > 0,
such that
IDC (s, )| L2 (pay < Ksd(m], m3).

The constant K is independent of m{, m9.
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Proof. We first note that, if we multiply (1.18) by ¢ and we use Cauchy-Schwarz inequality on
the right hand side, we get

IDC()122(pay < [lma(s) = ma(s)l| L2ray < (5)]] L2ray-
Now Pointcaré-Wirtinger inequality gives us
1D¢(5)| 2(ray < Cllma(s) — ma(s)] p2(ra)- (1.19)

If we define u(s) = mi(s) — ma(s) then p verifies the following equation

—Opt + Ap + div(uDyH(x, Duy)) =0 in [0, s] x T4 (1.20)
w(0) = m9 —mY in T '
We now fix a ¢ € L*(T%) and we consider the adjoint backward equation
~0p — Ap + DpyH(x, Duy)Dép =0 in [0,s] x T¢ (1.21)
b(s,z) = p(z) in T<, '

Given that D,H (x, Du) is bounded, if ¢ is the solution of (1.21), then there exists a constant
K, (Theorem 11.1 in [60]), such that

16(0)[lcr+a(ray < Ksllll r2(7a)- (1.22)

As the equation (1.21) is the adjoint of (1.20),

L e@msz = [ o))

Td

We now plug in the initial and terminal conditions and we estimate the right-hand side as follows

/Td o(x)(my(s)(dz) — ma(s)(dz)) = /

00, z)(mf(dz) — my(dz)) < [ DH(0)]|L~d(my, m3).

If we use the interior estimate (1.22) on the right-hand side and we take the supremum over
|#]l 12 < 1, we finally end up with

Ima(s) — ma(s) g2 < Kod(m], m3).

If we plug the last inequality into (1.19), we get the result. O

Theorem 1.1.5. The family of functions {Vs(-)}s is uniformly Lipschitz continuous.

Proof. Let ay(t,z) = DpH(x, Duy) for any ¢t € [0,h + 7]. We consider the same (ms, a2) that

W?fT in [h,h+ 7] and ag = aq elsewhere,

we defined earlier: myg is defined in (1.17), ae = a1 +
where (¢ solves (1.18). According to (1.15) we have

Vs(m9) — Vs(mf) < /Oh e % /11‘d H*(x,aq)d(mg —mq)+ (1.23)

h+1 h+1
—i—/h " e % /W H*(x,ag)dmg—H*(x,al)dml—i—/o " F(ma(s)) — F(mi(s))ds.
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Thanks to the convexity of H, if we run a second order expansion of H*(x,-) around a; and we
use the growth condition (1.1) on Dy, H, we can estimate the term H*(x,as(s)) for any time
s € [h,h + 7] as follows

D 2
DR,
T?my(s)
(1.24)
We recall that, as the drift D,H (z, Du;) is continuous and bounded, according to Theorem
2.2.1 [9], the measure m; has a density m;(s,x) for any s > 0, then, using Theorem 2.5.1 in [9],
for any [ € (0, s), we have

[ 1 @ aas)dmals) < [ H @, 00(s))dmals) + D, H" (2,00 (s)) [ DG(s)] + O

mi (s, ) > mi(l, zo)e Q0T+,

where @ does not depend on m{, [ and s. As T¢ is bounded with measure |T?| = 1, for any
[ > 0, there exists a xg such that m(l,z9) > 1/2. Given that the same holds true for 7o then,
for any s € [h, h + 7], the definition of my in (1.17) implies that

1 _
ma(s,z) > —e QU+

> =it Ve (0,h).

For | = h/2 we obtain that the infimum, with respect to s, in the right-hand side is achieved
when s = h. Thus,

ma(s,z) > %e*Q(H%). (1.25)

We can now plug (1.24) and (1.25) into (1.23), which becomes

vatmd) —vatmd) < [0 [ B (e cn)dlms — ) + Flama(s) — Floms())ds

h+1
—I—/ 6_65/ —|DC|+2—|DC\2 QU+ drds.
h Td

Using the bounds on Du; found in Lemma 1.1.3, Lemma 1.1.4 and the regularizing property of
F, we get

Vs(my) — Vs(mf) <

h+1

h+T1
C/ d(ma(s),mi(s))ds + Cd(m?, m9) K, + 2%d2(m(1), mg)eQ(H%)Kgds <
0 h T

h+1 4 h+1 K
C/ d(ma(s), myi(s))ds + Cd(mf, m3)e?1+7) / (1 + —d( 1,m2)> Kids <
0 h

h+1 C 4 +7
c / d(ma(s),m(s))ds + —d(m, m3)eQ+) / K2ds. (1.26)
0 T h

In the last inequality we neglected the terms which go to infinity slower than K2 and which
vanish faster than d(m{,m9). Note that the constant K, might explode when s goes to 0 but,
otherwise, it is bounded. Therefore, as h > 0, there is no problem of integrability for the term
fh+T K2

We now focus on the first term in the above inequality. In order to estimate d(mq(s), ma(s)),
we have to look at the SDEs verified by the stochastic processes whose laws are m1 and my. We
first recall that an equivalent formulation of the 1-Wasserstein distance between two probability
measures i and v is

d(p,v) = inf {/ |z —yldy(x,y) s.b. w1y = p, Ty = 1/} . (1.27)
v TdxTd



14 CHAPTER 1. ON THE LONG TIME CONVERGENCE OF POTENTIAL MFG

We consider a standard probability space (2, G,P) and two random variables Z!, Z2 such that
L(Z") =m and E [|Z? — Z1|] = d(m?, m3). Therefore, m; and my are the laws of the processes
defined by the following SDEs

dX! = a;(t, Xs)ds + /2dB,
Xi =27

Using the definition of distance in (1.27), we have

d(mi(s),ms(s)) <E[|x2 - X!

|<E UZ? -7+ /0 las(l, X7) — e (1, X)) dl] .

We first split fé”” d(ma(s), m1(s))ds in the sum of the integrals on the intervals [0,h] and
[h, h+ 7]. For any s € [0, h], oy (l,x) = DpH (z, Duy(t,z)) = aa(l, z), then

d(ms (5), mafs)) < d(m, ) + B | [

Dy H(X?, Duy(l, X?)) — DpH(Xll,Dul(l,Xll))H .

Hypothesis (1.1), (1.2) and Lemma 1.1.3 ensure that both p = D,H (z,p) and x — D, H (x, Du;(l, x))
are Lipchitz continuous, hence

d(mi(s), ma(s)) < d(m?, ml) + C/OS d(mi (1), ma(1))dl.

If we apply Gronwall’s inequality, then for any s € [0, h]
d(mi(s), ma(s)) < d(mf, m3)e”. (1.28)

We now look at [} d(mn(s), ma(s))ds. According to the definition of as, for s € [k, h+ 7], we
have
d(ma(s), ma(s)) < d(ma(h), ma(h))+

D¢(1, X?)

E [ S
* Tm?(lelQ)

r

Using (1.28) on d(mi(h), ma(h)) and splitting the last term, we get that (1.29) is smaller than

D, H (Xf, Dul(l,Xf)) 4

— D,H(X}, Dul(l,Xll))‘ dl] : (1.29)

(s m$)e + B | [ Dyt (X2, Dua(t. XP)) = DyH(XF. Dus(1.X1)|

r

If we use again that  — D,H (x, Duy(l,x)) is Lipschitz continuous, we get

+E

DL XP) |
Tmz(l,XlQ) )

D¢, XP)

————2dl
m2(l7 Xl2)

(i (5), ma(s)) < d(m, m)e" + T M

T

+/hs d(mr (1), mo())dl.  (1.30)

Thanks to estimates (1.25) on mg we can use Tonelli’s theorem and switch the integral with the
expectation. Using Lemma 1.1.4, we eventually have

EV;

D¢(l, X7)
m2(l7Xl2)

dl] :/ / |DC (1, x)| dxdl Sd(m(l),mg)/ Kidl.
h JTd h
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If we plug the last inequality into (1.30), we can use again Gronwall’s inequality so that for
s € [h,h+T]

s—h ps
d(my(s), ma(s)) < <eCS + 2 / Kldl> d(m?,m3). (1.31)
T h
We can now suppose h = 7 = 1 and plugging (1.28) and (1.31) into (1.26), we finally get
that, for a given constant C depending on all the other ones

Vs(my) — Vs(m}) <

2 2 S 2
Cd(m?, m) ( / Csds + / 51 / Kdids + ¢ / K,?ds).
0 1 1 1

We recall that the constant K, of Lemma 1.1.4 is bounded when h is not close to 0 (Theorem
11.1 in [60]). The infimum in the expression above is finite and none of the constants therein
depends on 0. Therefore, {Vs}; is uniformly K-Lipschitz with

~ 2 2 s 2
K:c(/ eCSds+/ es—l/ Kldlds+e5Q/ des>.
0 1 1 1

O

Proposition 1.1.6. For any fized n € P(T?) there exists a subsequence 6, — 0, such that
Vs, () — Vs, (n) uniformly converges to a function x : P(T¢) — R when n — +oo. Moreover,
0n Vs, uniformly converges to a constant —\

Proof. The continuity proved in Theorem 1.1.5 ensures the boundedness of Vs(-) —Vs(n). Indeed
we have |Vs(-) — Vs(n)| < Kd(-,n). As P(T¢) is compact, the right hand side is bounded by a
constant K. Arzela-Ascoli theorem ensures that there exists a subsequence d,, — 0 such that
Vs, (+) — Vs, () converges to a continuous function y.

We now want to prove that Vs is a bounded function. We fix a measure p = 1, then we
define the control (m, «) as follows: m(t) = p and «(t) = 0 for all t € [0, +00). The control is
admissible, therefore we have

§Vs(p) < S(H*(2,0) + F(u)) /0 Y e 0%ds = H*(x,0) + F(u).

Given that H* and F are bounded from below, then

0Vs(p) =0 inf  H*(z,a)+ inf F /m—ésd:'fH*,Jr'ff .
o) 2 ((x,a)ler’]ll‘ded (z,0) mep(Td) (m>> o & YT ko (,a) + inf F(m)

Therefore, §Vs(u1) is uniformly bounded in §. If we fix any other measure mgy we can use again
the uniform continuity of Vs to get that [0Vs(mg) —0Vs(p)| < JK that in turn tells us that 6Vs(-)
is a sequence of uniformly continuous functions. Using again Arzela-Ascoli theorem we get that
0n Vs, uniformly converges to a function ¥ (we can suppose d, to be the same subsequence that
we identified earlier). Moreover, we have |5, Vs, () — 6, Vs, (1)| < 6, K. Taking the limit we get
|W(-) — ¥(u)| <0 so that 6,5, converges to the constant function W(u) := —A.

O
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Lemma 1.1.7. Dynamic programming principle for x: for any mg € P(T¢) and t > 0,

x(mg) = inf (/Ot H*(z,a)dm(s) + F(m(s))ds + x(m(t))) + At (1.32)

(m,@)

where m € C°([0,t], P(T?%)), a € L2,(0,t] x T¢ R?) and the pair (m,a) solves in the sense of
distributions —0ym + Am + div(ma) = 0 with initial condition my.

Proof. In Proposition 1.1.6 we proved the convergence of Vs(-) — Vs(n) to x(-) along the subse-
quence {4, }n, for a fixed measure 1. Hereafter, {0, }, and n will be the ones identified in that
proposition.

We know from Proposition 1.1.1 that, for any 6 > 0, there exists a solution (us, ms) to (1.7)
such that

Vs(mo) = /0 s /T H(x, a5)dms(s) + F(ma(s))ds + Vi (ms(1)),

where a5 = D, H(x, Dus). If we take the expansion of e~ and we subtract on both sides Vs(n)
we get

Vs(mo)=Va(a) = [ 70 [ 11 (2. as)dmsts) + Flma(s)ds-+ (1~ t5-+ o(t9))Vilms(6) Va(r).

(1.33)
We recall that the estimates in Lemma 1.1.3 are uniform in 6. Then, D, H (x, Dus,) converges
uniformly to a function a and, as mg, is uniformly bounded in C/2([0,¢], P(T%)), it uniformly
converges to a time dependent measure m. We can now take the limit n — 400 and, using that
Vs, (1) = Vs, (n) = x(-) and 6, Vs, () = —A, we get

Xmo) = [ [ G c)dm(s) + Flm(s))ds + At + x(mo)

In order to show that (a, m) is optimal, we fix a competitor (3, ). According to the dynamic
programming principle of Vs, if we plug (8, ) into (1.33), we get

Vstmo) = Vst) < [ € [ G, 9)du(s) + F(u(s))ds + (1= 16 + o(t9)Va(i(1)) — Vi),

Taking again the limit on the subsequence {4, }, we eventually have that

Xmo) < [ [ e, 5)duts) + Fuls))ds + 7+ x(po)

which proves the result.

1.1.3 Convergence of U(t,-)/t and 0Vs(+)

In this section we establish a Tauberian-type result where we prove that the limit of §Vs(+)
coincides with the one of U(¢,-)/t when t — +o0.

Theorem 1.1.8. The limit value —\ is uniquely defined and 6Vs(-) — —A does not depend on
a subsequence. Moreover, %Z/{(T, -) uniformly converges to —\ when T goes to +oo.
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Proof. Let {0,}n such that §,Vs, — —X and Vs, (-) — Vs, (1) — x(-). As x is a continuous
function on the compact set P(T?), there exists a constant C' > 0 such that 0 < y(m) + C for
any m € P(T9). If (m(t),w(t)) € £F (mqg), then

[ L (o= ) dmte + Fontpa

r « dw(t)
: /0 /w " (”3 _dm(t)("”)) dm(t) + F(m(t))dt + x(m(T)) + AT = AT + C.

Taking the infimum over £ , the definition of U(T, mg) and the dynamic programming principle

of x lead to
U(T,mo) < x(mo) — AT + C.

As the constant C' does not depend on mg and 7', if we divide on both sides by 7" and we take
the limit T" — +oo, we get .
plim, (T o) < -
The other inequality is analogous. We just need to take a Co > 0 such that 0 > y(m) — Co and
repeat the same computation.
Note that the limit ¢(T,-)/T — —\ is uniform and does not depend on the subsequence 6,
or the function x. Therefore, the limit 6V5 is uniquely defined. O

~ We conclude the section showing that our limit value A is never lower than the ergodic one
A defined in (1.5).

Proposition 1.1.9. Under the above assumptions, X > \.

Proof. We know that the convergence of (-, T)/T is uniform, therefore, if (m, «) is an admissible
couple for the static problem, we can use it as competitor for U(m,T'). So,

1 1 (T
“UTmy < 7 [ [ ayim e+ Foyde = [ @ a)dm+ Fm)
T T Jo Jrd Td

If we take the infimum over all admissible static (m, «) we get

1 _

Letting T' go to 400, we get the result. O

One of the main goals of this paper is to understand under which assumptions the inequality
above is an equality and when, instead, it is a strict inequality. This latter case is the one we
are most interested in and it is addressed in Section 1.3.

1.1.4 Another representation for \

We can now introduce a third representation for A, inspired again by classic results on weak
KAM theory (see for instance [39]), which consists in minimizing over paths with fixed endpoints.

Let TI7(mg, m1) be the set of (m, a) € C°([0, T], P(T?)) x L2,([0, T] x T4, R%) such that (m, a)
solves the usual Fokker-Plank equation —dym + Am — div(ma) = 0 with the extra constraint
m(0) = mo and m(T) = m;. Note that, due to the smoothing property of the parabolic
constraint, not for every m; we can find such a path, so IIr(mg, m1) might be the empty set.
In particular, the L2, integrability of the drift o prevents the target measure m; from being too
singular. For instance if m; is a Dirac delta, then IIp(mg, m1) is the empty set.



18 CHAPTER 1. ON THE LONG TIME CONVERGENCE OF POTENTIAL MFG

Proposition 1.1.10. Let mg, my € P(T9). If my has a density in H*(T?) and there exists an
€ > 0 such that m; > ¢ almost everywhere then

T
-\ = lim 1 inf / H*(z,a)dm(s) + F(m(s))ds.
T—oo 1 Mp(mo,m1)Jo JTd
Proof. Let mg and m; be as above and (m, @) be optimal for U(T, mg). We extend (m,w) in
[0,T + 1] as follows: for any ¢ € [T, T + 1] we define a(t,x) = a(T, x) and m(t, x) as the solution
of —Oym + Am +div(am) = 0 with m(T, z) = m(T, z). Note that & is continuous and bounded
in [0, T + 1], therefore, the estimates (1.25) still apply.
We now define a path from mg to my as follows:

ma(s, ) = {m(s,x) s€0,T] ‘
’ (T+1—-s)m(s,z)+ (s —T)mi(x) sel[T,T+1]

Let also ((s,z) be solution of —A((s,z) = mi(x) — m(s,z) with [;4 ( = 0. We can define the
control

(5,2) a(s,x) 0,7]
Oé2 87 €Tr) = S— a ,x)mi(x s,z S— mi (x
@) — e e Py s € [T T +1)

The couple (mag, a2) belongs to IIp(mg, my). From the definition of & we deduce that

inf UT+1,m)< —

T+1
T + 1 mep(1d) / W (z, a)dm(s) + F(m(s))ds

11n
T+ 1 1741 (mo,m1) Jo

1 T+1
< oa*
< 7 /3 » (x, ag)dma(s) + F(ma(s))ds

T 1 1 T+1 .
- <TM(T, m0)> by | [ @ e dma(s) + Fma(s)ds. (1.34)

If we prove that T+1 TH Jra H*(z, g)dma(s) + F(ma(s))ds converges to zero we have the
result. Indeed, if we let T go to 400, according to Theorem 1.1.8, we have

1 T+1
A< _— ‘ * < Z
A Tlgréo T HT+1(Irlnfo ml)/ . H*(xz,0)dm(s) + F(m(s))ds < =

We now focus on the last part in (1.34). Given that F(mg) is uniformly bounded, we look

at the first term.
T+1
/ / (x, ag)dma(s)
Td

T Ja(T, @)ma(s) + (s — T)(T, 2)ma(s) + DE(s, @) + (s — T) D (s)
< C/ /Td m2(s) +1dma(s)ds

T+1 5 = 2
co [T [ e aml+ el DD D o
T 2

If we use the hypothesis on m; and the estimates (1.25) on m with h =T+ 1and [ =T — 1, we
get that mo > 7 for a certain 7 > 0 independent of T'. Lemma 1.1.3 ensures that & is uniformly
bounded by a constant K independent of T'. Therefore, (1.35) is lower than

1 2
~ (BlImall 2 ragrray + Kllmall ey + 1D cgraxirrsn + 1Dmall 2crs) ) +C.
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Thanks again to the boundedness of &, standard result on parabolic equations tell us that m(s)
(which is defined at the beginning of the proof) is uniformly bounded from above in [T, T + 1].
Hence, ||D<”L2 < CHm1HL2 and HmQHLQ(TdX[T,T—&-l]) < CHm1||L2('H*d) + 02. Thus

T+1
. 2
/T /Td H*(x, 2)dma(s) < M|ma |3 pay + M

where neither M nor M, depends on T'. Dividing by T+ 1 and taking the limit completes the
proof. O

1.2 Projected Mather set and Calibrated curves

1.2.1 Calibrated Curves

We borrow again some tools and some notations from the weak KAM theory (see Chapter 4
of [42]) and in particular we will focus on the notion of calibrated curve. Before introducing
this notion, we look back to the dynamic programming principle verified by corrector functions,
which reads

Ymo) = inf ( /0 "B (93 ;‘fb(s)) dm(s) + F(m(s))ds + X(m(t))) M.

(m,w)€e&L(mo)

As the function y is continuous, standard arguments show that, for any fixed mg € P(’]I‘d) and
t > 0, there exists a solution (m1,w) € E5(mp) to the minimization problem described above.
It is easy to construct a new trajectory (m,w), defined on [0, +00) such that (m,w) = (my,w)
on [0,7] and for any 7 > 0, it verifies

xmo)=xr [ [ 1 (=, —T“;((ZD din(s) + F((s))ds + x(m(r)).

Indeed, you just need to attach to (mq,w;) an optimal trajectory for x(mi(t)) on the interval
[t,2t]. You end up with a new trajectory (mg,ws), defined on [0,2t], which is optimal for
x(m1). We now repeat the construction attaching to (mz,w2) a new branch which is optimal
for x(m1(2t)) on [2t, 3t] so that now, (mg, ws) is defined on [0, 3t] and is still optimal for x(my).
Iterating, we can extend (mi,w) to any interval [0, nt] and eventually, at the limit, we get the
trajectory (m,w), defined on [0, 4+00), that we were looking for.

We now prove that any of these trajectories is associated to a MFG system.

Proposition 1.2.1. Let mg € P(T%), x be a corrector function and (m,w) be a minimizing
trajectory on [0,400) defined as above. Then, m € CH2((0 + oo) x T9) and there exists a
function i € CH2([0, +00) x TY) such that w = —mDyH (x, Du) where (m, @) solves

—0wu — Au+ H(z, Du) = F(z,m) in [0, +o00) x T¢
—0ym + Am + div(mD,H (2, Du)) =0 in [0,+00) x T¢
m(0) = my.

Remark 1.2.2. Due to the lack of reqularity of x we can not derive the MFG system as optimal
condition for the minimization problem (1.36). Indeed, if x were C* we would derive typical MFG
system with terminal condition u(t) = dx(m(t))/dm but this latter term is not well defined.
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Proof. The proof relies on the same arguments as in Proposition 1.1.1. Let (m,w) be as in the
hypothesis. Then it verifies the Fokker-Plank equation and it is a minimizer of the problem

inf mo)/ /Td i (x —) dm(s) + F(m(s))ds + x(m(?)). (1.36)

(m,w)el

As (m,w) is optimal for the minimization problem above, then it must be also optimal for
the following MFG planning problem

() ettt //TH (2.2 ) dm(s) + Fm(s))ds.

where TI(mg,m(t)) is the set of (m,w) € E5(mg) that solves the usual Fokker-Plank equation
n [0,t] with the constraints m(0) = mg and m(t) = m(t). We want to prove that w =
—mD,H (z, Du) where (m, u) solves in classical sense

—O0wu — Au+ H(z, Du) = F(z,m) in [0,#] x T¢
oym — Am — div(mD,H (z, Du)) =0 in [0,] x T4
m(0) = mo, m(t) = m(t).

We argue again as in Proposition 1.1.1. According to Proposition 3.1 in [11], (7, w) minimizes
also the following convex problem

inf / / H* <x —) dm(s) + [ F(w,m(s))dm(s)ds. (1.37)
(m,w)€ll(mo) Td Td
This problem admits a dual formulation, in the sense of Fenchel Rockafellar Theorem, which
reads
inf{ W(x, t)dm(t / P(x,0) dmo)}
ek
where K is the set of 1 € C12([0,¢] x T¢) such that —dp) — Ay + H(z, D) < F(x,m). A full
justification of the result above can be found again in [21].
In the definition of the dual problem we can replace K with K, where K is the set of u €
C2([0,t] x T?) such that —0yu — Au+ H(z, Du) = F(x,m). Indeed, if 1 verifies —0y) — At +
H(z, DY) < F(x,m), we can alway consider u € C12([0,t] x T%) solution of

—0u — Au+ H(x, Du) = F(z,m) in [0,t] x T¢
u(zx,t) = Y(x,t) in T¢

Thanks to the comparison principle we have that w(0,x) > (0, z), thus

inf_{ P(x,0)dm(t / Y(x,0 dmo} > inf {/Td u(x, t)dm(t) — /Td u(x,O)dmo} (1.38)

PeK ue

The opposite inequality holds by inclusion. Lemma 3.2 in [21] and Proposition 3.1 in [11], which
rely on the Fenchel-Rockafellar Theorem, ensure that, if (m,w) is a minimizer of (1.37) and
4 € K is a minimizer of the dual problem, then

Ad w(z, H)dm(t) —Ad u(az,O)dmo—i—/Ot /Td H* (x—;:;) am(s) + [ Fla.mls)dim(s)ds =0,
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This implies that w = —mD,H (x,u). As a consequence, we have that m is driven by a smooth
drift and so, by Schauder theory, m € C12((0,t] x T¢). In particular, given that ¢ is arbitrary,
then m € CH2((0, +00) x T).

We assumed that the minimization problem on the right-hand side of (1.38) admitted a
solution. It is indeed the case and the proof of this result is developed in Lemma 1.4.2 in
appendix. O

Remark 1.2.3. Note that the convex duality used in Proposition 1.2.1 between (1.37) and (1.38),
i.e

min dH* x,—— ) dm(s) + dF(a:,ﬁl(s))dm(s)dS:
i o (e =)o |

(m,w)€Il(mo,m
f _
inf {/Td u(z, t)dm(t) /Td u(z, O)dmg} ,

holds true independently from the existence of minimizers for the latter one and, therefore,
independently from Lemma 1.4.2.

We can now introduce the notion of calibrated curve. Let £5° be the set of (m(t),w(t)) €
P(T?) x M(T% R?) such that m € CO(R, P(T%)), w is absolutely continuous with respect to m,
its density dw/dm belongs to L? , (R x T%) and —9ym + Am — divw = 0 is verified in the sense
of distributions.

m, loc(

Definition 1.2.4. We say that (m,w) € £5° is a calibrated curve if there exists a continuous
function x : P(T%) — R which verifies the dynamic programming principle (1.32) and (m,w) is
optimal for x: for anyt] <t9 € R

() =Mtz + [ [ (o= 200 dims) + Fm(s)ds + x(mta).

A direct consequence of Proposition 1.2.1 is the following result which tells that calibrated
curves are smooth and associated to MFG systems defined for any time ¢ € R.

Proposition 1.2.5. If (m,w) € £5° is a calibrated curve, then m € CY“2(R x T9) and there

exists a function v € CY2(R x T%) such that w = —mD,H (x, Du) where (m,u) solves
P
—O0u — Au+ H(z, Du) = F(z,m) in R x T4
—0ym + Am + div(mD,H (2, Du)) =0 in R x T¢

1.2.2 The projected Mather set

Definition 1.2.6. We say that mg € P(T9) belongs to the projected Mather set M C P(T%) if
there exists a calibrated curve (m(t),w(t)) such that m(0) = my.

Note that, if from my starts a calibrated curve m(t), then, by translation, m(t) € M for any
teR.

Proposition 1.2.7. There exists a calibrated curve and, consequently, the projected Mather set
M is not empty.
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Proof. We fix a smooth density mo and we look at the §-discounted problem (1.4) which reads

Vs(mg) = inf OOO e 0 /1Id H* (x, —::;) dm(t) + F(m(t))dt.

(m,w)

We recall that Vs satisfies the dynamic programming principle

Vs(mg) = %1135 /OT e 08 /M H* (:c, —Z) dm(s) + F(m(s))ds + e T Vs(m(t)),

where the infimum is taken over (m,w) € £J(mp). We already know that the solution of the
minimization problem corresponds to a couple (ml, —ml D,H (z, Dul)) where (m¥,ul) solves

—Opu — Au + du + H(xz, Du) = F(z,m) in T? x [0, 4+00)
—0ym + Am + div(mD,H (2, Du)) =0  in T? x [0, +o0) (1.39)
m(0) = myg in T

Note that, as the initial condition is smooth, the solution (fng, ﬁ?) is smooth as well.

We define the new couple (m],wl) as m¥(¢t,z) = m¥(t+ T,z) and wl (t,z) = wl (¢t + T, x)
so that our problem is set on [-T,+00). We now want to prove that, when we take the limit
T — +00, our sequence converges to a couple (ms, ws) defined on R x T¢ such that the Fokker-
Plank equation is still verified. We proved in Lemma 1.1.3 that the drift D,H (z, Dul) is
uniformly bounded in 7', therefore, m(;T is the solution of a Fokker-Plank equation with bounded
and smooth drift. This means that mI is uniformly bounded in CY2([-T + 1, 4+00) x T9).

This implies that, at least on compact subsets of R x T¢, when we take the limit 7' — +o0,
we have, up to a subsequence, uniform convergence of m:gr to a limit my.

The same convergence holds true also for wéT. Indeed, in Lemma 1.1.3 we proved also the
uniform boundedness of D2u5T and 8tu5T that implies the uniform continuity and the uniform
boundedness of wl. The convergence (ml,wl) to (ms,ws) ensures that the couple (ms,ws)
verifies the Fokker-Plank equation on R x T¢.

We fix two different times ¢; < to. For sufficiently large T', the interval [t1,¢2] is included in
[T, +00). If we apply the dynamic programming principle for Vs, we get

t1 m

to T
Vit o) = [ [ (a2 Y a0+ 0 s+ S0V )
§

We can now take the limit of 7' — 400 in the above expression and we find that (mg, ws)
verifies

Vs(ms(t1)) = /t2 e—a(s—tl)/

H* (x, _w5) dms(s) + F(ms(s))ds + 6_5(t2_t1)V5(m5(t2)).
t1 Td meg

for any t1 <ty € R.

As the function uéT is uniformly bounded in T" we have also uniform convergence of u? to a
function us. We can then pass to the limit in the MFG system (1.39) and the couple (us, ms)
solves

—Opus — Aug + dus + H(x, Dug) = F(x,ms) in T? xR
—Oyms + Amg + div(msDpH (2, Dus)) =0 in T x R.
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Asin [5], in order to let § — 0, we need to define us(t, z) = us(t, z)—us(0,0) and 85 = us(0,0).
The couple (ug, ms) solves

—0Ous — Aug + dus + 005 + H(x, Dus) = F(z,ms) in T x R
—0yms + Amgs + div(msDypH (z, Dus)) = 0 in T? x R
u5(0,7) = us(0,x) — us(0,0) in T
We restrict ourselves to the subsequence {4y, },, identified in the proof of Lemma 1.1.7. Using
again the uniform estimates on Dugs, we have that 4s(0, x) is uniformly bounded which implies
the boundedness of §6;. Moreover, thanks to the bounds on D?u;s and dyus, s is also uniformly

continuous and the same holds true for ms. We can then pass to the limit on any compact set
and us, — u, mg, — m and 9,605, — 6 where (u, m,6) solves

—Ou — Au+0 + H(x,Du) = F(z,m) inT? xR
—0ym + Am + div(mD,H (2, Du)) =0 in T? x R
As we can always replace u(t,z) with u(t,z) — 6t we can suppose § = 0. The convergences
above give us also the uniform convergence on compact sets (up to subsequence) of the couple
(ms,,ws,) = (ms,, —ms, DpH(x, Dus,)) to (m,w) = (m, —mDyH (x, Du)) which solves the
usual Fokker-Plank equation.
Let now 1 € P(T?) be the measure identified in the proof of Lemma 1.1.7. Then

Vs, (ms, (t1)) — Vs, (n) =

t
[ e [ (), (5) 4 P, (5))ds e OOV (i, (1)) = Vi, (1)
t1 Td meg,

Given the continuity of Vs, the uniform convergence of ms and wgs, we can pass to the limit
in n and we finally get that for any interval [t;, t5] the couple (m,w) verifies the Fokker-Plank
equation on R and

xom(e) = [ [ 1 (5= 2 ) dinls) + Fom(s))ds + x(m(t2) + Nz~ 12).

In particular we found a calibrated curve and, for any ¢ € R, m(t) belongs to the projected
Mather set M.
O

1.2.3 Compactness of the projected Mather set

In Proposition 1.2.1 we proved that, if x is a corrector function and (m, w) is a trajectory starting
from mgy € P(T?) which is optimal for the dynamic programming principle of y, then (m,w) is
associated to a MFG system which enjoys the estimates we proved in Lemma 1.1.3. Therefore,
a completely analogous proof to the one given in Theorem 1.1.5 gives the following result.

Proposition 1.2.8. The set of corrector functions is uniformly Lipschitz continuous.
We can now prove the compactness of the projected Mather set M.

Proposition 1.2.9. The projected Mather set M is compact
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Proof. Let m,, € M such that m® — mg. Let (my,(t),w,(t)) be the calibrated curve starting
from m®. For any t1, to we know that (my,(t),w,(t)) verifies

(1) /t/ ( )dmn(s)—i—}“(mn(s))—l—)\(tg—tl)—l—xn(mn(tg)). (1.40)

We know from Proposition 1.2.8 that the set {xy }» is uniformly Lipschitz. If we replace x,
with x, () — xn(n), then {xy}, is also bounded and thus compact. Therefore, we can pick a
subsequence such that y, converges to a function y.

Given that x, are uniformly bounded, then

/tQ/ < > dimn(s) + F(mn(s))ds < C.

The constant C' does not depend on n and, therefore, fttl? |wy, | is uniformly bounded as well. As we
argued in Proposition 1.1.1, this implies that {m,, },, is uniformly bounded in CV/2([ty, t5], P(T%))
for any t1, to. We have then that m, converges uniformly on any compact set to a limit
m € CO(R,P(T%)) and the same holds true for w, in M(R x T¢;R9), therefore (m,w) solves
in the sense of distributions the usual FP equation on R. By weak lower semicontinuity of the
integral part in (1.40) and the uniform convergence of x,, we get that

/tg / (w —) dm(s) + F(m(s))ds + x(m(tz)) + A(t2 — t1)

with m(0) = mg because m® — mg. The opposite inequality is true by the dynamic program-
ming principle and so this proves that mg € M and, eventually, that M is closed.
O

1.2.4 Minimal invariant set and Ergodicity

We say that a closed subset C of M is invariant if, for any mg € C, there exists a calibrated
curve (m,w) such that m(0) = mo and m(t) € C for any ¢ € R. Note that, despite this notion
of invariance formally plays the role of the invariance under the Euler-Lagrangian flow in the
standard setting of weak KAM theory and Aubri-Mather theory in finite dimension, the forward-
backward structure of the MFG system does not allow to define solutions with initial conditions
for both the distribution of players m(t) and the value function w(¢) and this prevents from
defining any sensible notion of flow.

We say that an invariant set C is minimal if C does not contains any proper closed invariant
subset.

Lemma 1.2.10. There exists a minimal set N

We do not present the proof which is a standard application of Zorn’s Lemma (see for instance
[36]).
Proposition 1.2.11. Let N be a minimal invariant set. If mg € N and {m(t), t € R} is a
calibrated curve such that m(0) = mg, then {m(t), t € R} is dense in N.

Proof. The proof is analogous to the one we used to prove that M is closed. We define C the
closure of the trajectory {m(t) ¢ € R}. C is a closed subset of A, in order to prove that it
coincides with N we just need to prove that it is invariant or, in other words, that, if m € C,
then also a calibrated curve passing through m belongs to C.
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Let m be the limit of m, = m(t,) € {m(t), t € R} and {m,(t)} their corresponding
calibrated curves. If w,(t) are the control associated to the calibrated curve my,(t) then, as
in Proposition 1.2.9, we get that ||wy,|/z1 is uniformly bounded on any compact set. As we
already pointed out, it implies the uniform convergence of m,,(t) on compact sets. If m(t) is the
trajectory to which my,(t) converges, then it must be a calibrated curve starting from m because
we imposed that m, — m. This means that for any s € R, m(s) is the limit of m,(s). As C is
closed and m,(s) € C, then m(s) € C.

We proved that C is a not empty, invariant, closed subset of N'. By the minimality of N the
two sets must conicide. U

1.3 The role of Monotonicity

So far, the hypothesis on F were mostly about its regularity and no structural assumptions were
imposed. On the other hand, when we are interested in understanding whether the limit value
A coincides with ), the ergodic one, the structure of F does actually play a fundamental role. In
the next section we impose convexity and, as it was already proved in [22], we get that A = A.
More interestingly, in Section 1.3.2 we provide a class of explicit examples where A > X and,

therefore, there is not convergence of the time dependent MFG system to the ergodic one.

1.3.1 The convex case: \ = \

In this section we show that, under the so-called monotonicity assumption, these two values are
the same. We say that the coupling function F' verifies the monotonicity assumption if

Aéumxﬂng-pnunm»d@nl—nm)zcx (1.41)

We introduce the functional J7 (myg, ) : T (mg) — R defined by
T dw(t)
o [ (o)
T o, mow) = [ [ (- G0 @) dm(®) + Fm(e)at
so that
U(T,my) = inf JT (mg, m,w).

(m,w)GSQT (mo)

Under the monotonicity assumption (1.41), the functional JT is convex, therefore we can
easily prove that A = A\. We recall that

-\ = dw
inf ua* 2 |
A (mlﬁ)eg T (:Jc, I (:r)) dm(z) + F(m)

Proposition 1.3.1. Under the above assumptions A = \.

Proof. In order to prove the proposition we use the representation of A that we discussed in
Proposition 1.1.10:

T
A= dim mf)/‘ H(@,0)dm(s) + F(m(s))ds.
0 T

T—oo T Tip (mo,m1

Given that A does not depend on the initial value mg, we take my = mi. We can also
suppose that mg is smooth and bounded from below by a positive constant, so that we can
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apply Proposition 1.1.10. We now consider any admissible (m”,w”) for II(mg,mg) and we
define m? = %fOT mPdt and w! = %fOT wldt. Given that the mT(0) = mT(T) = my, the
couple (m”, w?) verifies, in the sense of distributions, —Am +div(w) = 0 and it is an admissible
competitor for the stationary problem.

Now we just need to apply Jensen’s inequality to get

1 T
JE (mg,mT, wT) = T/ ) H*(z,w? /mT)dm” +F(mT)dt > /d H*(z, 0" /mT)dm” +F(mT).
o Jr T

If we take the infimum over (m”,w”) € Ilp(mg, mg) and we take the limit in 7', we end up with

—A> lim  inf H*(z,w’ /mT)dm” + F(m') > -\
T— o0 Il (mo,mo) JTd
We already proved the opposite inequality in Proposition 1.1.9, which we recall that it holds
true also outside the monotonicity assumption. U

As \ = ), the dynamic programming principle for y reads

xm(e) = [ [ # (5= ) dinls) + Fm(s))ds + x(m(t2) + X2~ ).

If (m,w) is a minimizer for the static MFG problem then, if we define (m(t), w(t)) = (m,w) for
any t € R, the relation above holds true. This means that the constant trajectory (m,w) is a
calibrated curve so that m € M. Moreover, as the calibrated curve is stationary, the singleton
N = {m} is a minimal invariant set because it is closed, invariant and it cannot contain any
proper subset.

1.3.2 A non convex example where —\ < —\

We now present an example where the non convexity of F leads to an ergodic configuration where
the limit value —\ is strictly lower then the ergodic one —\. A straightforward consequence will
be that there cannot be any stationary calibrated curve.

We fix eq € R?\ {0} a unit vector parallel to one of the axes and we identify T¢ with
T9=1 x T where T is the torus identified by the direction ey. We fix also H such that H* verifies
the following conditions: H*(x,p) > 0 for any € T¢, p # —eq and H*(z, —e4) = 0 for any
x € T¢ The assumption (1.1) on the hamiltonian H implies that there exist two constants
Ch1 > 0, Cy > 0 such that

C114 < Dy, H*(,p) < Caly Vz € T?, Vp € RY. (1.42)

Let us define the set A C P(T?) as the set of p € P(T?) for which there exits p/ € P(T? 1)
such that u = p/ ® dxg, where dxg is the Lebesgue measure on T. Note that p € A if and only
if div(egqu) = 0.

We fix mg : T — R a smooth, strictly positive density such that mq ¢ A. A measure m
belongs to the set B if there exists z € T¢ such that m(-) = mg(- + z). As A and B are closed
and disjoint, they are separated by a positive distance € > 0.

We choose F : P(T?) — R such that 7 >0, F =2 in A and F = 0 in B. The existence of
such a function is ensured by Lemma 1.4.3 and Lemma 1.4.4 in Appendix. They also guarantee
that we can choose F such that it verifies the regularity assumptions that were in place in the
previous sections.
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We recall that the functional J7 (y, -, -) is defined on £F (1) by

IT (1, m, w) = /T/ H <g: —dw(t)(x)> dm(t) + F(m(t))dt
/'[/7 ) - 0 Td ) dm(t) .
In this section we add in the definition of £ (1) a viscosity constant o > 0 so that (m,w)
verifies —9ym + o Am — div(w) = 0.

We also define the ergodic functional J : £ — R as follows

T(m,w) = /T B <x —ﬂ(x)) dm + F(m), (1.43)

where in this framework, (m,w) verifies cAm — divw = 0. According to the definition of X in
(1.6), we have

~A=inf J(m,w) (1.44)
(m,w)ee&

Proposition 1.3.2. There exists a oy > 0 such that for any o € (0,00] we have —A < —\.

Proof. We define
m(t,x) = mo(x — eqt),
and
w(t,x) = egm(t,x) + o Dmpy(x — egt).

The couple (m,w) belongs to &1 (mg), so —A < JZ(m,w). By definition of F, we know that
F(m(t)) = 0 for any time ¢t. Moreover, since D,,L < Coly with 0 = H*(z, —eq) < L(z, o), we

have H*(z, o) < $Co|a + eq|?. Thus

T
_A<1//C2
T Jo Jra 2

2
where I = % Jpa 7|D$§((;)) " dz.
We now focus on the static case. We recall that the differential constraint on J is —ocAm +
divw = 0. By standard arguments we have that there exists a minimizer (m,w) of (1.43). As in

Proposition 1.1.1, (m,w) must also minimize

w(t, z) ’

ey | Dmg ()]
)

de = o1,
mo ()

— Gy 2
m(t, z)dzdt = 5 /1Id

t
m(t,z

- d
J(m,w) = / H* (m —“’(x)> dm + F(z,m)dm. (1.45)
T dm

As in the proof of Proposition 1.1.1 we can define the dual problem of (1.45) in the sense of
Fenchel-Rockafellar, which reads

(u,A)ei(JIl?f(Td)xR {Ast.—A—Au+ H(z,Du) < F(z,m)}.

Thanks to the regularity of F(-,m) we have a smooth solution (%, \) which solves —\ 4+ Au +
H(xz,Du) = F(x,m). By duality, if we argue as in Proposition 1.1.1 (see again [11]), we get that
w = —mD,H (x, Du), so that, by Schauder theory, m is smooth and bounded from below.

We can now estimate —\. Thanks to the regularity of (m,w), the parabolic constraint ensures
that w = o Dm + ¢ where ( is a smooth, divergence free vector field. If (m,w) = (m,ocDm + ()
is a minimizer of (1.43) and we use the growth assumption (1.42), we have
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2

oDm+ ¢, ey + Fm). (1.46)

m

/Td o (x "D':;H) m(dz) + F(m) > Czl/w

Note that, as div¢ = 0 and m is smooth and bounded from below, [ (- Dm/m = 0. Indeed,

+ eq

/7@1@«—/ D(In(m))Cde = — /ln )div(C)da = 0.

Therefore, if we expand the square in (1.46), we get

/TH* (a:, %) m(dx)

C Dy 2 2 C 2
> —1/ O'Qﬂ + ‘C +eq| mdz > =L g + eq| mdzx. (1.47)
2 Jrd m m 2 Jrd|m
Plugging (1.47) into (1.44) we eventually find that
1< G ¢ > _
—A>— = +eq| mdx + F(m).
2 Jrd|m

The right-hand side of the above inequality is bounded from below by a positive constant inde-
pendent of ¢. Indeed, we know that, for any o, m > 0, so

2

= +eq| mdx + F(m)

m

2( ) Jd

where the infimum is taken over all the probability densities m > 0 and the free divergence
vectors £. Here, m and £ do not verify the elliptic constraint, therefore we lose the dependence
on g.

Let (my,&,) be a minimizing sequence and m € P(T?) be the limit of m,, (the existence of
m is guaranteed by the compactness of P(T%)). If the infimum were zero then div(myeq) —
div(meg) = 0. Indeed, as both the addends should converge to zero, for any test function ¢, we
have

div(mpeq)pdx
Td

= ’/ mpeq - Dodx
Td

2 1/2 1/2
- (/ lmned%ldx) (/ |D¢|2mndx> o
Td mn Td

On the other hand, if div(meg) = 0, then, by construction of F, we have F(m,) — F(m) = 2.
Therefore, there exists a constant K > 0 independent of o such that —\ > K.
We can conclude the proof choosing ¢ small enough such that

= ‘/M (mpeq + &) - Ddx

0< A< T<K< -\

O

Proposition 1.3.3. Under the hypothesis of Subsection 1.3.2 the projected Mather set M does
not contain any stationary calibrated curve.
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Proof. We recall that if m(¢) is a calibrated curve then

to
(i) — / / (g; —> dm(s) + F(m(s))ds + A(ts — ).
If m(t) is constantly equal to m then we have that [ L (z, —w/m)dm + F(m) = —\. As

—\ < —\, it implies

x(m) /tz/ (:U —) dm(s) + F(m)ds + Xty — t1) = (ta — t1) (=X + X) > 0,

so the contradiction.
O

1.4 Appendix

We present here the proof of the duality (1.12), that we used in Proposition 1.1.1, and the proof
of Lemma 1.1.2.

Lemma 1.4.1. Let mg € P(T%) and (m,w) € E¥(mo) be a minimizer of Vs(mo). Then, the
following equality holds true

inf {—/ u(0, x)dmo(z) where — Oyu — Au + du + H(z, Du) < F(z, m)}(l.48)
u€CE([0,400)xT%) Td

~ i /0 T ot /T H G-ji”l((tt)) (x)) dm(t) + F(z, m(t))dm(t)dt.

(m,w)e?

Proof. The proof is a careful adjustment of the one in [21, Lemma 4.2]. It relies on the Fenchel-
Rockafellar theorem. In our setting we have an additional difficulty which comes from the fact
that we are working with trajectories and measures defined on the unbounded set [0, +-00) x T<.
Therefore, one has to be careful when it comes to handle the dual space of continuous functions.

To overcome this issue we approximate the infinite horizon minimization problem with the
following one

inf / /T H (m _duls) (m)) dm(s) + F(x, m(s))dm(s)ds. (1.49)

(m,w)e&(mo) dm(s)

Now that we have a problem defined on the compact set [0,¢] x T we can apply the Fenchel-
Rockafellar theorem to prove that (1.49) is the dual problem of

inf J— / 0,2)d } , 1.50
it { [ u.z)amo(z) (1.50)
where ! is the set of u € C12([0,t] x T¢) such that —0yu — Au + du + H(x, Du) < F(x,m)
with terminal condition u(t,z) = 0 for any = € T¢.

To get this result, we first need to introduce several objects. We set Ey = C12(]0,¢] x T%)
and Ey = C([0,t] x Td) x C([0,¢] x T%RY). We define the linear functional A : Ey — Ej as
follows

A(@) = (e7%%(0hp + Ad — 6¢),e "' Dep).
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We define also Z : By R and £: F; — R as

t
7(0) = - [ 6(0.2)dmoz) + (o). L) = [ [ xwals.a). 5s.)ds,
where .
_Jo if ¢(t,z)=0 VeeT
f(9) = {+oo otherwise

and y, : T x R x R = RU {400} is

: ds ds =
Yol a,b) = {() if —e .a+ H(z,e%b) < F(xz,m(s)) (151)
400 otherwise.
If, for any ¢ € Ey, we set Ai(p) = Z(¢p) + L(A(¢)), then
d)lené0 Ai(9) = uiél}é {— /Td u(0, :z)dmo(x)} . (1.52)

Both Z and £ are convex, lower semicontinuous and proper. The linear functional A is bounded
and if € > 0 and u, is the solution of

—Oue — Aug + Sue + H(z, Du.) = F(z,m) —e in [0,t] x T¢
ue(t,x) =0 in T,

then, in a neighborhood of A(u.), £ is constantly equal to zero and, hence, it is continuous. As
the qualification hypothesis are verified, the Fenchel-Rockafellar theorem states that

Jnf An(@) = — i 5 (A (m,w)) + L7 (=(m, w)) = — i Bi(m, w),

where E] is the set of vector valued Radon measures (m,w) over [0,#] x T¢.
If we use the definition of Fenchel conjugate and adjoint operator, we get

Z*(A*(m,w)) = sup {< A™(m,w),¢ > =1(¢)} = sup {< (m,w), A > —L(¢)}.

PEEL PEET
We can suppose that ¢(t,z) = 0 for any x € T? otherwise we had Z*(A*(m,w)) = —oo.
Therefore, we get that
T*(A*(m, w)) = sup {/ / — 56(s) + Ad(s))dm(s) ds+/ / 05 Debelun (s)ds
OEF, Td Td

+ [ o0)dmo}

25351{/ Tdat (¢7%6(5)) + A (e (s)) dm(s +//w (e7(s)) du(s)ds

+/]I‘d ¢(O)dmo} .

The above expression is equal to zero when m(0) = mg and (m, w) solves 9ym — Am+divw = 0
in the sense of distributions and +o0o otherwise.
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We now turn to £*(—(m,w)). We compute the Fenchel conjugate of xs(z,-,-), defined in
(1.51), that is

Xs(p,q) = sup  {ap+bg— xs(x,a,b)}.
(a,b)ERXRY

If p > 0, then x¥(x,p,q) = +00, so we suppose p < 0. If we use the definition of x5, we get that
the above expression is equal to

bsgu& {6_65H (x, eésb) p—e %F(x, m(s))p + bq}

= —pe % sup {<—q658b —H (a:, e‘ssb))} - 6_5SPF(9U, m(s))

beR p
= —e pH* (x, _q) — e %pF(z,m(s)).
p
So, we finally have that

J§ €7 Jra H* (2, —42) + F(z,m)dm if (m, w) € E(mo)

+00 otherwise

Bi((m,w)) = {

and, eventually,

. X dw _
(m%;EEi Bi((m,w)) = mwnélgrtl o) / /11‘01 H (a:, ~dm(s) (x)) dm(s) + F(z,m(s))dm(s)ds.
To conclude the proof we need to argue that (1.52) and (1.49) converge respectively to the first
and the second term of (1.48).

We recall that (m,w) is the minimizer of Vs(myg) around which we linearize the non convex
term of Vs(myp). Thus, (m,w) is also a minimizer, among all (m,w) € £2(myg), of the linearized
problem

Ts(m, w) = /0 T /T o (:c —3;”1((?) (@) dm(t) + F(z,m(t))dm(t)dt.

We fix (m',w') a minimizer of B;. Note that B; is the restriction on [0,#] of the integral
that defines Js5. Therefore, the estimates (1.8),(1.9) and (1.10), that we proved for minimizing
sequences of Vs(my), hold true for (m!, w') and they are uniform in ¢. This ensures that, up to

subsequence, (m!, w') converges to (1) and

lim Bi(m',w") = Js(, w).

t—+o0
Let us suppose that (7, 10) is not optimal, i.e. Js(rh,w) = ng 0) + 3e, for a given £ > 0.
Then, there exists a sufficiently large ¢ such that Bi(m!, w') > Js(m,w) + 2¢ and
- oo s (s)
|J5(m, w) — Be(m,w)| = / e s/ H* ( ) )+ F(z,m(s))dm(s)ds < e.
t Td 8

This implies that
Bt(m, ﬂ)) +e S Bt(mt, wt),

which is in contradiction with the assumption that (m!, w') is a minimizer of B;.
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The last piece missing is to prove that

g - [ toamo)

= eCH (O ey {_ /w u(0, z)dmo(x) where — Oyu — Au + 6u + H(w, Du) < F(z, m)} .

(1.53)
Note that the equation

{—&u — Au+du+ H(z, Du) = F(z,m) in[0,t] x T? (1.54)

u(t,z) =0 in T¢

enjoys the comparison principle and so it admits a unique solution i; € C%2([0,¢] x T%) which
is also the unique minimizer of (1.50). Indeed, let v be such that

—Ou — Au + du + H(z, Du) < F(z,m) in [0,t] x T¢
u(t,z) =0 in T¢,

then, by the comparison principle, u(0,z) < (0, z) for any x € T?,

In the proof of Lemma 1.1.3 we showed that, if u; is a solution of (1.54), then 0Oyus, Duy
and D?#u; are uniformly bounded with respect to ¢. If we use these bounds we get that, as long
as d > 0, u; is uniformly bounded as well. This implies that, up to subsequence, u; uniformly
converges on compact sets to u € 02’2([(), +00) x T%), where 4 is the solution of

—Ou — Au + du + H(z, Du) = F(x,m) in [0,4+00) x T?
u € L]0, +00) x T9).

The same argument we propose for @; gives us that @ is the unique minimizer of (1.53). Moreover,
as the convergence of u; to u is uniform on compact sets, then

lim [ (0, 2)dmo(x) = /T (0, z)dmo(x),

t—+o00 JTd

which concludes the proof.

O
We now provide the argument that proves the dynamic programming principle of Vj.
Proof of Lemma 1.1.2. We want to prove that
Vs(mo) = inf ( / H* (2, a)dm(s) + F(m(s))ds + e-ﬁtvé(m@))) . (155)
(m,«) 685 (mo) Td

We start showing that the left-hand side of (1.55) is greater than the right-hand side. For any
(m, ) € £(mp) we define (mf,at) € E(m(t)) as (m'(s),al(s)) = (m(s +t),a(s +t)). Then,
using the definition of Vs we get

Vs(mo) = inf (/0006_58 TdH*(x,a(s))dm(s)—l—]-'(m(s))ds)

(m,oz)eé‘és (mo)
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o t —ds *
= inf (/0 e TdH (x,a(s))dm(s) + F(m(s))ds

(m,a)

+/too e~ 08 /Td H*(z,a(s))dm(s) +f(m(s))ds>
= inf ( /Ot o0 /T JH(x,a(s))dm(s) + F(m(s))ds

(m,a)

et /OOO e [ H a0 ()dm! (1) + f(m%l))dl)

> inf {/0 e~ ” H*(z,a(s))dm(s) + F(m(s))ds

(m,a) 653 (mo)

S . ( /0 s B H*(x,a(s))dm(s)+]—"(m(s))d$>}

(m,oz)eé'g
t
= inf (/ e % [ H*(z,a(s))dm(s) + F(m(s))ds + eatV(;(m(t))) .
(m,a)€ES (mo) 0 Td
We prove the inverse inequality by contradiction, i.e. we suppose that there exist ¢ > 0,

(m, ) € £9(myg) and (m, @) € £9(m(t)) such that

Vs(mg) —e >

/Ot e % /]I‘d H*(x,)dm(s) + F(m(s))ds + e /OOO e % /I[‘d H*(z,a(s))dm(s) + F(m(s))ds.

We can now define a new competitor (m1,w;) for Vs(myg) as follows

(mi(s),wi(s)) = {(m(s)’ w(s)) if s <t

(m(s—t),w(s—1)) ifs>t.

As (m1,w1) € £3(mp) we get immediately the contradiction, indeed

Vs(mo) < /O et [ (@,a(9)dm (s) + Flm (s))ds

_ /te—ﬁs H*(z.00)dm(s) + F(m(s)ds + ¢~ /Ooe—ﬁs H* (2, a(s))dm(s) + F(m(s))ds.
0 T 0 T

< Vs(mo) — e

O

In the next lemma we prove the result used in Proposition 1.2.5, which is part of an on-going
work with Marco Cirant. The following lemma addresses the problem of existence of minimizers
in the context of dual representation for Hamilton-Jacobi equations. A similar approach was used
in [51] in the case of F' = 0 but with a more general viscosity and a wider range of Hamiltonians.
Moreover, in the first order case, it is a natural problem that arises in the context of optimal
transport. See for instance [6].
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Lemma 1.4.2. Let (m,w) be as in Proposition 1.2.5. For any 0 < t1 < ta, the minimization
problem

A = inf At (u) = inf {/Td u(x, ta)dimn(ts) — /Tdu(m,tl)dm(tl)}

uell

where K is the set of u € CY2([ty,ta] x T?) such that —0wu — Au + H(x, Du) = F(z,m) and
Jpa u(ti, z)dx = 0, admits a solution.

Proof. The difficulties of this minimization problem comes from the fact that, a priori, we have
no regularity on the measure m, which does not allow us to directly get the compactness of the
minimizing sequence that we need. On the other hand the dynamic programming principle of
x and some local in time semiconcavity estimates help to overcome this obstacle.

Let us recall that the dynamic programming principle for x reads

t

x(mg) = (inf) (/ H* (a:, —i) dm(s) + F(m(s))ds + X(m(t))> + At
m,aw 0

and that the following convex duality holds true (see Remark 1.2.3)

inf i) /tQ/ <J: —) dm(s) + » F(z,m(s))dm(s)ds

(m,w)€ell(m(ty),m

— _ inf {/Tdu(m,tQ)dm(tQ) — /Tdu(:c,tl)dm(h)}-

uell

First of all we prove that for any ¢; < to < t3 we have that flif = flif + /_lg’ Indeed, using the
duality between the two minimization problems, we have

t2
1to t3 _ _ T
AP+ A - 1nft1)7m(t2 / / (x ) dm(s) + ” F(z,m(s))dm(s)ds

b /ts / (x —)dm(s)—l— [ Flw.(s))dm(s)ds.

If we use the dynamic programming principle of y and the fact that (m,w) is optimal, the
expression above is equal to

/153/ (m —> dm(s) + » F(z,m(s))dm(s)ds =

inf ) /tS / (:L’ —) dm(s) + » F(z,m(s))dm(s)ds = Ai‘;’

(m,w)€ell(m(ty)

We claim now and we prove later that, if {u,}, is a minimizing sequence for A% 2, then uy,
uniformly convergences to a function u € C’1 2([t1,t3) x T?) on any [t1,t] with t < t3 and u is
admissible for At This implies that the function v is a minimizer for At and in particular for
t = to. If we suppose that Aj?(u) = Aj? + ¢, then we have

Ai? (un) = Aif (un) + Aii (un) > A% (un) + Ai;

If we take the limit n — oo on both side, the uniform convergence of u, on [t1,t2] and the
fact that u,, is a minimizing sequence for Aﬁ’ give us

AP > AP (up) + AP = AP (u) = AP +e+ AP = AP + ¢
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which is impossible and so u has to be a minimizer for fl}f
We now prove our claim and we show that the set of functions u € C12([t1,t3] x T%) which
solves

{—Gtu — Au+ H(z, Du) = F(z,m) in [t1, 3] x T¢ (1.56)

Jpa u(ty, z)dr =0

is uniformly bounded in C([ty, 7] x T?) for any 7 < t3. This gives the local convergence that
we used earlier. Without loss of generality we can suppose t; = 0 and t3 = 7. As in Lemma
1.1.3 we argue by semiconcavity.

We consider £ € R?, |¢| < 1 and we look at the equation solved by w(t,z) = D?u” (t,z)¢ - €.
We now define w(t, z) = w(t,x)n(t), where n is the cutoff function n(t) = (t — T)%. We choose
¢ such that it maximizes sup, , w(t, ).

If we derive twice in space the HJB equation in (1.56), then w solves

0y — wn' — AW + DeeH(z, Du)n + 2Dg, H(x, Du) - D*uén
+DyppH (x, Du)D*ué - D*uén + DpH (x, Du) - Do = DZF(z, m)n.

The cutoff function ensures the existence of a positive interior maximum of w. At the

maximum, using also the boundedness of Df,pH , the above equation implies

—wn' — K + 2D¢, H (2, Du) - D*uén + C~'|D*ué|*n < DEF(z, m)n.

Rearranging the terms and using the boundedness of DggF we get

|D?ué|n < wiy' 4+ C 4 2C|D*u|n.

1/2

As ' = 2n'/% we can apply the Young’s inequality so that n'w < n/2|D?ué|?* + 4 and

1
S| D*ugl*n < €'+ 20| D*ug]n,

which in turn gives
|D?ug|*n < C.

If wt and @w™' are the positive parts of w and w, then we have our semiconcavity estimates
because on [0, 7] x T¢
(wn)? < (@0%)? < |D>ugfn® < M.
Note that M = M (7) and it diverges when 7 — T'. On the other hand the estimates above,

along with (1.14), gives uniform bounds on ||Du||« on [0, 7] with 7 < T'.
Integrating in space the HJB equation we get

yat/ udsz)| g/ \H(z, Du)| + |F(z, m)|de < C(7).
Td Td

As [ra u(0,z)dz = 0, the above inequality ensures that | [ra u(t, z)dz| < C(7) for any ¢t < 7.
This gives us osc(u(t,-)) < | Jpa u(t, z)dz| + Csup, |Du(t,x)| < C(7).
As in Lemma 1.1.3, the boundedness of space derivatives implies also that |0;u(t)| < C(7)

for any ¢t < 7 and so the claim.
O
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Here we provide the proof of the existence of the smooth functions that we used in Subsection
1.3.2.

Lemma 1.4.3. For any mg € P(T%) and any e > 0, there exists ® : P(T) — R of class C*
such that ®(mg) =1 and ® =0 on BE(myg). Moreover, we can choose ® such that

| Dm®@|loo < 10/€.
and with DD, ® bounded.

Proof. Let E be the compact set of 1—Lipschitz continuous maps on T¢ vanishing at 0. Let (¢,,)
be a dense family in ' consisting of smooth maps. For N large, we consider

Un(m)= sup Pn(m —mo).
n=1,...,.N JT4

Then (¥y) is a family which is uniformly Lipschitz continuous in P(T¢) and converges to
di(-,mp). So, for n > 0 small there exists N large enough such that

U —di(-,m0)]|e0 <.

Next we approximate the sup in the definition of ¥y. We consider

Ty (m )—5log<zexp{ /cbnm mo })

Un(m) < U (m) < SIn(N) + Ty (m).

Recall that

Note that Wy is C!, with

Dy ¥ (m, x) (Z exp{5_1 /Td qﬁn(m—mo)})_lﬁéexp {5_1 /W qbn(m—mo)}ngn(:U).

(1.57)
Note that D,, ¥} (m,z) is a convex combination of D, (), so that

| Dy Wy (m, )| < sup [ D ()] < 1.
n

For § > 0 small (depending on N), we have
1% = di (-, mo) o < 21
In particular, for € > 0, choose n = €/5: then

inf WY (m)>e—2n=3¢/5 and WO (mo) < 21 = 2¢/5.
meBE(mo)

Moreover, if we derive (1.57) in space we get

D, Dy W (m, ) (Zexp{él / d%(m—mo)})_éexp{al / dqsn(m—mo)}D%n(x).



1.4. APPENDIX 37

Note that D, D,, U} (m,z) is a convex combination of D?¢,(z). Therefore, there exists a con-
stant C'y such that
1D, D W3 (1, 2)| < sup | D2p(x)] < C.
n

To complete the result, define a map {(( = R — [0,1] smooth and nonincreasing, with
Ce(s) = 01if s > 3¢/5 and ((s) = 1 for s > 2¢/5. We can choose ||(!|lcc < 10/e. The map
® = (. o UY, satisfies the claim. O

Lemma 1.4.4. Let A and B be closed subsets of P(T?) with an empty intersection. Then there
exists a C* map ® : P(T?) — R such that ® =1 on A, ® =0, B and D, D,,® bounded.

Proof. Let € > 0 be the minimal distance between A and B:

e:= inf di(m,m’) > 0.
meA, m'eéB

Let (my) be dense in A and ®, : P(T%) — [0,1] be associated with m,, as in Lemma 1.4.3:
o, (my) =1, @, =0 in B¢(my,) and ||Dy D, @y || bounded. For § > 0 small and N large, let us

set
N
WO (m) = dlog (Z exp {6_1<I>n(m)}> .

n=1

Note that \IJ‘JSV is O with

-1 N

DDy, U (m, y) <Z exp{ l@n(m)}> Zexp{ 51, ( )}DmDmCPn(m,y).

In particular,
|De Dy Wiy (m, )| < sup | D¢y ()] < Ch.
n

For m € B we have ®,(m) = 0, so that U3 (m) = 6 In(N). As (m,,) is dense, we can choose,
for n > 0, N large enough so that

d <.
max m min _d;(m,my) <7

Then, for m € A, there exists n € {1,...,N} with di(m,m,) < n, so that (by Lipschitz
continuity of ®,,)
®,,(m) > &, (my) — 10e 1di(m, my) > 1 — 10 1y

Thus
WO (m) > dlog (exp {6_1<I>n(m)}> >1—10e 1y

We now choose 1 > 0 such that 1 —10e~'n = 2/3 (which in turns fixes N), and then § > 0 small
such that §In(N) < 1/3. Then we have

inf Uy (m)>2/3  and sup Uy (m) < 1/3.
meA meB
Then conclusion follows easily. O

On the long time convergence of potential MFG
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Chapter 2

Weak KAM theory for potential
MFG

We develop the counterpart of weak KAM theory for potential mean field games. This allows to
describe the long time behavior of time-dependent potential mean field game systems. Our main
result is the existence of a limit, as time tends to infinity, of the value function of an optimal
control problem stated in the space of measures. In addition, we show a mean field limit for the
ergodic constant associated with the corresponding Hamilton-Jacobi equation.

This chapter is a joint work with Pierre Cardaliaguet and it was accepted for publication in
Journal of Differential Equations (JDE).

39



40 CHAPTER 2. WEAK KAM THEORY FOR POTENTIAL MFG

Introduction

The theory of mean field games (MFG), introduced simultaneously and independently by Lasry
and Lions [61, 62] and Huang, Caines and Malhamé [57], is devoted to the analysis of models
where a large number of players interact strategically with each other. Under suitable assump-
tions, the Nash equilibria of those games can be analyzed through the solutions of the, so-called,
MFG system

—0wu — Au+ H(z, Du) = F(z,m) in T? x [0, T
—0ym + Am + div(mD,H (2, Du)) =0 in T? x [0, 7] (2.1)
m(0) = mo, w(T,z) = G(z,m(T)) in T

The first unknown wu(¢,z) is the value function of an infinitesimal player starting from x at
time ¢ while the second one, m(t), describes the distribution of players at time ¢. The maps
F,G : P(T%) — R (where P(T¢) is the set of Borel probability measures on the torus T%)
describe the interactions between players.

In this paper we investigate the limit behavior, as the horizon T tends to infinity, of this
system. This is a very natural question, especially when one looks at those models as dynamical
systems.

One natural guess is that the system simplifies in large times and converges to a time inde-
pendent model, called the ergodic MFG system:

~\A\— Au+ H(z,Du) = F(x,m) in T (2.2
Am + div(mD,H (2, Du)) =0  in T¢. 2)

There is a relatively wide evidence of this phenomenon, starting from [65] and the Mexican
wave model in [56] to more recent contributions in [18, 22, 23, 50].

All these papers, however, rely on a structure property, the so-called monotonicity assump-
tion, which is seldom met in practice. More recently, the problem of understanding what happens
in the non-monotone setting has been addressed in several papers. Gomes and Sedjro [49] found
the first example of periodic solutions in the context of one-dimensional first order system with
congestion. Cirant in [34] and Cirant and Nurbekyan in [33] forecast and then proved the ex-
istence of periodic solutions for a specific class of second order MFG systems (with quadratic
Hamiltonian). These periodic trajectories were built through a bifurcation method in a neigh-
borhood of a simple solution. Note that these examples show that the ergodic MFG system
is not always the limit of the time-dependent ones. In [68] the second author gave additional
evidence of this phenomena using ideas from weak KAM theory [39, 40, 41]. The main interest
of the approach is that it allows to study the question for a large class of MFG systems, potential
MFG systems.

We say that a MFG system like (2.1) is of potential type if it can be derived as optimality
condition of the following optimal control problem on the Fokker-Plank equation

Ut (t,my) = inf /tT ” H* (z,a(s,x))dm(s) + F(m(s))dt + G(m(T)), (2.3)

(m,)

where (m, «) verifies the Fokker-Plank equation —dym + Am + div(am) = 0 with m(t) = myg
and F and G are respectively the potentials of the functions F' and G that appear in (2.1).
Since the very beginning, this class of models has drawn a lot of attention. [62] first explained
the mechanism behind the minimizing problem (2.3) and the MFG system (2.1) and, since
then, the literature on potential MFG thrived. See for instance [11, 21, 44, 70] for the use of
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theses techniques to build solutions and analyse their long-time behavior under a monotonicity
assumption.

In the present paper, we investigate the behavior, as T' — +00, of the solutions to the mean
field games system (2.1) which are minimizers of (2.3). It is a continuation of [68], which started
the analysis of the convergence of the time-dependent, non-monotone, potential MFG systems
through weak KAM techniques. We believe that these techniques lead to a more fundamental
understanding of long time behavior for potential MFG. When the powerful tools of the weak
KAM theory can be deployed, one can look at this problem in a more systematic way. Unlike the
PDEs techniques that were so far used, this approach does not depend on the monotonicity of
the system. A key point is that the weak KAM theory, exploiting the Hamiltonian structure of
potential MFG, gives us a clear understanding of the limit object that the trajectories minimize
when the time goes to infinity. We draw fully from both Fathi’s seminal papers [39, 40, 41] and
his book [42]. Several objects defined along the paper and the very structure of many proofs
will sound familiar for who is acquainted with weak KAM theory. Nonetheless, it is not always
straightforward to transpose these techniques into the framework of MFG and it often requires
more effort than in the standard case. It is worthwhile to mention that infinite dimensional weak
KAM theorems are not new, especially in the context of Wasserstein spaces: see for instance
[45, 46, 47, 48]. These papers do not address the MFG problem but they surely share the same
inspiration.

Let us now present our main results and discuss the strategy of proofs. As we have antic-
ipated, the starting point of this paper are some results proved in [68]. The first one is the
existence of the ergodic constant A, such that

UT(Ov )

B -,
where UT' is defined in (2.3). The second one is the existence of corrector functions. We say
that a continuous function y on P(T9) is a corrector function if it verifies the following dynamic
programming principle

t

x(mg) = (inf) (/ H*(z,a)dm(s) + F(m(s))ds + X(m(t))) + At (2.4)
m,o 0

where (m, a) solves in the sense of distributions —9;m+ Am+div(ma) = 0 with initial condition

m(0) = mp. At the heuristic level, this amounts to say that x solves the ergodic problem

/W(H(y, Dinx(m,y)) — divyDinx(m,y))m(dy) = F(m) + X in P(T?). (2.5)

(the notion of derivative D,,x is described in Section 2.1 below).

The main results of this paper are Theorem 2.5.7 and Theorem 2.5.9. The first one states
that U7(0,-) + AT uniformly converges to a corrector function while the second one ensures
that this convergence does not hold only at the level of minimization problems but also when
it comes to optimal trajectories. In particular, Theorem 2.5.9 says that optimal trajectories for
UT(0,-)+ AT converge to calibrated curves (i.e., roughly speaking, to global minimizers of (2.4)).
Let us recall that, in [68], the second author provides examples in which the calibrated curves
stay away from the solutions of the MFG ergodic system (2.2). In that framework, our result
implies that no solution to the MFG system (2.1) obtained as minimizers of (2.3) converges to
a solution of the MFG ergodic system.

The convergence of UT (0,-) + AT to a corrector is of course the transposition, in our setting,
of Fathi’s famous convergence result for Hamilton-Jacobi equations [41]. The basic strategy of
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proof is roughly the same. Here, the additional difficulty lies in the fact that, in our infinitely
dimensional framework, the Hamiltonian in (2.5) is neither first order nor “uniformly elliptic”
(cf. the term in divergence in (2.5)).

We overcome this difficulty by introducing two main ideas that we now describe. As in [41],
we start with further characterizations of the limit value A. Let us set

[:=  inf H(y, Dy®(m, y)) — F(m) — divy Dy ®(m, y))m(dy).
vecri(p <Td>>m§p5m>/w< (4, D (m.y)) = F(m) = divy Do ®(m, y)Jm(dy)

Then, by duality techniques, one can check the following equality (Proposition 2.2.2)

-1 = min /md /w( d ® ) + Fm )) m(dy) p(dm), (2.6)

where (u1,p1) are closed measures, in the sense that, for any ® € C11(P(T9)),

—/ D, ®(m,y) - p1(dm, dy) +/ divy Dy, ®(m, y)m(dy)pu(dm) = 0.
P(T4)xT4 (T4)xTd

We call Mather measure any couple (u,p1) which minimizes the dual problem (on this termi-
nology, see Remark 2.5.1).

One key step is to show that I = X\. While it is easy to prove that I > X\ (Proposition 2.2.1),
the opposite inequality is trickier. One has to construct a smooth subsolution of the ergodic
problem (2.5) in a context where there is no “classical” convolution. The idea is to look at
a finite particle system on (T¢)N. A similar idea was used in [46] for first order problems on
the L?(0,1)—torus. The main difference with [46] is that, for first order problems, the particle
system is embedded into the continuous one, which is not the case for problems with diffusion.
The argument of proof is therefore completely different. We set (v, A\V) € C?((TH)VN) x R

solution of
N

N
S A0+ % S H(zi, NDyo (x)) = Fmd) + AV,

i=1
Note that, in contrast with [46], the constant A"V, here, depends on N. Our first main idea is to
introduce the smooth function on P(T¢)

and to show that it satisfies in P(T9)

= divy, Dy, W (m, y)m(dy) + /M H(y, Dy WY (m, y), m)m(dy) < F(m) + AN + o(N),

which implies that I < liminfy A\Y. To conclude that I = X we proved that AN — X. The
proof of this result is organized in two steps. The first one (Lemma 2.3.2) is inspired by [67]
and consists in deriving, through Berstein’s method, estimates on v"V of the form

NZ D, vV (x)?<Cp Vxe (THN

and to derive from this the fact that v" uniformly converges to a Lipschitz function V on P(T4).
In the second one (Proposition 2.3.4) we adapt the argument of [59], which is concerned with
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the connection between optimal control of McKean-Vlasov dynamics and the limit behavior of
large number of interacting controlled state processes, to show that if A* is an accumulation
point of AN then

V(mo) = inf ( /O ' | (@ 0)dm(s) + F(m(s))ds + V(m(T))) + AT,

(m,)

where (m, a) solves in the sense of distributions —9;m+ Am+div(ma) = 0 with initial condition
mg. Consequently \* = X and so AN — ).

The next difficulty is that the Hamiltonian appearing in (2.5) is singular (because of the
divergence term). This prevents us to say, as in the classical setting, that Mather measures
are supported by graphs on which the Hamilton-Jacobi is somehow satisfied. To overcome this
issue, we introduce our second main idea, the notion of “smooth” Mather measures (measures
supported by “smooth" probability measures). We prove that limits of minimizers for U” provide
indeed “smooth” Mather measures and that, if (u,p;1) is a “smooth" Mather measure then, if we
set

* dpl
QI(y7m) = DaH (Zh dm ® M(ya m)) 3

we have, for p—a.e. m € P(T9),

[ arwm) - D)y + [ Hly,ar(vm)mdy) = Fm) + 1 27)
T4 Td

(see Proposition 2.4.2). Note that (2.7) is a kind of reformulation of the ergodic equation (2.5),
in which ¢q; = D,,,x and where the divergence term is integrated by parts. The rest of the proof
is more standard and does not bring new difficulties compared to [41].

Let us briefly describe the organization of the paper. In Section 2.1, we fix the main notation
and assumption and collect the results of [68] that we sketched above. Section 2.2 and 2.3 focus
on further characterizations of the limit value A. In particular, in Section 2.2, we prove that
(2.6) and I > X hold, while Section 2.3 is devoted to the analysis of the particle system and the
proof that I = A. Section 2.4 gives a closer look to Mather measures and explains (2.7). Section
2.5 contains Theorem 2.5.7 and Theorem 2.5.9 and their proofs.

Acknowledgement: The first author was partially supported by the ANR (Agence Na-
tionale de la Recherche) project ANR-16-CE40-0015-01 and by the AFOSR grant FA9550-18-1-
0494. We would like to thank Marco Cirant who carefully read this manuscript and pointed to
a blunder in the previous version of Section 2.3.

2.1 Assumptions and preliminary results

The aim of this preliminary section is twofold. Firstly, we introduce the notation and the
assumptions that we will use throughout the paper. Then, we collect some results from [68]
which are the starting point of this work.

2.1.1 Notation and assumptions

We work on the d—dimensional flat torus T¢ = R?/Z? to avoid boundary conditions and to set
the problem on a compact domain. We denote by P(’]I‘d) the set of Borel probability measures
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on T¢. This is a compact, complete and separable set when endowed with the 1-Wasserstein
distance d(-,-). Let m be a Borel measure over [t,T] x T¢ with first marginal the Lebesgue
measure ds over [t,T], then with {m(s)}sc;, 7] we denote the disintegration of m with respect
to dt. We will always consider measures m such that m(s) is a probability measure on T¢ for
any s € [t,T].

If m is such a measure, then L2, ([t,T] x T%) is the set of m-measurable functions f such that
the integral of | f|>dm(s) over [t, T] x T¢ is finite.

We use throughout the paper the notion of derivative for functions defined on P(T¢) in-
troduced in [19]. We say that ® : P(T?) — R is C! if there exists a continuous function
22 . P(T) x T? — R such that

B(my) — D(my) = /01 /Td %((1 — Byma + tmy, 2)(my —mo)(dx)dt, ¥, my € P(TY).

As this derivative is defined up to an additive constant, we use the standard normalization

/11‘ o0 (m,z)m(dx) = 0. (2.8)

a 6m
We recall that, if u, v € P(Td), the 1-Wasserstein distance is defined by

d(p,v) =sup{ [ () d - )@

continuous ¢ : T — R, Lip(¢) < 1} .

Assumptions: Throughout the paper the following conditions will be in place.

1. H:T¢xR? — R is of class C2, p + DypH (z,p) is Lipschitz continuous, uniformly with
respect to x. Moreover, there exists C' > 0 that verifies

C7'1; < DypH(x,p) < Cly, V(z,p) € T¢ x RY
and 6 € (0,1), C' > 0 such that the following conditions hold true:
|DyH(z,p)| < C+Clp| V(z,p) € T x R (2.9)
and

DueH(z,p) < C(L+ [p)'*?, Dy H(w,p)| < CL+ o), V(e,p) € T? x R,

2. F:P(T%) — Ris of class C2. Its derivative F : T? x P(T¢) — R is twice differentiable in
x and D?_F is bounded. Examples of non monotone coupling functions which verify such
conditions can be found in [68].

Note that some of the above assumptions will not be used explicitly in this paper but have
been used in [68] to prove results that we will assume to hold true. (The only differences are
assumption (2.9) and that here we need F to be of class C2, in order to build the C? test
functions of Lemma 2.6.2, while in [68] F was required only to be C!).

Very often in the text, we do not need to work explicitly on F, so, in order to have a lighter
notation, we incorporate F in the Hamiltonian defining, for any (z,p,m) € T¢ x R? x P(T%),

H(x,p,m) = H(xz,p) — F(m). (2.10)
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We denote with H* the Fenchel conjugate of H with respect to the second variable. Then, for
any (z,a,m) € T? x R? x P(T9),

H*(z,a,m) = H*(z,a) + F(m).

We can now introduce the standard minimization problem in potential MFG:

U (t,mg) = inf /T H*(x,)dm(s) + F(m(s))dt, mg e P(T)
» Mo - ; ; 0

(m,a)

where m € CO([t, T),P(T%)), a € L2 ([t,T] x T4, R?) and the following equation is verified in
the sense of distributions
—Oym + Am + div(ma) =0 in [t,T] x T¢ (2.11)
m(t) = mo in T '

2.1.2 Corrector functions and the limit value )\

Here we collect the results already proved in [68] that we will use. A most important one is the
following.

Theorem 2.1.1. The function %UT(t, -) uniformly converges to a limit value —\ when T goes
to +o0.

The second result that we will use is the existence of corrector functions.

Definition 2.1.2. We say that x : P(T%) — R is a corrector function if, for any mg € P(T%)
and any t > 0,

x(mg) = inf (/Ot H*(z,a)dm(s) + F(m(s))ds + x(m(t))) + A, (2.12)

(m,)

where m € C°([0,t], P(T?)), a € L2,([0,t] x T¢ R?) and the pair (m,a) solves in the sense of
distributions —0ym + Am + div(ma) = 0 with initial condition my.
Proposition 2.1.3. The set of corrector functions is not empty and uniformly Lipschitz con-

tinuous. In addition, if x is a continuous map on P(T?) for which equality (2.12) holds for some
constant X' and for any t > 0, then N = \.

A last notion that will come at hand is the one of calibrated curve:

Definition 2.1.4. We say that (m, &), which satisfies (2.11) for any t € R, is a calibrated curve
if there exists a corrector function x : P(T?) — R such that (m, &) is optimal for x: for any
t1 <ty € R

x(m(t1)) = Mta —t1) + :2 . H* (z,a(s))dm(s) + F(m(s))ds + x(m(t2)).

The set of calibrated curves verifies the following property.

Proposition 2.1.5. The set of calibrated curves is not empty. Moreover, if (m, a) is a calibrated
curve, then m € CH2(R x T9) and there exists a function u € CY2(R x T?) such that a =
D, H (x, Du) where (u, m) solves

—O0pu — Au+ H(z, Du) = F(z,m) in R x T¢,
—0ym + Am + div(mD,H (2, Du)) =0 in R x T%.
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2.2 A dual problem

In this section we introduce the two usual characterizations of the constant A: A is expected to
be the smallest constant for which there exists a smooth sub-corrector and —A is the smallest
value of the Lagrangian when integrated against suitable “closed” measures. The goal of this
section is to show that both problems are in duality and have the same value I. We postpone
the analysis of the equality I = X to the next section.

We start with the HJ equation which we write in variational form.

I:=  inf Dy®(m,y), m) — divy D ®(m, dy), 2.13
‘DECl}EP(Td))meS;gM)/Td(H(y’ (m, y),m) = divy Dy ®(m, y))m(dy) (2.13)

where by C11(P(T9)) we mean the set of maps ® : P(T¢) — R such that D,,,® and D,D,,®
are continuous. We recall that H is defined in (2.10). Let us start with a comparison between
I and A.

Proposition 2.2.1. We have I > .

Proof. Let € > 0 and ® be such that
/d(H(y, Dy ®(m,y),m) — divy Dy, ®(m, y))m(dy) < I +e Vm € P(T%).
T

Let (m,a) be a calibrated curve and x be a corrector function associated with (m,a&). By
definition of calibrated curve, (m, @) verifies

—Oym(t) + Am(t) + div(a(t)m(t)) =0,  VteR

and
T
x(m(0)) = /0 ” H*(y, alt,y), m(t))m(t, dy) + AT + x(m(T)). (2.14)

As @ is smooth, we get

Using (2.14), we end up with

T
o(m(T)) — @(m(0)) = (I + )T —/0 o s alty),m(t)mit, dy)
=—I+e&T+ x(m(T)) — x(m(0)) + AT.

Using the fact that x and ® are bounded, we divide both sides by T" and we conclude that A < I
by letting T" — 400 and € — 0 . (]
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Next we reformulate [ in terms of "closed measures".

Proposition 2.2.2. We have

i dp1
—I = mm/ / H* (v, m)m(d dm). )1
(1,p1) JP(Td) JTd (y dm @ p > (dy)p(dm) ( )

where the minimum is taken over u € P(P(T9)) and p1, Borel vector measure on P(T¢) x T¢,
such that py is absolutely continuous with respect to the measure dm @ p = m(dy)u(dm) and
such that (p,p1) is closed, in the sense that, for any ® € CY1(P(T?)),

—/ Dy, ®(m,y) - p1(dm, dy) +/ divy D, ®(m, y)m(dy)p(dm) = 0. (2.16)
P(T4)x T4 P(Td)xTd
In analogy with weak KAM theory, we call a measure (u,p1) satisfying (2.16) a closed

measure and we introduce following definition.

Definition 2.2.3. We say that a closed measure (u,p1) is a Mather measure if it is minimizer
of (2.15).

Proof. As usual we can rewrite I as
I= inf sup / </ H(y, Dy ®(m,y), m) — divy,D,, ®(m, y mdy),udm.
ey o0 [ (P40 D@l ), m) = vy D®(om, )() ) )

We claim that

[ = max inf H Y D, ®(m,y), —divy, Dy, @(m,y d dm).
LEP(P(T4)) @ Clvl,l( )/( 1 (/ ( ( ) (m y) m) 1Vy (m ))’I?’L( y)> M( m)

Indeed, P(P(T%)) is a compact subspace of M(P(T%)) and, for any fixed ® € C11(P(T?)) the
function on M(P(T?)) defined by

ne P(T4) (/]I‘d (H(y, Dm®(m, y),m) — diVme‘I’(Wy))m(dy)) u(dm)

is continuous and concave (as it is linear). On the other hand, when we fix u € P(P(T%)), the
function on C11(P(T9)), defined by

v [ (O D). m) — divy Dy (m. )midy) ) nim).

is continuous with respect to the uniform convergence in C™!(P(T%)) and convex due to the
convexity of H. Therefore, the hypothesis of Sion’s min-max Theorem are fulfilled and (2.17)
holds true.
We now define the continuous linear map A : C11(P(T%)) — (CO(P(T9) x T9))4 x CO(P(T4) x
T¢) by
A(®) = (D ®, divy, D, ®).

From now on we fix a maximizer y for (2.17) and we define E := CL1(P(T9)), F := (C°(P(T9) x
T4))4 x CO(P(T?) x T¢) and

$(@) =0, glav) = [ | . atmp),m) b, y)mldg)ptam), ¥(a,0) € F
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We note that
I= inf D) + g(AD)}.
poellE 1 (F(0) 4 g(a0)

To use the Fenchel-Rockafellar theorem we need to check the transversality conditions. These
hypothesis are easily verified, indeed, both f and g are continuous and, therefore, proper func-
tions. The function f is convex because it is linear and so is g, due to the convexity of Hamil-
tonian H. Moreover, it comes directly from its definition that A is a bounded linear functional
on E. Then, the Fenchel-Rockafellar Theorem states that

I'=— min {f*(—A*(p1,p2)) + g"(p1,p2)}-
(p1,p2)€F’

Note that
F' = (M(P(T% x T%)% x M(P(T9) x T%),

that f*(¢) = 01if ¢ =0, f*(q) = +o0 otherwise. So, for any (p1,p2) € F',

fr(=Alp1,p2)) = sup  —(A%(p1,p2), @) — f(®) = sup  —((p1,p2), A(D))
®eCLL(P(T)) deCL1(P(T4))
= sup —/ D, ®(m,y) - p1(dm,dy) — / divy Dy, ®(m, y)p2(dm, dy)
PeCLI(P(Td))  J(P(T4)xT? (P(T4)xT4

which is 0 if, for any ® € CH1(P(T?)),
/ Dy, ®(m,y) - p1(dm,dy) + / divy D, ®(m, y)p2(dm, dy) = 0,
P(Td)xTd P(Td)xTd
and 400 otherwise. On the other hand,

g*(p1,p2) = sup / a(m,y) - p1(dm,dy) + / b(m, y)p2(dm, dy)
(a,b)eF JP(T4)xT4 P(Td)xTd

a /79(1rd) (/Td(%(y’a(m’y)’ m) — b(m,y))m(dy)) wu(dm).

So, if g*(p1, p2) is finite, one must have that ps(dm, dy) = —m(dy)pu(dm) and that p; is absolutely
continuous with respect to the measure dm®p := m(dy)u(dm). Indeed, if p; were not absolutely
continuous with respect to dm ® u, we could find a sequence of continuous functions a, €
(CO(P(T?) x T%))? such that, a, is uniformly bounded on the support of dm ® y and

Lo an(m) - pa(dm, dy) = 4.
P(Te)x T4

But then we would have g*(p1,p2) = +00. So,

dp >
*(p1, = su a(m,y) - m,y) — H(y,a(m,y),m) | m(d dm
sor= s [ (am o)~ Ay atm ), m) ) mG@Gm)

We now want to prove that

dpy
sup / (am,y . m,y —H ,a(m, ’m>mdy dm
GGCO(P(Td)%I[‘d))d P(’]I‘d)x'l[‘d ( ) dm R ,U,( ) (y ( y) ) ( ),u( )

- /73(11*11) /]I‘d H (y’ dnilp(;@ M(mv Y), m)?ﬂ(dy)u(dm).




2.3. THE N—PARTICLE PROBLEM. 49

We have one inequality by definition of Fenchel’s conjugate. Indeed,

dp1
Sup / (am, : m,y) — H(y,a(m, ,m)md dm
o o s PO G ) s alom ), m) ) m(dy) ()

= / (Td)x T4 a’(m.y)- dﬂczlpé (m,y) = H(y,a"(m, y), m)m(dy)p(dm)

_/ (T4) /]Td dm® (m’y%m)m(dy)u(dm),

where

* " d
a*(m,y) = DoH <y dmpéu(m,y),m)

For the opposite inequality we use a density argument. The function a* could be not continuous
but yet it must be measurable. Moreover, the growth of H ensures that a* € Li(P(Td) X

T4 RY). As P(TY) x T¢ is a compact Hausdorff space, the set of continuous functions is dense
in L2(P(T%) x T?). Let a, € COP(T%) x T% R?) be such that a, — a* in L2 Then,

sup

dp
o e B G ) M aom )y pm) >
ac X

dm @ i
lim an(m) - ~ L (m,y) — H(y, an(m, y), mym(dy)u(dm) =
n—+00 JP(Td)xTd dm ® 1%

* dp B N B
/73(11‘d)x1rd a*(m,y) - e H(m, y) — H(y,a*(m,y), m)m(dy)u(dm) =

/’p(']rd) /I[‘d H (y’ dnilpé [ (m, y), m)m(dy)u(dm).

Therefore, we can conclude that

= — min m|m(d dm),
min [ J A (g midytam)
where the minimum is taken over (u,p;) satisfying condition (2.16). O

2.3 The N—particle problem.

In the previous section, we introduced two problems in duality. These problems have a common
value called I and we have checked that A < I. The aim of this section is to show that there
is actually an equality: A = I. In the standard setting, this equality is proved by smoothing
correctors by a convolution; by the convexity of the Hamiltonian, the smoothened corrector is a
subsolution to the corrector equation (up to a small error term), thus providing a competitor for
problem (2.13). In our framework, there is no exact equivalent of the convolution. We overcome
this difficulty by considering the projection of the problem onto the set of empirical measures of
size N (thus on (T?)"). For the N—particle problem, the corrector is smooth. We explain here
that a suitable extension of this finite dimensional corrector to the set P(T¢) provides a smooth
sub-corrector for the problem in P(T¢) when N is large. This shows the claimed equality and, in
addition, the fact that the ergodic constant associated with the N—particle problem converges
to A
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More precisely, we consider v"V : (T4)¥ — R the solution of:

N N
1
- ;:1 A:MUN(X> + N ;:1 H(w, NDCEiUN(X)a mg) = )‘Nv (2.18)

where x = (z1,...,zy) € (TN and mY = N~ "X, 6. and where H is defined in (2.10). Let
us recall that such a corrector exists (it is unique up to additive constants) and is smooth. To
fix the ideas, we choose the solution vV such that

N _
/(W oN = 0. (2.19)

Proposition 2.3.1. We have
I <liminf \V.
N—+o0

Proof. We define
N

W (m) = /(Td)N N (z1,...,TN) H m(dz;).

=1

As vV is smooth, it is clear that W is also smooth on P(T?) and we have
N
Dy W (m,y) = Z/ Dy, oM (@1, w1,y g1, - an) [ | mlda)
k=1 (T4)N=1 i#k
and
N
divy, Dy, WY (m,y) = Z /(Td)Nl A 0™ (21, T 1, Yy Tty - TN) H m(dz;).
k=1 i#k

In view of the convexity of H with respect to p, we obtain, for any m € P(T%),

= [ vy Do . gymlay) + [ (. D (). mymay)

N
:_Z/d/ DN 1AkaN(fL'l,...,.’L‘k_l,y,l'k+1,...,xN)Hm(dl'i)m(dy)
k=1 /T4 J(THN= ik

N
+ Hly, / Dy 0N (T4, .o T 1, Yy Tt 1y - s T m(dx;), m)m(d
- <ykz1 —— (21 k=15Y, Thtl N)gc (dx;) ) (dy)

N 1 N
< / (— Z AmkUN(.Tla S TN) F = Z H(wk,NDmka(;pl, ... ,:UN),m)> Hm(dxl)
(THN N N = i

Following [31], the Glivenko-Cantelli Theorem states that

N-1/2 if d < 4,
/ . do(ml m) Hm(dxz) <ey:=¢ N2In(N) ifd=4,
(T) i N—2/d otherwise.
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As H has a separate form: H(z,p,m) = H(x,p) — F(m) where F is Lipschitz continuous with
respect to m, we infer that

1 N
k=1 ;

1
< /(Td)N — kz_:l?-l(m,NkauN(m, .. ,xN),me) Hm(dmi) + Cey.

1

Recalling the equation satisfied by vV, we conclude that

_ /d divmeWN(m, y)m(dy) + /d H(y, Dy W (m, y), m)m(dy)
T T

N 1 N
< /(W)N (- > BtV (arseevon) + kzla(xk, NDo NG, md)) [ mie) + Cen

< AN + Cen.
As WY is smooth, this shows that I < liminfy AV. O

According to the above proposition and Proposition 2.2.1 we have that A < I < liminfy \Y.

Therefore, to have that I = )\ we need to show that limy AV = A. Before proving this result we

introduce some estimates on v¥.

Lemma 2.3.2. There exists a constant C1 > 0, independent of N, such that
N —
NY DoV (x)P<Cr vx e (THN. (2.20)
=1

Proof. The proof is an application of the Berstein’s type estimates used in [67]. First we show
that the sequence AV is bounded. This is a direct consequence of the maximum principle.
Indeed, if y is a minimum point of vV, then

1 al N al N 1 al N N

As the left hand side is uniformly bounded with respect to N we get that AV is bounded from
above. If instead of the minimum we consider a maximum we get the lower bound.
From (2.18) and the quadratic growth of the Hamiltonian we have

N N
A0 (0) + [ Flloo + AV < 37 1D7 0V ()] + | Flloo + AV
ij=1

N
C’NZ |D, v (x)]2 = C <
i=1

.

(S

D=

N
<N (Z !Di,xﬂN(X)\z) + [ Flloo + AN,

i,j=1

As AV is bounded, there exists a constant C' such that

i=1 ij=1

1
N N 2
CNY Dy N (x)]? < N2 (Z |D223i’m]_vN(x)|2> +C (2.21)
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Now we define

N
w(x) = [Dyv™ (%),
i=1
then
=2 Z Do ( %%UN(X).

By a direct computation we get

N N N N
- Z Agyw(x) = =2 Z ’Dgi7xj1)N(X)’2 + ZDMUN(X)D% Z ijvN(X)

i=1 i,j=1 i=1 j=1

=2 i\f: ]Da%“xij(x)]Q + iV:D%vN(X)Dwi (N_l (g: H(zj, NDyv" (x)) — f(mg)) — )\N)
i=1

4,j=1

=2 Z D3, 0N () + N™ 1ZD N (%) Dy H (x5, NDy v (x))
i,7=1 =1
N
+ 3 DyH (e, NAL N (x)) D2, oY (x) Dyyo 1ZD F(mY ) Dy (x)
ij=1
= -2 Z D3, 0N () + N™ 1ZD N (%) Dy H (x5, NDy oM (x))
7.7 1 =1
N N
+ Z DpH (x5, NijUN(x))ijw(x) - Nt Z D, F(mY, 2;) Dy o™ (x)
j=1 i=1

If x is a maximum point of w, the above computations lead to

- N N -

2 Z D2 0N ()P < NTHY T Do (%) Do H (i, NDyo™ (%)) = D DoF(my, i) Dy o™ (%)
i,j=1 Li=1 i=1 J

N
<N ZID 0N (x)|| Do H (23, N Dy 0™ (x)| + | DaFlloc D [ Dav™ (x)]
Li=1 =1 i

N N
< NHON Y Do () + (D2 Flloe +C) Y 1Da o™ (x)] ]
L =1 i=1

where for the last line we used the bounds on D H (2.9).
As D, F is bounded, plugging the above inequality into (2.21) we get (for a possible different
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constant C, independent of N, that might change from line to line)

1
N 2
NZ 1Dg, vV (x)2+ > |DxivN(x)|] +C

i=1

NZ|D WNx)EP<C

<C (Ng: \DwivN(X)P) ' +C (Ni\[: \DggivN(x)]Q) ' +C.

i=1 i=1

The above inequalities ensure that there exists a C; > 0, independent of N, such that
Nz | Dy, o™ (x)[* < Ch.

O

Lemma 2.3.3. Let vV be the solution to (2.18) satisfying condition (2.19). There exists a
Lipschitz continuous map V : P(T%) — R and a subsequence { Ny}, such that

lim  sup |o™ME(x) = V(md*)| =0
k—+o0 xE(Td)Nk

Proof. The proof is a direct application of a compactness result due to Lions (see [17, Theorem
2.1]), for which we just need to check the hypotheses. Let us note that, by uniqueness (up to a
constant) of the solution to (2.18), v" is symmetrical. To apply [17, Theorem 2.1] we have to
prove that v” is uniformly bounded and that there exists a constant C, independent of N, such
that, for any x,y € (T4)N
0¥ () — 0™ (y)] < CA(md, md). (2:22)
The fact that (2.22) and the normalization condition (2.19) hold implies that the v" are
uniformly bounded. To prove (2.22), we fix two points x = (21, ,zy) € (TH)YN and y =
(y1, - ,yn) € (THN. As vV is symmetrical, we can assume without loss of generality that
do(md,md) = (NN, dz2, (zi,4:))"/?, where dpa is the distance on T¢. Then, using again

y
(2.20), we have

[0V (x) oM (y)l < sup ZIDazlv (z)|da (i, yi)

z2e(THN ;-
1 1
2 2
< sup (Z | Dy v™( ) (Z d2. (i, yz)>
zG(Td i=1
1, (N 2
<C{N 2 Zde(xz,yz) = Cf’dg(m,]y,m ) < Cd(m mi,v)
i=1

We now adapt the argument of [59] to prove that the function V' is a corrector.
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Proposition 2.3.4. Let {\V¥} be the subsequence such that (vNF) converges to V as in Lemma
2.3.8 and let \* be an accumulation point of {\N¢}r. Then, for any T > 0 and any mqy € P(T?),
the function V : P(T?) — R verifies

V(mg) = inf) (/T ) H*(xz,a)dm(s) + F(m(s))ds + V(m(T))) + \*T,
o Jr

(m,ox

where (m, ) solves in the sense of distributions —0ym~+Am+div(ma) = 0 with initial condition
my.
Consequently, \* = X and \V — \.

Proof. The Proposition is a consequence of a nice result due to Lacker [59], which roughly
says that the mean field limit of an optimal stochastic control problem involving symmetric
controllers is an optimal control problem of a McKean-Vlasov equation. As the adaptation to
our framework, if relatively easy, requires cumbersome details, we refer the interested reader to
the appendix.

The fact that A* = X is a consequence of the uniqueness of the ergodic constant as stated
in Proposition 2.1.3. As any accumulation point of the bounded sequence AV is equal to A, we
finally conclude that the whole sequence converges to . O

As we mentioned before, the immediate consequence of the above proposition is the following
result.

Proposition 2.3.5. We have

I=X= lim M.
N—+o00

2.4 On the support of the Mather measures

In this section we take a closer look at Mather measures and the properties of their support
points.

Definition 2.4.1. We say that the closed measure (u,p1) is smooth if there exists a constant
C > 0 such that, for u—a.e. m € P(T9), m has a positive density and

|0 Wn(m)]| 3 (nay < C.
The aim of this section is to prove the following property of smooth Mather measures.

Proposition 2.4.2. Let (u,p1) be a smooth Mather measure. Let us set

: dp
a(.m) = DA (3 ).

Then we have, for u—a.e. m € P(T?),
/Td q1(y,m) - Dm(y)dy + /TdH(y,m(y, m), m)m(dy) = A.

In order to prove the proposition, let us start with a preliminary step. Let (u, p1) be optimal
in problem (2.15) (where we recall that I = \) and let ®" be any minimizing sequence in (2.13).
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b in LA(P(T?) x T4, dme

Lemma 2.4.3. The sequence (DyH(y, Din®" (m,y))) converges to
w). Moreover,

li —/ div, Dy, @ (m, y)m(d dm) + H(y, Dy ®Y (m, y), m)m(d dm
NI fpmayeps TV (m, y)m(dy)p(dm) orayna P (m, y), m)ym(dy)pu(dm)

=\
(2.23)

Proof. Recall that ®V satisfies
— /d divy, Dy ®N (m, y)m(dy) + /d H(y, D ®N (m,y), m)m(dy) < A+ on(1). (2.24)
T T
We integrate equation (2.24) against p and add the problem for (i, p;) to find:

- / divy Dy @™ (m, y)m/(dy) p(dm) + / H(y, D@ (m, y), m)m(dy)u(dm)
P(Td)xTd P(Td)xTd

dp1
Wiamen dy)p(dm) < on(1).
+/73(1rd)xq1~d% (y dm®#’m>m( y)u(dm) < on(1)

Using the uniform convexity of #, this implies that

- Dy ® (m, y)ym(dy) u(dm)

. dpq
_ divy Dy ® (m, y)m(dy) u(d /
/P I (myymldputam) + [
+C! /
P(Td)xTd

2
m(dy)pu(dm) < on(1).
Then, (2.16) implies that the first line vanishes and so
/77('H‘d)><’]1‘d

which proves the first statement of the lemma. We now turn to (2.23). First of all, as ®" is a
minimizing sequence for (2.13), we have that

dpy
dm @

- DPH(y7 qu)N(ma y)? m)

2

dp1 m(dy)p(dm) < on(1),

dm @ i

- DPH(ya qu)N(ma y)7 m)

lim sup — / divy Dy ® (m, y)m(dy)u(dm) + / H(y, Dy ®" (m,y), m)m(dy)p(dm)
N—+o00 P(T4)x T4 P(T)x T

<A

To prove the other inequality we start with

—/ divy, Dy, @™ (m, y)m(dy) pu(dm) + H(y, Dy ®N (m, y), m)m(dy)u(dm).
P(Td)xTd P(Td)xTd

We add and subtract the same quantity to get

- D ®" (m, y)m(dy) p(dm)+

. dp1
— div, D, ®" (m, dy)pu(dm) + /
/P 0 (m.ym(dy)p(dm) + | e

dp:
H(y, D@ (m, y), dy)p(dm) — /
sty s H0 DN Gyt — [T

As (p,p1) verifies (2.16), the first line above vanishes. Then, using the Fenchel’s inequality, we
find that

f/ divy Dy @™ (m, y)m/(dy) p(dm) +/ H(y, Dn® (m, y), m)m(dy)u(dm) >
P(T4)xTd P(T)xTd
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dpy
— * d dm).
/W) (e g m ) m(dy)(am)

By hypothesis, (1, p1) is a minimizer for (2.15), so, for any N € N,

—/ diVmeq)N(m,y)m(dy)u(dm)—l—/ H(y, Dp®Y (m,y), m)m(dy)p(dm) > \.
P(T4)x T4 P(T)x T

Therefore,

.. . . N N
}%@fiﬁ /73(Td)XTd divy Dy, @ (m, y)m(dy) u(dm) —i—/P(Td)XTdH(y, D, @ (m,y), m)m(dy)p(dm)

> A

and the result follows.

Proof of Proposition 2.4.2. From our assumption on (u,p1), we have

Loy, D (e gmidg)tdm) = = [ D@ (m.y) - Dinly)dyn(dm).
P(T4)xTd P(Td)xTd

As, by Lemma 2.4.3, the sequence (D,H(y, Dm®” (m,y)), m) converges to dgf@l)p in L2(P(T9) x
T?, dm ® p), we also have that (D, ®"(m,y)) converges to ¢ in L*(P(T?%) x T¢ dm @ u) by
regularity and invertibility of D,H and D,H*. On the other hand, Dm) is hounded in L2 (T9)

m(y)
for yp—a.e. m € P(T?). Therefore

lim divy D, ®N (m, y)m(dy)p(dm) = —/ q1(m,y) - Dm(y)dyp(dm).
N—+o00 JP(Td)xTd P(Td)xTd
We conclude thanks to (2.23) that
Lo yrmay) - DmGy)dyatdm) + [ 3Gy, q1(m. ), m)m(dy)dm) =\
P(T4)xT4 P(Td)xTd

On the other hand, extracting a subsequence if necessary, the sequence {D,,®" (m, %)}y con-
verges p—a.e. to q1. So, by (2.24), we have, for m—a.e. m € P(T9),

/ ql(y,m)'Dm(y)dy+/ H(y, q1(y, m),m)m(dy) < A.
Td Td

Putting together the previous inequality with the previous equality gives the result.

2.5 The long time behavior of potential MFG

In this section, we prove the two main results of the paper: the first one is the convergence, as
T — +o0, of UT(0,-) + AT. The second one states that limits of time-dependent minimizing
mean field games equilibria, as the horizon tends to infinity, are calibrated curves.
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2.5.1 Convergence of UT(0,-) + \T
We recall that U7 (t,mg) is defined by

T . T *
ut(tome) = it [ ([ 1 ot mls)dy + Fn(s))) ds
t T

(m,«
where (m, «) verifies the usual constraint

oym — Am — div(ma) = 0 in (t,T) x TY, m(t) = my.

Let (m”,a’) be a minimizer of the problem, then, o (s,z) = D,H(z, Dul(s,z)), where
(u”,m™) solves
—0wu — Au+ H(z, Du) = F(z,m) in T x [t, T
—0ym + Am + div(mD,H (2, Du)) =0 in T? x [t, T (2.25)
m(t) = mg, u(T,z) =0 in T¢,

(see for instance [11] for details).
We also take from [68, Lemma 1.3] some uniform estimates on the solutions of (2.25) which
will be useful in the next propositions.

Lemma 2.5.1. There exists C > 0 independent of mo and T such that, if (u,m) is a classical
solution of (2.25), then

o [|Dull poo o 1%y + 1D?ull oo o, 7x1e) < C
e d(m(s),m(l)) < C|l — s|*/? for any l,s € [0,T]
Consequently, we also have that |Oyu(s,-)| < C for any s € [0,T].

Lemma 2.5.2. For any (u,m) solution of the MFG system (2.25), there exists c(u,m) € R such
that, for any t € [0,T],

/]l‘d (H(x, Dut (t,z)) — AuT(t,x))mT(t, dz) — F(mT(t)) = c(m,u).
Proof. As for any t > 0 both m” and u” are smooth in time and space, the integral
/H‘d H(x, Du(t,z))m? (t,z) + Du(t,z) - Dm(t, z)dz — F(m(t))
is well defined and we can derive it in time. Then,

- D,H(z, Du(t, x))0:Du(t, x)m(t, z) + H(z, Du(t, x))0ym(t, z)+

» O:Du(t,x) - Dm(t, z)dx + Du(t,x) - O Dm(t,x) — F(x, m(t))0m(t, ).

Integrating by parts and rearranging the terms we get that the above expression is equal to

/T (~Am(t, ) — div(m(t,2) DyH (x, Du (t,2)))0pu” (1, x)d+
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(—=AuT'(t,2) + H(z, Du” (t,2) — F(z,m” (t,z)))0ym? (t,z)dz.
If we plug into the last equality the equations verified by u! and m”, we get

% ( /Td H(x, Du" (t,2))m” (t,z) + Du” (t,x) - Dm" (t, 2)dx — F(mT(t))> _

) —omT (t,2)ou” (t,z) + Oym™ (t, 2)9u” (t,2) = 0.
T

Integrating by parts the term Du” (t,z) - Dm”(t,x) and using the continuity of ¢t — wu(t,-) in
C?(T4) and the continuity of t — m(t) in P(T?) we conclude that the result holds.
(]

Proposition 2.5.3. Let (mT,al) be optimal for U(T,mq) and (ul',mT) be a solution of (2.25)
associated to (m™,a™). Then, c(u”,mT) = X as T — +oo. Moreover, this limit is uniform
with respect to the initial condition mg and the choice of the minimizer (m?*,a™).

Proof. We prove it by contradiction. Let us suppose that there exist a sequence T; — +oo and
a sequence (m’, at), minimizing U7¢ (0, m}), such that, for any i € N and a some ¢ > 0,

le(uf, mb) — \| > &, (2.26)

where, as usual, o(s, x) = DpH (z, Du'(s, x)) and (u’, m?) solves (2.25). Thanks to Lemma 2.5.1
we know that there exists C' > 0, independent of ¢ such that

sup sup [ (t)]|eo + [ D’ ()]0 < C.
T;>0 t€[0,T;]

Let E be the set
E:={ac Wl’oo(’JI‘d,Rd), || oo + || Derl|ce < C'}.

Then E, endowed with the topology of the uniform convergence, is compact. Moreover, o’(t) € E
for any t € [0, T;]. Let us define the probability measure v* on P(T%) x E by

i 1 T; : ;
/P(Td)fo(m,a)V (dm,da) = T - 1/1 F(mi(t),a'(t))dt  Vf e C(P(T?) x E).

As P(P(’]I‘d) x E) is compact, v* converges, up to a subsequence denoted in the same way, to
some probability measure v € P(P(T9) x E). Note that

LU ) = 2 [ ([ ()i, )y + Fom'()) s

T, —1 (
T;  Jpmdyxp \J1d

+ H* (4, aly))m(dy) +f<m>) vi(dm, da)

Hence, as the left-hand side converges, uniformly with respect to mj, to —\ (see [68]), we obtain
/ < H*(y, aly)ym(dy) + f(m)) v(dm, da) = —A. (2.27)
P(Td)xE \JTd

Now we make the link between v and the measure (u,p1) of Section 2.4. Let u be the first
marginal of v and let us define the vector measure p; on P(T%) x T¢ as

Lo o) pidmady) = [ [ 6(m.y) - aym(dy)v(dm, da)
P(T)x T4 P(Td)x E JT4
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for any test function ¢ € CO(P(T?) x T R?). We note that p; is absolutely continuous with
respect to p, since, if we disintegrate v with respect to u: v = vy, (da)u(dm), then

paldm.dy) = [ alyym(dy)via(de)n(dm)

Therefore,
() = [ aly)m(da),
Let us check that (u, p1) is closed. Indeed, for any map ® € CH1(P(T?)), we have
S0 (0) = [ (D@ (0 (tdy) — [ D (1)) - Hyly, Du'0, ) )
= [ AP 0. ) (0 dy) + [ Dl (2), ) 1,y ).
So,

/ div(D,, ®(m, y)) + Dy ®(m, y) - a(y)m(dy) v (dm, da)
P(Td)xE JTd

1

T; ) ) ) . )
= [ A On 0. ) + [ Da®n @), ey i

— o [Bm (1)~ @(mi(1)]

Letting ¢ — 400 gives

/ div(Dpy,®(m,y)) + D ®(m, y) - a(y)m(dy) v(dm,da) =0,
P(T)xE JT4
which can be rewritten, in view of the definition of p1, as
[ [ avOn@tmy)midgutam) + [ Dp(m.y) - pi(dm, dy) 0.
P(Td) JTd P(T4)x T4

This proves that (u,p1) is closed. Next we come back to (2.27): using the convexity of H*, we
also have

A= H (3, a(0)m(dy) + F(m)| v(dm, da) =

P(T)xE { T

/P(W)/E { L W aly))mldy) + 7 (m)} Vin(da)p(dm) >

/P(’Jl‘d) {/ﬂ‘d H* (y,/EOz(y)l/m(doz)) m(dy) + f(m)} pu(dm) =
/P(W) Uw - (y dnfp@? u(m’y)> m(dy) + 7 (m)} p(dm).

Therefore,

/p(Td) UW H* <y> dnfpé M(m,y)) m(dy) + f(m)} p(dm) < =A, (2.28)

which proves the minimality of (u,p;). By the uniform convexity of H, relation (2.28) shows
also that, for y—a.e. m € P(T?) and for v, —a.e. a, one has

dpy
(

T (m.) = a(y). (2.29)
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Note also that, m®(t) has a positive density for any ¢ € [1,7;] and there exists a constant
C > 0 independent of i such that

sup [|1/m'(t,)]|oc + [[Dm (2, )|l < C. (2.30)
te1,1;]

The bounds on Dm' are standard and we refer to [60, Ch4, Theorem 5.1]. While, for the
estimates on 1/m?, we used the Harnack’s inequality in [10, Theorem 8.1.3]. In our setting, this
theorem states that, for any z,y € T¢ and for any 0 < s < t < T}, there exists a constant C;_,,
depending only on |t — s|, such that

mz(ta l‘) 2 Ct—smi(57 y)

As we work on the torus, for any s > 0, there exists a point y, € T? such that m?(s,ys) > 1.
Then, we can chose s =t — 1 and we get that for any ¢ > 1

m'(t,z) > C1m'(t — 1,y,-1) > C,

which proves (2.30).
The estimates in (2.30) ensure that the pair (u, p1) is smooth in the sense of Definition 2.4.1.
In particular, we know by Proposition 2.4.2 that, for y—a.e. m € P(Td),

= [ arwm) - D)y + [ Hy.ai(y.m)m(dy) = F(m) = A
Td Td

where

" dp
(o) = D" (1, 32 (o))

By the convergence of 1! to v, there exists (up to a subsequence again) t; € [1,T;] such that
(mi(t;), ai(t;)) converges to an element (m,a) € P(T¢) x E which belongs to the support of .
Then by (2.29), a = dglpéu. Thus Du'(t;) = D,H*(y,a'(t;)) converges uniformly to qi(-,m).
This shows that

lim c(u’, m?)
1—+00

= dim [ Dul(ty) Dt )dy + [ H(y Dt )m (b dy) = Fm' (1)

i—+4-00 Td

— _/Td qi(y,m) - Dm(y)dy—I—/TdH(y,ql(y,m))m(dy) ~ F(m) = A,
which is in contradiction with (2.26). .

The next step towards Theorem 2.5.7 is to prove that the map (s, m) — U (s,m) + (T — s)
has a limit. In the next proposition we prove that (s,m) — U7 (s,m) + A\(T — s) is bounded
and equicontinuous on [0, 7] x P(T¢) and so that there exists a subsequence (U™ + \(T}, — -))
which, locally in time, converges uniformly to a continuous function &.

Proposition 2.5.4. The maps (s,m) — UL (s,m) + N(T — s) are uniformly bounded and uni-
formly continuous.
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Proof. We first prove that (s,m) — U (s,m) + A(T — s) is bounded, uniformly in 7. Let x be
a corrector function. As y is a continuous function on the compact set P(T?), there exists a
constant C' > 0 such that 0 < x(m) + C for any m € P(T9). If (m(t),w(t)) is an admissible
trajectory for the minimization problem of U7 (s, m), then

/ST » H* (z,a(t,x)) dm(t) + F(m(t))dt + A\(T — s)

< /ST B H* (x,a(t, z)) dm(t) + F(m(t))dt + x(m(T)) + M(T — s) + C.

Taking the infimum over all the possible (m,«), the definition of U”(s,m) and the dynamic
programming principle verified by x lead to

UT (s,m) + (T — s) < x(m) + C.

As x is bounded, we get an upper bound independent of T, m and s. The lower bound is
analogous.

We turn to the equicontinuity. For what concern the continuity in the m variable, one can
adapt the proof of [68, Theorem 1.5] with minor adjustments, to show that, if T'—s > ¢ > 0
for given € > 0, then there exits a constant K independent of 7" and s such that U7 (s,-) is
K-Lipschitz continuous.

We now need to estimate |[U7T (ty,mg) — UT (t1,mp)|. We suppose ta > t; and we fix
(m(s),a(s)) an optimal trajectory for U” (t;,mg), then

‘Z/{T<t2, m()) —UT<t1, mo)’ S |L{T(t2,m0) —UT(tQ,ﬁL(tz))‘ + ‘UT(tQ,ﬁL(tz)) —UT(tl,mo)‘. (2.31)

We can estimate the first term on the right hand-side using at first the uniform Lipschitz
continuity we discussed before and then the estimates on the solution of the MFG system in
Lemma 2.5.1. So,

U (ta,m0) — U (2, m(t2))] < Kd(mo,m(ts)) < KC|t; — to2. (2.32)

To estimate the second term in the right hand-side of (2.31), we just need to use that

(0, mr) = i { [7 L o) dm() + Fon()dt + 4" 1o, )}
1 1 ) ’ 2 2 .
t1 Td

(m,@)

As (m, @) is optimal for U7 (t1,m1), we get

to

U ()~ U (m(t2) = [ [ B (@ ate @) dm) + Flm)de
t1 T

Note that, a(t, ) = DpH (z, Du(z,t)) where (m, u) solves the MFG system (2.25) and, according

to Lemma 2.5.1, we have uniform estimates on u. Therefore,

1)

U7t in(t2) = U (1 mo) < [ | [ H (Gt @) din(e) + Fln(e) | d < Clta — 1)

t1

Td

Putting together the last inequality with (2.32) we have that, for a possibly different constant
C > 0, independent of T', my and my,

1
U (t2,mo) — U (t1,m0)| < C([t1 — t2] 2 + [t1 — ta]),

which, in turn, implies the uniform continuity in time. [l
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From now on we fix a continuous map ¢ : [0, +00) x P(T¢) — R, limit of a subsequence
(denoted in the same way) of the sequence (UT + \(T —-)) as T — +o0.

Proposition 2.5.5. The map &y(-) := £(0,-) satisfies

o) < it { ([ 1 a0 mls. )y + Fon() ds+&alm(e) b+

(m,«
Proof. We first claim that & is a viscosity solution to
—0&>0  in [0, +00) x P(T%). (2.33)

Let ® = ®(t,m) be a smooth test function such that £ > ® with an equality only at (t9, mo).
Then there exists a subsequence (t,,m,) converging to (tp,mg) and such that U™ 4+ (T}, —
s) — ® has a minimum at (t,,my,). Let (my,a,) be a minimizer for U* (¢, m,). We consider
up € CY2([ty, Tn] x T?) such that (u,,m,) is a solution to the MFG system (2.25) and a,, =
D, H(xz,Duy). Then, by Lemma 2.6.1, we have

=0 ®(tn, mn) — A+ /Td(H(y7 Duy(tn,y)) — Aup(tn, y))mn(dy) — F(my) > 0.

By Lemma 2.5.2 and Proposition 2.5.3, we have, given € > 0,

[ (B D) = Bt ) (d9) — Flin) < A+

for n large enough. So
—8tq)(tn,mn) Z —E€.

We obtain therefore, after letting n — 400 and then € — 0,

—8t(13(t0, m()) >0

This shows that £ satisfies (2.33) holds in the viscosity solution sense.

We now prove that (2.33) implies that & is nonincreasing in time. Fix mg € P(T¢) and
assume on the contrary that there exists 0 < ¢; < to such that &(t1,mo) < &(t2,mo). Let
¥ = ®(m) be a smooth test function such that ¥ > 0 on P(T¢)\{mg} with ®(mg) = 0. Then,
we can find n > 0 small such that, if m; and ms are such that £(t1,-) +7~!¥ has a minimum at
my and £(t2,-) + 1~ t¥ has a minimum at mg, then £(t1,m1) < &(t2,m2). Note that this implies
that

min €(t,m) + W) = €t m) W (m)

< &(ta,ma) +n ' W(mg) = min E(ta,m) + 1 W (m).
meP(T4)
Recalling that £ is bounded, this implies that we can find ¢ > 0 small such that the map
(t,m) — &(t,m) +n~'¥(m) + et has an interior minimum on [t1, +00) x P(T%) at some point
(t3,m3) € (t1,+00) x P(T?). This contradicts (2.33).
Now that we have proved the monotonicity in time of £ we can finally show the statement
of the proposition. We have that U7 verifies the following dynamic programming principle

ur(0,mp) = inf { /0 t 8 H* (x,oz(t,x))dm(t)+]—"(m(t))dt+L{T(t,m(t))}. (2.34)

(m,@)
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Then, adding on both sides AT and passing to the limit 7' — 400, one easily checks that &
satisfies

¢
0.m) = it { [ ([ 8 (als.p)ms,n)dy+ Fn(s)) ds+ €tm(®)} -+t
0
Using the fact that £ is nonincreasing in time we get the desired result. O

Before we can prove that &y is a corrector function we need to state some standard properties
of 71, : CO(P(T?)) — CO(P(T?)) which is defined as follows. For h > 0 and ® € C°T?) we set

h
m®(mp) = inf {/0 < [ (y,a(s,y))m(s,y)dy+f(m(5))) ds+<1>(m(h))}+/\h,

(m,a)
where (m, «) solves in the sense of distribution

{—@m + Am +div(ma) =0 in [0,h] x T¢

m(0) = my.
Lemma 2.5.6. The function 1, verifies the following properties
1. For any hy, ha > 0, Th, © Thy = Thy+hy
2. For any h > 0, 7, is not expansive, i.e. for any ®, ¥ € COP(T?))

172 ® = T ¥[loc < [|P = ¥loo.

3. For any h > 0, 7, is order preserving, i.e. for any ®, ¥ € COP(T?)) such that ® < ¥,

7h® < .

4. Let ® € COP(T?)) be such that, for any h >0, ® < 7,®. Then, for any 0 < hy < ha,

& <7, < 7,®.
Proof. The proof is standard, see for instance, in a closely related context, [42]. O

Theorem 2.5.7. & is a corrector and U (0) + AT converges uniformly to & on P(T?).

Proof. The proof follows closely the one of [42, Theorem 6.3.1]. We define Ut (t,m) = U (t, m)+
MT —t). Let T, — +00 be a sequence such that U converges locally uniformly to & on
[0, +-00) x P(T?). We can suppose that, if we define s, = T}, 11 — Ty, then s,, — +o0o. Note that

UTr+1 (s, m) = U (0,m). Then, using (2.34), we get
aTn-l»l (0, m) — Tsnng+l (S’VLJ m) = ’TsnaTn (07 m)

We also know from Lemma 2.5.6 that 7, is a contraction and that it verifies the semigroup
property. Therefore,

HTsnfo - fOHOO < I7s,.&0 — TsnaTn(O)”oo + HTsnaTn(O) - §0Hoo
< & = U™ (0)]|oo + 147+ (0) = &oloo — 0,
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Moreover, Proposition 2.5.5 and Lemma 2.5.6 prove that 75§y is monotone in s. Then, for
any s > 0, we have that, for a sufficiently large n € N,

§o < 7580 < 75,80 — o,

which proves that 7§ is constant in ¢ and so §p is corrector function. It remains to check that
the whole sequence U (0) converges to &. Let T > Tj,, then

1UT(0) = &olloo = llTr—m, U™ (0) = 71—, 0|00 < U (0) = Eploc — O

and the result follows. O

2.5.2 Convergence of optimal trajectories

Now that we have proved the convergence of U7 (0,-) + AT to a corrector function y, we can
properly define the limit trajectories for time dependent MFG and the set where these trajectories
lay. We will show that this set is a subset of the projected Mather set M as was suggested in
[68]. We recall the definition of M.

Definition 2.5.8. We say that mg € P(T?) belongs to the projected Mather set M C P(T%) if
there exists a calibrated curve (m(t), a(t)) such that m(0) = my.

Remark 2.5.1. Note that the notion of projected Mather set that we use here is consistent
with the one that was already introduced in [68]. On the other hand, Definition 2.5.8 is not the
transposition of the definition of projected Mather set that is generally used in standard Weak
KAM theory. In this latter case the projected Mather set is the union of the projection on the
torus of the supports of Mather measures. What we call here projected Mather set would be
rather the projected Aubry set or the projected Mané set (we refer to [43] and [42] for these
definitions). We decided to use Definition 2.5.8 mostly to be consistent with the terminology in
[68]. Moreover, it is worthwhile to mention that in the standard theory the Mather set and the
Aubry set are deeply connected while in this framework such a relation is no longer clear. In
particular, in standard Weak KAM theory the Mather set is contained in the Aubry set (where the
latter is defined as the intersection of graphs of calibrated curves). One can check this inclusion
defining a calibrated curve, starting from any point of the Mather set, through the Lagrangian
flow. In the MFG setting, the lack of uniqueness of solutions and the forward/backward structure
of the system prevent from defining any sensible notion of flow. Moreover, an other important
difference, that highlights how the connection between Mather set and Aubry set is not clear in
the MFG framework, is that, on the one hand, we know that calibrated curves lay on smooth
probability measures but, on the other, we know nothing about the reqularity of Mather measures’
support points (reason why we introduced the notion of "smooth" Mather measure).

We recall also that a couple (m, @), which satisfies —0ym(t) + Am(t) + div(a(t)m(t)) = 0 for
any t € R, is a calibrated curve, if there exists a corrector function x : P(Td) — R such that,
for any t1 <ty € R,

to
x(m(ty)) = Nta —t1) + . H* (z,a(s)) dm(s) + F(m(s))ds + x(m(tz)).
1
We fix (mT, o) a minimizer for UT (=T, mo). As usual o = D, H (z, Dul) where (a?, mT)
solves (2.25) on [T, T] x T¢. We define u”'(¢,2) = a” (¢t,2) — u”(0,Z), for a fixed z € T?. We
know from Lemma 2.5.1 that D?a” and dyu’ are uniformly bounded. This means that u” and
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Du™ are uniformly bounded and uniformly continuous on any compact set of R x T?¢. Therefore,
we have that up to subsequence u” converges to a function u € C*2(R x T¢). The convergence,
up to subsequence, of m’ to a function m € C°(R,P(T?)) is ensured again by Lemma 2.5.1

and the uniform C %([0, T],P(T%)) bounds on m’ therein. It is standard that the couple (u,m)
solves in classical sense

—O0u — Au+ H(z, Du) = F(z,m) in R x T,
—0ym + Am + div(mDpH (z, Du)) =0 in R x T%.

As by product we have that (m’,a”) uniformly converges on compact sets to the couple

(m, DpH (z, Du)). Moreover, if we define @ = D, H (x, Du), then (m,a) solves —0ym + Am +
div(ma) = 0. We can now prove that (m, «) is a calibrated curve and therefore that M contains
the uniform limits of optimal trajectories.

Theorem 2.5.9. Let (m”,a™) be an optimal trajectory for UT (=T, mg). Then, (m™,a™) con-
verges, up to subsequence, to a calibrated curve (m, ). Consequently, m(t) € M for any t € R.

Proof. As we have already discussed the convergence of (m”,a”) to (m, ) we just need to check
that (m, «) is a calibrated curve. We fix t; < t3 € R, then, by dynamic programming principle,

UT (1, mo)+NT—t1) = / : / H* (2,07 (3)) dm” () +-F (m" (s))ds+U" (t2,m" (t2))+ AT 1),
t1 Td

We recall that U7 (t,mo) = UT~4(0,mg). Given the continuity of 47 (0,-), the uniform conver-

gence of (m”, a”) on compact subsets and the uniform convergence of U7 (0,-) + AT to x(-), we

can pass to the limit in 7" and we get that, for any interval [t1,¢2], the couple (m, «) verifies
t2
Xn(e) = [ [ () dmls) + Flon(s)ds + xm(t2)) + M2 — 1),
1

So (m,a) is a calibrated curve. O

2.6 Appendix

2.6.1 Proof of Proposition 2.3.4

Proof of Proposition 2.3.4. To simplify the notation, we argue as if the convergence of vV to V
in Lemma 2.3.3 holds for the full sequence (i.e., Ny = N). We denote with P»(R?) the set of
Borel probability measures m on R¢ such that

/d |z|?m(dz) < 400
R

We denote by m : R — T? the usual projection (and, by abuse of notation, we set 7(x) =
(m(zh), ..., w(zN)) for any x = (z',...,2"V) € (RH)N). Let mgy € P2(RY) with compact support
and (£%);en be an i.i.d. sequence of random variables on R? with law mg. Fix also (B?) inde-
pendent Brownian motions on R? which are also independent of (¢?) and set ¢V = (¢1,...,&N).
When we look at vV as a Z%—periodic map on (]Rd)N , we have by classical representation formula
that

E{’L)N(EN)} = infE [N‘li/TH*(Xi ai)dt+/Tf(7rﬁmN ) dt + vV (Xp) | +AVT, (2.35)
— ty ¢ X4 T 3 .
o =1 0 0



66 CHAPTER 2. WEAK KAM THEORY FOR POTENTIAL MFG

where the infimum is taken over progressively measurable controls a = (al, ... ,oV) (adapted

to the filtration generated by the (B?) and the (¢%)) and where X = (X!,..., X"V) solves
dX} = aldt ++2dB, t €[0,T],  X}=¢"
The optimal feedback in (2.35) is well-known: it is given by o**N (¢,x) := D,H (x;, Dy, oY (x)).

We denote by o*N = (VN ... a*NN) and X*N = (X*LNV . X*NN) the corresponding
optimal solution:

dx;7"N = of"Nat +v2dBl, te [0,T), X3 = ¢l

By Lemma 2.3.3, we have

lim ey =0 where EN = Ssup ’V(Wﬁmi\]) — oMV (x)|, (2.36)
N—=oo xe(Rd)N
because vV (x) = vV ((n(z!),...,m(zN)) while mfml = mfy(x).
Note that (2.36) implies, on the one hand, that
| >y B0l e+ [ Flmimiw) de+V (ntm3) +
—E[oV(E)]] < e, (2:37)

and, on the other hand, that o*" is 2ex optimal for the problem if one replaces v by V in the
optimal control problem:

N T , , T
’E [N‘l Z/ H*(X:LN’a:z,N)dt +/ f(ﬂljmgzw) dt + V(Wﬁmg*TN)]
i=1

‘ < 2en. (2.38)

_ingl 12/ H* (X}, ol dt+/ Wﬁmxt dt+V(7rjijT

We aim at letting N — +oo in the above inequalities. By the law of large numbers we
know that (m €N) converges a.s. and in expectation in P to mg. Therefore, by the Lipschitz
continuity of V', we obtain

lim sup ‘IE { fN)} - V(ﬂ’ﬂmo)‘
<limsupE HvN(gN) — V(ﬂ'jjmgv)u + limsupE HV(TrﬁmgV) — V(ﬂ'j:lmo)H (2.39)

< limsupey + CE [d2(mé\zfv7m0)} = 0.

In order to pass to the limit in (2.38), we use several results of [59]. The first one (Corollary 2.13)
states that m%, is precompact in P2([0, T}, P2(R?)) and that every weak limit has a support in
the set of relaxed minimizers of the McKean Vlasov optimal control problem in weak Markovian
formulation (expressed here with—almost—the notation of [59], see Proposition 2.5):

k= inf EF VOT H*(Xy, a(t, Xy)) + F(rf(Po X; 1) dt + V(rh(Po X21) | + A*T,  (2.40)
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where the infimum is taken over the family of probability spaces (€, (F;),P) supporting a
d—dimensional process X and a d—dimensional Brownian motion B, such that P o X L= my,
& :[0,T] x R* — R? is Borel measurable, and the following holds:

T
dX; = &(t, X;)dt +v/2dB;,  with  EF V 1 X2+ |a(t, Xp)|? dt| < +oo. (2.41)
0
The above problem can be reformulated in PDE terms as

T T
k= ot / H(z,4(t, 2))m(t, dr)dt + / Frtm(t))dt + V(ntm(T)) + N'T,  (2.42)
m,&) J0 R 0
where the infimum is taken over the pairs (m, &) with m € C°([0, T], Po(R%)), & € L3([0, T}, Lfn(t) (RY))
and
dym — Am — div(ma) =0 in (0,T) x R?, m(0) = my. (2.43)

Indeed, if P is admissible in (2.40), we just need to set m(t) = P o X; ' and then (m,a) is
admissible in (2.42). Conversely, if (m,&) is admissible in (2.42), then there exists a weak
solution to the SDE (2.41): this precisely means that there exists a stochastic basis which is
admissible for (2.40).

Next, we note that the proof of Theorem 2.11 in [59] (and more precisely inequality (6.1))
shows that

N T T
. 1 s« v, N %N N N *p
l%nE [N 251/0 H*(X;"" op 77 )dt —i—/o ]:(ﬂjij:N) dt + V(WﬁmX*TN) + N'T = k.

Putting together (2.37), (2.39), (2.42) and the above equality shows that

V(mgmo) = imE [v" (¢V)]

N T T
. —1 * *i,N *i,N N N *
= h;\rntE [N ZE_I/O H* (X", o )dt —i—/o f(wtimxgw) dt + V(ﬂjjmx*TN) + \*1(2.44)

T T

~ = inf, / H(x, (), dr)dt + / Flrtm($))dt + V(wtm(T)) + A°T,
m,&) JO R 0

where the infimum is computed as above.

It remains to explain why we can work in T% instead of R?. For this, let us define, for any
mo € P(Rd) and any mg € PQ(Td), JRd (mo) and Jv]l-d (mo) by

T T
Jra(mg) := inf /0 » H*(z,a(t,x))m(t,dx)dt +/0 F(mm(t))dt + V (mgm(T)),

(m,&)
where the infimum is taken over the pairs (m, &) as above, and

T A
Jra(mg) := inf H*(x,— ©

~ T ~ ~
[0 (b a)m(t,da)dt + [ FGn(n)dt +V (1))

where the infimum is computed (as usual) over the pairs (17, w) such that m € C°([0, T], P(T9)),
W is a vector measure on [0, 7] x T? with values in R? with first marginal dt and which is absolutely
continuous with respect to m with

/T/dw
o Jraldm

dm

(t,:v)’2m(t, dz)dt < +oo




68 CHAPTER 2. WEAK KAM THEORY FOR POTENTIAL MFG

and the continuity equation
Ay, — A + div(w) = 0 in (0,T) x T, m(0) = mg

holds. From the Lipschitz continuity of V' and the convexity of H* one can easily prove that
Jga is continuous on Py(R?). Our aim is to show that Jga(mg) = Jpa(mtmo) and Jpa (o) =
Jra(olg,) for any mgy € Pa(RY) and any mg € P(T?), where Q1 = [-1/2,1/2)<.

Let mg € P2(RY) and (m, &) be admissible for Jga(mg). We see w := —am as a vector
measure on [0, 7] x R? with values in R? and finite mass (since & € L?([0, 77, Lfn(t) (R%))). Let
us set m(t) = wim(t) and w(t) := wfw(t). Then, as (m,«) satisfies (2.43), (m,w) solves the
continuity equation

oy — A+ div(®) = 0in (0,T) x T4, m(0) = wmo.

Indeed, if ¢ is a smooth function with compact support on [0,T) x T¢ we have
T
| [ @rett.) + At a)mit, da) + Dt ayi(t,da) + [ o(0me
0

- /T /d(atso(t,w(y)) + Ap(t, m(y)))m(t, dy) + Dep(t, w(y))w(t, dy) + / 6(0)mo =0,
0 R T

where the last equality holds because the map (¢,y) — (¢, 7(y)) is smooth and bounded with
bounded derivatives on [0,7) x R? and (m,w) verifies —9ym + Am — divw = 0. As

T w T w
/ B A0 4 o))t da)dt = / H(x(2), 0 o) mit, da)dt
0 T 0 R

" dm dm
T
_ / H* (2, a(t, 2))m(t, de)dt,
0 R4

(since L is Z¢ periodic in the first variable), we easily derive that Jga(mo) > Jpa(7Hmo).

To prove the opposite inequality let (m,w) be #-optimal for Jya(mg). We define (1, w.) :=
(m * &, * &) where £ is a standard mollification kernel in the space variable. The couple
(e, W) solves the usual continuity equation with initial condition g = g * &. Then

T di T
/ / H* (2, — 22 (¢, ) e (t, do)dt +/ F(ie(t))dt + V(me(T)) < Jpa(ing) + 0 + 0. (1).
0 Jrd dm, 0
Set a.(t,z) = —(w:/me)(t,x). Let m. be the solution to
dme — Ame — div(ae(t, 7(z))m:) = 01in (0,T) x Rda me(0,y) = moe(m(y)1o,(y) vy € RY.
Then, by periodicity of &, fic(t) := mwfme.(t) solves
Oufie — Afic — div(Ge(t,2)fic) = 0in (0,T) x T¢  jic(0) = whme(0) = 1ng .,

which has 7. has unique solution since @. is smooth in space. This shows that 7#m.(t) = m.(t).
Therefore, as (mg(-,), @ (-,7(+))) is an admissible competitor for Jra(m<(0)), we get

T T
Taalme(O)) < [ [ H*(@ et m(@)me(t, de)dt+ [ Flmtme()de+ V (rim(T)

_ /T/ H* (2, e (t, ) )ine (¢, da)di + /T Fiine(t))dt + V(me(T)) < Jpa(ig) + 0+ O(1).
0 Td 0

As Jga is continuous, we can pass to the limit as e and then 6 tend to 0. Then we find
that Jpa(molg,) < Jya(mo) and, therefore, that Jypa(molg,) = Jra(mo). In view of (2.44), this
completes the proof of the proposition. O
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2.6.2 A viscosity solution property

Lemma 2.6.1. Let ® = ®(t,m) be a smooth test function such that UT — ® has a minimum at
a point (tg,mq) € [0,T) x P(T9). Let (u,m) be a solution of the MFG system (2.25) starting
from (to,mo) and such that (m, DpH (x, Du(t,x)) is optimal for U(ty, mo). Then

D, ®(to, mo, x) = Du(ty, z) for mg—a.e. x € T? (2.45)

and

0, (to, mo) + /T (H(z, Dulto,z) — Aulto, z))mo(dx) — F(mg) > 0. (2.46)

Proof. Without loss of generality we assume that ®(tg, mo) = UT (g, mg). Let m’(to) € P(T?)
and m’ = m/(t) be the solution to

oym' — Am' — div(m’' D, H (z, Du(t,z)) = 0.
We set p(t) = m/(t) —m(t) and, for h € (0,1] and note that the pair (m + hu, DpH (z, Du(t, x))
is a solution to —dym + Am + div(ma) = 0 with initial condition mf := (1 — h)mg + hm/(to).
Hence, by the definition of ® and U7 we have

D (tg, mP) <UT (to, mh)

</ N /T H* (@, DyH (w, Du(t,)))(m + hys) (£, d) + F((m -+ hys)(£)dt

to

< ®(tg, mo) + h(/tOT /Td(H*(:c, DpH(z, Du(t,x))) + F(x,m(t)))u(t, de)dt + oh(l)).

Next we use the equation for u and then for s
/tOT /Td(H*(% DpH (x, Du(t,x))) + F(z,m(t)))u(t, dr)dt
_ /tT /T (H* (2, DyH(x, Dult,2))) — dpu — Au -+ H(z, Dut,))) pu(t, d)dt
= /W u(to, )p(to, dr) = /w u(to, z)(m! (to) — mo)(dx).

Plugging this into the estimate of ®(t, m(})l) above, we obtain, dividing by h and letting h — 0,

/Jl‘d W(m'(to) —mg)(dz) < /Td u(to, z)(m/(to) — mo)(dz).

Recalling the convention (2.8) on the derivative and the arbitrariness of m’(ty), we infer, by
choosing Dirac masses for m/(tg), that

6(b(t07 mo, fL') / p
— = < _
om < u(to, 7) L u(to,y)mo(dy) Vo € T
while 5511 )
0,M0, T B - )
/W Tmo(dx) = /Td (u(to,x) /Td u(to,y)mo(dy)) mo(dz) = 0.
Therefore -
W = u(tp, ) — / u(to, y)mo(dy), mo—a.e. x € T4,
m T
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§<I>(t0,m0,x)

7 — u(tg, z) has a maximum on T? at mg—a.e. z € T¢

This shows that the map =z —
and thus (2.45) holds.

As UT satisfies a dynamic programming principle and 47 — ® has a minimum at (to, mo), it
is standard that ® also satisfies

-0 P (to, mp) + /d H(x, Dy, ®(tog, mo, z))mo(dz) — /d divy Dy, @ (to, mo, x)mo(dz) — F(mg) > 0.
T T
Using (2.45) one then infers that (2.46) holds. O

2.6.3 Smooth test functions

Here we fix a corrector x and construct a smooth function that touches x from above. We fix
mo € P(T?) and 7 > 0. We know from [68, Appendix] that, if (m, &) verifies

X(mo) = /0 y /T H (e, @)din(s) + F(ii(s))ds + 227 + x(inar), (2.47)

then there exists a couple (u, m) which solves the MFG system

—0wu — Au+ H(z, Du) = F(z,m) in T¢ x [0, 27],
—0ym + Am + div(mD,H (2, Du)) =0 in T? x [0, 27], (2.48)
m(0) = my,

such that & = D,H (z, Du).
For any m; € P(T¢) we define m(t) and «(t) as follows. We first consider 7/ solution of

{—@m + Ar + div(mDyH(z, Du)) = 0 in [0, 7] x T¢ (2.49)

m(O) =m1

and then we set
m(s,r) = {7271(_35, ic)’ ifs € (0]

(s, x) + =Tm(s,x), if s e [r,27].

Let ¢ : [0,27] x T? — R be the solution to A¢(t) = m(t) —m(t) so that [rq (s, 2) = 0. Then,
the drift a will be a(t, ) = DpH (x, Du(t, z)) + fé(é’;)) in [7,27] and a(t,z) = DpH (x, Du(t, z))
elsewhere.

We define the function ¥(m;) as

W(my) = /O u [ ( a(t)dm(t) + F(m(0)dt +2X7 + x(m(2)). (2.50)

Proposition 2.6.2. The function ¥ : P(T?) — R defined in (2.50) is twice differentiable with
respect to m with C? continuous derivatives in space and with derivatives bounded independently

of x.

Proof. We first introduce I : RT x T¢ x RT x T¢ — R, the fundamental solution of (2.49), i.e.
I'(-,-;s,z) is the solution of (2.49) starting at time s with initial condition I'(s, y; s, ) = d,(y).
Then, by superposition, the solution m(t) of (2.49) is given by m(t,z) = [1 I'(t,2;0, y)mi(dy)
(for t > 0).
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We consider separately the following two integrals:
T
I(my) = / H (e, a(t))din(t) + F(im()dt (2.51)
0 JT

and o
Lo(my) = / [ H* (@, a(t)dm(®) + F(m(t))dt.

Note that ¥ = I + Iy + 2A7 + x(m(27)).
If we plug I" into (2.51), then

nm) = [* [ [ @ a0,y dy)dadt + F ([ T,0,9)mi(dy) ) di

We can now derive I; with respect to m; andwe get

0l

~L(miy) = /O ’ [ (@, G(O)T(t,2,0,y)dadt + /O ’ /T F(a,m(t)(t, 2.0, y)dwdr

As the functions a and m are smooth, standar results in parabolic equation ensures that
0I1/dm(myq,-) is smooth (see for instance Chapter 4§14 in [60]).

We now focus on Iy. We fix G : T? — R the kernel associated to the integral representation
of the solution of the Poisson equation (see for instance [4, Theorem 4.13]). Explicitly, if A¢ = f,
then

((z) = ” Gz —y)f(y)dy

We first analyse the integral ff " Jra H* (2, a(t))dm(t), which explicitly becomes
27 D AT — —

/ / * (x D,H(z, Dii) + ¢ ) ( T S in(s,2) + 2 Lin(s, x)) .
r Jrd (21 —s) T

m+ (s —71)m T

If we derive the above expresion we get

1 /27/ Dy H () G(x — 2)D,To(t, z;y)m(t,x) + (21 — s)Fo(t,@“;y)DC(tvw)dxdz
T Jr Td JTd

o (2.52)
—1——/ / H*(a)(21 — s)To(t, x; y)dzdz.
T Jr Td JTd
Therefore,g%(ml, y) is equal to
1 2 — 2)D.Ty(t, z; t, 27 — s)Do(t, z;y) DC (¢,
7/ / —DpH*(O[)G(x Z) 0( < y)m( $)+( T S) 0( Q?y) C( x)d$d2dt+
7 Jr Jrd Jrd m(t, x)

1 127 1 27
— / / H*(z,a)(21 — s)To(t, x; y)dadz + — / / (27 — s)F(z,m(s,x))Lo(t, z;y)dxdt
TJr Td JTd T Jr Td

and 50 o1 51
%(mhy) = ﬁ(ml,y) + Tnj(mlvy)

Note that, as in the above expression we are looking at a time interval bounded away from
zero, the parabolic regularity ensures that all the functions therein are smooth with respect to
the state variable and that m(t¢,x) is bounded away from zero. This implies that also D,,V is
well defined.

We omit the proof for second order derivatives. It does not present any further difficulties.
Indeed, the parabolic regularity, enjoyed by the solutions of the MFG system at any time ¢ > 0,
ensures that we can deploy the same kind of computations that we used in (2.52) and so that
both D2, ¥ and Dfny\II are well defined and bounded. ]
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Lemma 2.6.3. For any mg € P(T?), there exists a function ¥ € C?(P(T%)) such that ¥(m) >

x(m) for any m # mg and \ilgmo) = x(mo). )
Moreover, we can choose ¥ such that D%, U and ng\II are bounded independently of x and

with Dy, ¥ (mg, z) = Du(0,z) where u is defined in (2.47) and (2.48).

Proof. Let {¢,}n be a countable collection of C°°(T%) maps such that {¢,}, is dense in the set
of Lip; (T%), which is the set 1-Lipschitz function on T¢. Then,

dimmo) = sup [ f(a)(m—mo)(dz) = sup [ 6u(@)(m — mo)(d).
f€Lip, (T?) /T neN

We define Q : P(T9) — R as follows

m) = (Jpa Pn(z)(m — mo)(dx))2
Q) = 2 G D)2 bnlle + D00 1

The denominator in the above fraction ensures that Q is well defined for any m € P(T9).
Note that Q(m) = 0 if and only if, for any n € N, [ ¢p(x)(m — mg)(dz) = 0. In this case,
d(m,mg) = 0 and so m = mg. One easily checks that @ is smooth and that its derivatives

neN

. qubn (m — mo)(dz)) Dérn(y)
DmQm9) =22 ¢ H¢n||oo+uz>2¢nuoo 1)
fw asn( )(m — mo)(dx)) D (y)
(n+ 12(16nTo0 + | D%nllo0 + 1)

nEN

D;,,Q(m,y) —QZ

neN

and

D¢ (y) ® Don(2)
(n+1)2([|¢nlloo + [[D?¢plloc + 1)

D}, Q(m,y,2) =Y

neN

are bounded. Note also that D,,Q(mo,y) = 0 for any y € P(T?). We can now define

T(m) = ¥(m) + Q(m),
where W is the function defined in (2.50). By construction, U is such that W(m) > x(m) for any
m # mo and ¥(mg) = x(mp). Moreover,
Dy ¥(mo,y) = D ¥(mo, y) + DQ(mo,y) = D ¥(mo,y) = Da(0,y).

The boundedness of the derivatives comes from Proposition 2.6.2 and the properties of @ that
we discussed above. U



Chapter 3

Convergence of the MFG discounted
HJ equation

We consider the solution Vs of the discounted Hamilton-Jacobi equation in the Wasserstein
space arising from potential MFG and we prove its full convergence to a corrector function xg.
We follow the structure of the proof of the analogue result in the finite dimensional setting
provided by Davini, Fathi, Iturriaga, Zavidovique in 2016. We characterize the limit x through
a particular set of smooth Mather measures. A major point that distinguishes the techniques
deployed in the standard setting from the ones that we use here is the lack of mollification in
the Wasserstein space.

This chapter was submitted to ESAIM: Control, Optimisation and Calculus of Variations
(ESAIM: COCV).

73
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3.1 Introduction

The Mean Field Games theory (briefly MFG) is a branch of the broader field of dynamic games
which is devoted to the analysis of those models where a large number of small players interact
with each others. This theory was introduced simultaneously and independently by Lasry and
Lions [61, 62] and Huang, Caines and Malhamé [57]. Under appropriate assumptions, the Nash
equilibria of this models can be analyzed through the solutions of the, so called, MFG system

-0 — Au+ H(xz, Du) = F(xz,m) in R x [0, 7]
—0ym + Am + div(mDyH(x, Du)) =0 in R? x [0, 7]
m(0) = mo, w(T,z) = G(z,m(T)) in R?

with unknown the couple (u,m). The value u(t,z) is the best that a player can get starting
from z at time ¢ while m(t) is a probability measure that represents the distribution of players
at time t.

In this paper we will consider a specific class of MFG which is the class of potential MFG.
When the functions F' and G are respectively the derivatives of the potentials F and G, the
MFG system can be derived as optimality condition of the following minimization problem

T

UT(t,mo) = inf / / H* (2, als, 2)) dm(s) + F(m(s))ds + G(m(T)),
(m,e) Jt JRA

where (m, a) verifies the Fokker Plank equation —dym+ Am+div(am) = 0 with m(t) = my (the

precise assumptions on (m,«) can be found in Section 3.2.2) and H* is the Fenchel conjugate

of H with respect to the second variable.

Starting from [62], where this class of MFG was introduced, several papers have been focusing
on this setting. The variational structure of these models often allows to push the analysis further
than in the standard setting. See for instance [21, 70, 20] for existence results or [63, 72, 27]
for regularity. An other reason to exploit the variational structure of potential MFG is to
understand how the solutions of the MFG system behave when the time horizon goes to infinity.
The problem of the long time convergence has been addressed in different papers starting from
[64] and the Mexican wave model in [56] to more recent contributions in [18, 22, 23, 50]. In
[68, 26] the authors tackled the problem using techniques from weak KAM theory. Following
Fathi’s seminal papers [39, 40, 41] and his book [42], they adapted the main arguments of
the weak KAM theory into the infinite dimensional framework of MFG. This approach allows
to disregard the convexity of the variational problem U7 so that a new range of models can
be analyzed. Note that, infinite dimensional weak KAM theorems were already known in the
context of Wasserstein spaces (see [45, 46, 47, 48]).

This papers is meant to answer a natural question that arises in this theory and more
specifically in the context of ergodic approzimation. In [26], it was proved that there exists a
critical value A € R such that ¢7(0, ) + AT uniformly converges to a corrector function y when
T — +oo. We say that x : P(T?) — R is a corrector function if, for any ¢ € R, y verifies the
following dynamical programming principle

t

X(mo) = inf ( | @)dm(s) + Fom(s)ds + X(m(t))) v (3.1)
m,o 0

where (m, a) solves in the sense of distributions —9;m+ Am+div(ma) = 0 with initial condition

m(0) = mg. A fundamental result that was needed to get the above convergence was to know

a priori that the set of corrector functions was not empty. In [68] this was proven through the
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so called ergodic approximation. As in [66], the idea is to define the infinite horizon discounted
problem

o0
Vs(mo) = inf e [ H*(z,a(t,z)) dm(t) + F(m(t))dt.
(m,a) Jo Td
Letting § — 0, one gets that 0Vs(-) — —\ and that, up to subsequence, Vs(-) — V5(myg) uniformly
converges to a corrector function Y.

It was proved by Davini, Fathi, Iturriaga and Zavidovique [35] that, in the standard finite
dimensional setting, the solution of the discounted equation converges to a solution of the critical
Hamilton-Jacobi equation, i.e. to a corrector function. In this paper we prove the analogous
result in the context of potential MFG. If we define

- A
Vs(m) Zrl%(ﬂl)+-g,
then the main result is the following. The whole family Vs converges, as § tends to zero, to a
corrector function xg. Moreover, we can characterize this limit as

Xo(m) = sup x(m).
XES™

where &~ is the set of subsolutions x of
- /Td divy Dy x (m, y)m(dy) + /Td H(y, Dpyx(m,y))m(dy) — F(m) = A, m e P(T% (3.2)

such that [ppay x(m)r(dm) < 0 for any v € My. We say that v € My if it is induced

by an optimal trajectory for Vs: if (ms,as) is an optimal trajectory for Vs(mg) we define
v € P(T? x CHT?,RY)) as follows

/ Flm ) (dm,da) =8 [ e f(m(s). " (s))d
P(T)x C1(Td,Rd) 0

If ™0 is the limit of v§" and mg has smooth density, then v € My,. Moreover, we will
also prove that if v™0 € My then v is a Mather measure (Definition 3.2.4). This selection
principle for Mather measures was firstly introduced in the finite dimensional setting in [53].
The structure of the paper itself is inspired by the one in [35]. Even though the steps to
get to the result are mostly the same, the techniques deployed to prove the main points are
quite different. In [35], a major ingredient is that one can approximate a viscosity solution with
a smooth function and this approximation is also an approximated solution of the equation.
While this is quite standard in the finite dimensional setting and it is generally proved through
mollification, in the space of functions over P(T¢) one cannot expect the same. In [71] it was
recently proved that one can uniformly approximate a continuous function on P(Td) with a
sequence of smooth ones (similar approximation were also introduced in [64]). The problem is
that this convergence is not as strong as the one given by mollification in the finite dimensional
setting. More specifically, we know that if y is a corrector function then it is also a viscosity
solution of the critical equation (3.2). The result in [71] allows us to approximate x uniformly but
one cannot expect that this approximation is also an approximated solution of (3.2). This lack
of regularity prevented us to work at the level of solutions of the critical equation and it forced
us to rely only on the dynamical programming principle (3.1) and the properties of optimal
trajectories. Moreover, the lack of regularity led to an other difference. The characterization of
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the limit xo used by Davini et al. is slightly different. In their definition of S~ the subsolutions
are tested against any Mather measure and not only against the subset M.

We now briefly discuss the structure of the paper. In Section 3.2 we set the problem in term
of assumptions and notation and we collect the main results previously proved in [68, 26] that
are used in the paper.

Section 3.3 is devoted to the convergence of V5. In Subsection 3.3.1 we introduce the notion
of probability measures induced by optimal trajectories of Vs and we prove that the limit of
these probability measures are Mather measures.

In Subsection 3.3.2 we prove that, if x is a subsolution of (3.2) and vg" is a probability
measure induced by the optimal trajectory (ms, as), then

Va(ma) = x(mo) = [ x(mpy (am).

The proof is done comparing the dynamic programming principle verified by Vs and the one
verified by the subsolution Y.

In Subsection 3.3.3 we introduce the notion of smooth Mather measure (Definition 3.3.4)
which are Mather measures which have smooth densities. The smoothness of these measures
allows to overcome the lack of regularity of Vs so that we can prove that if (x,p1) is a smooth
Mather measure then

5 /7> g Vo) <0

Moreover, we prove that if v € My, then v™° a smooth Mather measure.
In Subsection 3.3.4 we collect all the previous results and we finally prove that the limit xo
of Vs is uniquely defined by

Xo(m) = sup x(m).
XES™

3.2 Assumptions and preliminary results

3.2.1 Notation and assumptions

As it was mentioned in the introduction, this paper is meant to expand the weak KAM theory
in the context of MFG introduced in [26] and [68]. Therefore, we will suppose that the very
same assumptions are in place.

Remark 3.2.1. Note that some of these hypothesis will not be explicitly used in this paper;
especially the ones on the growth of the Hamiltonian and its derivatives. Nonetheless, as we give
for granted several results of [26, 68] we still need to impose them.

We will use as state space the d—dimensional flat torus T¢ = R?/Z¢. This domain is chosen to
avoid boundary conditions and to set the problem on a compact domain. We denote respectively
by M(T%) and P(T?) the set of Borel measures and probability measures on T¢. The set P(T?) is
a compact, complete and separable metric space when endowed with the 1-Wasserstein distance
d(-,-). If m € CO[t, T], P(T9)) then we set L2 ([t, T] x T¢) the set of m-measurable functions f
such that the integral of | f|2dm(s) over [t,T] x T¢ is finite.
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We use the notion of derivative on the metric space P(T¢) introduced in [19]. We say that
® : P(T4) — R is C? if there exists a continuous function g% : P(T?) x T¢ — R such that

B(my) — B(ms) = /01 /. 52 (1 tym 4 tma, ) — o) (dx)dr, s, ms € P(TY)

As this derivative is defined up to an additive constant, we use the standard normalization

0P
/’[rd %(m, x)m(dx) = 0.
If g% is derivable in the second variable, we define the intrinsic derivative

0P
D,,® ) =D;— y L)
(m,2) = Do's~ (m, 2)

Moreover, we say that a function ® belongs to C11(T9) if ® € C*(T9), D,,® is well defined and
D,,,® is smooth in the second variable.
We recall that, if p, v € P(T?), the 1-Wasserstein distance is defined by

d(p,v) = sup { /d o(z) d(p — v)(x)| continuous ¢ : T — R, Lip(¢) < 1} .
T
Assumptions: Throughout the paper we will suppose the following conditions:

1. H:T¢xR? - Ris of class C?, p + DppH (z,p) is Lipschitz continuous, uniformly with
respect to . Moreover, there exists C' > 0 that verifies

C~ 14 < DpyH(x,p) < Cly, V(x,p) € T? x R
and 6 € (0,1), C > 0 such that the following conditions hold true:
|D.H(z,p)] <C+Clp| Y(z,p)ecT¢xR?
and
|DazH (z,p)| < C(L+[p)**,  |DapH(z,p)l < C(1+p])?,  ¥(z,p) € T x RY.

2. F:P(T) — R is of class C2. Its derivative F : T% x P(T¢) — R is twice differentiable in
x and D2_F is bounded.

3.2.2 Definitions and preliminary results

We define Vs : P(T?) — R as

Vs(mg) = (inf) e % ) H*(x,0)dm(t) + F(m(t))dt, mge P(T% (3.3)
m,x 0 T

where § > 0, m € C%(]0, +00), P(T?)), a € Lfn’(;([o, +00) x T4 R?), that is L2, with weight e =%,
and (m, ) verifies on [0, +00) x T? the Fokker-Plank equation

{—8tm + Am +div(ma) =0 (3.4)

m(0) = my.
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Standard arguments in optimal control ensures that Vs solves the following dynamic program-
ming principle: for any ¢ > 0

Vs( = mf / os H* (z,a(s))dm(s) + F(m(s))ds + e " Vs(m(t)). (3.5)

where (m, «) are defined as before. Note that one can prove through standard arguments that,
at least formally, Vs is a solution of discounted Hamilton-Jacobi equation

§Vs(m /dlvyD Vs(m, y)m(dy) /Hy,D Vs(m,y))m(dy)—F(m) =0  Vm € P(T%).

As we have anticipated in the introduction we will characterize the limit of Vs through a
special class of subsolutions of the critical equation

- /]I‘d divy Dy, x(m, y)m(dy) + /W H(y, Dpx(m,y))m(dy) — F(m) = A, m € P(TY, (3.6)

where the value \
—\ = lim §Vs(+). (3.7)
6—0

In [68, Proposition 1.6] it is proven that the above limit is well defined and uniform with respect
to the argument of V5. Hereafter, anytime the constant A appears we implicitly refer to the one
defined by (3.7)

We will most often work with functions that do not enjoy enough regularity to solve in
classical sense the above equation. Therefore, we need to introduce a weaker definition of a
subsolution and, accordingly,of the notion of corrector function.

Definition 3.2.2. We say that a continuous real function x on P(T?) is a subsolution of the
critical equation (3.6) if, for any h > 0 and mg € P(T9),

x(mgp) < (Tiélg) Oh o H*(x,a(t))dm(t) + F(m(t))dt + x(m(h)) + Ah, (3.8)

where m € C°([0, h], P(T9)), o € L2,([0, k] x T4 R?) and (m, o) verifies (3.4) in [0, h] with initial
condition m(0) = my.

If, otherwise, x verifies (3.8), for any mg € P(T%) and any h > 0, as an equality, we say
that x s corrector function.

We recall that Vs is uniformly Lipschitz continuous with respect to 0 and that §V5 — —A\
([68, Proposition 1.6]). We define

Vs(m) = Vs(m) + 3

It is clear that §V5 — 0. Moreover we claim that if ¢ € R is such that Vs + ¢/6 is uniformly
bounded, then ¢ = X\. We also claim that Vs converges, at least up to subsequence, to a corrector
Xo (Definition 3.2.2). The proof of these claims is postponed in Lemma 3.3.3 for which we need
some preliminary results.

We will use more than once the fact that, for any my € P(T?) and any § > 0, the minimization
problem (3.3) admits minimizer (mg, os) and, as proved in [68, Proposition 1.1], that as(t,z) =
D,H(z, Dus(t,z)) where, us € C12([0,+00) x T?) and (us, ms) solves
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—Ou — Au+ du+ H(x, Du) = F(z,m) in T¢ x [0, +00)
—0ym + Am + div(mDyH (x, Du)) =0 in T¢ x [0, +00) (3.9)
m(0) = mo, u € L*([0,4+00) x T9).

Moreover, (ms, as) enjoys the following estimates (for the proof see [68, Lemma 1.3)):

Lemma 3.2.3. There exists C7 > 0 independent of mg,d such that, if (us, ms) is a classical
solution of (3.9), then

o [[Dus|| zoo(f0,4-00)xT) < C1

* | D?us]| poc ([0, 400)xT) < Ci-

o d(ms(s),ms(1)) < C1|l — s|'/? for any 1,5 € [0, +00)

Consequently, we also have that ||Ous| oo ([0, 400)xTay < C1 for any s € [0, +00).

Definition 3.2.4. We call Mather measure any minimizer of the following minimization problem

i dp1
inf / / H*(y, m(dy) + F(m) u(dm), 3.10
8 oy S (9 G ) i)+ Fom) () (3.10)

where the minimum is taken over p € P(P(T?)) and py, Borel vector measure on P(T?) x T¢
with value in RY, such that py is absolutely continuous with respect to the measure dm & p =
m(dy)u(dm) and such that (u,p1) is closed, in the sense that, for any ® € CH(P(T9)),

—/ D, ®(m,y) - p1(dm, dy) +/ divy D, ®(m, y)m(dy)p(dm) = 0. (3.11)
P(T4)x T4 P(Td)xTd

As in the standard Aubry-Mather theory, in [26] it was proven that, if (u,p1) is a Mather
measure, then

/73(Td) /]l‘d H (v c&)mmy) +F(m) p(dm) = —A.

3.3 Convergence of V;

3.3.1 Measures induced by optimal trajectories

Let (ms, a5) be an optimal trajectory for Vs(myg), then if C; > 0 is the constant that appears in
Lemma (3.2.3), we have [|cs|lyy1,00 (14 x[0,100)) < C1-
We define 1" € P(T? x E) as follows

/ f(m, @)y (dm, da) = 6 / =55 f(md(s), a(s))ds, (3.12)
P(T4)x E 0
where

E:={a e W'°(T4RY), ||alle + [|[Delles < C}.

Note that, we know from Lemma 3.2.3 that we can chose C independent of 6. As P(T%) x E
is compact when endowed with the uniform convergence, we can suppose that v weakly
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converges, up to subsequence, to a probability measure 7 on E. Let u be the first marginal of
v and let us define the vector measure p; on P(T?) x T? as

Lo tmy) pldmedy) = [ [ 6my)-alym(dy)itdm. da)
P(T)x T4 P(Td)x E JT4

for any test function ¢ € CO(P(T%) x T¢,R%). Note that p; is absolutely continuous with respect
to u, since, if we disintegrate v with respect to pu: v = v, (da)pu(dm), then

pr(dm.dy) = [ alyym(dy),(da)dm) (3.13)
and so

dﬁ@<m7y> = /E oY) P (dev).

In the next proposition we prove that the couple (u, p1) defined above is a Mather measure.

Proposition 3.3.1. Let (ms, as) be an optimal trajectory for Vs(mo) and v§™ be the probability
measure defined by (3.12). If v € P(T?) is a weak limit of vg" (possibly up to subsequence), p
is the first marginal of v and py is defined as (3.13), then (u,p1) is a Mather measure.

Proof. We first need to check that (u,p1) is closed in the sense of (3.11). Let ® € Cb1(P(T?)),
then

i(I)(m(;(t)) - /]I‘d diV(Dm(I)(m6(t)7 y))mé(ta dy) + /Ed qu)(mé(t)a y) : Oég(t, y)mé(tv dy)'

So,

/t . div(D,, ®(ms(t), y))ms(t, dy) + /d D, ®(ms(t),y) - as(t,y)ms(t, dy)dt = ®(ms(t)) — ®(myg).
0o Jr T

Using the above relation and integrating by parts, we get

/ div(Dy, ®(m, y)) + Dy ®(m, y) - a(y)m(dy) v5™ (dm, da)
P(TH)xE JT4

=4 /+0<> o0t V(D ®(ms(t), y))ms (¢, dy) + /d D, ®(ms(t),y) - Oé5(t,y)m5(dy)dt‘
0 T T

<4

TEI}-IOO 675T((I)(m5(T)) — @(mg(mo))‘ + 62

400
< §’K / e Ot = §K,
0

“+o0o
/O e~ (my (1)) — @(mg(mo))dt‘

where K = sup,, ,ep(ra) |[2(m) — @(n)|. Letting § — 0, we find

/ div(Dy®(m, y)) + Don®(m, ) - aly)m(dy) #(dm, da) = 0.
P(Td)x E JTd

According to the definition of p; we can read the last equality as

Lo L Dt onymidyutam) + [ Dyb(m.y) - pr(dmdy) =0
P(Td) JTd P(Td)xTd
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which proves that (u, p1) is closed. The last step is to prove that (i, p1) is a minimizer of (3.10).
Indeed, by convexity of H*, we have

/P(W) Md e (y dncjpé u(m’y)> m(dy) +F (m)] p(dm)
= /P(Td) {/ﬂ‘d v* (y,/Ea(y)l/m(da)) m(dy) + ]:(m)} (dm)

<o oL 0@ mid) + Fom)] () n(am)

] [ dH*(y,oz(y))m(dy)JrF(m)] v(dm, da)
P(THxE LJT

= lim H*(y, a(y))m(dy) + F(m) l/gno (dm,da) = lim §Vs(mg) = —A.
6—0 JTd 6—0

3.3.2 Lower bound

In this section we will first prove the analogue of [35, Lemma 3.5] and then the boundedness
of Vs5. Note that, the lack of a proper mollification for functions defined on P(T?), forced us
to find a proof that differs from the one in [35]. While [35] used approximation of solutions of
the critical equation, we work here at the level of optimal trajectories. We also mention that
analogous bounds were similarly proved in [53] in the finite dimensional setting.

Proposition 3.3.2. Let mo € P(T%), (ms, as) be an optimal trajectory for Vs(mg) and v§™ be
the probability measure defined by (3.12). Then, for any x subsolution of (3.6),

Vatmo) = x(mo) = [ xmpge(dm)

Proof. The dynamic programming principle (3.5) says that, if (ms, as) is an optimal trajectory
for Vs(myo), then, for any t > 0, (ms, o) is a minimizer of

t

Vs(mo) = (Tir?g) ; e~ - H*(z,a(s))dm(s) + F(m(s))ds + e Vs(m(t)) + % (3.14)
In order to keep the notation as simple as possible we define
L(t,s) = /P(Td) H*(as(t+s))dms(t +s) + F(ms(t+s)) + A
and N
Ls(t, h) = /0 e~ L(t, 5)ds,
so that, according to the dynamic programming principle (3.14),
Ls(t, h) = Vs(ms(t)) — e~ Vs(ms(t + h)). (3.15)

We start with the following computation

h h h
/ L(t,s)ds = / e L(t, s)ds = e®MLg(t, h) — (5/ e**Ls(t, s)ds.
0 0 0
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Plugging (3.15) into the last equality, we get
h _ _ h _ _
/ L(t,s)ds = e"Vs(ms(t)) — Vs(ms(t +h)) — 0 / e Vs(ms(t)) — Vs(ms(t + s))ds.  (3.16)
0 0

Now we can focus on [pa) x(m)vy*®(dm). Using the above relations and the definitions of v§™
and subsolution of (3.6), we get

+o00 400 h
/ (m)v™ (dm) = 6 / =Sty (mg())dt < 6 / et / L(t, s)ds + x(ms(t + h))dt.
P(T4) 0 0 0
Arranging the terms and dividing by J, we find
400 5 400 5 400 5 h
/ e~ 0ty (mg (1)) dt — / =St (me(t + h))dt < / et / L(t, 5)dsdt. (3.17)
0 0 0 0
We first consider the left hand side. If we run a change of variable we get
+o0 5 +o0 5
/0 ¢Sy (ma(£))dt — /0 =Sy (mg(t + h))dt (3.18)
+oo “+o0o
= [T e ms(t)dt = e [ e (s (b))t
0 h
+00 h
— (1= ™) [ e Oxmy(e)de + e [ e Stx(ms(h))dt.
0 0

We now work on the right hand side of (3.17). Using again (3.16) we get

~+o00 h
/ e % / L(t,s)dsdt
0

0
-/ " e (s (1)) — Vam(t + ) dt — 6 / Tt / " I s(ms (1)) — Va(ms(t + ))dsdr.

‘We now look at each addend of the above line. First we have that
O st [ oh
/O e (M Vs(ms (1)) — Va(ms(t + b)) ) di (3.19)

+o00 _ +0c0 _
:/0 676(t7h)V5(m5(t)) _/h eia(t*h)vts(mg(t))dt
h

h _ _
- /O =5 (s ())dt = € /0 =05 (ms () dt,

then,

h _ _
/ o0t / 95 V5(me (1)) — Vs(ms(t + s))dsdt (3.20)
0 0

Vs(ms(t)) = e~ Vs(ms(t + 5))| dsdt

< o [" 0 [ Datama(e)) — O Bilma(t + )| s
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Note that Vs is Lipschitz continuous. Moreover, we know from Lemma 3.2.3 that there exists a
C > 0 independent of mgy and t such that

D=

d(ms(t + h),ms(t)) < Chx.
Then, for small A > 0, if s <h

[Vs(ma()) = e Vs(ms(t + 5))| = |(1 = ™) Vs(ms(t) = e (Va(ms(t + 5)) = Vs(m(®))|
< [Vs(ms(t)(1 = ™) + | (Va(ms (¢ + ) = Vs(m(1)))]

Note that,

‘175(77%5(15))(1 — )| < Vs(m(t)))(6h + o(3h))| = | Vs(m(1)))(8 + o(8))].

As §V;s(+) — 0, there exists a constant Co > 0, independent of §, such that [Vs(-)(6 +0(4))| < Co.
Then,

Vs(ms(#)(1 =)

< hCsy

Therefore, if K is the Lipschitz constant of Vs, which we know to be independent of § ([68,
Theorem 1.5]), we have that there exists C1 > 0 such that

)175(m5(t)) — e Vs(ms(t + s))‘ < |Vs(m(t)))(6h + o(5h))| + ‘(f/g(m(;(t +5))— %(m(t)))’
< Coh + Kd(ms(t + s), ms(t)) < Cyhz

Coming back to (3.20), we get

+00 h _ _
/ 0t / Vs (me(t)) — Vs(ms(t + s))dsdt (3.21)
0 0
—+o00 oh
< eéh/ eiCihhidt = - Cihnt.
0
If we plug (3.18), (3.19) and (3.21) into (3.17), we get
400 h
(1= [ e 0O (ma(e))de + ¢ [ e Sx(ms(t)dt
0 0
h _ oOh )
< o / ey (ms(0)dt + - Cal b
0
Now, we just need to divide by h and let h go to 0 to find
oo st 5
—5/0 e~ (ms())dt + x(mo) < Vs(ma).
[l

We can now prove that V does actually converge, up to subsequence, to a corrector xo.



84 CHAPTER 3. CONVERGENCE OF THE MFG DISCOUNTED HJ EQUATION

Lemma 3.3.3. The family of function {Vs}s is uniformly bounded, uniformly Lipschitz contin-
uous and therefore admits, up to subsequence, a uniform limit xo. Moreover, xo is a corrector
function.

Proof. The only thing that we have to prove is that Vs is uniformly bounded. Indeed, the rest
of the claim was proven in [68, Proposition 1.6] and [68, Lemma 1.7].

We start showing that Vs is bounded below. Let x be a corrector function and m € P(T%)
be such that max,,cp(re) x(m) = x(m) (the existence of a corrector function is guaranteed by

[68, Proposition 1.6] and [68, Lemma 1.7]). From Proposition 3.3.2, if we fix mqg € P(T¢) we get

Vs(ma) = x(mo) = [ xmpy (am).

Then,

V > —/ o (d
5(mo) > x(mo) - mrer;%d)x(m)ws (dm)

= x(mo) — x(m) > —Kd(mg,m) > —Kdiam(P(']I‘d))

and the Lipschitz constant K does not depend on x (see [68, Proposition 1.8]).
We now focus on the upper bound. We fix (m,a) an optimal trajectory for x(mg) which
means that, for any ¢t > 0,

x(mg) — x(m(t)) = /Ot - H*(z,a(s))dm(s) + F(m(s))ds + At. (3.22)

To have a lighter notation we introduce

and
L(t) = /O L(s)ds.

Note that according to (3.22) we have
L(t) = x(mo) — x(m(t)) — tA. (3.23)

Moreover, we recall that Vs verifies the dynamical programming principle (3.14). Therefore,

) T _ \

Vs(mg) < / e % L(s)ds + e TVs(m(T)) + 5
0

Integrating by parts we find

Vs(mo) < e °TIL(T) + 5/OT e %L(s)ds 4+ e T Vs(m(T)) + % (3.24)

We now consider each addends on the right hand side to prove that it either converges to zero
when T'— +oo or it is uniformly bounded. From (3.23), we deduce that

T—+o0
e

e "TL(T) = =T (x(mo) — x(m(T)) — TA) 0.
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Then, there exists a C' > 0 such that
T T
5/ e %L(s)ds = 5/ e % (—sA + x(mo) — x(m(s)))ds =
0 0

=T 5 [ e mo) — x(m(s))ds <

A A
—(1- e_éT)g +(1-eC Totoo, 5T C,
where in the last inequality we used the boundedness of x. Note that, for fixed 4, also the term
e 9TVs(m(T)) converges to zero when T — 4-o00. Then, plugging these computations into (3.24)
and letting T" — +o0, we get
- A

A
< —— — = .
Vs(mg) < 5+ C + 5 C

3.3.3 Smooth Mather measures

In this section we will work with measures with a smooth density. In this case, we will often
identify a measure m € P(T%) with its density.

Definition 3.3.4. We say that (u,p1) € P(P(T?)) x M(P(T) x E,R?) is smooth if there exists
C > 0 such that, for any m € supp u,

1. ||mH02('H‘d) § C
2. |ldp1/(dm & p)(-om) | 1 ey < C

Lemma 3.3.5. Let (i, p1) be a smooth (in the sense Definition 3.5.4) closed measure. Then, if
® € COU(P(TY)),

: dp1
Am(x —|—d1v< x,mmaz))@m dm)=20
[ o, () div (P mim(@)) ) @(m)u(am)
Proof. First of all, note that the left hand side of the above relation is integrable because of the
bounds on the space derivatives of m and p;/dm & p.

According to [71, Theorem 2.2], we can pick a sequence ®,, € C'1'! which converges uniformly
to ®. Then, using that (u,p1) is closed and smooth we get

0=— / D@y (m,y) - p1(dm, dy) + divy D, @y, (m, y)m(dy) p(dm)
P(T4)xTd P(Td)xTd

_ dp1 :
= - /P - Din®u(m,y) - 220 (@, m)dm(@)u(dm) + /7> - divy Dy @p (m, y)m(dy) p(dm)

= /73(’]1‘d)><’]1‘d (Am(x) + div <Ch;lzglu(:v,m)m(x)>) ®,,(m)pu(dm),

that is

0= (Ame) +div ( (o, mm(a) ) ) @, (m)u(am)

As ®,, converges uniformly to ® we just need to pass to the limit n — +oo. O
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Proposition 3.3.6. For any § > 0 and any smooth Mather measure (p,p1), we have

/ Vs(m)p(dm) < 0
P(Td)

Proof. For any m € P(T9) there exists a smooth function ®™ € C1! such that ®™ € CL1(P(T?)),
®™(m) > Vs(m) with an equality only for m = m and such that

§Vs(m / divy Dy, @™ (m, y)m(dy) — / H(y, Dy ®™ (m, y))m(dy) + F(m) + \.

For the construction of such a function one can look at [26, Lemma 6.3].
By convexity of H with respect to the second variable, we get

§Vs(m / divy D, @™ (m, y)m(dy) — / D ®™ (1, y) - dnfpéu(mvy)m(dy)
* dpr  _ _ ~
- /Ird " (y’ dm ® M(W ?/)) m(dy) + F(m) + A.

If 77 € supp i then we can integrate by parts and we get
vsm) < [ (Amfa) +div ( - dg ~(z () ) ) 87(m)
4 / ( (m,y)> m(dy) + F(m) + A
= [, (o) + div ( P (o) ) ) Vi)

L (g

~(im.9) ) mldy) + F(m) + A
If we integrate against p we get from Lemma 3.3.5 that

/73(11‘01) /Td (Am(:ﬂ) + div (&(x,m)m(x))) Vs(m)u(dm) = 0.

Moreover, as (u, p1) is a Mather measure we also have

/P(Td) /Td H (y d:fpé u(m’y)> m(dy) + F(m)u(dm) = —.

Therefore,

5/ Vs(m)u(dm) < 0.
P(T9)
O

Definition 3.3.7. We say that (1, p1) € P(P(T9)) x M(P(T9) x E,R?) belongs to My if (i, p1)
is smooth in the sense of Definition 3.3.4 and if it is the limit of v5'® (in the sense of Proposition
3.8.1) for a certain mo and along a subsequence § — 0.

Note that, according to Proposition 3.3.1, My is a subset of the set of Mather measures.
Moreover, we will say with an abuse of terminology that a measure v € P(P(T%) x E) belongs
to My, is the couple (p, p1) defined as in Proposition 3.3.1 does.
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Lemma 3.3.8. For any mg € P(T?) with a C(T%) density, there exists 6, — 0 such that
vs:® = V™m0 and 1™ € My.

Proof. We know from Lemma 3.2.3 that, if (mgs, as) is a minimizer of Vs then oy is uniformly
bounded, with respect to d, in C11([0,+00] x T?). Therefore, mgs solves the Fokker-Plank
equation (3.4) with a smooth drift. If, moreover, the initial condition my is smooth, by standard
parabolic estimates, we have that m; is uniformly bounded in C'2([0,4+00] x T?%). Then, as
supprg® = {(ms(t), as(t))}i>0, there exists a constant C' > 0 such that for any (m,«a) €

supp 5", [|(m, @)llc2(rayxo1 (1 rey < C.

Let now 4, be a sequence such that ugzo — 0. Given that supp »™° C lim sups_, supp ngo,
the bounds that we have discussed ensure that the points of the support of v are smooth in
the sense of Definition 3.3.4. O

Note that the proof of the above lemma has as byproduct that the set of smooth Mather
measures (Definition 3.3.4) is not empty.

3.3.4 Conclusion

We define S~ the set of subsolution ¥ of (3.6) such that for any (u,p1) € My we have
/ U (m)u(dm) < 0.
P(

We set

X(m) = sup x(m).
XES™

To give sense to the terms that appear in the above relation we need first to prove the
following lemma.

Lemma 3.3.9. The family of function S~ is not empty and uniformly bounded from above.

Proof. Let x be a corrector function and C' > 0 be such that y — C < 0. If we set ¥ =y — C,
then W is a corrector function and for any measure (u,p1) € My

/ U(m)p(dm) < 0.
P(T4)

Therefore, S~ is not empty. Following the structure of [68, Theorem 1.5], one can easily prove
that the set of subsolution of (3.6) is uniformly Lipschitz continuous. Then, if we fix a (u,p1) €
My, and a subsolution y € S, we have

= d </ dm) < 0.
B = [ Bl M) < [ st <

If we use the Lipschitz continuity of y we get that, for any m € P(T¢9),

x(m) < min, x(v)+ K diam(P(T7)) < Kdiam(P(T?)),

which proves the claim. O
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Theorem 3.3.10. The function Vs uniformly converges to the corrector X defined by

Xo(m) = sup x(m).
XES™

Proof. In Lemma 3.3.3 we proved that there exists a sequence 0, — 0 and a corrector function
Xo such that Vs  uniformly converges to xp. We know from Proposition 3.3.6 that, for any
0p, > 0 and any smooth Mather measure (u, p1),

L, Vatmu(dm) <.
P(T4)
In particular the above relation holds true for any (u,p1) € My. Letting 6, — 0, we get

/ Xo(m)u(dm) <0, ¥(u,p1) € My,
P(T9)

which proves that xo € S~ and, consequently, that xo < ¥.

For the other inequality we fix my € P(T¢) and a sequence m. of smooth measures such
that m. — mg when € — 0. From Lemma 3.3.2 we know that, for any subsolution x of (3.6),
we have

Vs, (me) = x(me) = [ o XM ). (3.25)

As m. is smooth, we know from Lemma 3.3.8 that there exists a further subsequence 4, such
that v§"s — ™= and v™ € My. Therefore, if we let in (3.25) d,, — 0, we get
N

Xolme) = x(me) = [t (dm)

If now we suppose that xy € S, the above inequality becomes
Xo(me) > x(me).

As x and xg are continuous we can let ¢ — 0 to finally find that
Xo(mo) = x(mo).

By the arbitrariness of x and mg we deduce that

X0 = Sup x = X-
XES™

Note that X is uniquely defined and depends neither on d,, nor on d,,. This implies that also
X0 is uniquely defined and, therefore, the full convergence of V. O
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RESUME

Cette thése porte sur I'étude du comportement en temps long des jeux a champ moyen (MFG) potentiels, indépendam-
ment de la convexité du probleme de minimisation associé. Pour le systeme hamiltonien de dimension finie, des prob-
Iemes de méme nature ont été traités par la théorie KAM faible. Nous transposons de nombreux résultats de cette théorie
dans le contexte des jeux a champ moyen potentiels. Tout d’abord, nous caractérisons par approximation ergodique la
valeur limite associée aux systémes MFG a horizon fini. Nous fournissons des exemples explicites dans lesquels cette
valeur est strictement supérieure au niveau d’énergie des solutions stationnaires du systéme MFG ergodique. Cela im-
plique que les trajectoires optimales des systemes MFG a horizon fini ne peuvent pas converger vers des configurations
stationnaires. Ensuite, nous prouvons la convergence du probléme de minimisation associé & MFG a horizon fini vers
une solution de I'équation Hamilton-Jacobi critique dans I'espace de mesures de probabilité. De plus, nous montrons une
limite de champ moyen pour la constante ergodique associée a I'’équation Hamilton-Jacobi de dimension finie correspon-
dante. Dans la derniére partie, nous caractérisons la limite du probléme de minimisation a horizon infini que nous avons
utilisé pour I'approximation ergodique dans la premiére partie du manuscrit.

MOTS CLES

Jeux a champ moyen, Contrél optimal, Théorie KAM faible

ABSTRACT

The purpose of this thesis is to shed some light on the long time behavior of potential Mean Field Games (MFG), re-
gardless of the convexity of the minimization problem associated. For finite dimensional Hamiltonian systems, problems
of the same nature have been addressed through the so-called weak KAM theory. We transpose many results of this
theory in the infinite dimensional context of potential MFG. First, we characterize through an ergodic approximation the
limit value associated to time dependent MFG systems. We provide explicit examples where this value is strictly greater
than the energy level of stationary solutions of the ergodic MFG system. This implies that optimal trajectories of time
dependent MFG systems cannot converge to stationary configurations. Then, we prove the convergence of the minimiza-
tion problem associated to time dependent MFGs to a solution of the critical Hamilton-Jacobi equation in the space of
probability measures. In addition, we show a mean field limit for the ergodic constant associated with the corresponding
finite dimensional Hamilton-Jacobi equation. In the last part we characterize the limit of the infinite horizon discounted
minimization problem that we use for the ergodic approximation in the first part of the manuscript.
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Mean Field Games, Optimal control, Weak KAM Theory




