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Abstract

This PhD dissertation is dedicated to develop simple models to investigate the effect of water spray system on
the premixed hydrogen-air combustion in the nuclear power plants. Specific simple models are developed to
describe the water droplet evaporation in the flame, particle cloud dispersion after the shock wave passage,
and turbulence length scale evolution with the presence of a water spray. A methodology is proposed to
evaluate the spray evaporation effects on the propagation of the turbulent hydrogen flame inside a closed
volume and a simple model is developed for the quantification of the laminar velocity deceleration with the
droplets evaporation inside the flame. An analytical model is proposed for the prediction of particle cloud
dispersion after the shock passage in the one-way formalism and another analytical model is dedicated to
describe the spray-shock interaction mechanism and predict the appearance of a particle number density
peak using the two-way formalism. A review of the important criteria and physical modelings related to
the particle-induced turbulence modulation is given and a mechanistic model is used for the estimation of
the turbulent integral length scales induced by the injection of particle clouds. These developed numerical
models can be coupled to implement in the large-scale numerical simulations of the spray system effects on
the accidental hydrogen explosions in the nuclear power plants.

Key words: Hydrogen Explosion, Nuclear Spray System, Particle-laden Flow, Shock-wave

Resumé

Cette thèse de doctorat est dédiée au développement de modèles physiques pour l’étude des systèmes
d’aspersion de gouttelettes d’eau en milieu réactif d’hydrogène-air pré-mélangée dans les centrales nucléaires.
Des modèles d’ordre réduit sont développés pour décrire l’évaporation des gouttelettes d’eau dans la flamme,
la dispersion des nuages de particules après le passage des ondes de choc et l’évolution de l’échelle char-
actéristiques de turbulence avec la présence d’un jet d’eau. Une nouvelle méthodologie est proposée pour
évaluer les effets de l’évaporation par l’aspersion sur la propagation de la flamme d’hydrogène turbulente à
l’intérieur d’un volume fermé et un modèle simple est développé pour la quantification de la décélération
de la vitesse laminaire avec l’évaporation des gouttelettes à l’intérieur de la flamme. Egalement, un modèle
analytique est proposé pour la prédiction de la dispersion de nuage de particles après le passage d’une onde
de choc en s’appuyant sur le one-way formalisme avec une extension afin de prédire l’apparition d’un pic de
densité du nombre de particules en utilisant le two-way formalisme. En ce qui concerne la modulation de la
turbulence induite par les particules, un modèle simple est utilisé pour l’estimation des échelles intégrales de
la turbulence induites par l’injection de nuage des particules. Ces modèles numériques développés peuvent
être couplés pour être mis en œuvre dans les simulations numériques à grande échelle de l’effet du système
d’aspersion sur les explosions accidentelles d’hydrogène dans les centrales nucléaires.

Mots clés: Explosion d’hydrogène, Système d’aspersion Nucléaire, Ecoulement Chargé de Partic-
ules, Onde de Choc
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Chapter 1

Introduction

1.1 General context

Energy is essential for meeting basic human needs and improving human welfare. In terms of the global
warming mitigation, nuclear energy provides a clean, reliable and affordable option to keep sustainable
economic growth. As a significant part of the world energy production, the nuclear energy is expected to grow
in the coming decades. According to the annual report of international atomic energy agency, the world’s 450
operational nuclear power reactors provide a generation capacity of 396.4 gigawatts (electrical) (GW(e)), or
10% of global electricity supply, at the end of 2018 [17]. After Fukushima accidents, even facing an uncertain
future in many countries, nuclear still obtained an annual growth of 3.3% in 2018 as a result of new additions
in China and the restart of four reactors in Japan [18]. Currently, lifetime extensions of old nuclear power
plants are crucial for worldwide energy transition. New insights are also recommended by IAEA experts, that
nuclear hydrogen production can play important roles in the future hydrogen economy. Security has always
been a core issue in the field of nuclear engineering. Many researches have focused on hydrogen-related
safety issues in order to prevent severe accidents [19; 20; 21].

The hydrogen generation and the risk of hydrogen explosion, combined with other phenomena leading to
containment over-pressurization in the case of severe accidents, can solicit complicated safety issues related
to accident management [22]. In the case of a severe accident in a nuclear power plant (NPP), hydrogen
can be released from the oxydation of the fuel cladding leading to the formation of combustible mixtures
of hydrogen with air [23; 24; 25; 26]. The dry hydrogen concentration can be estimated to be between 12%
and 21% in American plant designs, under the assumption that all the Zircaloy of the fuel-cladding are
oxidized by water (except for the in-vessel Zr or structure steel) [27]. Similarly, for the operating and future
European Pressurized-water Reactor (EPR) designs, the dry hydrogen concentration can reach between 17%
and 20%. Even though the typical steam concentration can vary from 20% to 70%, the premixed hydrogen-
air-steam mixture can be still ignited in different scenarios, leading to a flame propagating through different
regimes such as slow deflagration, fast deflagration or even detonation regimes [20]. The explosion-induced
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overpressure can represent a great threat to the integrity of the confinement of nuclear radiological materials.
A set of mitigation devices is installed inside an NPP reactor building, such as spray systems, recombiners
and wall condensers, etc. These sprays can limit overpressure from explosion and also they are aimed to
enhance the gas mixing, avoid hydrogen accumulation, and wash out fission products and structure materials
that may be released into the reactor building [1].

Depending on accident scenario evolutions, ignition might occur after the activation of the spray system,
thus the understandings of : a) the dynamics of water spray exposed to explosion-induced flow field, and b)
the ability of spray on pressure mitigation are needed. If premixed combustion takes place during the spray
activation, the spray droplets can have two opposite effects on the flame propagation [6; 28]: either mitigate
the hydrogen combustion or aggravate the consequences of combustion due to enhancement of the turbulence
of the gas mixture. Droplet diameters and the relative velocities are reported to be main parameters affecting
the global effects [29].

It has been indicated in various experiments that spray systems can have a mitigation effect on explosions
as a result of droplet evaporation inside the flame [28]. The droplets generated by industrial water-spray
systems are relatively large, having diameters of the order of O(100−1000 µm). Break-up may occur when
the droplets are exposed to a high velocity flow due to flame acceleration or explosion-induced shock waves.
The most effective explosion-mitigating water-spray systems are those generating either very small droplets
(less than 10 µm), which are favorable to evaporate, or large droplets (larger than 200 µm), which are easier
to break up [29]. On the contrary, an explosion-enhancing effect could not be neglected. As established in
experiments, the main reason for explosion enhancement is turbulence generation in the gas mixture by the
water sprays, in particular of large droplets [6].

1.2 Scientific issues

The effects of the spray system on the hydrogen explosion can be divided into two aspects: mitigation and
enhancement. The physical phenomena related to the spray-explosion interaction are numerous and closely
related. Several important scientific issues rise while modeling spray-explosion interaction for industrial
applications:

Issue 1 : How to identify the dominant phenomena and what kind of modeling approaches to choose for
large-scale simulations?

Issue 2 : How to quantify the mitigation effect of a spray on flame burning velocity?

Issue 3 : What are the consequences of the interaction between the spray cloud and the explosion-generated
shock wave and how to evaluate them?

Issue 4 : How to quantify the spray-induced turbulence and its effect on the flame propagation?

In this manuscript, we are interested in the phenomenology and modeling issues related to the interaction
between a premixed hydrogen-air flame, resulting from an accidental explosion, and a water spray, activated
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to prevent an over-pressurization inside the building. Now we briefly describe the spray system in the PWR
containment buildings in Section 1.2.1 and the combustion explosion phenomena associated in Section
1.3. Section 1.4-1.6 provide an introduction the general concepts and important phenomena related to the
spray-flame, spray-shock interactions and spray-induced turbulence, respectively.

1.2.1 PWR containment spray system

In a nuclear Pressurized Water Reactor (PWR), the containment spray system, consisting of a spray subsystem
and an additive subsystem, serves to mitigate the consequences of a loss of coolant accident by injecting a
water spray into the containment building. The containment spray system may be used for one or more of
the following purposes: a) containment post-accident pressure suppression; b) containment heat removal; c)
containment atmosphere fission products removal; d) mixing of containment atmosphere; and e) containment
sump chemistry control [30].

The efficiency of the spray system depends on the droplet size, velocity distributions, droplet volume
fraction and their variations in the confinement building [31]. Several phenomena related to droplets such
as condensation [32], collision [31; 33], breakup [34] and dispersion [35] are of particular importance and
usually coupled in real accident scenarios. Accurate and complete input data related to the spray droplets are
required for the large-scale numerical simulations.

Generally, the French PWR containment buildings have two series of nozzles placed in circular rows at
the dome of the building [36]. For the 900 MWe PWR, a total of 506 nozzles are installed evenly on the four
rings at a height of 51−55 m. The schematic views of these spray rings and the associated spray envelopes
are given in Fig. 1.1. Under the spray nozzles, two spray regions can be distinguished from the Fig. 1.1:
the near nozzle region and the quasi-homogenous region. The nozzle type used in many French 900 MWe
PWRs is the SPRACO 1713A, distributed by Lechler under Reference No. 373.084.17.BN, Fig. 1.2a. This
nozzle is generally used with water at a relative pressure of 3.5 bar, producing a flow rate of approximately
1 l/s, with an outlet orifice size of the nozzle of 9.5 mm. The temperature of the water injected during the
hypothetical accident is either 20oC or between 60oC and 100oC, depending on the mode chosen (the 60oC
to 100oC process is called the recirculation mode).

The industrial spray nozzles generate droplets in the sizes ranging from a few micrometers to around 1000
µm, following a non-uniform distribution centered on a mean value [34]. The droplet size distribution can
vary with different parameters such as relative injection pressure, orifice diameter and water temperature, etc.
An example of the drop size distribution under different relative pressure is depicted in Fig. 1.2b. Some spray
characteristics in the region just below a single spray nozzle can be drawn from experimental measurements.
At a distance of 20 cm, the spray droplets have a geometric mean diameter D10 varying from 280 to 340 µm.
The Sauter mean diameter D32 varies from 430 to 520 µm and the mean axial velocity varies from 14 to 20
m/s. The radial velocity is around 7 m/s, whereas in contrast, the ortho-radial velocity is almost equal to zero
[1].
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Figure 1.1: Spray rings and envelopes in a French PWR (not to scale) [1].
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Figure 1.2: (a) Spray nozzle SPRACO 1713A (Lechler 373.084.17.BN) (b) drop size distribution at 6 m from the nozzle
under different relative injection pressure [1].
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1.3 Combustion phenomena during severe accidents

Several nuclear accidents in the history led to severe core melt down, such as the Three Mile Island disaster
and the Fukushima Daiichi accident. An accumulation of hydrogen in the containment building can occur
due to the oxydation of fuel cladding and other reactions. In case of these severe accidents, the premixed
combustion of hydrogen-air mixture can result in different flame propagation regimes. Among them, two
fundamental processes emerge: Flame Acceleration (FA) and Deflagration to Detonation Transition (DDT).
Different combustion regimes of the combustible gaseous mixtures are involved such as deflagration, fast
deflagration, or even detonation [24].

1.3.1 Flame acceleration and DDT

As a result of the Darrieus–Landau and thermal-diffusion instabilities, the free expanding of a premixed flame
is intrinsically unstable due to the thermal expansion of the gas produced by the combustion process. Both in
laboratory-scale and large-scale experiments, it is demonstrated that the obstacles located along the flame
expanding path can lead to rapid flame acceleration [37; 38; 39]. The burnt products of combustion produce
movement in the unburnt gas by thermal expansion. Under some specific initial and geometry conditions, the
flame acceleration can result in DDT process [40].

Depending on the fuel gas composition and geometry conditions, the flame acceleration may progress
through a series of regimes, as shown in Fig. 1.3. In case of mild ignition, a laminar flame propagates at
the velocity sL and it is much affected by the density ratio across the flame front. According to the thermal
flame theory, the un-stretched laminar flame speed depends on two parameters: the thermal diffusivity and
the reaction rate through the flame zone [4]. The laminar flame is relatively short-lived and can be soon
replaced by the wrinkled flame regime or cellular regime. The hydrodynamic or Darrieus–Landau instability
is considered to play an important role in the flame wrinkling. For most of the accidental explosions, the
wrinkled flame regime can persist over a large flame propagation distance. As a result of the increase in flame
area, the burning rate, the flame propagation velocity can be several times higher than the un-stretched flame
velocity.

Affected by the obstacles or boundary layers induced turbulence, the wrinkled flame can be eventually
transformed to a turbulent flame brush, which is an ensemble of discrete, laminar flames, called flamelets. The
increase in surface area of the laminar flamelets can lead to a further flame acceleration. In case of sufficient
turbulence levels, the flamelets can be destroyed and replaced by a reaction zone structure [41].

Through shock ignition or the shock wave amplification by coherent energy release (SWACER) ampli-
fication mechanism, the flame acceleration can eventually lead to DDT [42]. For geometries containing
repeated obstacles, as a result of the feedback mechanism of the flame velocity and turbulence, generated by
fluid motion across the obstacles, flame can have significant acceleration. The turbulent flame acceleration
process can be influenced by several parameters: the mixture composition, the shape of the obstacles and the
enclosure dimension [2].

In severe accident scenarios during which the spray system activated before or during the hydro-
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Figure 1.3: Regimes of flame propagation leading to DDT (SWACER = Shock Wave Amplification by Coherent Energy
Release) [2].

gen/air/steam mixture explosion, one can have two possibilities of the ignition point as shown in Fig.
1.4. First, the ignition takes place at the upper part of the reactor building, which has a low volumetric
blockage ratio as shown in Fig. 1.4a. In this case, the resulting flame would start to interact with the spray
soon after ignition. The spray-induced turbulence is the main reason for the combustion flame acceleration.
Second, the ignition takes place at the lower, obstructed part of the building where liquid water can hardly
penetrate as depicted in Fig. 1.4b. Resulting flame will accelerate in the obstructed part before emerging into
the upper part with possibly high velocity (several hundred meters per second). In this case, the high velocity
gas flow can lead to the secondary breakup of the spray droplets and change the spray topology as well as the
spatial distribution of the droplet volume fraction. For both cases, the interaction between the laminar flame
and spray droplets plays important roles. The evaporation of small droplets within the flame reaction zone is
considered to be the main reason for the reduction of flame velocity by water spray. Therefore, we should
pay attention in our study to these essential phenomena: laminar flame-droplet interaction, spray topology
modification, spray droplet breakup and the spray-induced turbulence.

In large-scale modeling, the effects of the phenomena discussed above on flame acceleration process
are usually described through the variation of the turbulent burning velocity sT . For example, one possible
expression for the turbulent velocity sT can be as following [43]:

sT = f (sL,δL,Le, . . . )×u′α ×Lβ
t , (1.1)

where f (sL,δL,Le, . . . ) is a function of chemical properties of the gas mixture such as, laminar flame velocity
sL, laminar flame thickness δL, Lewis number Le, etc., u′ is the turbulence intensity, and Lt is the integral
turbulence length scale. This function has different forms with different turbulent flame velocities models but
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Figure 1.4: Sketch of a nuclear reactor building with an ignition taking place at the dome part (a) and at the obstructed
lower part (b).

the main idea keeps the same. The spray mitigation effects can be described through the modification of sL,
as a result of droplet evaporation. While the flame acceleration is determined by turbulent properties such as
u′ and Lt . Many other expressions for the turbulent flame modeling also exist [44; 45; 46].

1.3.2 Premixed hydrogen-air combustion

In a flame of premixed hydrogen-air mixture, the hydrogen (H2) reacts with oxygen (O2) to form water steam
(H2O) and releases energy (∆rH). The overall reaction is well-known and can be written as:

2H2 (g)+O2 (g)→ 2H2O (g)+∆rH (1.2)

The combustion reaction rate of the overall reaction can be given by the fitting formula:

d[H2]

dt
=−K f [H2]

n[O2]
m (1.3)

where K f is the reaction-rate constant. This reaction is exothermic, with a global order of reaction m+ n
depending on pressure and gas mixture compositions. The equation (1.2) is only applicable as a simple
chemistry assumption for the hydrogen combustion. It is used in the lumped parameter study in the Chapter 2.
In fact, the mechanism of hydrogen-air combustion consists of several elementary reactions in which one or
more chemical species or radicals react directly to form products in a single reaction step and with a single
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Figure 1.5: Experimental P-T diagram for H2-O2 reaction [3].

transition state. More precisely, the combustion mechanism can be divided into several kinds of elementary
reactions such as chain initiation reactions, chain branching/propagating reactions and chain termination
reactions [47].

The explosion limits of H2−O2 mixtures are usually presented in temperature–pressure (P−T ) boundaries
that divide the overall chemistry of hydrogen combustion into slow-burning and explosive regimes. An
example is given in Fig. 1.5. In the explosive region the chain branching reaction rates are more important
than the chain breaking reactions. On the contrary, in the non-explosive region, the relation of these reaction
rates is reversed, and the two rates are equal at the limit. The explosion limit curve has a shape of reversed
S-curve, of which three branches are marked as first, second, and third explosion limit, respectively, as
depicted in Fig. 1.5. An increase of pressure along the first and third limits can lead from no explosive region
to explosion, whereas along the second limit it behaves inversely. As for the temperature, when it is increased,
the first and third limits shift to lower pressures and the second limit shifts to higher pressures. The second
explosion limit exists as a result of the balancing of chain-branching and chain-breaking reaction rates. And
the third explosion limit is closely related to the fact that the radical HO2 becomes very reactive in high
pressure conditions. The first and third explosion limit is diffusion-dependent and can be much affected by
the reaction vessel (size, wall surface, surface to volume ratio, etc). The explanations of these three explosion
limits and more quantitative details can be found in [3].

The detailed chemistry of combustion is reported to be important for the phenomena understanding and
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numerical simulation [48]. Various available detailed mechanisms exist for describing hydrogen combustion
in air or pure oxygen [49; 14; 50]. The detail mechanism used in the following numerical simulations is
the San Diego mechanism [14] implemented in the Cosilab code [51] (see Appendix A.2). This mechanism
has been reported to give satisfactory predictions for laminar flame velocities for most initial conditions.
Consisting of 21 reversible elementary reactions, this mechanism involves 8 reacting species H2, O2, H2O, H,
O, OH, HO2 and H2O2. The elementary reaction rate constant can be described by the Arrhenius law:

k = AT n exp
(

Ea

R0T

)
(1.4)

where A is the pre-exponential factor, a constant for each reaction; Ea is the activation energy of the reaction;
R0 is the universal gas constant. A summary of the elementary reactions in the detailed hydrogen combustion
mechanism and the associated constants are given in the Tab. 1.1. More information on the combustion
mechanisms can be found in the works [14; 52].

1.3.3 Flame thickness, velocity and length scales

The exact solution of laminar flame propagation requires the resolution of complicated fluid dynamics and
complex chemical reactions. By using proper physical assumptions and mathematical techniques, many
simplified formulations have been proposed. Among various interpretations of the laminar premixed flame
velocity and thickness, two theories are of vital importance: the simple approach of Mallard-Le Chatelier [4]
and the thermal flame theory of Zeldovich and Frank-Kamenetzki [53].

Mallard and Le Chatelier developed a two zones theory of a laminar premixed flame which has a historical
significance. This simple analysis allows to establish important parameters in laminar flame propagation that
are more difficult to interpret in complex analyses. In this theory, the flame consists of a preheated zone I and
a burning zone II. The heat conducted from the combustion in the zone II is supposed to raise the unburnt gas
to the ignition temperature Ti. It is assumed that the temperature slope is linear of slope (Tf −Ti)/δ , where
Tf is the flame temperature and δ is the thickness of the reaction zone, as shown in Figure 1.6a. The enthalpy
balance gives:

ṁcp(Ti−T0) = λ
Tf −Ti

δ
A (1.5)

where λ is the thermal conductivity, ṁ is the mass rate of the fresh gas mixture, T0 is the unburnt gas
temperature and A is the cross-sectional area.

Generally, when the unburnt gas flow direction is normal to the flame front, the laminar flame velocity sL

is defined equal to the unburnt gas velocity u. Thus, one can obtain from Eq. (1.5) for the expression of the
flame velocity:

sL =
λ (Tf −Ti)

ρcp(Ti−T0)

1
δ

(1.6)

The major drawback of this model is the indefiniteness of the “ignition temperature”. Moreover, the thickness
of the flame δ is usually unknown. An approximative expression could be [54]:

sL ≈
α
δ

(1.7)
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TABLE 1.1: Reactions and rate coefficients in Arrhenius law for a detail hydrogen combustion mechanism [14].

Elementary reaction A [s−1] n Ea [kJ/mol]

H +O2 
 OH +O 3.52×1016 −0.7 71.42

H2 +O 
 OH +H 5.06×104 2.67 26.32

H2 +OH 
 H2O+H 1.17×109 1.3 15.21

H2O+O 
 2OH 7.00×105 2.33 60.9

2H +M(1) 
 H2 +M(1) 1.30×1018 −1.0 0.0

H +OH +M(2) 
 H2O+M(2) 4.00×1022 −2.0 0.0

2O+M(3) 
 O2 +M(3) 6.17×1015 −0.5 0.0

H +O+M(4) 
 OH +M(4) 4.71×1018 −1.0 0.0

O+OH +M(4) 
 HO2 +M(4) 8.0×1018 0.0 0.0

H +O2 +M(5) 
 HO2 +M(5) k0 5.75×1019 −1.4 0.0

k∞ 4.65×1012 0.44 0.0

HO2 +H 
 2OH 7.08×1013 0.0 1.23

HO2 +H 
 H2 +O2 1.66×1013 0.0 3.44

HO2 +H 
 H2O+O 3.10×1013 0.0 7.20

HO2 +O 
 OH +O2 2.00×1013 0.0 0.0

HO2 +OH +M 
 H2O+O2 +M k0 7.0×1012 0.0 −4.58

k∞ 4.5×1014 0.0 45.7

2OH +M(6) 
 H2O2 +M(6) k0 2.76×1025 −3.20 0.0

k∞ 9.55×1013 −0.27 0.0

2HO2 
 H2O2 +O2 k0 1.030×1014 0.0 46.2

k∞ 1.940×1011 0.0 −5.89

H2O2 +H 
 HO2 +H2 2.3×1013 0.0 33.3

H2O2 +H 
 H2O+OH 1.00×1013 0.0 15.0

H2O2 +OH 
 H2O+HO2 k0 1.74×1012 0.0 6.0

k∞ 7.59×1013 0.0 30.4

H2O2 +O 
 HO2 +OH 9.63×106 2.0 16.7

Third-body efficiencies are:
[M(1,2,3,4)] = 2.5 [H2] + 12 [H2O] + 1 [other].
[M(5)] = 2.5 [H2] + 16 [H2O] + 1 [other].
[M] = 1 [other].
[M(6)] = 2.5 [H2] + 6 [H2O] + 6 [H2O2] + 1 [other].
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Figure 1.6: (a) Mallard-Le Chatelier description of the temperature in a laminar flame [4]. (b) Temperature and
concentration profiles, schematically for a lean mixture in thermal flame theory [5].

where α is the thermal diffusivity. This expression is very useful in estimating the laminar flame properties
such as sL in various physical and chemical conditions. However, the estimated values may differ from the
exact values [55].

The thermal flame theory of Frank-Kamenetzki is the first theoretical treatment which places the com-
bustion science on a mathematical basis [53]. Assuming a one step global reaction with high activation
energy, the classical mathematical description of the premixed gas combustion is provided on stationary
one-dimensional flames. Compared to the approach of Mallard, the definition of the preheat zone is larger and
reaction zone determined by the intersection of the temperature slope tangent line and the flame temperature,
as depicted in Fig. 1.6b.

In terms of the burning velocity, the thermal flame theory links the thermal diffusivity DT and the chemical
time tc and obtains [56]:

sL =
√

DT/tc (1.8)

with

DT =
λb

ρucp,u
, tc =

ρuE2(Tb−Tu)
2

2Bρ2
b (RT 2

b )
2S

exp
(

Ea

RTb

)
(1.9)

where B and S are parameters determined by the gas compostions, the subscript u and b denote the properties
of the unburnt and burnt gas, respectively.

Many ways exist to determine the thickness of the premixed flame for simple chemistry approaches. An
expression of flame thickness can be proposed using scaling laws [57]:

δ =
λb

ρucp,usL
. (1.10)
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Figure 1.7: Graphical determination of the flame thickness from the temperature profile.

where δ is called diffusive thickness, which can be determined as soon as the flame velocity is known, before
a computation.

In another way, the flame thickness can be descriptively constructed from the temperature profile as
shown in Fig. 1.7. Placing tangent in the turning point of the profile, the flame thickness δF is taken as the
intersections of the tangent with the horizontal lines at Tu and Tb on the abscissa. The flame thickness can be
computed using the temperature profile:

δF =
T2−T1

max
(
| ∂T

∂x |
) (1.11)

The graphical definition of the flame thickness is considered to be the best definition. However, one can only
get this thickness after a computation of the flame propagation [57; 58].

1.4 Flame-spray interaction mechanisms

As indicated in some experimental works, the water spray systems have a mitigating effect on the flame
propagation. Early small scale experiments using methane and hydrogen have revealed that sprays can be
effective against premixed combustion [59; 60; 61]. Meanwhile, sometimes an explosion-enhancing effect
cannot be neglected [28; 6]. A sketch of premixed flame propagating through an unburnt mixture containing
water droplets is presented in Fig. 1.8. Two different flame propagation regimes are presented: slow flame and
fast flame interacting with spray droplets. A slow flame, usually subsonic, interacts directly with the spray
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(a) (b)

(c)

Figure 1.8: Interaction mechanism between the flame and water droplets with flame propagating from left to right; (a)
slow flame with small droplets, (b) slow flame with big droplets, (c) fast flame following pressure wave.

droplets, of which the flame front can be stretched by the penetration of droplets. A fast flame propagates
closely following a compression pressure wave (such as detonation), or a shock wave as depicted in Fig. 1.8c.
The pressure wave interacts with the spray droplets, before the spray-flame interaction.

Figure 1.8a shows the interaction process between a slow flame and the spray droplets. Penetrating
the slow flame front, the droplets are evaporated as a result of high temperature of the ambient gas. The
evaporation of the droplets inside the flame thickness can lead to a direct mitigation effect on the flame
propagation. Interactions of a slow flame and the spray of big droplets are depicted in Fig. 1.8b, where one
can see that the big droplets can behave as obstacles in the gas flow and increase the flame surface. The
flame velocity is also affected by the turbulence generated from the spray droplets movement. For the rapid
deflagration, the flame front is close to the expansion pressure wave or shock wave as presented in Fig. 1.8c.
In this regime, the flame propagates in the post-shock gas and thus is directly affected by the shock wave.
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The pressure wave can lead to the breakup of the droplets, change the droplets size and the spray dispersion
before flame-spray interaction takes place.

Main phenomena and parameters related to spray-explosion interactions are overviewed in Tabs. 1.2 and
1.3. A variety of parameters involved can be noted and different modeling approaches exist for different
specific interactions. One can see that a single code cannot model all the phenomena with necessary precisions.

Several possible flame mitigation mechanisms by water sprays are proposed in the literature [62; 29; 61]:

• Both liquid droplet and the steam generated from evaporation can serve as a heat sink. The former can
be more effective in quenching flames as a result of the high latent heat.

• The presence of droplets in the gas flow can dissipate acoustic and shock waves.

• Droplets punch holes in the flame surface which can cause an extinction, since flames cannot propagate
through a too narrow path separating the droplet. A separation path of 0.3 mm is noted to be critical for
propagation of stoichiometric hydrogen-air flames.

Among all these mitigation mechanisms, the most important is believed to be the water droplet evaporation,
which results in considerable heat losses and mixture dilution.

Taking an example of a 23% hydrogen-air mixture, the corresponding laminar flame thickness is approx-
imately 0.04 mm. Assuming that the flame speed relative to the droplet is similar to the burning velocity
sL = 1.045 m/s, the residence time of the droplet is equal to 0.04 ms. From Fig. 1.9, it can be noted that only
droplets smaller than 2 µm can evaporate completely within the flame.

Droplets generated directly from the industrial nozzles of spray systems are relatively large, of which the
diameters can have a range of O(100−1000 µm). Even though these large droplets can hardly evaporate
through a premixed flame, a significant reduction in explosion overpressure has been observed [63; 28; 61].
As a result of aerodynamic interactions between the droplets and the explosion-induced flow, large droplets
can break up into small ones leading to the mitigation of the flame propagation. On the contrary, the presence
of spray droplets bulk flow can also generate turbulence, which can cause the flame propagation to accelerate
[6]. Both these two opposite effects should be considered in real accidental scenarios in order to quantify the
effects of spray on the premixed hydrogen explosion.

1.4.1 Droplet evaporation

The droplet evaporation modeling has been an active research field for decades. Spalding et al. [64] gave a
classical quiescent droplet evaporation model. Kunary et al. [65] took into consideration of the effect of the
gas velocity in his evaporation correlations. These are the basis of many following works [66]. Sirignano
[67] summarizes several former researches and classifies six types of droplet evaporation models, in order of
increasing complexity:

• constant-droplet-temperature model, which yields the d2-law [68; 69]

• infinite-liquid-conductivity model, droplet temperature uniform but time-varying [70]
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TABLE 1.2: Important parameters related to the slow flame interactions.

Physical phenomena Main characteristic parameters Symbols and expressions

Laminar flame velocity sL

Equivalence ratio φ

Laminar flame thickness δF = λb
ρucpsL

Spray-laminar flame Droplet volume fraction αp =
Vp

Vp+Vg

interaction Droplet diameter dp

Droplet evaporation rate ṁ

Inter-particle distance λ/dp =
(

τc
αd

) 1
3 −1

Zel’dovich number Ze = Ea
RTb

Tb−Tu
Tb

Turbulent flame velocity sT

Integral length scale L

Damkohler number Da

Flame-turbulence Karlovitz number Ka

interaction Laminar flame passage time tL

Turn-over time of largest eddies tT

Turn-over time of smallest eddies tK

Turbulent Reynolds number Ret =
ρvL

µ

Integral length scale L

Inter-particle distance λ/dp =
(

τc
αd

) 1
3 −1

Kolmogorov length scale η =
(

ν3

ε

)1/4

Spray-induced Length-scale ratio dp/L

turbulence Stokes number St =
τp
τ f

Particle Reynolds number Rep =
ρ|u−v|dp

µ

Particle momentum number PaSt

Particle response time τp =
ρpdpv
18µ

The phenomena mainly investigated in this study are shown yellow background.
The definitions of the parameters can be referred to Chapter 3-Chapter 5.
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TABLE 1.3: Important parameters related to the rapid flame interactions.

Physical phenomena Main characteristic parameters Available modeling approach

Weber number We = ρgv2L
σw

Ohnesorge number On =
µd√

ρddpσw

Shock-spray interaction : Maximal stable diameter dmax
p

droplet breakup Droplet diameter dp

Particle response time τp

Fragments size distribution

Shock mach number Ms =
vs
c

Particle volume fraction αp =
Vp

Vp+Vg

Shock-spray interaction : Particle Reynolds number Rep =
ρ|u−v|dp

µ

spray dispersion Drag coefficient CD = 24
Re

Reflected shock velocity vr

Transmitted shock velocity vt

The phenomena mainly investigated in this study are shown yellow background.
The definitions of the parameters can be referred to Chapter 3-Chapter 5.
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Figure 1.9: Droplet vaporization time as a function of droplet size and relative velocity: T = 2051 K, relative velocity of
0 m/s ( ), 10 m/s ( ), 50 m/s ( ), 100 m/s ( ), 200 m/s ( ) [6].

• spherically symmetric transient droplet-heat model, conduction limit model [71]

• effective-conductivity model [72]

• vortex model of droplet heating [73; 74]

• direct Navier-Stokes solution [75]

Various differences exist among these methods, and they all have their limits of application. The essential
issue is the treatment of droplet heating, which is usually the controlling factor of droplet evaporation rate.

As a direct quantification of the spray effect, the description of mass evaporation rate ṁ is vital for the
estimation of laminar flame velocity sL and the laminar flame thickness δ . Starting from the spherically
symmetric droplet model, the evaporation rate can be given by [64]:

ṁ = 4πρgDgrs log(1+B) (1.12)

where ρg and Dg are respectively the mass density and mass diffusivity of the gas film, B is the Spalding
transfer constant. The Lewis number is assumed to be unit Le = 1.

Kanury has considered the effect of gas velocity to the increase of the vaporization rate [65]:

ṁ = 4πrs
kg

cp,g
log(1+B)

(
1+0.25Re0.5

D

)
(1.13)
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An ad hoc method for developing a more robust model has been presented by Abramzon et al. [72]. The
model extends the classical droplet evaporation model and contains more physical effects such as: variable
physical properties, non-unitary Lewis number in the gas phase, influence of Stefan flow etc,. The gas phase
calculation is based on the 1D ’stagnant film theory’, incorporating the Stefan flow effect on the thickness of
films. The transient liquid heating in the droplet uses the ’effective conductivity model’.

First, the gas properties can be determined by the empirical ’1/3’ rule:

T g = Ts +Ar(T∞−Ts);Ȳg = Ys +Ar(Y∞−Ys) (1.14)

with Ar = 1/3 and the subscript s denotes the droplet surface properties.
Coupling the properties of these two phases, the calculation of evaporation rate is given by:

ṁ = 2πρgDgrsS̃h ln(1+BM) (1.15)

where for Re≤ 5, Dg is the mass diffusivity of the gas,

S̃h = 2+
(1+2RePr)1/3max[1,(2Re)0.077]−1

F(BM)
(1.16)

and for BM ≤ 20, Pr ≥ 1, Sc ≤ 3, BH ≥ 0

F(B) = (1+B)0.7 ln(1+B)
B

(1.17)

With the estimation of the evaporation rate, the droplet temperature evolution can be obtained by the
non-dimensional energy equation for the ’effective thermal conductivity model’ [72]:

(φ)2 ∂Z
∂τ

= βη
∂Z
∂η

+
1

η2
∂

∂η
(η2 ∂Z

∂η
) (1.18)

where:
Z = (T −T0)/T0 is the non-dimensional temperature of the droplet;
φ = rs/r0 is the non-dimensional radius of the droplet;
η = r/rs is the non-dimensional coordinate;
τ = αLt/r2

0 is the non-dimensional time;
αL is the liquid thermal diffusivity;
β is proportional to the regression rate of the droplet surfaces, which can be estimated by:

β =− 1
4παLρLrs

[
ṁ+

1
ρLCp,L

QL

]
(1.19)

From Eq. (1.15), one can deduce the evolution of the droplet surface Sp as a function of time:

dSp

dt
=−

πd2
p

τev
(1.20)

18



CHAPTER 1. INTRODUCTION

0 1 2 3 4
0

0.5

1

1.5

2

t [s]

ṁ
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Figure 1.10: (a) Influence of ambiant temperature on the mass evaporation rate: dp = 500 µm, 900 K ( ), 1200 K
( ), 1547 K ( ) and 1885 K ( ). (b) Influence of ambiant pressure on the mass evaporation rate: dp = 350 µm,
1 bar ( ), 3 bar ( , 5 bar ( ) and 6 bar ( )).

where τev is called the characteristic time of evaporation, which has an expression in d2 law:

τev =
ρd Scd2

p

4 S̃hµg ln(1+BM)
(1.21)

where Sc denotes the Schmidt number, µg is the gas dynamic viscosity.
The ambient pressure and temperature can have direct effects on the mass evaporation rate as depicted in

Fig. 1.10. Intuitively, the high gas temperature can increase the droplet evaporation rate. High pressure can
also affect the evaporation rate as in Fig. 1.10b, but the influence is much less than the temperature.

This effective conductivity model has been implemented during our development as shown in Chapter 3,
as well as in the code Cosilab [51]. Easy to implement, this model provides reliable estimation for single
droplet evaporation rate, in different ambient conditions [67]. By considering its simplicity, it has the potential
capacity to serve for large-scale simulations. The model assessment can be performed using Cosilab code.

1.4.2 Droplet breakup

As mentioned above, the droplet break-up is possible when exposed to aerodynamic forces due to strong gas
flows. During primary breakup, the liquid jet out of the nozzle shows coherent structures that interact with
the gas-phase and breaks into fragments of different sizes. Then during secondary breakup, these drops break
up into much smaller ones. The secondary breakup is more important for the spray-flame interaction since
the small fragments formed have better capacity of evaporation.

The Weber number We is a dimensionless number in fluid mechanics that is often useful in analyzing
fluid flows where there is an interface between two different fluids, which is defined as [34]:

We =
ρg l v2

s

σw
(1.22)
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Figure 1.11: Droplet breakup mechanisms [7].

where ρg is the density of the carrier fluid, vs = ||ug−up|| is the slip velocity between the two phases, l is its
characteristic length, typically the droplet diameter and σ represents the droplet surface tension. Traditionally,
there exits five distinct regimes well established in the literature, in order of increasing We as shown in Tab.
1.4.

Vibrational breakup can occur when the Weber number is small, as a results of the oscillations developed
at the natural frequency of the droplet. Bag breakup is similar to the soap bubbles blown from a film attached
to a ring. This regime is much investigated in both numerical [76; 77] and experimental [78; 79] studies. Bag
and stamen breakup is a transition mechanism that has several features in common with the bag breakup
regime. For higher Weber numbers, no bags are formed in the sheet stripping and catastrophic breakup
regimes. Catastrophic breakup leads to a multistage process in which the fragments are subject to further
break-ups, until all the fragments reach a critical Weber number [34]. During accidental hydrogen explosions
the visible flame velocity can reach O(100) m/s. All the above mentioned droplet breaking regimes can be
present during spray-flame interactions.
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TABLE 1.4: Droplet breakup regimes for different Weber numbers.

breakup regime We range

vibrational breakup We≤ 20

bag breakup 12 <We≤ 50

bag & stamen breakup 50 <We≤ 100

wave crest stripping 100 <We≤ 350

catastrophic breakup We > 350

Critical Weber number

The critical Weber number Wec has been investigated experimentally for various types of fluids [80; 79; 81; 82].
In order to account for the influence of liquid viscosity and surface tension, Brodkey et al. [83] have proposed
an empirical correlation for the critical Weber number:

Wec = 12
(

1+1.077O0.6
n

)
(1.23)

where the Ohnesorge number On is defined as:

On =
µd√

ρddpσw
(1.24)

where µg, ρd and σw are the dynamic viscosity, the density and the surface tension of the droplet. For the
industrial application of the spray breakup, the leading order of Wec = 12 is widely accepted and used.

Droplet size distribution

The industrial spray atomizers generate drops in the size range from a few micrometers up to around 1000 µm
[34]. The droplets generated by an industrial nozzle follow a non-uniform distribution centered on a mean
value as depicted in Fig. 1.12a. After the interaction between the spray droplets and the gas flow (such as
spray-shock interaction), the secondary breakup can lead to the change of the fragment drop size distribution,
as presented in Fig. 1.12b. As discussed above, the drop size data is crucial to estimate heat and mass transfer
during spray-flame interaction.

The fundamental mechanisms involved in droplet atomization are not clearly understood and no single
distribution model can predict all drop size data [34]. It is noted that the direct experimental counting for
droplet fragment size distribution is hardly possible under high Weber conditions [84]. Several models have
been proposed, based on either probability or purely empirical considerations. The general used ones are
normal, log-normal, Nukiyama–Tanasawa [85], Rosin–Rammler [86; 87], and upper-limit distributions [88].
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Figure 1.12: Drop size normal distribution (a) and size distribution after secondary breakup (b).

The empirical expression for drop size distribution after break-up developed by Rosin et al. [86] is widely
used [89]. This distribution function is also known as the Weibull distribution. It may be expressed in the
form:

1−Q = exp
[
−0.693

(
dp

1.2d32

)q]
(1.25)

where Q is the volume fraction of droplets of diameter less than dp, q is constant chosen between 1.5 and 4,
d32 is the Sauter mean diameter of the spray.

The method of Pilch [7] is specially dedicated to characterize the size distribution of the drop fragments
after secondary breakup. The breakup of large accelerated droplets is considered as a cascade process until
the fragment Weber number becomes lower than the critical Weber number. After the completeness of the
breakup up process, all the droplets fragments are assumed to be smaller than a critical size, which is referred
to be the maximal stable diameter given by:

dmax
p =Wec

σ
ρv2

g

(
1− vp

vg

)−2

(1.26)

where vg is the gas velocity and vp is the velocity of the fragment cloud after breakup process. This expression
is reported to be valid for We < 105. The velocity of the fragment cloud is calculated using empirical
correlation:

vd

vg
√

ρg/ρp
=

3
4

CD T +3BT 2. (1.27)

where T is the dimensionless total breakup time based on initial Weber number We and defined as the time
when the drop and all its fragments no longer undergo further breakup:

T =
vg
√

ρg/ρp

dp
t (1.28)
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Figure 1.13: Droplet fragment size distribution after the interaction with gas flow of velocity vg = 50 m/s; the original
spray a droplet size distribution of 3.9 bar SPRACO nozzle at 6 m from the nozzle [8]; (a) model of Pilch (b) model of
Rosin.

The empirical correlations for the dimensionless breakup up time T are given by [7]:

T = 6(We−12)−0.25 12≤We≤ 18

T = 2.45(We−12)0.25 18≤We≤ 45

T = 14.1(We−12)−0.25 45≤We≤ 351 (1.29)

T = 0.766(We−12)0.25 351≤We≤ 2670

T = 5.5 We≥ 2670

The droplets coalescence is not taken into account in the model of Pilch.
Figure 1.13 shows the application of the two models mentioned above on an industrial nozzle spray. The

fragment size distribution obtained from the two models have different shapes. In order to have a better
coincidence with experimental data, several size distribution models should be consulted together [34].

1.5 Spray-shock interaction

A blast wave is a pressure area expanding supersonically outward from an explosive core. The flow field
can be approximatively separated by a leading shock front of compressed gases and a following self-similar
subsonic flow field [90]. Confined explosions that detonate can generate blast waves which are extremely
harmful for the internal structures and humain lives. An example of the explosion-induced shock wave is
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(a) (b)

Figure 1.14: Shock waves from a hydrogen oxygen explosion. Schlieren photography of an explosion of H2−O2 gas
inside a bubble detonated with an electrical spark [9].

given in Fig. 1.14. The density variation of a hydrogen-oxygen explosion is presented by the Schlieren
photography, where the pressure waves ahead of the flame front can be clearly noted. The pressure waves can
propagate much faster than the flame front, which can interact with the droplets before flames, in the presence
of water spray.

Many theoretical and experimental investigations have been carried out on the spray-shock or particle-
shock interactions since it is present and of major importance in various industrial applications [91; 92; 93;
94; 95; 96]. Considering the interaction between a planar shock wave and a spray cloud, two main phenomena
can be drawn: spray/particle dispersion and secondary droplets breakup [97; 98]. Once a shock wave hits the
droplet-laden field, the shocked gas accelerates the droplets and the spray dispersion can be much altered.
The local increase of the droplet volume fraction can lead to the change of the mitigation capacity of the spray
system [99; 100; 101]. On the contrary, the particles decelerate the post-shock gas and thus the spray cloud
can also mitigate the propagation of the shock waves [102]. In case of a water spray in high-speed gas flow, a
secondary droplets atomization may occur for Weber number We > 12 which leads to the formation of a fine
droplet spray that enhances the shock energy dissipation [103; 104; 105]. The spray breakup can contribute
to increase the transfer surface and improve both the heat (evaporation) and the mass transfer [106]. Such
transfer processes primarily influence the post-shock gas thermo-equilibrium conditions and can alter the
cloud dispersion topology. The shock-wave mitigation can be further reinforced and a flame extinction can be
encountered in case of reacting flows [98; 99; 100].

For simplicity, small rigid particles are often considered in various studies in place of water droplets. The
particles of diameter O(1 µm) to O(10 µm) are investigated in the current development for several reasons.
First, the particle dispersion due to dynamic interaction can be isolated without considering the droplet
breakup processes. The droplet diameters of a real industrial spray have an order of magnitude O(100 µm),
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Figure 1.15: Shock wave generation in a piston tube.

small particles of O(10 µm) can represent the droplet fragment after atomization.

1.5.1 Planar shock waves

When the shock wave is perpendicular to the gas flow direction it is called a normal shock. Across the shock,
the static pressure, temperature and gas density increase almost instantaneously. A planar shock wave can be
generated by a piston as shown in Fig. 1.15. The piston starts moving at t = 0 with a velocity Vp, generating a
shock wave with a velocity Vs. Two areas are divided by the shock wave: the post- (1) and the pre-shock area
(2). Given the sound speed in the pre-shock area, c2, one can obtain the piston velocity Vp by the following
relation:

2
γ +1

M2
s −1
Ms

=
Vp

c2
, Vs = Ms c2 , (1.30)

where Ms is the shock Mach number, γ is the heat capacity ratio is constant which equals to 7/5 for air. The
post-shock gaseous flow is assumed to have the same velocity as the piston. Analytical solutions are available
for the relation of the pre- and the post-shock thermodynamic quantities [107]:

p1

p2
= Γ1(Ms,γ),

T1

T2
=

Γ1(Ms,γ)Γ2(Ms,γ)
M2

s
,

ρ1

ρ2
=

p1

p2

T2

T1
, (1.31)

where:

Γ1(Ms,γ) =
2

γ +1

(
γM2

s −
γ−1

2

)
, Γ2(Ms,γ) =

2
γ +1

(
1+

γ−1
2

M2
s

)
. (1.32)

One can note that the thermodynamic quantity ratios (p1/p2, ρ1/ρ2, T1/T2) depend only on the free stream
Mach number Ms. Thus, knowing the Mach number, one can determine all the physical conditions across the
normal shock.

1.5.2 Spray characteristics

The following assumptions are made in the numerical simulations for spray-shock interactions: i) the gas is
considered as inviscid and obeys a perfect-gas law; ii) the droplets are considered as spherical, rigid particles
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of uniform diameter with a uniform temperature distribution; iii) the particle volume fractions are small so
that the collisions between particles can be neglected [108]; iv) only the viscous drag forces are considered to
act on the particles. The Basset force can be neglected as a result of high particle-to-gas density ratio [10]
and the Magnus force is neglected under no-spin conditions. The gravity is much smaller than the drag force
for the range of parameters in this study; v) the heat transfer between gas and particles is not considered at
present.

In the numerical simulations, the drag force is computed as a result of the gas flow of velocity u(x, t). For
a particle with a velocity V(t) located at x the general motion equation gives:

mp
dV(t)

dt
= ∑F , (1.33)

where mp = πρpd3
p/6 is the particle mass and ρp is the particle density. The viscous drag force reads:

F =
π
8

ρg d2
p CD |u(x, t)−V(t)|(u(x, t)−V(t)) , (1.34)

where CD is the drag coefficient defined as:

CD =
24

Rep

(
1+

Re2/3
p

6

)
with Rep =

ρg |u(x, t)−V(t)|D
µg

. (1.35)

Rep is the particular Reynolds number related to the flow around the particle and µg is the dynamic viscosity
of the gas. A correction of the drag coefficient is used since the diameters of the particles considered vary
from 1 µm to 20 µm. For each particle, one can obtain the motion equation:

dV(t)
dt

=
1
τp

(u(x, t)−V(t)) , with τp =
ρpd2

p

18µg
, (1.36)

In case of a two-way formalism, the momentum transfer is considered in order to estimate the effect of the
particles on the gas. For a gas volume V containing one particle with a velocity variation dV

dt , the particle can
decelerate the gas by:

du
dt

=− mp

ρgV

dV(t)
dt

. (1.37)

More details and the numerical realization of the two-way formalism can be found in [10].
The shock-spray interaction is studied through direct-numerical simulations with a compressible Navier-

stokes solver, named Asphodele, developed in CORIA Rouen to simulate the two-phase dispersed fluid
flows [10]. The Eulerian-Lagrangian approach is used with an Unresolved Discrete Particle Model (UDPM)
which relies on a larger computation cell with regard to the particle sizes and uses a drag force model to
describe the gas-particle interactions. A 5-order WENO scheme is implemented with a global Lax-Friedrichs
splitting for space discretization which is widely used in shock descriptions. Adaptive stencils are used in
the reconstruction procedure based on the local smoothness of the numerical solution to achieve high order
accuracy and non-oscillatory property near discontinuities [109]. The time resolution employs a fourth-order
Runge-Kutta method, with a minimal storage time-advancement scheme of [110]. The governing equations
are presented in Appendix B.1.
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Figure 1.16: Spatial distribution of the source term of an evaporating droplet [10], the coordinates give the relative
position of the nodes in gas phase.

1.5.3 Two-way interactions

The typical value of the spray volume fraction in nuclear spray systems during accidental scenarios is reported
to be αp = O(10−4) [111]. In this volume fraction range, the two-way formalism has to be considered in the
shock-spray interactions [112]. Apart from the droplet acceleration due to the gas movement, the droplets
can also effectively act on the gas flow, for instance leading to a mitigation of the shock propagation. The
retroaction of the droplets on the flow field consists of mass, momentum and energy transfer. Especially when
the droplet evaporation is involved in the interaction process.

The method used in Asphodele consists in the distribution of the source terms on the Eulerian nodes close
to the droplet i as shown in Fig. 1.16. The distribution coefficient κ(n)

i is positive and inversely proportional
to the distance between the droplet i and the numerical node n, which follows the relation:

∑
N

κ(n)
i = 1 with κ(n)

i ∈ [0,1]3 (1.38)

where N is the number of nodes around the target droplet i.

Considering the two-way interaction the gas flow with a droplet of relative velocity Vi, the droplet
evaporation can bring evaporated mass into the gas phase. According to the evaporation rate expression in Eq.
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(1.15), one can easily obtain de mass of speci s transferred from the droplet i to the node n:

dm(n)
s

dt
=−∑

I
κ(n)

i ṁi, (1.39)

where I denotes the number of droplets around the node n.
Concerning the momentum transfer pi during the evaporation, both the mass and the velocity change of

the droplet i should be considered:
dpi

dt
= mp,i

dVi

dt
+Vi

dmp,i

dt
(1.40)

One can have the distribution of momentum from the droplets to the node n:

d(ρu)(n)

dt
=−∑

I
κi

(
mp,i

Vi

dVi

dt
+

Vi

Vi

dmp,i

dt

)
, (1.41)

where Vi is the volume of the mesh cell containing the droplet i.
Finally, the energy transfer from the droplet to the node n in gas phase can be described by:

d(ρei)
(n)

dt
=− 1

Vi
∑

I
κi

mp,i(cpTi + lv)
dt

(1.42)

where cp is the heat capacity, Ti the temperature of the droplet i and lv is the latent heat of the droplet at Ti.
Some typical phenomena and property evolutions during the interaction between the spray droplets and a

gas flow with or without evaporation are depicted in Fig. 1.17.
Figure 1.17a gives the evolution of no dimensional mass of two different phases and the total mass, where

m0 denotes the initial mass of each phase. One can notice that, during the evaporation, the total mass of the
biphasic system keeps constant. Similar to the mass conservation, the momentum evolution of two single
phases and the total momentum in Fig. 1.17b.

The variation of the gas velocity and droplet velocity under two-way interaction without evaporation is
shown in Fig. 1.17c. For comparison, the evolution of velocities of these two phases are also given under the
one-way assumption. The deceleration effect of the droplets on gas flow of the two-way formalism is clearly
presented.

The evolution of enthalpy of the gas and the liquid phase is depicted in Fig. 1.17d. It can be seen that the
enthalpy of the droplet phase increases at first then decreases to a lower value, in the contrary to the gas phase.
The increase of the droplet enthalpy can be due to the heat transfer from the gas phase to the liquid phase.
The sum of these two enthalpies gives the total enthalpy which keeps a constant value during the evaporation.
During the evaporation, there are two competing effects: the energy transfer as latent heat, and the mass
injection from the liquid phase to the gas phase. During the first stage, the heat transfer dominates due to the
high ambient temperature. Afterwards, the steam evaporated from the droplets brings energy to the gas phase
leading to an increase of the gas enthalpy.

Figure 1.17e shows the temperature evolutions of the gas phase and the droplets during the evaporation.
At the first stage, the temperature of the gas phase decreases and the droplets temperature increases. The heat
transfer from the gas to the liquid phase dominates. After that, an increase of the gas temperature is noticed,
which can be due to the mass transfer of the steam evaporated from the water droplets.
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Figure 1.17: (a) Evolutions of the gas mass ( ), droplet mass( ) and total mass ( ) of the biphasic system;
(b) Evolution of the gas momentum ( ), droplet momentum ( ) and total momentum ( ) of the biphasic
system; (c) Evolution of two-way gas velocity ( ) and droplet velocity ( ) without evaporation, the one-way gas
velocity ( ) and droplet velocity ( ) are given as references; (d) Evolution of the gas enthalpy ( ), droplet
enthalpy( ) and total enthalpy ( ) of the biphasic system; (e) Evolution of the droplet temperature ( ) and the
gas temperature ( ) during the evaporation.
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1.6 Spray-induced turbulence

Particle-laden flow is a type of two-phase fluid flow, in which one phase is continuous (carrier phase) and the
other is made up of small and dilute particles (dispersed phase). Water spray in air is an example of a particle-
laden flow, the droplets are the dispersed phase, and the air is the carrier phase. The presence of a second phase
in the carrier phase can change the intrinsic turbulence topology and intensity, which is known as turbulence
modulation [113]. For several decades, the spray- or particle-induced turbulence modulation has been
investigated since it has various engineering and scientific applications: pollution dispersion in the atmosphere,
combustion processes, aerosol deposition in spray medication, etc. [114; 115; 116; 117; 112; 118; 119].
Several factors are supposed to contribue to the turbulence modulation such as: the distortion of the carrier
phase velocity gradient, the streamline curvatures, the vortex shedding of the particles or the damping of
turbulence motion by particles-induced drag forces [113]. Two major effects can be brought by the particles
motions to the carrier phase turbulence: either attenuation or enhancement. For example, experimental
investigations have shown that the spray systems can mitigate the flame propagation during hydrogen
explosions [28; 29]. The evaporation of small-size water droplets inside the flame is thought to be the
main reason for the flame attenuation [55]. On the contrary, several experiments resulted in explosion
enhancement in the presence of water sprays, which is believed to be due to the movements of large droplets
[6]. Therefore, in order to determine the overall spray effects on the explosion, one has to quantify the
turbulence characteristics resulting from a spray-gas interaction.

Experimental investigations on particle-laden flow focused on the measurements of the mean flow velocity,
Reynolds stresses of the carrier phase flow as well as higher-order statistics such as Lagrangian particle
velocity correlations [120]. Many physical parameters are taken as criteria to distinguish between the
attenuation and the enhancement effects of the particle cloud on the carrier flow. The most widely discussed
are the length scale ratio [121], the Stokes number St , the particle Reynolds number Rep and the particle
momentum number Pa [118], etc.

However, no universal criteria is found to be able to correctly predict the turbulence modulation for the
currently existing experiments. In our development, we concentrate on the quantification of the turbulence
scale induced by the presence of spray droplet inside a confinement geometry without initial gas turbulence.
The main object is to find and assess the capacities of the simple or reduced-order models on the turbulence
intensity prediction. Coupled with the evaporation modeling, the turbulence scale prediction model can be
used to determine the overall effect of water spray on the premixed hydrogen-air explosion.

1.7 Overview of large-scale simulation codes

As a result of a large range of physical length scales and sophisticated interaction phenomena, the current
numerical codes and physical models show poor predictive capacities in large-scale simulations for many
hydrogen safety applications [44]. In this study, we are interested in is the combustion modeling in the
presence of sprays with typical grid sizes of the order of 20−40 cm. Obviously, the flame propagation and
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flame-droplets interaction cannot be described in details on such numerical grid sizes. This inevitably leads
to introduction of simplified models and of related modeling constants. Several codes exist for industrial
applications which imply a capability to deal with large-scale geometries such as FLACS, EUROPLEXUS,
AVBP, FLUENT, etc. The flame-spray interaction models are available in some of the codes. Here, we present
the models implemented in FLACS and FLUENT.

1.7.1 FLACS code

FLACS is a specialized computational fluid dynamics (CFD) tool for safety applications such as gas explosion,
hydrogen safety, dust explosion and blast wave propagation, etc [46]. A simple water spray model is
implemented, where a number of regions containing water spray are characterized by the water droplet size
(dp) and the water volume fraction (αp). These characteristic parameters are determined according to nozzle
types, temperature and pressure conditions.

As discussed in the previous works, the presence of water in the turbulent combustion can have two
opposite effects: either attenuate the flame propagation by droplet evaporation, or enhance the flame velocity
by inducing turbulence in the gas flow [28; 6]. Both these two effects are related to the droplet size dp

distribution and droplet volume fractions αp. Thus the droplet breakup process is necessary to implement for
spray-explosion interaction simulations. In FLACS code, the droplet break-up is determined by the critical
Weber number, where break-up occurs for We > 12. As for the spray-induced flame acceleration, a factor
F1 is used to increase the burning rate if any water sprays are present. On the contrary, a quenching factor,
denoted F2, is used to reduce the burning rate if the conditions for droplet break-up are satisfied. These two
non-dimensional parameters are combined in the determination of the effective burning velocity using an
empirical correlation:

se f f = (sT +F1× sL)×F2 (1.43)

where sT and sL denote the turbulent and laminar flame velocity, respectively. The dimensionless factor F1

and F2 are calculated as:

F1 =
αpUz

Ure f
, Ure f = 0.07 m/s, (1.44)

and

F2 =
dre f

αpd32,p
, dre f = 0.03 mm. (1.45)

where Ure f and dre f are two reference parameters, Uz is the average droplet vertical velocity, αp is the droplet
volume fraction and d32,p denotes the Sauter mean diameter of the droplets. Unfortunately, the chosen values
for Ure f and dre f are not justified in [122]. Since the transportation of water droplets is not taken into account,
the volume fraction and size distribution in the space should be provided. Moreover, the determination of the
two dimensionless factors are case-dependent. The computational results obtained using the model show high
sensitivity to the choice of a spray nozzle and to the geometrical configurations [122].

31



CHAPTER 1. INTRODUCTION

1.7.2 FLUENT code

ANSYS FLUENT is an industrial fluid simulation software designed for the modeling of multi-phase fluid
flow, turbulence, heat and mass transfer, combustion and other related phenomena. Known for delivering the
reliable solutions, FLUENT is well known and widely used in industrial applications. A premixed turbulent
combustion model has been implemented in FLUENT, based on the reaction-progress variable approach
[123].

The key parameter for the modeling of premixed combustion model is the turbulent flame velocity normal
to the flame front ut , which is influenced by the following factors:

• laminar flame velocity, fuel concentration, ambient temperature, chemical kinetics and molecular
diffusivity;

• flame front wrinkling and stretching by large eddies, and flame thickening by small eddies;

Various turbulent flame velocity models exist in FLUENT code. One of the models on the turbulent flame
velocity computation is given by Zimont et al. [45]:

ut = A(u′)3/4s1/2
L α−1/4L1/4

t = A
(

τt

τc

)1/4

. (1.46)

where A is the model constant, u′ is the RMS (root-mean-square) velocity, sL is the laminar flame velocity,
α = k/ρcp molecular thermal diffusivity, τt = Lt/u′ is the turbulence time scale and τc is the chemical time
scale. Lt is the turbulence length scale defined as:

Lt =CD
(u′)3

ε
. (1.47)

This model assumes an equilibrium of small-scale turbulence inside the laminar flame, which results in a
turbulent flame speed expression dependent on the large-scale turbulent parameters such as integral length
scale Lt , etc. The default values of 0.52 for A and 0.37 for CD are recommended by Zimont et al. [45]. This
turbulent combustion model is applicable when the Kolmogorov scales are smaller than the flame thickness,
which can be quantified by Karlovitz numbers, Ka, greater than unity:

Ka =
tl
tη

=
v2

η

s2
L
. (1.48)

where characteristic flame time scale, tη is the smallest (Kolmogorov) turbulence time scale, vη = (νε)1/4 is
the Kolmogorov velocity and ν is the kinetic viscosity.

One can note from Eq. (1.46) that the determination of the turbulent flame velocity depends on the
estimation of the large-scale turbulent properties such as u′ and Lt . However, these two parameters can not be
obtained directly as a result of high computational costs. Thus, modeling of these turbulent kinetic properties
with presence of water droplets is crucial for the description of the large-scale turbulent combustion. Other
models can be implemented by users for the turbulent flame velocity ut .
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TABLE 1.5: Simplified models and assessment codes.

Simplified model Main parameter Assessment code

Evaporation rate model ṁ Cosilab code

Laminar flame velocity model sL Cosilab code

One-way spray dispersion model αp Asphodele code

Two-way spray dispersion model αp Asphodele code

Kenning’s turbulent length-scale model Lt Neptune_CFD

In this study, our strategy is to determine the parameters as shown in Table 1.5, using simplified or
empirical models in order to implement the water spray model for future developments. Several codes in order
to assess these simple analytical or empirical models are used to investigate several important parameters of
the spray-explosion interaction. The developed simplified models and different codes used for the assessment
of these models are listed in Tab. 1.5. Concretely, we pay attention to the description of the spray properties
αp, ṁ, laminar flame velocity sL and turbulent integral length scales Lt . Kenning’s model is found in the open
literature to evaluate the integral length scale of turbulence [124]. The developments of each simple models
are discussed in the Chapter 3-5.

1.8 Spray-flame interaction experiments

In this section, we present the experimental researches devoted to premixed hydrogen flame interaction
with a water spray. The purposes are twofolds: presenting the important experiments of different geometry
sizes in the literature and providing experimental data for code validation. This section is divided into three
subsections, devoted to: a) small-scale, b) medium-scale and c) large-scale experiments, depending on the
order of magnitude of the corresponding combustion chamber.

A number of small-scale experiments have been performed in volumes of the order of 10 L. Medium-scale
experiments were performed in volumes of the order of 1 m3. Several experiments were carried out at large
scales [125; 126]. Gupta et al. [13] have performed tests with the objective to provide additional knowledge
and experimental data regarding the influence of water spray on hydrogen combustion in a large-scale test
facility by use of experimental conditions typical for severe accidents.

A brief overview of the experiments and the information related to nuclear containment applications is
described in Table 1.6). The maximal dry hydrogen concentration corresponds to globally well-mixed air
with maximal theoretical amount of hydrogen gas.

Firstly, one can see that certain important pieces of data are missing in some researches, such as an

33



CHAPTER 1. INTRODUCTION

TABLE 1.6: Overview of the experimental conditions corresponding to hydrogen flame-spray interaction experiments. NP
= “Not Provided”, NA - a burner was used for laminar flame velocity measurements.

Source Chamber Droplet XH2 Water vol. Flame
volume (m3) size (µm) (dry, % vol) fraction (×10−4) velocity (m/s)

[11] NA 5.0 20.0−56.0 1.0−2.5 0.2−3
[127] 5.5×10−2 5.0 7.8−65 0.9−2.5 O(10−1−100)

[60] 1.8×10−2 20.6−115.0 4.3−8.5 0.8−11.0 O(10−1)

[63] 1.58 ≈ 500 4.0−16.0 5.0 NP
[128] 6.3 NP 6.1−6.8 0.5−9.0 NP
[12] 0.7 158 or 270 10.5−13.2 NP O(102)

[125] 2100 NP 7.1 or 10.0 NP NP
[126] 56.7 850 or 500 13.5−29.7 NP O(100)

[13] 60 600 7.5−11.7 1.04 O(101)

NPP ≈ 30000 ≈ 500 ≤ 19 O(100) O(100−102)

NPP denotes the nuclear power plant containment buildings.

average flame velocity or water volume fraction. Many authors perform experiments in order to observe the
effect of spray, related to a particular spray nozzle, solely on overpressure evolution, without considering
other parameters. Secondly, the experiments performed at large scale either dealt with rather poor mixtures
or resulted on very low flame velocities. There is no large-scale experiment which is devoted to high-speed
flame (O(102) m/s) interacting with a spray in which a droplet breakup process is quantified.

In the following, one example of each scale of experiment is presented.

1.8.1 Small-scale experiments

For small-scale experiments, the works of Ingram et al. [11] show the effects of small droplets evaporation
(O(10 µm)) on the reduction of laminar flame velocity of the premixed hydrogen-air mixtures.

A work programme has been undertaken at London South Bank University to investigate the practical
viability of using fine water mists to mitigate or suppress hydrogen explosions during nuclear decommissioning
operations. The measurements of hydrogen burning velocity, required primarily for the development of
explosion modeling, are performed. Burning velocity measurements were made with the introduction of
ultrasonically generated fine water mists. A diagram of the burner and mist generation system is given in Fig.
1.18. The production of the water mist was accomplished using commercial ultrasonic fogger units. These
were individually comprised of 5 piezoelectric discs driven by a high frequency power supply operating at
1.65 MHz. In operation, these elements are situated beneath a column of water. At a suitable depth (below
the surface) the high frequency vibration of the piezoelectric discs generates violent cavitation and capillary
waves at the water surface. This results in the formation of a “fountain” above the surface comprised of very
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Figure 1.18: The burner and mist generation system. Scanned from [11].

fine water droplets, along with much larger droplets, which can be several millimeters in diameter (hence the
need for a deflector plate). Gas mixtures (hydrogen-oxidant) were injected to the mist generation system by
blending hydrogen with commercial oxidant mixtures supplied from different lines. Burning velocities were
calculated according to the equation:

Su =
A0

A f
·V0 (1.49)

where A0 is the area of burner mouth, V0 is the average flow velocity in the burner mouth. Thus A0 ·V0

becomes the total flow rate and A f is the curved surface area of the cone.
The main parameters considered during the experimental program are:

• the Sauter mean diameter, D3,2 = 5 µm;

• equivalence ratios between 0.6 and 3.0 (between 20% and 56% of H2 in air)

• three Fuel-Free Oxygen fractions, Ω = 0.21 (air), Ω = 0.16, and Ω = 0.1.

• water mist densities between 0.0 and 250 mg/l.

We mention that water mist density of 250 mg/l corresponds to a water volume fraction of 2.5×10−4 which
is of the same order of magnitude as in a nuclear containment building during accidental scenarios.
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Figure 1.19: Schlieren images of hydrogen flame cones for (a) typical stable rich mixture and for (b) Φ = 0.6 with 143
mg/l of water mist. Scanned from [11].

The major difficulty addressed by the authors lies in the accurate measurement of the flame front surface
area. The Schlieren cones formed by rich mixtures have clear boundary and easy to measure. For lean
mixtures, however, the quality of “cones” could be quite poor, particularly at higher mist concentrations as
shown in Fig. 1.19.

Figure 1.20: Variation of burning velocity with equivalence ratio, Ω = 0.21. Scanned from [11].

The main conclusions of the experimental work can be drawn as following:

• Introduction of fine water mist greatly reduces the burning velocity of H2 for all mixtures studied. The
experimental measurement of the burning velocity variation with equivalence ratio for Ω = 0.21 is
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Figure 1.21: Comparison between the domes corresponding to ENACCEF (left) and ENACCEFII (right). Scanned from
[12].

presented on Fig. 1.20. One can see that the small droplets of the water mists can have an efficient
effect of the laminar flame velocity mitigation.

• Introduction of increasing amounts of water mist increases uncertainty and flame instability. Unfortu-
nately, the burning velocities corresponding to poor mixtures, XH2 < 20%, were not measured as result
of technical difficulties.

• Complete suppression of hydrogen-air flame with water mists will be very difficult to achieve. For the
considered water mist loading and hydrogen molar fractions the flame quenching phenomenon was not
observed.

Many other small-scale experiments exist in the literature and the details can be found in [60; 127].

1.8.2 Medium-scale experiments

Different experimental works have been performed using medium-scale configurations [12; 128; 63]. Here
we give a short introduction to the works of Cheikhravat [12], which provide relative complete measurement
information.

The experimental facility ENACCEF (ENceinte d’ACCElération de Flamme) is located at the Institut de
Combustion Aérothermique Réactivité et Environnement (ICARE) of Orléans.

A view of ENACCEF facility together with the sketch of different parts is presented on Fig. 1.21. The
facility is 5 m of height and is made of Z3CN18-10 stainless steel, which is divided into two parts:

• the acceleration tube (3.2 m long and 154 mm i.d.), in which repeated obstacles of various geometries
can be inserted;
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• the dome (1.7 m long, 738 mm i.d.).

The acceleration tube is equipped with two tungsten electrodes at 0.138 m from the bottom of the facility
as a low-energy ignition device. Different obstacles of varying blockage ratio can be installed inside the tube.
For the tests, nine annular obstacles of blockage ratio 0.63 have been installed in the acceleration tube; the
first one being 0.638 m from the ignition point, and the distance between obstacles was fixed to 0.154 m.

ENACCEF facility is highly instrumented to follow the flame propagation: 16 UV-sensitive photomulti-
plier tubes (HAMAMATSU, 1P28) are mounted across silica windows (optical diameter: 8 mm, thickness: 3
mm) in order to detect the flame as it propagates (5 photomultiplier tubes are located along the dome and
11 along the acceleration tube). Table 1.7 gives the photomultiplier tube locations, as a distance from the
ignition point.

Sensor Distance from ign. point (m) Sensor Distance from ign. point (m)

PM1 4.3415 PM9 2.037
PM2 4.0915 PM10 1.772
PM3 3.8415 PM11 1.527
PM4 3.5915 PM12 1.277
PM5 3.3415 PM13 1.027
PM6 2.877 PM14 0.777
PM7 2.627 PM15 0.527
PM8 2.377 PM16 0.277

TABLE 1.7: Photomultiplier tubes positions along the facility.

Several high speed pressure transducers, (7 from CHIMIE METAL, 1 PCB and 1 KISTLER) are mounted
flush with the inner surface of the tube in order to monitor the pressure variation in the tube as the flame
propagates, and the pressure buildup is monitored via a Kistler pressure transducer mounted at the ceiling of
the dome. Five gas samplings are located along the acceleration tube and one in the dome, which are used to
measure the gas composition along the facility.

The dome of ENACCEFII has a volume of 685 L (as shown in Fig. 1.21) and is equipped with a spray
device, which is an upgraded version of the dome of ENACCEF (658 L).

Two injectors are used in the experiments: 2.8W Fulljet nozzle and 14W Fulljet nozzle. The spray angle
of both injectors is close to 120o, filled with water droplets as shown on the Fig. 1.23.

Measurements were made in order to characterize sprays using laser coliffraction, 25 cm from the nozzle.
On Fig. 1.23 we present the test matrix together with results for maximal measured pressure (Pmax), and the
time for pressure increase (4t_P). The following conclusions can be made from this work [12]:

• Generally, activation of spray leads to the lower maximal pressure.

• The choice of a nozzle does not influence the results.
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Figure 1.22: Spacial distribution of droplets generated by spray. Scanned from [12].

Figure 1.23: Spacial distribution of droplets generated by spray. Scanned from [12].
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1.8.3 Large-scale experiments

Here we give a brief introduction to the works of Gupta et al. [13] as an example of large-scale experiments.
Some other researches can be found in [125; 126].

The tests HD-30 to HD-35 have been performed in the THAI containment test facility which is operated
by Becker Technologies GmbH at Eschborn, Germany. The main component of the facility is a cylindrical
stainless steel vessel of 9.2 m height and 3.2 m in diameter with a total volume of 60 m3 as given in Fig. 1.24.
Vessel bottom and top are formed by dished heads (wall thickness 30 mm), both of which are penetrated in
the vessel axis by cylinders with an ID of 1540 mm (wall thickness 40 mm) for the upper cylinder and an ID
of 1368 mm for the bottom cylinder (wall thickness 30 mm). The upper cylinder carries a 120 mm thick top
flange; the lower cylinder is closed by a 16 mm thick dished head.

The spray system installed in the THAI vessel consists of a single full cone whirl spray nozzle (BETE,
model no. 3/4WL1230). Spray nozzles are positioned vertically downward at elevation H = 7.4 m in the
geometric centre of the THAI vessel. A spray angle of 30o was selected to exclude any change in spray
patterns due to interactions with the vessel walls. All tests were conducted with spray water flow rate of 1
kg/s. The spray droplet Sauter mean diameter, measured at 1 m distance from the nozzle, is 600 µm (970 µm
for test HD-34). The waterline overpressure was 5 bar (2 bar for HD-34).

The Table 1.8 summarizes the specified and measured initial test conditions for tests HD-30 to HD-35.

TABLE 1.8: Initial test conditions specified and measured [15].

Test parameters HD−30 HD−31 HD−31SE HD−32.1 HD−33 HD−34 HD−35

Gas temperature [oC] 25 90 90 90 90 90 90

Hydrogen content [vol %] 10 10 − 10 10 10 12

Spray temperature [oC] 20 20 20 90 90 20 90

Burning direction ↑ ↑ ↑ ↑ ↑ ↑ ↓

Time before ignition [s] 2 2 long 2 2 60 2

The main results can be drawn as follows:

• All HD-tests with spray and upward combustion exhibit lower peak pressures and temperatures
compared to the reference tests without spray.

• All HD-tests with spray and upward combustion exhibit a higher flame speed immediately after ignition
in the lower part of the vessel compared to the reference tests without spray, i. e. a turbulence enhancing
effect of the spray was observed. For example, the initial flame velocity during the test HD-31 was
approximately 8 m/s, while velocity corresponding to the case without spray is close to 2.5 m/s.
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Figure 1.24: THAI test vessel configuration for HD-tests. Scanned from [13].
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• For test HD-35 with downward combustion, flame speed in the upper part of the vessel is the same
as for the reference test without spray. After having passed the spray nozzle, the flame accelerates
extremely in the spray induced downward directed flow.

• For the tests with the vessel temperature of 90oC and a steam content of about 25 %, this steam content
together with droplet vaporization is sufficient to suppress combustion completely for test HD-31,
HD-32.1 and HD-33 in the spray cone zone down to approximately 1 m below the spray nozzle, a zone
of high water concentration. Further below, the flame is decelerated but not totally suppressed. This
effect was not observed for tests HD-30 (no steam) and HD-34 (larger droplets), which underlines the
strong influence of steam and of the available total droplet surface on combustion suppression.

• Spray water temperature has no observable effect on combustion suppression.

• Test HD-35 with downward combustion was the only HD-test for which spray operation produced a 10
% higher peak pressure due to spray induced turbulent flow pattern and the related high flame speed
compared to the reference test without spray.

In case of upward burn direction, the spray operation produces a flow pattern with a downward directed
flow below the spray nozzle and within the spray cone. As a consequence, an upward directed flow close to
the vessel walls occurs. This flow field is responsible for faster flame speeds close to the vessel walls for the
tests with upward burn direction.

The experiments performed in large scale geometries have two common features. First, the explosive
mixture ignition at the upper part of the facility (above the spray nozzle) in the presence of spray leads to
higher over-pressures than the corresponding combustion with upper ignition without spray. This is explained
by the influence of spray-created turbulence as well as the co-flow pattern of the spray. Second, the flame
velocities and the gas velocities relative to spray droplets are not very high, of the order of 10 m/s. This means
that the corresponding Weber numbers are small, generally of the order of O(1), and the droplet breakup
phenomenon, in our opinion, does not take place.

1.9 Scope of the current study

In this dissertation, we have concentrated our efforts on the investigations of several phenomena. The dominant
phenomena considered in this manuscript are the spray-flame, spray-shock interactions and spray-induced
turbulence, which are closely coupled in a real accidental scenario.

The existing droplet-resolved models for simulations of large-scale geometries such as nuclear confinement
building are scarcely available, as a result of high computational costs, especially for high-Reynolds number
flows. Thus, the developments of simple reduced-order modeling approaches are preferably considered in
this manuscript. Evaluations of the existing empirical correlations and models are also taken into account.

The reduced-order and simple numerical models developed in this manuscript allow us to evaluate the
mitigation or enhancement effects of each interaction without resolving physical phenomena of small time and
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length scales. New physical observations such as droplet number density peak and turbulence enhancement
induced by double industrial nozzles are presented in this study.

1.9.1 Outline of dissertation

This manuscript consists of three main parts. The first part presents the physical phenomena and scientific
issues, followed by a lumped parameter study. The second part discusses the physical mechanism investigation
and numerical modeling for spray/flame, flame/shock and spray/turbulence interactions. The third part
provides conclusions and perspectives as well as the additional materials of the current study. Contents of
each chapter are briefly described in the following paragraphs.

Chapter 1 – Introduction This chapter presents the main phenomena associated to the PWR containment
spray system and accidental explosion phenomena. The important phenomena during the spray/flame interac-
tion, spray/shock interaction and spray/turbulence interaction are discussed, such as droplets evaporation,
breakup and spray dispersion etc. Governing equations and numerical modeling methods for droplet-laden
flows and one-dimensional planar shock waves are presented. Different numerical codes used in this
manuscript are briefly presented.

Chapter 2 – Lumped parameter study A lumped-parameter study is carried out to evaluate the effects of
water droplets evaporation on the adiabatic isochoric complete combustion (AICC) of premixed hydrogen-air
mixture. The asymptotic evolution of gas pressure and temperature are investigated for different initial gas
compositions. The effects of the water spray volume fraction are assessed and the limit volume fraction for
different equivalent ratios are reckoned. The asymptotic extenuation of the droplet cloud evaporation can
provide guidelines for more sophisticated large-scale modelings.

Chapter 3 – Spray effects on the laminar flame velocities A methodology for pressure evolution model-
ing during combustion process in presence of water spray is proposed in this chapter. A simplified model
based on empirical correlations allows the assessment of the main factors affecting the pressure evolution.
Then, numerical simulations of laminar premixed hydrogen-air flames propagating freely into a spray of liquid
droplets are carried out. A “Laminar Flame Velocity under Droplet Evaporation Model” (LVDEM) based on
an over-all energy balance of the spray-flame system is developed. The effects on the hydrogen/air flame
velocity of droplet size, liquid-water volume fraction, and mixture composition are numerically investigated.

Chapter 4 – Interaction between spray droplets and shock wave The effect of shock waves on the
dispersion characteristics of a particle cloud is investigated both numerically and analytically. A one-
dimensional analytical model is developed for the estimation of the cloud topology in the wake of a shock
wave, as a function of time, space and characteristic response time τp of the cloud based on the one-way
formalism. The effects of different parameters affecting the shock-spray interaction are elucidated and
discussed. Then, a two-way analytical model is derived based on numerical observations and conservation
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laws, in order to evaluate the post-shock gas properties and the spray dispersion topology. The presence of a
particle number density peak is discussed and a necessary condition for its existence is proposed.

Chapter 5 – Spray induced turbulence In particle-laden flows, a turbulent field can be produced in the
carrier phase by the movement of the particle/spray cloud. The intensity and the integral length scale of the
particle-induced turbulence are investigated by means of a simple mechanistic model. The experimental results
of DynAsp are investigated and simulated using a highly-resolved Navier-Stokes code named Neptune_CFD.
An empirical correlation for the particle slip-velocity in the air is assessed using the numerical simulations.

We finish this manuscript by conclusions and giving perspectives that can be brought to the future work.
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Lumped parameter study

Several physical phenomena are involved in the spray interaction with a premixed hydrogen-air explosion,
such as: droplet evaporation, shock-induced spray dispersion, spray-induced turbulence, etc. Among these
phenomena, spray evaporation is noted to be the main reason for the flame deceleration and explosion
attenuation [6; 29; 100]. The spray evaporation is sophisticated for highly-resolved simulations since it is
closely related to and affected by various parameters and physical processes, such as droplet size, distribution,
deformation, breakup, and coalescence, etc [72]. Ambient conditions can also much influence the droplet
evaporation, for instance: temperature, pressure, gas compositions, gas velocity. Chemical dynamics of the
combustion reaction can also contribute to the complexity of the problem since the exchange of mass and
energy between the flame and droplets leads to the modification of the reaction mechanism [48].

In order to evaluate the effects of water spray evaporation on the equilibrium behavior of explosion
pressure and temperature during accidental explosions, the lumped parameter models can be considered in
order to focus on the thermodynamic aspects of the evaporation process. A lumped-parameter model, also
called the lumped-element model, simplifies the description of the spatially distributed physical systems into
a topology consisting of discrete entities that approximate the behavior of the system under certain conditions.
Overall estimation of the pressure and the temperature evolutions are studied with a lumped-parameter
model based on the conservation laws of mass and energy. The objectives of the lumped-parameter model
development are two folds: 1) assessment of the spray thermodynamic effect on explosion mitigation and 2)
providing equilibrium values for some variables in large-scale numerical simulations.

2.1 Fundamental assumptions

In the lumped-parameter modeling, a two-phase system is investigated as shown in Fig. 2.1. The system
is closed and consists of two homogeneous phases: the fresh gas and the liquid phase. Two processes are
involved: Adiabatic Isochoric Complete Combustion (AICC) and liquid evaporation. Several fundamental
assumptions are proposed for the system evolutions. The gas mixtures are assumed to follow the ideal gas law.
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Figure 2.1: Lumped-parameter study: equilibrium solution of the simplified system

Initial temperature and pressure are kept constant for different hydrogen-air compositions, which usually take
the ambient value of Tini = 298 K and Pini = 1.013 bar. Thus, the initial mass of the gas phase will change
slightly for different gas compositions. Droplets are characterized by the volume fraction α defined by:

α =
Vliquid

Vliquid +Vgas
(2.1)

where Vliquid and Vgas denote the volume of the liquid and gas phase, respectively.
After AICC, the droplets are assumed to be totally evaporated and form a homogeneous phase of burnt

gas, as illustrated in Fig. 2.1. No time or spatial evolution is resolved in this simple model. The interface
between the two phases is not taken into account. The equilibrium pressure and temperature of the burnt gas
are calculated and investigated.

The hydrogen-air combustion is assumed to be governed by a one-step irreversible, infinitely fast chemical
reaction. Without loss of generality, one can consider a gas mixture containing H2, O2, H2O and N2 and the
governing global combustion reaction is:

H2 +
1
2

O2→ H2O (2.2)

The molar x and mass fraction y variations during the chemical reaction are linked via

∆xH2

1
=

∆xO2

1/2
=

∆xH2O

−1
(2.3)

∆yH2

MH2

=
∆yO2

0.5MO2

=−∆yH2O

MH2O
(2.4)

where Mi is the molar weight of the ith species.

2.2 Model development and conservation laws

Two cases of the premixed hydrogen-air combustion are modeled: with and without water droplets evaporation.
The system is assumed to be closed and adiabatic, there is no loss of mass or energy. One can get the governing
equations for the two cases by considering conservation laws: mass and energy.

Suppose, that initially we have a volume Vtot filled up with gas mixture, under pressure Pini and temperature
Tini, with molar fraction content X ini

i , for i ∈ {H2,O2,N2,H2Ovap}
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2.2.1 Conservation of mass

According to the conservation of mass, for any initial conditions, one can always have for the initial and final
system mass:

m̃0 = m̃ f . (2.5)

The molar masses for all the species in our system of combustion are given (kg/mol):

MH2 = 2×1.00797×10−3, (2.6)

MO2 = 2×15.9994×10−3, (2.7)

MN2 = 2×14.0067×10−3, (2.8)

MH2O = 18.01534×10−3, (2.9)

Usually in the literature, the coefficient α is used to describe the volume fraction of liquid in a gas mixture i.e.
α =

Vliq
Vtot

. Then the mass of droplets could be obtained:

mliq
H2O = αρH2OVtot , (2.10)

where Vtot is the total volume of the two phases. Then, considering the law of ideal gas, one can have the
molar volume of gas phase:

Ṽ =
V ini

gas

nini
gas

=
RT ini

Pini , (2.11)

then the material quantity of each species can be obtained:

nini
i =

X ini
i (1−α)Vtot

Ṽ
, i ∈ {H2,O2,N2,H2Ovap}, (2.12)

where X ini
i is the initial molar composition of the gas mixture. The mass fraction Y ini

i of the ith species could
be calculated knowing the molar fraction of the initial composition and the molar masses, as follows:

Y ini
i =

nini
i Mi

∑4
j=1 nini

j M j +mliq
H2O

, i, j ∈ {H2,O2,N2,H2Ovap}, (2.13)

and for liquid droplets:

Y liq
H2O =

mliq
H2O

∑4
j=1 nini

j M j +mliq
H2O

, (2.14)

Thus for the initial state, we can have for the total mass:

m̃0 =
4

∑
j=1

nini
j M j +mliq

H2O, (2.15)

Concerning the complete combustion, one can have two types of gas mixture: the lean mixture (φ < 1),
and rich mixture (φ > 1), with the definition of equivalence ratio:

φ =

mH2
mO2(

mH2
mO2

)
stoich

, (2.16)
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In this way, the equilibrium states of system depend on the relative quantity of the two species. For the first
case one can have:

n f in
H2

= nini
H2
−2nini

O2
, (2.17)

n f in
O2

= 0, (2.18)

n f in
H2O = nini

H2O +2nini
O2
, (2.19)

n f in
N2

= nini
N2
, (2.20)

For the second case:

n f in
H2

= 0, (2.21)

n f in
O2

= nini
O2
−0.5nini

H2
, (2.22)

n f in
H2O = nini

H2O +nini
H2
, (2.23)

n f in
N2

= nini
N2
, (2.24)

The initial steam and the steam evaporated from the liquid droplets are distinguished in order to make the
calculation more consistent.

The final mass fraction Y f in
i of the ith species could be obtained:

Y f in
i =

n f in
i Mi

∑4
j=1 n f in

j M j +mliq→vap
H2O

, i, j ∈ {H2,O2,N2,H2Ovap}, (2.25)

For the steam evaporated from the liquid droplets, we still have:

Y liq→vap
H2O =

mliq→vap
H2O

∑4
j=1 n f in

j M j +mliq→vap
H2O

, (2.26)

Thus, for the equilibrium states, the total mass can be expressed:

m̃ f =
4

∑
j=1

n f in
j M j +mliq→vap

H2O , (2.27)

2.2.2 Conservation of energy

The system total energy consists of two parts: the formation enthalpy and the internal energy, as expressed:

ẽ = ∑
i

Yih0
i + e = ∑

i
Yih0

i +
∫ T

0

{
∑

i
Yicv,i(T ′)

}
dT ′ (2.28)

where Yi is the mass fraction, T is the mixture temperature, cv,i(T ) and h0
i are the constant volume specific

heat and the formation enthalpy at 0 K, e denotes the sensible internal energy (J/kg), the subscript i represent
the species i.
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For the first term of Eq. (2.28), the formation enthalpies at 0 K (J/Kg) are used [129]:

h0
H2

=−4.195×106, (2.29)

h0
O2

=−2.634×105, (2.30)

h0
N2

=−2.953×105, (2.31)

h0
H2O =−1.395×107 (2.32)

To calculate the internal energy, the heat capacity at constant volume can be expressed by the following
polynomial functions (J/kg/K):

cvH2
(T ) = 9834.91866+0.54273926T +0.000862203836T 2 (2.33)

−2.37281455×10−07T 3 +1.84701105×10−11T 4

cvH2O(T ) = 1155.95625−5.73129958×10−05T +0.768331151T 2 (2.34)

−1.82753232×10−08T 3−2.44485692×10−12T 4

cvO2
(T ) = 575.012333+0.350522002T −0.000128294865T 2 (2.35)

+2.33636971×10−08T 3−1.53304905×10−12T 4

cvN2
(T ) = 652.940766+0.288239099T −7.80442298×10−05T 2 (2.36)

+8.78233606×10−09T 3−3.05514485×10−13T 4

In this case, one could get an explicit form of the second term of Eq. (2.28), and then the result of integration
can be obtained:

∫ T

0

{
∑

i
Yicv,i(T ′)

}
dT ′ = ∑

i
Yi

4

∑
j=0

1
j+1

Ai, jT j+1, i ∈ {H2,O2,N2,H2Ovap} (2.37)

Combustion without water spray

The combustion without spray evaporation serves as a reference case for the lumped-parameter modeling,
which can be used for the model assessment. Since there is no phase change, the conservation law is direct:

ẽ0 = ẽ f (2.38)

According to Eq. (2.28), the total system energy of the initial state can be obtained:

ẽ0 = ∑
i

Y ini
i h0

i + e0 = ∑
i

Y ini
i h0

i +
∫ T0

0

{
∑

i
Y ini

i cv,i(T ′)

}
dT ′ (2.39)
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and the equilibrium state is:

ẽ f = ∑
i

Y f in
i h0

i + e f = ∑
i

Y f in
i h0

i +
∫ Tf

0

{
∑

i
Y f in

i cv,i(T ′)

}
dT ′ (2.40)

The conservation of energy reads:

∑
i

Y ini
i h0

i +
∫ T0

0

{
∑

i
Y ini

i cv,i(T ′)

}
dT ′ = ∑

i
Y f in

i h0
i +

∫ Tf

0

{
∑

i
Y f in

i cv,i(T ′)

}
dT ′ (2.41)

rearranging the terms, one can have:

∑
i
(Y ini

i −Y f in
i )h0

i

︸ ︷︷ ︸
chemical energy

+∑
i

Y ini
i

4

∑
j=0

1
j+1

Ai, jT
j+1

0

︸ ︷︷ ︸
initial internal energy

= ∑
i

Y f in
i

4

∑
j=0

1
j+1

Ai, jT
j+1

f

︸ ︷︷ ︸
final internal energy

(2.42)

This formula could be coded directly in Cast3M to calculate the equilibrium temperature of AICC
(Adiabatic Isochoric Complete Combustion).

Combustion with water spray

In this part, we assume that the liquid droplets are totally evaporated during the combustion, and that the
combustion of the hydrogen/air mixture is complete. Compared to the case without droplets, a term of the
internal energy for the liquid droplets should be added to the system energy. By using the database of Cast3M
code, the internal energy for liquid water could be calculated using its specific enthalpy. Thus, for the initial
state:

ẽ0 = ∑
i

Y ini
i h0

i + e0 = ∑
i

Y ini
i h0

i +
∫ T0

0

{
∑

i
Y ini

i cv,i(T ′)

}
dT ′+Y liq

H2O

(
hliq

H2O−
Ptot

ρ liq
H2O

)
(2.43)

To ensure a coherent result, we calculate the internal energy of the steam formed from liquid droplets by
its specific enthalpy. The equilibrium state can be:

ẽ f = ∑
i

Y f in
i h0

i + e f = ∑
i

Y f in
i h0

i +
∫ Tf

0

{
∑

i
Y f in

i cv,i(T ′)

}
dT ′+Y liq

H2O

(
hvap

H2O−
Pvap

H2O

ρvap
H2O

)
(2.44)

according to the ideal gas law, we could have:

Pvap

ρvap
=

RT
MH2O

(2.45)

with R the universal gas constant, MH2O the molar mass of water. Thus, the equilibrium states could be
expressed:

ẽ f = ∑
i

Y f in
i h0

i + e f = ∑
i

Y f in
i h0

i +
∫ Tf

0

{
∑

i
Y f in

i cv,i(T ′)

}
dT ′+Y liq

H2O

(
hvap

H2O−
RTf

MH2O

)
(2.46)
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The governing equation can be finally obtained, which could be coded directly in Cast3M to calculate the
equilibrium temperature and pressure:

∑
i
(Y ini

i −Y f in
i )h0

i

︸ ︷︷ ︸
chemical energy

+∑
i

Y ini
i

4

∑
j=0

1
j+1

Ai, jT
j+1

0 +Y liq
H2O

(
hliq

H2O−
Ptot

ρ liq
H2O

)

︸ ︷︷ ︸
initial internal energy

(2.47)

= ∑
i

Y f in
i

4

∑
j=0

1
j+1

Ai, jT
j+1

f +Y liq
H2O

(
hvap

H2O−
RTf

MH2O

)

︸ ︷︷ ︸
final internal energy

(2.48)

2.2.3 Modeling assessment

Cast3M is a software of calculation by the finite element method (FEM) for the structure mechanics and
fluid mechanics. It is developed at the Department of System and Structures (DM2S) of the Nuclear
Energy Direction (DEN) in the French Alternative Energies and Atomic Energy Commission (CEA) [130].
Cast3M includes not only solving process (solver) but also the model building functions (pre-processor) and
exploitation of results (post-treatment). It is used in particular in the area of nuclear energy, as a simulation
tool or as a development platform for specialized applications.

CHEMKIN is a proprietary software tool for solving complex chemical kinetics problems. It is used
worldwide in the combustion, chemical processing, microelectronics and automotive industries, and also in
atmospheric science. CHEMKIN solves thousands of reaction combinations to develop a comprehensive
understanding of a particular process, which might involve multiple chemical species, concentration ranges,
and gas temperatures [131]. The operator ’DETO’ in Cast3M is developed for pure AICC combustion
calculations of premixed fuel-air mixture. Chemical kinetics simulation software allows for a more time-
efficient investigation of a potential new process compared to direct laboratory investigation. These two
softwares are used in our study to assess the consistency of the lumped-parameter modeling.

2.3 Results and discussions

Several cases corresponding to different mixtures and different initial thermodynamic conditions are investi-
gated with the lumped-parameter model as shown in Tab. 2.1.

The first is a reference case concerning a pure combustion process. To assess the development of the
lumped-parameter model, the results of the pure combustion given by CHEMKIN and CASTEM are used
for comparison. In Case II, we want to study the limit liquid volume fractions for different initial gas
compositions which is crucial to keep the total evaporation assumption used in the modeling. Case III and
IV present the effect of spray evaporation for combustion under normal ambient conditions and accidental
scenario conditions, respectively. The accidental conditions are taken from the work of Kudriakov et al. [20].
The H2 molar fractions are chosen in different cases according within the flammability limits.
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TABLE 2.1: Initial conditions for different cases.

Case Pini (bar) T gas
ini (K) T liq

ini (K) X ini
H2

(−) Xvap,ini
H2O (-) α (−)

I 1.0134 300.0 - [0.04,0.75] 0.0 0.0

II 1.0134 300.0 298.15 [0.04,0.75] 0.0 [0.0,2.0×10−3]

III 1.0134 293.15 293.15 [0.04,0.75] 0.0 (2.0,3.0,4.0)×10−4

IV 2.4 393.15 293.15 [0.09,0.30] 0.45 (2.0,3.0,4.0)×10−4

2.3.1 Case I

For Case I, the evolutions of the equilibrium pressure and temperature of a pure hydrogen-air AICC combustion
are calculated for different compositions by using different methods. The initial conditions are presented in
the Tab.2.1.

In Fig. 2.2a, we present equilibrium pressure evolutions as a function of hydrogen molar fraction. The
results of the operator ’DETO’ in Cast3M for AICC combustion is used for comparison with the lumped-
parameter model. Moreover, the results of the CHEMKIN software are also presented.

One can notice that the differences in equilibrium pressure between Cast3M and the model are small.
At a low molar fraction of hydrogen, the equilibrium pressure rises with the hydrogen concentration. After
reaching a peak value (8.6 bar for Cast3M and 8.06 bar for CHEMKIN), the equilibrium pressure begins
to decrease. As xH2 increases, the quantity of oxygen becomes insufficient, leading to a slower release of
chemical energy, therefore a lower equilibrium pressure.

The results of CHEMKIN code are lower than the two others, in particular in the proximity of the
stoichiometric composition. In consideration of the detailed equilibriums among the elementary reactions,
the hydrogen is not completely oxidized in air in CHEMKIN code. About 4.81% (molar fraction) of residual
hydrogen can be noted in the combustion products for the stoichiometric mixture. Therefore, the results of
the lumped-parameter model are more conservative than those of CHEMKIN code.

Fig. 2.2b shows the evolution of equilibrium temperature corresponding to AICC combustion, which
has a similar tendency as the pressure. This can be explained that the gas is regarded as an ideal mixture.
The maximum equilibrium temperature is reached when the molar fraction of hydrogen approaches the
stoichiometric composition.

2.3.2 Case II

To keep the assumption of total evaporation, the chemical energy released during a combustion Q should be
larger than the latent heat of the water spray droplets L for a given initial composition. Thus, there should
be a maximum volume fraction of droplets αlimit , above which there would remain some liquid water. One
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Figure 2.2: (a) Evolution of equilibrium pressure as a function of H2 molar fraction, model results ( ) are compared
with Cast3M operator ( ) and CHEMKIN code ( ). (b) Evolution of equilibrium temperature as a function of H2

molar fraction. Model results ( ), Cast3M ( ) and CHEMKIN ( ); The model results are fully super-imposed
with the results of Cast3M.

possible interpretation is that with a limit volume fraction of the water droplets, the total evaporation can
absorb all the chemical energy released from the combustion, with αlimit satisfying:

Qαlimit = Lαlimit . (2.49)

As shown in Fig. 2.3, the limit volume fractions of the droplets are calculated as a function of H2 molar
fraction using the lumped-parameter model. Hydrogen molar fractions are taken within the flammability
limits. The curve has a similar shape as the evolution of equilibrium temperature in AICC combustion. One
can see that the limit volume fraction of droplets reaches a peak value when the molar fraction of hydrogen
comes close to 0.3. This maximum value can be reached when the energy released by the combustion reaction
is totally used for the heat-up of the system and the evaporation of the liquid droplets. This similarity indicates
that the fraction limit of droplets is well related to the equilibrium temperature, thus the chemical energy
released from the combustion.

According to the calculation, even for the composition of maximum equilibrium temperature, the limit
volume fraction is no more than 0.12%. The efficiency of the water droplets would be remarkable.

2.3.3 Case III

Case III is dedicated to study the influence of droplets on the combustion equilibrium state under normal initial
conditions. According to the former work [20], the averaged liquid volume fraction inside a non-obstructed
part of reactor building is between 2×10−4 and 4×10−4. As for the hydrogen fraction, the upper and lower
limit of flammability are calculated by using a subroutine in Cast3M.
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Figure 2.3: Limit volume fraction of liquid droplets as a function of H2 molar fraction.

The evolution of equilibrium pressure for hydrogen-air combustion with spray evaporation is given in Fig.
2.4a. It is noticed that the shape of the pressure curve does not change as the liquid volume fraction varies.
All curves reach the peak value at the same hydrogen-air composition, as a stoichiometric mixture.

According to AICC calculations, with stoichiometric conditions, the peak value for equilibrium pressure,
in absence of water droplets, is 8.72 bar. For a liquid volume fraction of α = 2×10−4, the highest equilibrium
pressure is 7.68 bar, while for a liquid volume fraction of α = 4×10−4, the highest pressure can be reduced
to 6.9 bar. It is clear to see a depressurization effect as the increase of the volume fraction of droplets.

The evolution of equilibrium temperature as a function of H2 molar fraction is presented in Fig. 2.4b. Sim-
ilarly, the highest value of the equilibrium temperature is noted for the mixture of stoichiometric composition.
From Fig. 2.2b, the stoichiometric equilibrium temperature can be 3022 K for AICC combustions. However,
it can be decreased by 1000 K under the water volume fraction α = 2×10−4, and can be reduced to 1460
K for α = 4×10−4. The decrease of equilibrium temperature under the presence of droplets indicates the
effectiveness of water evaporation for fire mitigation.

2.3.4 Case IV

In case IV, the behaviors of pressure and temperature under severe accident initial conditions are investigated.
The averaged liquid volume fractions considered are still between α = 2×10−4 and α = 4×10−4.

As is shown in Fig. 2.5a, we have the evolution of equilibrium pressure as a function of H2 molar fraction.
A similar shape for the curves of equilibrium pressure as in Case III can be obtained.

Different from Case III, the peak value appears close to xH2 = 0.164, instead of 0.3. This is due to the
presence of steam in the initial gas mixture, which reduces the fraction of oxygen. The new stoichiometric
composition for hydrogen molar fraction is close to xH2 = 0.164. It could be noticed that the flammability
limits for hydrogen (0.08−0.296) gets narrower in the presence of steam. The increase of pressure is fast,
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Figure 2.4: (a) Evolution of pressure as a function of H2 molar fraction, results of α = 2×10−4 ( ) are compared
with results of α = 3×10−4 ( ) and α = 4×10−4 ( ). (b) Evolution of equilibrium temperature as a function of
H2 molar fraction, α = 2×10−4 ( ), α = 3×10−4 ( ), α = 4×10−4 ( ).

which means that the equilibrium pressure after the combustion is very sensible to the original hydrogen
fractions. The depressurization effect of the droplets is quite noticeable.

For the evolution of equilibrium temperature in Case IV, Fig. 2.5b shows that the evaporation of the
droplets is effective. For the same initial composition, the equilibrium temperature can be reduced to 1396
K for the liquid volume fraction of α = 2× 10−4, compared to 3022 K for AICC combustions. One can
notice that the presence of steam in the system can also largely reduce the equilibrium temperature after
combustion, comparing the Figs. 2.4b and 2.5b. As indicated in Case I, we have more conservative results
in the lumped-parameter model than the real combustion in accident scenarios. The real peak values for
equilibrium pressure and temperature could be slightly lower.
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Figure 2.5: (a) Evolution of equilibrium pressure as a function of H2 molar fraction, results of α = 2×10−4 ( ) are
compared with results of α = 3×10−4 ( ) and α = 4×10−4 ( ). (b) Evolution of temperature as a function of
H2 molar fraction, α = 2×10−4 ( ), α = 3×10−4 ( ), α = 4×10−4 ( ).
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Chapter 3

Spray-flame Interaction

Section 1: Modeling pressure loads during a premixed hydrogen combustion in the
presence of water spray

Highlights:

• A new methodology for investigating the pressure evolution during a hydrogen combustion
process in presence of a water spray at medium scale is successfully assessed.

• A simplified algorithm for pressure evolution is developed.

• Empirical correlations are used to estimate the values of the main factors influencing the
pressure evolution.

• A three-dimensional hydrodynamic, code based on CREBCOM combustion model, is used and
assessed for large-scale hydrogen combustion.

• The employed methodology keeps the CFD code as simple as possible by using explicitly the
available experimental data, thus gaining in efficiency and predictability.
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This paper proposes a method for pressure evolution modeling during combustion process

in presence of water spray. A simplified model based on empirical correlations is devel-

oped, which allows the estimation of the main factors influencing the pressure evolution,

such as the combustion rate, the convective heat loss and the droplet evaporation rate. The

results are then used as a guideline to adjust the parameters of a three-dimensional hy-

drodynamic code based on CREBCOM combustion model developed and validated for large-

scale hydrogen combustion. This methodology provides an approach to estimate the

important parameters for the determination of the pressure loads. Simulation results for

hydrogen-air combustion in presence of water spray using the present model compare

favorably to the experimental data of Carlson et al. [1].
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Introduction

In the hydrogen application industry, accidental hydrogen gas

release can lead to a formation of the explosive air-gas

mixture. In the case of ignition, the resulting explosion can

present a potential danger due to its effects on people and

property. In the nuclear industry, during severe accidents in-

side a PressurizedWater Reactor (PWR) containment building,

hydrogen gas produced by a reactor core oxidation, can be

released from the reactor coolant system and mix with

containment atmosphere initially filled with air. A possible

explosion can challenge the reactor containment and

potentially lead to a release of radioactive materials into the

environment. The mitigation systems, such as sprays, are

widely installed inside industrial buildings in order to prevent

or reduce an unwanted scenario [3]. In a PWR containment

building, the spray systems are used in order to limit the

overpressure, enhance the gas mixing, avoid hydrogen accu-

mulation, and wash out the fission products that may be

released into the reactor building [2]. In the case when the

ignition of air-hydrogen gas mixture occurred after the acti-

vation of the spray system, an estimation of the spray ability

to mitigate the explosion is needed. In other words, one

should be able to predict the overpressure evolution during

the interaction process between a premixed flame and a spray
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at a scale of a typical industrial or reactor containment

building.

A wealth of research material on flame-spray interaction

phenomenon related to explosion mitigation in industrial

environments is available in the open literature. Rather

thorough analysis of main factors influencing flame evolution

during spraying has been presented in Refs. [3,4]. Early small

scale experiments [5] as well as recent small and medium

scale experiments using hydrogen [6e9], have revealed that

sprays containing small-size droplets, of the order of O ð10 mmÞ
can be effective against premixed combustion.

Droplets generated by industrial water-spray systems are

relatively large, having diameters of the order of O ð100�
1000 mmÞ, and these droplets will hardly evaporate in a flame

propagating through a premixed gas mixture. Nevertheless,

several studies have indicated that water sprays can lead to a

significant reduction in explosion overpressure [10]. The pri-

mary mechanism that leads to mitigation is believed to be a

reduction in mean droplet size as a result of aerodynamic

interactions between the droplet and the explosion-induced

flow field. The mitigation action of the spray is then attrib-

uted to the interaction of this finer spray with the combustion

wave. Another results have shown that there are certain cir-

cumstances under which the presence of spray can cause a

propagating flame to accelerate, as a result of the turbulence

induced by spray, leading to a higher overpressure [10,11]. In

certain situations, the gas velocity generated by the thermal

expansion of combustion products is not sufficient for drop-

lets break-up. Considering this case, which is the subject of

this papern, the problem of explosion severity estimation is

still a challenging subject.

The pressure evolution brought by turbulent combustion

in the presence of sprays is a result of an interplay of several

factors, such as a) turbulent combustion rate modified by the

spray droplets, b) convective heat loss rate to internal solid

structures and to water droplets, and c) heat loss rate due to

droplet evaporation. A physical model should be able not only

to incorporate these effects and reproduce a pressure signal,

but also to do so at a large geometrical scale, typical of a

reactor building.

The difficulties related to this task are twofold: i) com-

bustion models integrated into the current large-scale nu-

merical codes experience poor predictive capabilities [12],

and ii) the experimental data devoted to turbulent

combustion-spray interaction, due to inherent difficulties,

often contain only pressure evolution and flame trajectory

along some direction [1,13,14]. These data are not sufficient

for code validation as they do not allow a correct estimation

of order of magnitude for each of the above-mentioned

factors.

In this paper, we describe a method for pressure evolution

modeling during a combustion process in presence of a water

spray. A simplified two-volume (burnt gas - fresh gas) model

based on empirical correlations found in the open literature is

developed. The model allows us to estimate the values for

main factors influencing the pressure evolution, such as the

combustion rate evolution, the convective heat loss rate to the

structure and to the water droplets, and the heat loss rate due

to droplet evaporation. The results of this model are used as a

guideline for adjusting the parameters of a three-dimensional

hydrodynamic code based on CREBCOM combustion model

[15e17], developed and validated for large-scale hydrogen

combustion.

Methodology

The following approach is adapted in order to determine the

pressure loads during turbulent combustion in the presence of

spray:

Nomenclature

a0:5 averaged heat flux [W=cm2]

csp sound speed in the combustion products [m=s]

Cp constant pressure specific heat [J=kg=K]

Cv constant volume specific heat [J=kg=K]

Dp diameter of the droplet [m]

e specific energy [J=kg]

h specific enthalpy [J=kg]

H volumetric heat transfer coefficient [W=m3=K]

I static pressure impulse [bar,s]

K0 parameter related to flame velocity in

CREBCOM model [m=s]

l latent heat of evaporation [kJ=kg]

L length of the experimental tube [m]

Le Lewis number [�]

LT integral length scale [m]

N ratio of the flame surface to the tube cross-

section area [�]

pmax maximum pressure [bar]

Q surface heat transfer coefficient [kW=m2=K]

Qw supply flow rate [l=s]

R universal gas constant [J=K=mol]

SL laminar flame velocity [m=s]

St turbulent flame velocity [m=s]

tmax time needed for the flame to reach the

maximum pressure [s]

vt visible turbulent flame velocity [m=s]

W molar mass [kg=mol]

We Weber number [�]

xH2 molar fraction of hydrogen [�]

a liquid volumetric fraction [�]

_a volumetric evaporation rate [s�1]

g specific heat ratio [�]

d flame thickness [m]

Dx average cell size [cm]

ε parameter in the criterion function of the

CREBCOM model [�]

r mass density [kg=m3]

s expansion ratio between density of unburnt

and burnt gases [�]

ss surface tension [N=m]

S flame surface [m2]

J criterion function for the ignition [�]

_u chemical reaction rate [s�1]
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- Based on a simplified numerical model for pressure evo-

lution inside a closed volume, developed under LMN1 hy-

pothesis, we reveal the main mechanisms and lumped-

parameter factors, such as turbulence combustion rate,

volumetric heat-loss coefficient and volumetric water-

evaporation rate, leading to a given pressure evolution.

- Using available experimental data and empirical correla-

tions, we estimate the values of the main factors defined

above and perform a sensitivity study based on DOE2

approach.

- The outcomes of the two previous steps will serve as a

guideline for adjusting the parameters of a full three-

dimensional hydrodynamic code based on CREBCOM

combustion model.

The present methodology will be demonstrated using a

medium-scale experimental data of [1], briefly described here.

Experiments of Carlson et al. [1]

In this experiments, a shock tubewas used as amain device. It

consists of a long section carbon steel pipe of length

Ltube ¼ 12:2 m and diameter Dtube ¼ 40:6 cm, which is welded

closed on one end. The other end of the tube is connected to a

small-diameter driver tube (Ldriver ¼ 1:83 m, Ddriver ¼ 13 cm)

through two standard bell reducers, as shown in Fig. 1. Dy-

namic (high-frequency response) pressure measurements

using six Photocon (Model 525) pressure transducers were

located on the sidewalls in both the driver and the shock tube.

A Hewlett Packard (Model 3955) FM-type tape recorder was

used to record the pressure measurements, which had a

response limite of 20 kHz. The pressure signals were recorded

on an oscillograph. The static pressure was measured by

Taber transducers and recorded on Dynalog circular graphic

inking recorders.

A sketch of the nozzle setup is shown in Fig. 1. Sufficient

spray density was realized from the four sets of nozzles, as

schematically depicted by dashed lines. The two nozzles spray

in opposite directions along the shock tube as shown in Fig. 2.

The test program kept the same spraying system as used in

commercial reactor at comparable spacings and operating at

equivalent pressure level (Dpz4:1 bar). The authors indicate

that the mean droplet diameter is Dpz500 mm. The estimated

liquid volumetric fraction is a ¼ 5� 10�4, which is comparable

to the containment spray system liquid volume fraction in a

nuclear plant.

A total of 22 tests were conducted, with hydrogen con-

centration ranging from 5% to 16% (dry air concentrations)

and initial pressure from 1 bar to 2 bar. Here, two tests are

considered, and the corresponding initial conditions together

with maximum pressure values measured during these ex-

periments are presented in Table 1. The experimental results

show that the water spray reduces the maximum pressure in

the shock tube, as well as the time for the pressure elevation

with regards to its initial value. The heat losses play an

important role during the combustion process (see Fig. 3), as

the maximum pressure is much lower than the adiabatic

isochoric complete combustion (AICC) pressure. Note that in

both tests, 7 and 8, pAICC ¼ 5:9 bar.

Simplified numerical model analysis

Here, a reduced-order model for pressure evolution inside a

closed tube, developed under LMN assumption, is presented.

The purpose is twofold: i) reveal the main mechanisms lead-

ing to a particular pressure evolution; ii) build a framework for

sensitivity analysis that will be outlined later.

The model is based on sensible enthalpy conservation law

[18]. Taking into account the fact that combustion takes place

at LMN regime, by integration the ordinary differential equa-

tion for the pressure evolution inside the tube (see Appendix A

for derivation details) is obtained:

Fig. 1 e Sketch of the facility showing the location of spray nozzles used in Ref. [1].

Fig. 2 e Water spray nozzle detail reproduced from Ref. [1].

Table 1 e Operating conditions for the flame test cases.

Test No. xH2 (dry) Qw [l/s] p0 [bar] pmax [bar]

7 16.0 0.0 1.013 3.36

8 16.0 4.6 1.013 1.97
1 Low Mach Number.
2 Design Of Experiments.
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d
dt

"
p

 
gb

gb � 1
Vb þ

gf

gf � 1
Vf � Vtot

!#
¼ S,SL,DH,rf,YH2

�H

 
p

rbRb
Vb þ p

rf Rf
Vf � T0Vtot

!
;

(1)

where p is the thermodynamic pressure, Vb and Vf are the

volumes occupied by burnt and fresh gases, respectively (see

Fig. 4). The closed volume is represented by Vtot, H is the

volumetric heat loss coefficient, T0 is the reference tempera-

ture, S is the flame surface, SL is the laminar flame velocity,DH

is the energy release per kg of burnt hydrogen gas, rf is the

fresh gas density, and YH2
is themass fraction of hydrogen gas

in the fresh mixture.

In case of spraying, another term has to be included in the

right-hand side of Eq. (1). This term represents the energy

losses related to the water evaporation, which can be

expressed as:

�rl, _a,l,Vb; (2)

where rl is the liquid density, l is the latent heat of evapora-

tion, and _a is the volumetric evaporation rate. For simplicity, it

is assumed that the evaporation takes place only inside the

burnt volume.

Several variables in Eq. (1) have to be modeled: i) the vol-

ume of the burnt gas evolution (Vb), ii) the flame surface

evolution (S), and iii) the evolution of the volumetric heat loss

coefficient.

Evolution of the volume of the burnt gas is closely related

to the visible flame velocity. The latter can be expressed as a

sumof the gas velocity on the flameupstreamside vgas and the

averaged burning velocity St, i.e.:

vflame ¼ vgas þ St: (3)

For the burning velocity, St, the following expression is

used:

St ¼ SL
S

Atube
¼ SL,N; (4)

where Atube is the cross section area of the combustion tube.

The burning velocity stays lower than the visible flame ve-

locity. As a first approach, the constant values for H and N are

adopted. The details on the solution algorithm of the simpli-

fied model is given in Appendix B.

Model application for test 8 (with spray)
Here, the above model is applied for Test 8. The spray was

activated before the combustion, and the mixture properties

are given in Table 2.

As an example, the averaged flame velocity is first fixed at a

given value, vavflame ¼ 13 m=s (Ltube ¼ 12:2 m, the combustion

takes around 0.93 s), and consider three cases with different

parameters for energy loss coefficient and the volumetric

evaporation rate (see Table 3). The purpose of this exercise is

to show that very similar pressure evolutions can be obtained

using different sets of model parameters. The values for the

parameters might not be physical; their correct estimation is

the subject of the next subsections.

The pressure evolutions computed using the proposed

model display relatively similar character (see Fig. 5). More-

over, the maximum pressure values are almost the same and

take place at close time instants: pmax ¼ 1:96 bar at t ¼ 0:816 s

(forCase 1), pmax ¼ 1:953 bar at t ¼ 0:802 s (forCase 2) and pmax ¼
1:986 bar at t ¼ 0:814 s (for Case 3). We compute the pressure

evolution over time, known as the pressure impulse, as:

IpðtÞ ¼
Z t

0

pðt'Þdt': (5)

Fig. 3 e Pressure evolution as a function of time, results of

Test 7 ( ) and Test 8 ( ). Scanned from Ref. [1].

Fig. 4 e Schematic representation of a flame propagation

along a tube.

Table 2 e Thermodynamic properties related to initial
(subscript f) and final (subscript b) mixture properties.

xH2 SL [m/s] gf gb Rf [J/kg/K] Rb [J/kg/K]

0.16 0.445 1.40 1.29 338.6 311.5

Table 3 e Test 8. Values used in the model. H1 is the
energy loss coefficient during combustion, H2 is the
energy loss coefficient after combustion.

Case H1

[kW/K/m3]
H2

[kW/K/m3]
vavflame [m/s] _a [s�1] N [�]

1 6 3 13 2:2� 10�4 30

2 5 3 13 4:4� 10�4 30

3 3 3 13 8:7� 10�4 30
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The computed pressure impulse closely follows the

experimental impulse evolution curve shown in Fig. 6. Note

that the values of bothmaximum pressure pmax and impulse Ip
are used for damage evaluation using P-I diagrams [19].

It can be observed that similar pressure evolution behavior

can be obtained using different combinations of model pa-

rameters. More refined estimations or experimental data are

needed for both parameters, H and _a.

Estimation of the parameters

From the above subsection, one can note that there are several

main mechanisms which can lead to a particular pressure

evolution:

- Combustion rate evolution,

- Convective heat loss rate due to the structure,

- Heat loss rate due to droplet evaporation.

Hence, in order to correctly model the thermodynamic

system in terms of pressure evolution, one needs to have an

estimation (an order of magnitude) of different parameters

related to these mechanisms. In the present section, some of

these parameters are estimated using the experimental

correlations.

Estimation of the averaged evaporation rate _a

The results of [20] are used in order to estimate the mass

evaporation rate of a single droplet subjected to a gas flow

around it. An approximate model of moving droplet evapo-

ration has been formulated. The two-films model has been

adopted to describe both the gas and the liquid phases, which

is described by an effective conductivity model.

By applying the theory developed in Ref. [20], one can

compute the diameter evolution of a single droplet under high

temperature, TAIBC
gas z1547 K. This temperature corresponds to

adiabatic isobaric complete combustion (AIBC). A comparison

between the effective conductivity model and the other two

Fig. 5 e Test 8. Experimental pressure evolution ( )

compared with computed pressure evolutions using H1 ¼
6000W=K=m3, _a ¼ 2:2� 10�4 s¡1 ( ); H1 ¼ 3000 W=K=m3,

_a ¼ 8:7� 10�4 s¡1 ( ); and H1 ¼ 5000W=K=m3,

_a ¼ 4:4� 10�4 s¡1 ( ).

Fig. 6 e Test 8. Comparison between impulse evolutions

corresponding to the experimental data ( ) and to the

computed data H1 ¼ 6000W=K=m3, _a ¼ 2:2� 10�4 s¡1 ( );

H1 ¼ 3000W=K=m3, _a ¼ 8:7� 10�4 s¡1 ( ); and H1 ¼
5000W=K=m3, _a ¼ 4:4� 10�4 s¡1 ( ).

Fig. 7 e Diameter evolution of a single droplet, comparison

between three models: conductivity limiting model ( ),

effective conductivity model ( ) and conductivity infinity

model ( ).
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models applied to a droplet of Dp ¼ 500 mm (corresponding to

the droplet diameter of experiments [1]) and Tini ¼ 373 K, is

given in the Fig. 7, from which one can see the variation of

evaporation time in three different cases. The time taken for

total evaporation varies for different models: infinite con-

ductivity model (1.44 s), effective conductivity model (1.49 s)

and conduction limit model (1.58 s). However, the estimated

values are very close to each other.

Fig. 8 shows the variation of evaporation rate evolution for

different ambiant temperatures. Note that the temperatures

corresponding to AIBC (1547 K) and AICC (1885 K) combustion

are taken into consideration, as well as two other tempera-

tures (900 K and 1200 K) for comparison. We can see that the

evaporation rate strongly depends on the ambiant tempera-

ture of the gas phase. One can also estimate that the mean

evaporation rate of one sigle droplet during the combustion

process is of magnitude of O ð10�8Þ kg/s.
The volumetric spray evaporation rate can be estimated by

the distribution of the water droplets in the computational

space. In the experiment of [1], the number of droplets per unit

volume for a single spray and the two opposing sprays in the

shock tube are given in Fig. 9.

By integrating this curve in space, we can have the mean

density of droplets between two nozzles:

ndroplets ¼ 1:367� 106m�3; (6)

as well as the volume fraction of the spray between two suc-

cessive nozzles:

a ¼ Vliq

Vtot
¼ 8:9� 10�5: (7)

It seems that this value for liquid volume fraction is

different from the one given by the authors (5:0� 10�4) [1]. In

order to simplify the computation, the following assumptions

are proposed:

� All droplets are suspended in the shock tube and will take

part in the evaporation process

� The mass flow rate of the nozzle is constant during the

combustion process

� All droplets have the same mean diameter, which is fixed

at Dp ¼ 500 mm,

� The number density of spray in terms of number of drop-

lets per unit volume is kept constant.

By assuming that all droplets have the same mean diam-

eter, we implicitly imply that the droplet break-up doesnot

take place. The average flame velocity can be estimated by

using the time instant when the pressure reaches its

maximum value, i.e. the average flame velocity vavflamez13m=s,

which would give the Weber number:

We ¼ rv2Dp

ss
¼ 1:2: (8)

where r is the density of the droplet, v is its velocity, Dp is the

diameter of the droplet and ss is the surface tension. One

notes that this value is an order ofmagnitude smaller than the

critical Weber number We ¼ 12.

From these assumptions, the mean volume evaporation

rate can be calculated to describe the mean evaporation rate

of the liquid phase:

_a ¼
_m0 � ndroplets

rl
; (9)

where _m0 is the averaged mass evaporation rate of a single

droplet, ndroplets the density of the spray in terms of number of

Fig. 8 e Influence of ambiant temperature on the mass

evaporation rate: 900 K ( ), 1200 K ( ), TAIBC ¼ 1547 K

( ) and TAICC ¼ 1885 K ( ).

Fig. 9 e Droplet population density as a function of axial

position between spray nozzles in the shock tube; single

spray , two sprays [1].
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droplets per unit volume, rl the density of water droplets.

After calculation, we can obtain the estimated volume evap-

oration rate:

_a ¼ 6:01� 10�5s�1: (10)

Volumetric heat loss coefficient H [21]
It is shown in Ref. [21] that the main mechanism for heat loss

from the combustion products of propagating turbulent

flames in obstructed tubes is the convective heat transfer. The

function of the estimated heat exchange coefficient on the

flame speed is presented in Fig. 10. It is obtained by mounting

the thermal gauges to the inner surface of the tube tomeasure

the overall heat flux.

The surface heat transfer coefficient is defined as:

Q ¼ a0:5

TAICC � T0
; (11)

where TAICC is the adiabatic isochoric combustion temperature

of the mixture, T0 is the ambient temperature, and a0:5 is the

averaged heat flux. Thus, the volumetric heat loss coefficient

can be calculated by:

H ¼ Q
Stot

Vtot
; (12)

where Stot is the total surface of the tube, Vtot the volume of the

system. For instance, a fraction of 16% hydrogen-air mixture

will give amean flame velocity close to 20m=s in the tube, thus

we can deduce the value for H:

Q ¼ 0:14kW
�
m2
�
K/H ¼ 4350W

�
m3
�
K: (13)

This estimation, as emphasized in Ref. [21], has a relative

error of 50%.

Sensitivity analysis with respect to the flow parameters
Effects of the different flow parameters and their uncertainty

on the pressure evolution can be quantified to complete the

assessment of the developed model. In our case, the DOE

techniques [22] have been applied to optimise the number of

calculations and perform the sensitivity analysis.

Four factors (namely the volume fraction evaporation rate

_a, the volumetric heat transfer coefficient H, the ratio of the

flame surface to tube cross-section area N, the laminar flame

velocity SL) have been chosen to investigate their effects on

the responses variables (pmax maximum pressure, tmax time to

reach the maximum pressure, Ip impulse of pressure during

the combustion computed up to 2 s). The variations chosen for

all these parameters are summarized in Table 4. These vari-

ations come from estimated experimental uncertainty or en-

gineering approximations.

A 24�1
IV fractional factorial design has been selected taking

into account the main effects of single parameter and their 2-

order interactions. Denote�1 theminimal estimated value for

one parameter, and þ1 the maximal value for this factor. The

fractional factorial design can be expressed in Table 5 [23]:

One can describe the reponses by a quadratic model:

Y ¼ Y 0

0
@1þ

X4
i¼1

E ixi þ
X2
j¼1

X3
k> j

E jkxjxk

1
A; (14)

where Y is the response, Y 0 is the mean value for the

response, x the studied parameter (x ¼ þ1 for maximal value,

�1 forminimal value), E i, E jk are themain effect coefficient of

parameter xi and interaction effect of two parameters xj and

xk, respectively.

The determination of these coefficients requires 8 calcu-

lations using thematrix shown in Table 5, where each column

corresponds to a parameter and each row represents a

calculation. For example, the main effect coefficient of the

volume evaporation rate can be calculated by:

E _a ¼ 1
2Y 0

�
y5 þ y6 þ y7 þ y8

4
� y1 þ y2 þ y3 þ y4

4

�
; (15)

where yi are the responses of the i-th calculation, the factor 1
2

comes from the superposition of the main effect _a and a

higher order interaction of other parameters.

Fig. 10 e Evolution of surface heat transfer coefficient Q as a

function of visible turbulent flame velocity vt[21].

Table 4 e Selected parameters for the sensitivity study.

Parameter Unit Min Mean Max

_a s�1 3:0� 10�5 6:0� 10�5 9:0� 10�5

H Wm�3K�1 2200 4350 6500

N e 20 30 40

SL m=s 0.32 0.45 0.58

Table 5 e DOE Matrix for main factor and 2-order
interactions.

_a H N SL _aH _aN HN

1 �1 �1 �1 �1 þ1 þ1 þ1

2 �1 �1 þ1 þ1 þ1 �1 �1

3 �1 þ1 �1 þ1 �1 þ1 �1

4 �1 þ1 þ1 �1 �1 �1 þ1

5 þ1 �1 �1 þ1 �1 �1 þ1

6 þ1 �1 þ1 �1 �1 þ1 �1

7 þ1 þ1 �1 �1 þ1 �1 �1

8 þ1 þ1 þ1 þ1 þ1 þ1 þ1
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The sensitivity analysis has been applied for the proposed

model and the results are listed in Table 6, where the co-

efficients are expressed in terms of fraction of response Y

mean values. For example, setting the heat transfer coefficient

H to its maximal value (þ1 in Table 5, H ¼ 6500W=m3=K) leads

to a decrease (-sign in Table 6) of pmax by 23.67% from its mean

value.

It can be deduced from Table 6 that the flame velocity,

which is translated in time to reach the maximum pressure,

tmax depends mainly on the flame surface, which is related to

the turbulence level. The variation of the ratio between the

flame surface and the cross-section area by 33% can change

tmax by 9:07%.

The maximal pressure pmax is mainly affected by the heat

transfer coefficientHaswell as theflamesurfacearea ratioN. If

one increases the volumetric evaporation rate _a or the heat

transfer coefficient H, the maximal pressure will be reduced,

since the evaporationand theheat transfer can takeout energy

fromthesystem.However, if theflamesurface is increased, the

peak pressurewill be elevated. The faster the flamepropagates

the higher themaximal pressure pmax and its impulse Iwill be.

The heat transfer coefficient has a most important influ-

ence on the impulse I. This is firstly due to the experiment

uncertainty of H. According to Ref. [21], the uncertainty of

estimated H is 50%. It seems that the evaporation of the water

droplets has less important influence than the variation of the

heat transfer on the pressure evolution, in spite of the same

degree of uncertainty.

Finally, it seems that the interaction between the param-

eters have less importance than the contributions of the main

factors.

CFD simulation with CREBCOM model

In this section, the medium-scale experiments of Carlson

et al. [1] have been investigated by the CREBCOM combustion

model [15], to analyze the overpressure and the flame velocity.

A vaporization model has been used to reproduce some of the

experimental data.

In order to fit with the experimental setup, we define a tube

composed of three parts: the 1.83m drive cylinder of diameter

0.13 m, the 12.2 m main tube with spray system of diameter

0.406 m and the middle section which relates the two cylin-

ders of different sections, as described in Fig. 11.

In our model, a thin layer of cells at the left end of the

driven tube is chosen to be the ignition region (Fig. 11). For the

thermodynamic conditions assigned to the ignition zone, the

final state of the same initial composition corresponds to the

AICC combustion. For the first computations, the mesh of

approximate cell size of Dx ¼ 10 cm is used in themain tube. A

series of equidistant transducers located are set in the main

tube for tracking the flame arrival time.

Governing equations

The system of equations solved are: 1Þ the reactive Euler

equations for a mixture of H2;O2;H2O and N2, which express

the conservation of total mass, the mass conservation for

species k (k ¼ fH2;O2;H2O}), conservation of momentum and

energy, and 2Þ the transport equations for K0;YH2 ;i and YH2 ;f the

meaning of which will be explained below.

vr

vt
þ V
!
$ðr u!Þ ¼ 0; (16)

vrYk

vt
þ V
!
$ðru!YkÞ ¼ r _uk; (17)

vr u!
vt

þ V
!
$ðru!5 u!þ pIÞ ¼ r g!; (18)

vret
vt

þ V
!
$ðru!htÞ ¼ r g!, u!� r

X
j

Dhf ;j _uj þ Scr; (19)

vrK0

vt
þ V
!
$ðru!K0Þ ¼ 0; (20)

vrYH2 ;f

vt
þ V
!
$
�
ru!YH2 ;f

� ¼ 0; (21)

vrYH2 ;i

vt
þ V
!
$
�
r u!YH2 ;i

� ¼ 0: (22)

The mass fractions Yk (k ¼ H2;O2;H2O), the species density

rk and the mixture density are related by:

Yk ¼ rk

r
: (23)

Table 6 e Results of the sensitivity analysis: influence of
the parameters on the responses.

tmax (s,%) pmax (bar,%) I (bar,s,%)

Y 0 0.812 2.62 3.57

E _a � 0:98 � 0:22 � 0:45

E H � 2:91 ¡23.67 ¡19.07

E N ¡9.07 0.94 2.41

E SL � 4:62 0.45 0.82

E _a,H � 2:58 1.40 � 0:98

E _a,N � 1:21 � 0:47 � 1:39

E H,N � 1:85 � 1:02 � 2:34

Fig. 11 e Geometry of a tube of two sections: Ddriver ¼ 0.13 m (Ldriver ¼ 1.83 m) and Dtube ¼ 0.406 m (Ltube ¼ 12.2 m); red color

stands for the ignition region. (For interpretation of the references to colour in this figure legend, the reader is referred to the

Web version of this article.)
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Combustion modeling
In this section, the reaction rate _uk present as a source term in

Eqs. (17) and (19) and the meaning of the transport Eqs. (20)-

(22) are described. This has been presented in details in

Ref. [24] and validated in Refs. [16,25] and the references

therein, we shall briefly present it here for completeness. It is

a general practice to use one-step chemical reaction for large-

scale computations, i.e. where the mesh size is much larger

than the flame thickness.

In each elementary control volume, the definition of the

combustion progress variable x is:

xð r!; tÞ ¼ YH2
ð r!; tÞ � YH2 ;f ð r!; tÞ

YH2 ;bð r!; tÞ � YH2 ;f ð r!; tÞ ; (24)

where YH2
is the hydrogenmass fraction, and the indices f and

b refer to the unburned and burned mixture (i.e. the mixture

before and after combustion), respectively. The reaction rate

for the progress variable x is:

_ux ¼ K0

Dx
$J; (25)

where K0 [m=s] is a parameter related to the flame velocity, Dx

themesh dimension (we consider here only uniform, or nearly

uniform cartesian meshes). J is a criterion function defined

as:

J ¼
�
1 ifε2 ¼ ε

2
l;m;n

0 if not
; (26)

where

ε
2
l;m;n ¼ x2lþ1;m;n þ x2l�1;m;n þ x2l;mþ1;n þ x2l;m�1;n

þx2l;m;nþ1 þ x2l;m;n�1 � 3x2l;m;n;
(27)

ε is a parameter in the criterion function of the CREBCOM

model and l;m;n are the computational mesh index.

The reaction rates _uH2 and _ux are linked by:

_uH2
¼ �YH2 ;b � YH2 ;f

�
_ux; (28)

and the reaction rates for YO2
;YH2O and YN2

can be deduced

from:

_uH2

WH2

¼ _uO2

1=2WO2

¼ � _uH2O

WH2O
: (29)

From Eqs. (25), (28) and (29) one can compute the species

reaction rates if K0, YH2 ;b and YH2 ;f are known. These functions

depend on the lagrangian position, therefore we have to

transport these quantities in lagrangian manner which leads

to (20)e(22).

Note that for combustion modeling without spray effect

and with initially uniform gas mixture, there is no need to

resolve the set of equations (21)-(22), as initial and final

hydrogen concentrations are constant both in time and space.

When the spray effect is taken into account, these equations,

on the contrary, have to be considered as the hydrogen con-

centration will change due to evaporation process.

The source term Scr which expresses the transfer of energy

from the system to its environment, of Eq. (19) is given by:

Scr ¼ �HðT� T0Þ; (30)

where H and T0 are taken constant.

Vaporization modeling study
Assuming an ideal gas mixture, the vaporization model fo-

cuses on the thermodynamic aspect of the vaporization of

water droplets during the combustion.

In every cell, two successive phenomena are considered:

the combustion of the premixed gas mixture, and the vapor-

ization of the liquid phase. In our model, a criterion is intro-

duced to start the vaporization process.When xi > xthreshold, part

of a liquid phase evaporates instantaneously in the ith cell with

evaporation rate _a and the updated variables by conservation

laws can be obtained. The vaporization process takes place

inside a closed adiabatic computational cell.

The conservation of mass for the post-evaporation gas

phase gives:

~mini
i ¼ ~mfin

i ¼ ~mini
i;gas þ ~mini

i;liq: (31)

The total energy of the system in the ith cell is defined as the

sum of two parts: the formation enthalpy and the internal

energy and we neglect the kinetic energy. For example, the

initial state can be expressed as:

~einii ¼
X
j

Yini
i;j h

0
j þ

ZTini;i

0

8<
:
X
j

Yini
i;j Cv;jðT0Þ

9=
;dT0

þYliq
H2O;i

 
hliq
H2O;i �

ptot;i

r
liq
H2O;i

!
;

(32)

where Yj are the mass fractions for each specie j, T is the

mixture temperature, Cv;jðTÞ and h0
j are the constant volume

specific heat and the formation enthalpy at 0 K of the species j,

e is the sensible internal energy.

The first term of Eq. (32) denotes the formation enthalpy of

the mixture at 0 K. Polynomial functions have been used [26]

to calculate the heat capacity at constant volume. The inter-

nal energy for liquid water is calculated using its specific

enthalpy.

Considering the ideal gas hypothesis, the energy at the

final state is given by:

~efini ¼
X
j

Yfin
i;j h

0
j þ

ZTfin;i

0

8<
:
X
j

Yfin
i;j Cv;jðT'Þ

9=
;dT'

þYliq/vap
H2O;i

�
hgas
H2O;i

� RTfin;i

MH2O

�
:

(33)

The conservation of mass and energy in the ith cell gives:

~einii ¼ ~efini : (34)

The governing equations for the vaporization is thus ob-

tained, which will be used to calculate the temperature and

the pressure inside the computational cell, assuming ideal gas

hypothesis.

Determination of the parameters in the CREBCOM model

In the CREBCOM model, the thermal conduction and species

diffusion are not directly modeled. Their action is taken into

account by introducing a correlation derived from experi-

mental data that acts as a source term in Euler equations. The
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model for the burning rate, parameter K0, is assumed to be

constant throughout the combustion process, resulting in

conservative estimations of pressure loads [15]. The param-

eter H related to heat losses can play an important role for

slow flame developments. In this section, the strategy for

choosing values for the aforementioned parameters is

presented.

Determination of the parameter K0

Determination of the visible flame speed, Vf , is important for

the appropriate prediction of pressure load. However, it was

not measured in the experiments of [1]. To solve this problem,

one can determine the input parameter K0 in the CREBCOM

code, to obtain the expected value of Vf , by using the corre-

lation proposed in Ref. [15]. The analysis for one-dimensional

flame propagation shows that the following correlation be-

tween ST, the so-called turbulent burning rate, and K0 can be

derived:

K0 ¼ STðsþ 1Þ
4

; (35)

where s ¼ ru
rb

is the expansion ratio, ru and rb are densities of

the fresh and burnt gas. Following the estimation of Bradley

[27], for a slow deflagration, the turbulent burning rate ST can

be modeled by:

ST

SL
¼ 0:0008ðs� 1Þ3

�
LT
d

�
; for weak turbulence;

LT
d
<500: (36)

For Test 7, by using the parameters chosen in the experi-

ments of [21] (see Table 7), one can calculate the constant K0

for the hydrogen-air composition of xH2
¼ 16%, by referring to

Eqs. (35)-(36):

K0z5:73m=s: (37)

It should be emphasized that the parameter K0 is not the

burning velocity even though it has the same dimension. By

implementing transducers in the geometry, the evolution of

visible flame velocity can be obtained as a function of flame

propagation distance in the tube.

The works of [29,30] show that the maximal value for the

visible flame velocity in Test 7 (xH2 ¼ 16%) cannot reach the

sound speed in the combustion product (csp ¼ 787 m=s).

Another set of experiments [28] has given in detail the flame

velocity evolutions as a function of X=D, where X denotes the

distance of the flame propagation, for different gas mixtures

and different blockage ratios. It was shown that a maximal

flame velocity locates at the middle of the tube. One can

deduce that the maximal visible flame velocity cannot exceed

a maximal value of 70 m=s in Test 7 of [1].

According to the above arguments, K0z5:73 m=s is taken

which results in the visible flame velocity varying between 10

m=s and 40 m=s along the tube.

Determination of the parameter H
In section Methodology, it is shown that aÞ the value of the

volumetric heat loss coefficient H can be chosen within the

range of H ¼ 4000±50% W=m3=K and bÞ this parameter has an

important influence on the peak pressure.

The value of parameter H after completeness of combus-

tion, past tmax, is noted to be different from that during the

combustion. The difficulty lies in the fact that the experi-

mentally obtained pressure signal after completeness of

combustion is influenced by the high temperature, and cannot

be reliable [31]. Nevertheless, for Test 7, an estimated value is

proposed for this stage, H2 ¼ 425 W=m3=K, by matching nu-

merical and experimental data.

The value H1 ¼ 1700 W=m3=K chosen for the volumetric

heat loss coefficient during combustion is lower than the

range prescribed by Ref. [21]. Since the tube used in the ex-

periments of [1] is smooth, and the results of [21] were ob-

tained for the blockage ratio, BR > 0. One can argue that the

heat loss due to convection is less important in the present

case.

The Fig. 12 presents the results for pressure evolution

corresponding to Test 7 (no spray) computed with CREBCOM

model and the above estimated parameters.

Some conclusions can be drawn from the Fig. 12. First, it

seems that the slopes of the computed pressure evolution are

similar to the experimental data, which means that the pa-

rametersH1 andH2 are reasonably estimated for this test case.

The peak value for pressure pmax appears at tmax ¼ 0:9 s, indi-

cating that the K0 ¼ 5:73 m=s is well evaluated. The non-

smooth pressure behavior at t ¼ tmax can be attributed to

abrupt change of parameter H in our calculation.

It should bementioned that a fully compressible numerical

solver is used in the calculation, and the acoustic waves are

Table 7 e Mixture properties for xH2 ¼ 16% in database of
[28] used in the model of [15].

xH2 ½ � � s ½ � � SL ½m=s� Le LT=d ½ � � csp ½m=s�
0.16 4.83 0.91 0.4 96 780

Fig. 12 e Test 7 (no spray). Pressure evolution as a function

of time by setting H2 ¼ 1700W=m3=K, H1 ¼ 425W=m3=K.

Comparison between experimental ( ) and CFD results

( ).
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not filtered. Based on the investigation of adiabatic combus-

tion in the tube, the pressure oscillations of the numerical

solutions have frequency of fnumosci ¼ 34 Hz which corresponds

well to the frequency of acoustic wave travelling back and

forth through the burnt gas along the tube, i.e. facou ¼ 32 Hz.

Water spray effect

After choosing K0 andH for the combustion, the effect of water

spray is investigated. Test 8 differs fromTest 7 by the presence

of a water spray of a supply flow rate Qw ¼ 4:6 l/s (see Table 1).

Modeling of test 8
The transient evolution of the static pressure during the

combustion process in the CREBCOM model depends on K0, H

and the evaporation rate of the water droplets. In this section,

we present the results for Test 8 with K0 ¼ 5:73 m/s, which is

the same as in Test 7, H1 ¼ 3850 W=m3=K and H2 ¼ 800

W=m3=K. The values for volumetric heat loss coefficient are

higher than those in Test 7. Moreover the value for H1 lies in

range similar to Ref. [21]. This is justified by the fact that heat

losses due to convection are higher due to the presence of

relatively cold droplets.

The flow rate of the water spray system is: Qw ¼ 4:6 l/s,

which can be considered to be a theoretical upper limit of the

evaporation rate, that is:

_amax ¼ Qw

Vtube
z2:9� 10�3s�1; (38)

where Vtube is the volume of the main tube i.e. the region with

water spray system.

The evaporation process is implemented at every time

step, and is characterized by _a (s�1). In each computational

cell, this equality is related to the evaporated liquid mass

during a time step Dt:

mH2O
cell ¼ _arH2OVcellDt: (39)

As the value estimated in the reduced-order model (see

section Methodology), the value _a ¼ 6:01� 10�5 s�1 is used as

the mean evaporation rate during the combustion process.

Fig. 13 shows the calculated pressure evolution compared

to the experimental data of Test 8. It can be seen that by

adjusting the parameters K0, H and _a, it is possible to

simulate the mitigation effect of the spray with a reasonable

approximation. The peak pressure pmax is close to the

experimental one, i.e. pmax
exp ¼ 1:9 bar, pmax

cal ¼ 2:0 bar. It is

noticed that the slope corresponding to the computed pres-

sure evolution differs from experimental counterpart. In

fact, as shown in the literature [11], the spray flow from the

nozzles can generate turbulence which might lead to the

flame acceleration. In Test 7, the peak pressure pmax
exp takes

place at t0z1 s. However, in Test 8, the time needed to reach

the pmax
exp is equal to 0.7 s, indicating that the flame velocity is

higher in the later case. The peak pressure locates at tz1:2 s

in our simulation.

It isnotedthatthefrequencyofoscillationdecreasesunderthe

effect of heat loss and spray evaporation. In Fig. 13, the pressure

oscillations after completeness of combustion of the numerical

solution have frequency of f sprayosci z18 Hz. Since the pressure is

mitigated, the velocity of the acoustic wave is also reduced.

The visible flame velocity is computed using the flame

arrival data from numerical transducers. Fig. 14 shows the

evolution of the visible flame speed under the influence of

heat loss and the water spray. The calculations are performed

by keeping the same value for K0. It can be noted that the heat

loss and the spray effect reduce the flame velocity. Compared

to the combustion without heat losses, the flame velocity can

be decelerated by 5m=s under the heat loss, and 10m=s by the

spray effect. In order to counterbalance these effects, the

value of K0 should be increased by a factor related to spray-

generated turbulence, which however is unknown.

Energy balance analysis
By integrating the energy conservation equation on the

computational domain, we can write symbolically:

d
dt

Z
V

retdV ¼
Z
V

EmdV þ
Z
V

EcdV þ
Z
V

EvdV:

where Em, Ec and Ev denote combustion, convection and

evaporation energy losses, respectively.

The first term on the right-hand side is the energy increase

rate due to the combustion, while the other two terms are

related to the energy loss due to the convective mechanism

and the liquid water evaporation. These three terms are

respectively characterized by three parameters K0 (Em), H (Ec)

and _a (Ev).

Fig. 15 shows the energy change in the tube per unit vol-

ume and per second. The combustion process will increase

the total energy, while the heat loss and the spray evaporation

will consume the energy. The Fig. 15 shows that the

Fig. 13 e Test 8 (with spray). Pressure evolution for

hydrogen-air mixture (xH2 ¼ 0:16), with pini ¼ 1:013 bar,

H1 ¼ 3850W=m3=K, H2 ¼ 800W=m3=K, K0 ¼ 5:73 m=s.

Comparison between the experimental results ( ) and CFD

calculation results ( ).
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contributions due to the combustion and the convective heat

loss are of the same order ofmagnitude,� 2� 3MW=m3, while

the contribution related to heat loss due to droplets evapora-

tion is lower by one order of magnitude, � 0:1 MW=m3. Again,

this confirms the importance of the convection heat losses

(see Section Methodology). The relative increase in the

contribution due to combustion, for 1 s < t < 2 s is related to

the fact that at the end of the tube, the flame propagates

through a pre-compressed mixture having higher energy per

volume unit.

Cell size effect

In the CREBCOM model, the chemical reaction rate of com-

bustion is related to the mesh cell size Dx. In the former

studies, the water spay effects have been investigated by

using the geometry having a mean cell size of Dx ¼ 10 cm. In

this section, a mesh sensitivity study is performed, i.e. by

considering an averaged mesh size of Dx ¼ 5 cm.

From Fig. 16, one can notice that in our calculation once the

mesh size changes from Dx ¼ 10 cm to Dx ¼ 5 cm, the

parameter K0 has to be adjusted in order to have similar

behavior.

The computed results are given in the Fig. 17, and

compared to the experimental data of Tests 7 and 8. Note that

by choosing K0 ¼ 7:0 m=s, a reasonable approximation be-

tween the calculation and the experimental data in Test 7 is

found. The slope of the pressure is well estimated. The peak

value for the pressure evolution pmax
cal is slightly higher

compared to the experimental data. For Test 8, the same heat

loss coefficientH1 ¼ 3850W=m3=K and _a ¼ 6:01� 10�5 s�1 have

been used as for the test case with larger mesh size (Dx ¼ 10

cm). Overall, the change in parameter K0 is not significant ( <
20%) and it can be concluded that for the considered tests,

Fig. 14 e Visible flame velocity evolution for hydrogen-air

mixture (xH2 ¼ 0:16) AICC combustion, with initial pressure

pini ¼ 1:013 bar ( ); effect of heat losses only ( ),

spray effect ( ).

Fig. 15 e Test 8 (with spray). Evolution of three terms in Eq.

(40): combustion heat ( ), convective heat loss ( ) and

heat losses due to evaporation ( ).

Fig. 16 e Test 7 (no spray). Pressure evolution for

hydrogen-air mixture (xH2 ¼ 0:16), with pini ¼ 1:013bar,

H1 ¼ 1700W=m3=K, H2 ¼ 425W=m3=K, K0 ¼ 5:73m=s . The

experimental results are given in ( ). Comparison between

the coarse mesh Dx ¼ 10 cm ( ) and the finer mesh Dx ¼ 5

cm ( ).
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dividing by 2 the averaged mesh size, the same model pa-

rameters hold.

The higher amplitude of the oscillations corresponding to

the numerical solution for pressure at the finer mesh can be

attributed to the lower numerical viscosity, i.e. minor damp-

ing effect.

Conclusion

In this paper, a methodology is described to determine the

pressure loads in a closed volume during turbulent combus-

tion of hydrogen in the presence of the water spray.

Preliminary work has been performed using the simplified

engineering model. One could observe that very similar

pressure evolutions can be obtained by using different com-

binations of model parameters such as the combustion rate,

volumetric heat-loss coefficient and evaporation rate. The

DOE method has been employed to perform the sensitivity

analysis with respect to these model parameters.

The outcomes of the simplified model serve as a guideline

to estimate the CREBCOM CFD model parameters such as the

flame velocity constant K0, the heat transfer coefficient H, and

the volumetric evaporation rate _a. Due to the lack of accurate

data, the choices for these parameters can rely on the theo-

retical or other experimental results available in the literature.

The CREBCOM combustion model is used to determine the

transient state of the combustion system, focusing on the

evolution of pressure and the flame velocity, with andwithout

water spray, using the previously estimated parameters. The

experimental results corresponding to Tests 7 and 8 of [1] are

chosen for validation. It is shown that the pressure evolution

is strongly affected by the following contributions: iÞ energy

increase rate due to combustion, iiÞ convective energy loss

rate and iiiÞ the energy loss rate due to evaporation.

The calculations collaborate the experimental findings,

that the water spray has an effective mitigation influence on

the pressure evolution during the turbulent combustion. This

methodology provides an approach to identify, estimate and

evaluate the important parameters for the determination of

the pressure loads due to combustion in the presence of

sprays at large scale.

However, there is a room for improvement concerning a

more sophisticated estimation of volumetric heat loss coeffi-

cient and of liquid evaporation rate, on the one hand, and for

flame acceleration factor due to turbulence generated by a

spray, on the other hand. This will be the subject of future

research works.
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Appendix A. Supplementary data

Supplementary data to this article can be found online at

https://doi.org/10.1016/j.ijhydene.2018.12.162.

Appendix A. Simplified numerical model

A simple engineering model is presented for pressure evolu-

tion inside a closed volume, developed under LMNhypothesis.

Let us consider the sensible enthalpy conservation law [18]:

r
Dhs

Dt
¼ _uT þ Dp

Dt
þ V$ðlVTÞ � V$

 
r
XN
k¼1

hs;kYkVk

!
þ tij

vui

vxj
; (A.1)

where specific sensible enthalpy hs, species k diffusion ve-

locity Vk into the mixture, the viscous tensor tij, and the en-

ergy release rate due to combustion _uT are defined as

hs ¼
ZT
0

CpdT'; (A.2)

Vkxk ¼ �DkVxk; (A.3)

tij ¼ m

�
vui

vxj
þ vuj

vxi

�
� 2
3
m
vuk

vxk
dij; (A.4)

_uT ¼ �
X
k¼1

N

Dhf ;k _uk: (A.5)

The Eq. (A.1) can be rewritten as

Fig. 17 e Tests 7 and 8. Pressure evolution for hydrogen-air

mixture (xH2 ¼ 0:16), with pini ¼ 1:013 bar; for Test 7,

H1 ¼ 1700 W=m3=K, H2 ¼ 425 W=m3=K, K0 ¼ 7:0 m=s, for

Test 8, H1 ¼ 3850 W=m3=K, H2 ¼ 800 W=m3=K, K0 ¼ 7:0 m=s,

_a ¼ 6:0� 10�5 s�1, mesh size Dx ¼ 5 cm. Comparison

between the experimental results (no spray , with spray

), and CFD calculation results (no spray , with spray

).
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r
Dhs

Dt
� Dp

Dt
¼ _uT þD iff ; (A.6)

where D iff represents the diffusion term. For slow flames

observed in some of the experiments, like in Tests 7 and 8,

where fluid velocity is of the order of 10 m/s, the specific ki-

netic energy, r
���uj2=2, is of the order of 100 kg=m=s2, while the

specific internal enthalpy is

r

ZT
0

CpdT' ¼ rCpT ¼ g

g� 1
p ¼ O

�
105Pa

�
: (A.7)

Taking into account the fact that the combustion takes

place at LMN regime (the speeds of sound in the fresh and

burnt mixture are 376 m=s and 787 m/s, respectively), one can

assume that the pressure is only function of time [32], i.e. the

left-hand side of Eq. (A.6) can be written as

d
dt

�
g

g� 1
p

�
� dp

dt
z _uT þD iff : (A.8)

We assume that the flame surface separates the gas into

fresh and burnt mixture (combustion occurs at flamelet

regime), each having constant properties (see Fig. 4).

Integrating the left hand side of Eq. (A.8) over the closed

volume Vtot gives:

d
dt

"
p

 
gb

gb � 1
Vb þ

gf

gf � 1
Vf � Vtot

!#
; (A.9)

where Vb and Vf are the volumes occupied by burnt and fresh

gases, respectively. In the above formula we assume pressure

equilibrium between burnt and fresh gases (Low Mach num-

ber hypothesis).

Integrating over the volume of the energy release rate

gives:

Z
V

_uT ¼ S,SL,DH,rf,YH2
; (A.10)

with S being the flame surface, SL the laminar flame velocity,

△h the energy release per unit mass of burnt hydrogen gas, rf
the fresh gas density, and YH2 the mass fraction of hydrogen

gas in the fresh mixture.

The diffusion terms describing the rate of energy losses are

often presented in a simplified form as:

D iff ¼ H ðT� T0Þ; (A.11)

where H is a volumetric heat loss coefficient, and T0 is a refer-

ence temperature.

Finally, the ordinary differential equation for the pressure

evolution inside the tube can be written as:

d
dt

(
p

 
gb

gb � 1
Vb þ

gf

gf � 1
Vf � Vtot

!)
¼ S,SL,DH,rf,YH2

�H

(
p

rbRb
Vb þ p

rf Rf
Vf � T0Vtot

)
:

(A.12)

In case of spraying, another term has to be included in the

right-hand side of Eq. (A.12). This term represents the energy

losses related to the water evaporation:

�rL, _a,l,Vb; (A.13)

where rL is the liquid density, l the latent heat of evaporation,

and _a the liquid volume fraction rate of evaporation. For

simplicity, it is assumed that the evaporation takes place in-

side the burnt volume.

Appendix B. Solution algorithm for the simplified model

Given the initial conditions for pressure p0, temperature T0,

specific heats ratio related to burnt gas gb, to fresh gas gf , and

laminar flame speed SL. The algorithm contains the following

steps:

� Choose values for:

(a) integral loss coefficient,

(b) evaporation rate for volume liquid fraction _a,

(c) ratio of the flame surface to the tube cross-section area

N,

(d) averaged flame velocity vavflame (this value is needed for

computing tfin ¼ Ltube=v
av
flame), and a profile for the vflame

(here the parabolic profile is used, for simplicity).

� Compute Lflame, which is the distance travelled by the flame

at time t using the flame velocity evolution in time, and

deduce the volume of the burnt gas Vb ¼ Lflame,Atube.

� Calculate the increment of the mass of the burnt gas mb

and the mass of liquid evaporated mev
liq during the time in-

terval Dt.

� Find the density of the burnt rb and the fresh gases rf .

� Compute the right-hand side of the Eq. (1) and deduce the

new value of the pressure using classical differential

schemes.

Set SL ¼ 0 when the flame reaches the end of the tube.

Appendix C. Evaporation model of a single
droplet [20]

Appendix C.1. Gas phase

Here the practical step-by-step procedure of determination of

the vaporization rate _m and the heat transferred into the

droplet interior, QL is presented. For the justifications the

reader can refer to the original article of [20]. Concerning the

liquid phase analysis, it is assumed that the temperature

within the droplet is uniform in space although the time is

varying.

Assume that the droplet surface temperature Ts, velocityU,

and the conditions of the free-stream flow are known: U∞, T∞,

YF∞. The solution algorithm is given below.

1. Calculate the molar and mass fluid vapor fractions at the

droplet surface
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xFs ¼ pFs

�
p;YFs ¼ xFsMF

,X
i

xiMi: (C.1)

Here, pFs is the fluid vapor saturated pressure which is

evaluated using the appropriate correlations

pFs ¼ pFsðTsÞ; (C.2)

2. Calculate the average physical properties

r;CpF;Cpg; lg;mg;D; Le ¼
lg

rgDCpg

; Pr; Sc

in the gas film using the reference conditions given by:

T ¼ Ts þ 1
3
ðT∞ � TsÞ; (C.3)

YF ¼ YFs þ 1
3
ðYF∞ � YFsÞ; (C.4)

3. Calculate the Reynolds number, Re ¼ 2r∞
��U� U∞

��rs=mg, as

well as the Nusselt and the Sherwood numbers for a non-

vaporizing droplet:

Nu0 ¼ 1þ ð1þ Re,PrÞ1=3fðReÞ; (C.5)

Sh0 ¼ 1þ ð1þ Re,ScÞ1=3fðReÞ; (C.6)

where fðReÞ ¼ 1 at Re � 1 and fðReÞ ¼ Re0:077 at Re � 400,

4. Calculate the Spalding mass transfer number, BM, diffu-

sional film correction factor, FM, modified Sherwood

number, Sh�, and the mass vaporization rate, _m:

BM ¼ YFs � YF∞

1� YFs
; (C.7)

FM ¼ ð1þ BMÞ0:7lnð1þ BMÞ
BM

; (C.8)

Sh� ¼ 2þ ðSh0 � 2Þ=FM; (C.9)

_m ¼ 2prgDgrsSh
�lnð1þ BMÞ; (C.10)

5. Calculate the correction factor for the thermal film thick-

ness, FT ¼ FðBTÞ, using the value of the heat transfer

number, Bold
T , from either the previous iteration or the

previous time step,

6. Calculate themodifiedNusselt number,Nu�, the parameter

f and the corrected value of the heat transfer number, BT:

Nu� ¼ 2þ ðNu0 � 2Þ=FT; (C.11)

f ¼
 
CpF

Cpg

!�
Sh�

Nu�

�
1
Le
; (C.12)

BT ¼ ð1þ BMÞf � 1; (C.13)

7. Evaluate the heat penetrating into the liquid phase:

QL ¼ _m

 
CpFðT∞ � TsÞ

BT
� lðTsÞ

!
: (C.14)

Appendix C.2. Liquid phase

The transient liquid heating inside the droplet uses the

effective conductivity model. Coupling the calculation of

these two phases, the evaporation rate can be estimated.

The non-dimensional energy equation for the effective

conductivity model is given as [20]:

f2vZ
vt

¼ b h
vZ
vh

þ 1
h2

v

vh

�
h2vZ

vh

�
; (C.15)

where:

rs is the current radius of the droplet;

Z ¼ ðT� T0Þ=T0 is the non-dimensional temperature of the

droplet;

f ¼ rs=r0 is the non-dimensional radius of the droplet;

h ¼ r=rs is the non-dimensional coordinate;

t ¼ aL t=r20 is the non-dimensional time;

aL is the liquid thermal diffusivity;

b is proportional to the regression rate of the droplet sur-

faces, which can be estimated by:

b ¼ � 1
4paLrLrs

	
_mþ 1

rLCp;L
QL



; (C.16)

The following parameters have been used in the numerical

solution [20,33];

PeL ¼ 2Usr0=aL is the liquid Peclet number, where Us is the

maximal surface velocity:

Us ¼ 1
32

ðU∞ � UÞ
�
mg

mL

�
RegCF

�
Reg
�
; (C.17)

CF ¼ 12:69

Re2=3g ð1þ BMÞ
; (C.18)

keff ¼ c kL is the effective thermal conductivity coefficient,

where:
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c ¼ 1:86þ 0:86 tanh
�
2:245 log10ðPeL=30Þ

�
: (C.19)
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CHAPTER 3. SPRAY-FLAME INTERACTION

Section 2: Numerical study on laminar flame velocity of hydrogen-air combustion
under water spray effects

Highlights:

• Application of sprays for mitigation of Hydrogen explosion effects with deflagration waves.

• Development of a new predictive model for hydrogen/air laminar flame in presence of water
droplets.

• Validation of the model using available experimental and numerical data.

• Physical analysis of the main factors influencing the laminar flame velocity in presence of water
droplets.
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a b s t r a c t

In the context of hydrogen safety and explosions in hydrogen-oxygen systems, numerical

simulations of laminar, premixed, hydrogen/air flames propagating freely into a spray of

liquid water are carried out. The effects on the flame velocity of hydrogen/air flames of

droplet size, liquid-water volume fraction, and mixture composition are numerically

investigated. In particular, an effective reduction of the flame velocity is shown to occur

through the influence of water spray.

To complement and extend the numerical results and the only scarcely available

experimental results, a “Laminar Flame Velocity under Droplet Evaporation Model”

(LVDEM) based on an energy balance of the overall spray-flame system is developed and

proposed. It is shown that the estimation of laminar flame velocities obtained using the

LVDEM model generally agrees well with the experimental and numerical data.

© 2019 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.

Introduction

Spray systems are used as emergency devices for the mitiga-

tion of effects of explosions involving deflagration waves.

Such systems are installed, for example, inside industrial

buildings or on offshore facilities. Spray nozzles are also pre-

sent inside some nuclear reactor buildings, and they are

designed for preserving the containment integrity in case of a

severe accident [1,2]. In case of an explosion, for a spray sys-

tem to act successfully upon unwanted premixed-flame

propagation, an understanding of, (i), the dynamics of the

water spray exposed to the explosion-induced flow field, and,

(ii), the ability of the spray tomitigate the explosion, is needed.

The droplets generated by industrial water-spray systems

have a Sauter mean diameter of the order of 100 mm. For

example, the spray systems usually installed on offshore plat-

forms generate droplets of Sauter mean diameters in the range

200e700 mm [3] while those installed inside reactor buildings

produce droplets of a Sauter mean diameter in the range

280e340 mm [1]. Numerous investigations have demonstrated

[4e6] that, if certain conditions are met, large droplets might

break up and cascade down into a large number of small drop-

lets, i.e., droplets of a volume mean diameter of approximately

10 mm. These small droplets have the capability to evaporate

fully, or almost fully, inside a laminar flame thusmodifying the

flame structure. Experimental results devoted to the interaction
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of a laminar flame with small water droplets are scarce.

Laboratory-scale tests reported in [7] showedthatwaterdroplets

with diameters of the order of 10 mm have a similar influence on

the structure of inert methane-air mixtures as water vapor.

Early small scale experiments [8] as well as recent small and

medium scale experiments using hydrogen [9,10] have revealed

that sprays containing small-size droplets can be effective

against premixed combustion. The experiments performed in

[11] were devoted to hydrogen-air laminar flame velocity mea-

surements in the presence of water mist.

In the context of spray-decelerated or spray-retarded

deflagration waves that have originated from explosions,

laminar-flame velocity e occasionally also termed “laminar

flame speed” e is an important physical quantity. In partic-

ular, most of the combustion models used for simulation of

large-scale, turbulent premixed combustion e see, e.g.

[12e16], e contain the laminar-flame velocity as input

parameter which has to be procured by some means such as

suitable numerical simulation or suitable experiments. In the

literature several correlations exist [17,18].

characterizing the flame speed of purely gaseous laminar

hydrogen/air flames as a function of the mixture equivalence

ratio. However, the small water droplets of a water spray

modify the internal structure of the laminar flame and hence

reduce its velocity. Thus a model is needed which takes into

account the effect of water spray on flame structure and

burning velocity.

In this paper, a “Laminar Flame Velocity under Droplet

Evaporation Model” e abbreviated LVDEM e for hydrogen/air

mixtures is proposed. This model has been constructed

using the idea of Ballal and Lefebvre [19] who considered the

energy balance inside the flame zone. The most crucial step

is the model validation. For this purpose, the results ob-

tained with the dedicated code Cosilab [20] and the experi-

mental results of [11] are used. The results obtained using

the LVDEMmodel generally agree well with the experimental

and numerical data.

Phenomenology of computed flame structures

In this section, a description of the main phenomena related

to the interaction of laminar hydrogen/air premixed, freely

propagating flames with small droplets of a liquid water spray

is given. The “small droplets”means droplets typically having

a volume mean diameter of the order of 10 mm or smaller. For

the numerical simulations, the Cosilab code [20] has been our

main tool. This code can compute the internal structure of a

laminar steady flame,with orwithout the presence of a liquid-

water spray [21e23]. For completeness, the algorithm used in

the code is shortly summarized in Appendix A. The main idea

in using the code is to identify themechanisms responsible for

flame-droplets interactions, which will subsequently be used

in our LVDEM model construction.

Specifically, two cases of hydrogen-air combustion are

considered, i.e., cases without and cases with water spray.

The purely gaseous cases, i.e., the cases without water spray

serve as a reference for the two-phase cases with water spray.

In the numerical simulations with Cosilab, detailed

chemistry, thermodynamics and molecular transport were

taken into account. Specifically, the hydrogen/air system

considered in the simulations comprised 10 chemical species

which participate in 21 homogeneous reactions. For details of

the reaction mechanism and the associated data [24], should

be consulted.

The governing equations for a one-dimensional, flat, spray

flame propagating at low Mach number can be found, e.g., in

[25], Chaps. 1, 5 and 11. In particular, the dependent variables

are discussed in [25] as well as the so-called cold and hot

boundaries at either end of the computational domain together

Nomenclature

A0 area of the burner mouth, m2

Af area of the flame front, m2

Cp,g gas heat capacity at constant pressure, J =K

D diameter of the droplet, mm

Dc,1 first critical droplet diameter, mm

Dc,2 second critical droplet diameter, mm

Ea global activation energy, kcal =mol

l latent heat of evaporation, kJ =kg
_m evaporation rate of droplets, kg =s

nvol number of droplets per volume, m�3

P0 initial pressure, bar

r0 initial radius of the droplet, mm

R universal gas constant, J =K

SL laminar flame velocity, m =s

tc chemical reaction time, s

tq quenching time, s

T0 initial temperature, K

v0 average flow velocity in the burner, m =s

Vb burnt gas velocity, m =s

Vf fresh gas velocity, m =s

XH2 molar fraction of hydrogen, dimensionless

y coordinates in the Cosilab code, mm

YH2 mass fraction of hydrogen, dimensionless

a liquid volumetric fraction, dimensionless

ag thermal diffusivity, m2 =s

d flame thickness, m

h hydrogen-air mole ratio, dimensionless

l thermal conductivity, W =m

mg dynamic viscosity of gas, Pa,s

r mass density, kg =m3

f equivalence ratio, dimensionless

Nu Nusselt number, dimensionless

Sc Schmidt number, dimensionless

Pe Peclet number, dimensionless

Pr Prandt number, dimensionless

Re Reynolds number, dimensionless

Sh Sherwood number, dimensionless

Le Lewis number, dimensionless

BM Spalding mass transfer number, dimensionless

BT Spalding temperature transfer number,

dimensionless

F Correction factor in evaporation model,

dimensionless

AIBC Adiabatic IsoBaric complete Combustion

AICC Adiabatic IsoChoric complete Combustion

i n t e rn a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 4 ( 2 0 1 9 ) 1 7 0 1 5e1 7 0 2 917016



with the suitable boundary conditions to be applied there. In

addition, a detailed description of the so-called burning rate-

eigenvalue can be found, in [25], Chap. 5, and how from that

quantity in general the gaseous flow velocity throughout the

flame is recovered and, especially, how the burning rate or

flame speed is derived from it. Numerical solution methods

for the problem are discussed, e.g., in [21,26]. Therefore, the

governing equations and their solutions are not further dis-

cussed here.

At the cold flame boundary e which from the subse-

quent figures can be seen to be located at the left boundary

of the computational domain e the gaseous composition of

pure hydrogen and air is given in terms of the fuel-air

equivalence ratio, f, and the temperature, T0, is pre-

scribed. Since the deflagration waves considered propagate

in an open system at low Mach numbers, we adopt the low-

Mach-number approximation [25] and take the pressure, P0,

as spatially uniform and constant. For the cases with water

spray, the spray is added at the cold boundary and is taken

as mono-disperse with given droplet diameter D and given

liquid volume-fraction a. At the cold boundary, zero slip-

velocity between gas and liquid phase is assumed.

Furthermore, liquid-load or volume fraction in this work

are such that the case of a so-called thin spray is consid-

ered, that is effects of droplet break-up and agglomeration

are neglected.

Interaction of the gaseous and the liquid flame principally

occurs throughout the computational domain that, theoreti-

cally, extends from minus to plus infinity. Naturally, the

computer-realized extension of the computational domain is

finite, and its finite size has been chosen such that the

boundary conditions are cleanly satisfied e for details see [25]

e so that the flame speed or burning rate calculated is virtually

independent of the size of the computational domain. As will

be seen from the following figures, at the cold boundary the

interaction of spray and gas consists essentially in spray

evaporation. Some bit downstream, in the preheat zonewhere

chemical reaction is negligible yet computed, the gas begins to

accelerate due to the heat gained from the reaction zone by

conduction against flow direction. In the reaction zone pri-

marily the conduction and the reaction phenomena balance

each other, while in the downstream recombination zone the

dominating phenomena are the convection and the recom-

bination reactions [25].

In this work, droplets are assumed to be totally evaporated

when the ratio of local to initial droplet size has fallen below

the computational roundoff-error e in the graphs below, the

droplet diameter or radius is then virtually zero. For the flame

structures to be presented in Figs. 1e5, the numerical values

used for the conditions just described are summarized in

Table 1.

The following comparison of the purely gaseous reference

case, i.e., the case without water spray, and the two-phase

case with water spray exposes details of the flame struc-

tures and also clearly shows the influence of the droplets on

the overall flame structure. At this stage it is important to

note that in Figs. 1e5 only a small portion of the actual

computational domain is shown, namely that portion that is

essential to visually capture the flame structures. In the

computations the domain was substantially increased to-

wards both the cold and the hot boundary to ensure that the

boundary conditions were cleanly satisfied at either bound-

ary to avoid the prediction of inaccurate flame structures and

hence burning velocities, e.g., due to artificial heat losses to

the cold boundary.

In the Figs. 1e5 subsequently presented and discussed,

the results for the purely gaseous reference case without

water spray are shown as dashed lines whereas the results

Fig. 1 e Profiles of temperature and heat release rate .

Dashed lines: reference case without spray for temperature

andheat release rate . Parameters are given inTable 1.

Fig. 2 e Profiles of the mole fractions of H2 O2 , H2O

, H , and N2 . Dashed lines: reference case without

spray for H2 , O2 , H2O , H and N2 .

Parameters are given in Table 1.
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for the two-phase case with water spray are represented by

solid lines.

Gasphase temperature

Shown in Fig. 1 are the profiles of temperature and volumetric

heat release. A series of computations with differently sized

domains of total length of up to 6 mmwas carried out in order

to satisfy cleanly both the upstream and downstream

boundary conditions. The results shown here were obtained

on a non-uniform, self-adaptive computational mesh with a

mean cell size ofDy ¼ 12 mm. Themesh is substantially denser

(Dymin ¼ 1:1841 mm) within the thin reaction zone and expands

towards the cold and the hot boundary (Dymax ¼ 41:84 mm),

respectively.

From Fig. 1 it is seen that the temperature in the reaction

zone and further downstream is drastically reduced as a

consequence of the droplets evaporating in the flamee e.g., at

y ¼ 2 mm the temperature is reduced from approximately

2100 K to approximately 1700 K. Accordingly, the rate of

temperature increase is reduced inside the flame as can be

inferred from the difference of the heat-release-rate profiles.

The cooling effect due to the presence of droplets is particu-

larly important in both the preheat zone and the reaction zone

e this is where evaporation is strongest aswill also seen below

when considering the variation of droplet diameter though

the flame.

At this stage is appropriate to define the “flame thickness”

d. Throughout this section, the flame thickness will be taken

as the width of the preheat zone (in Fig. 1 for the spray flame

ranging approximately from 0.1 mm to 0.4 mm, thus dz0:3

mm). Formally this definition of flame thickness can be

expressed as the width of that spatial zone cut out by the

intersection of the tangent to the temperature profile at that

location in the flame where the temperature gradient is

steepest with, (i), the spatially constant profile at cold

Fig. 3 e Spatial variation of droplet diameter and

gasphase temperature . Dashed lines: reference case

without spray for the temperature . Parameters are

given in Table 1.

Fig. 4 e Spatial variation of gas density and gas mass

flux . Dashed lines: reference case without spray for the

gas density and mass flux . Parameters are given in

Table 1.

Fig. 5 e Spatial variation of gasphase velocity and

liquid-phase velocity . Dashed lines: reference case

without spray for the gas velocity . Parameters are given

in Table 1.

Table 1 e Parameters used with Cosilab to obtain the
results shown in Figs. 1e5.

case f T0 [K] P0 [bar] D [mm] a

gaseous 1.6 300 1.013 e e

gas/spray 1.6 300 1.013 6 10�4
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boundary temperature, (ii), the straight line with constant

slope approximating the slightly rising temperature profile in

the post-flame region. It is noted that this definition of flame

thickness is popular but, of course, not unique.

In summary, one notes that in the presence of liquid water

droplets the cooling effect through convective heat losses of

the gasphase to the droplets and through evaporation reduce

the maximal rate of heat release, thus leading to a lower gas

temperature and hence burning velocity.

Species concentrations

Shown in Fig. 2 are profiles of selected species mole fractions

through the flame.

The variation of the mole fraction of molecular nitrogen,

N2, indicates that the total number of gas moles decreases

during combustion accompanied by spray evaporation. Also,

in the two-phase case, the increase of water steam through

the flame is not only due to homogeneous chemical reaction

but also to evaporation of liquid drops. The mole fraction of

the hydrogen radical, H, increases, reaches its maximum at

y ¼ 0.4 mm, and then decreases further downstream.

It can be noted that the evaporation rate increases when

the reaction rates and hence gasphase temperature reach

high levels. Beyond that, further downstream, the increase of

the mole fraction of gaseous water, or water steam, is rela-

tively slow.

Droplet diameter

Fig. 3 shows the variation of the droplet diameter through the

flame together with the gasphase temperature profile. From

the figure it can seen that the droplets are not evaporating

completely inside the preheat zone. Downstream of the pre-

heat zone evaporation of the droplets continues, i.e., in the

reaction zone and even in the post-flame region evaporation

of droplets still has a certain influence on the flame propa-

gation and hence burning velocity. Thus, when constructing

the LVDEM model below, it will be necessary to estimate the

amount of water evaporating inside the preheat zone (whose

thickness corresponds to the flame thickness), which has a

direct effect on the flame velocity.

One notices that the droplets rapid evaporation in the zone

0.2 mm<y < 0.5 mm is accompanied by considerable tem-

perature reduction, compared to the reference case without

spray. The droplet diameter decreases to approximately

3 mmat y ¼ 0.8 mm, but are considered totally evaporated only

at y ¼ 1.3 mm.

Gasphase mass density and mass flux

Shown in Fig. 4 are themass density andmass flux variation of

the gas mixture during the combustion. For both the purely

gaseous reference case and the two-phase case with water

spray the gas gasphase mass density profiles are as expected

on physical grounds: they simply express the gas expansion

due to the heat released in the homogeneous chemical re-

actions. The gas mass flux profile of the reference case is

uniformly constant as enforced by overall mass conservation.

On the other hand, the gasphase mass-flux profile of the two-

phase case increases in flow direction due the continuously

gained water steam stemming from liquid-drop evaporation.

It can be noted that, of course, the overall mass of liquid and

gas is conserved throughout the flame. The mass flux in the

two-phase case is lower than the pure gas combustion case,

since the laminar flame velocity is reduced by the evaporation

of the droplets.

Gasphase and droplet velocity

Finally, Fig. 5 shows the profiles of the velocities of gas and

liquid through the flame. For the purely gaseous reference

case the velocity profile is as expected, namely proportional

to the reciprocal of mass density and roughly proportional

to temperature. Also the two velocity profiles of the two-

phase case show the expected behavior. In accordance

with the model of a freely propagating one-dimensional

flame, there is no slip between the phases at the cold

boundary. Downstream of the cold boundary, the gasphase

velocity then quickly increases due to the expansion of the

gas. The droplets are dragged by the accelerating gas and

hence are also accelerated, but due to their inertia they lag

behind the gaseous fluid. This leads to the observed slip

between the phases. Further downstream, when the drop-

lets have become very small or have even vanished e see

Fig. 3 e, the slip decreases, and at approximately y ¼ 1:2

mm the liquid velocity catches up with the gasphase ve-

locity. The droplets become easier to accelerate due to the

evaporation. After y ¼ 1:25 mm, the droplets are totally

evaporated. In the spray case, overall the gasphase velocity

remains substantially lower than in the purely gaseous

reference case because of the energy losses due to the

droplets evaporation and the addition of steam.

The comparison of the two cases shows that the spray

droplets effectively damp, or mitigate, the flame velocity.

Specifically, in the cases of Fig. 5, the velocity of the burnt

gas is reduced from approximately 18 m =s to approximately

14 m =s.

Burning velocity

Flame structures and hence laminar burning velocities for

both the purely gaseous reference case and the two-phase

case with water spray were computed for a wide range of

conditions. The respective results will be presented and dis-

cussed below in the context of the LVDEM model.

Conclusions from the numerical results

First, from the numerical results presented so far, it can be

concluded that droplets of small diameter greatly affect the

internal flame structure in terms of temperature, species

distribution and gas velocity profiles. Second, the following

observation has been made relating to the importance of the

amount of water evaporating inside the flame zone: in the

present case (D ¼ 6 mm), the droplets do not evaporate
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completely inside the flame preheat zone which has a thick-

ness of the order of the flame thickness; hence it would be a

mistake to assume in amodel complete droplet evaporation in

that zone. Rather, evaporation takes place in a zone some-

what longer than the preheat zone, i.e., it extends over a re-

gion that is wider than the flame thickness.

LVDEM model for SL under droplets evaporation

In this section, the LVDEM numerical model of laminar flame

velocity based on the energy balance is described. The com-

parison between the LVDEM model and the results of the

Cosilab code is presented. Experimental results are used to

validate the two methods.

Laminar flame velocity under droplet evaporation model

The aim is to construct a model in which several phenomena

can affect the laminar flame propagation: 1) the evaporation

of the droplets will absorb energy released from the chemical

reaction; 2) the steam evaporated from the droplets will mix

with the remaining gas and change its thermal properties.

Ballal [19] has proposed a method to estimate the laminar

flame velocity for the evaporation and combustion of fuel

droplets using the energy balance inside the flame. The

similar idea can be used for the estimation of the laminar

flame velocity in this study. The main assumption of the

model is that the quench time of the reaction zone is equal to

the chemical reaction time, i.e.

tq ¼ tc (1)

The quench time can be obtained as the ratio of the excess

enthalpy of the reaction zone to the rate of heat loss by con-

duction to the fresh mixture.

tq ¼
cp;grgDTaddA� l _mtcnvoldA

lgðDTred=dÞA (2)

Where the DTad ¼ TAIBC � T0, DTred is the temperature reduction

due to the evaporation of droplets; d is the thickness of the

flame and A is the area of a considered surface; tc is chemical

reaction time, nvol is the number density of the droplets in the

mixture; l is the latent heat of the evaporation; cp;g is the gas

heat capacity under constant pressure, lg is the gas heat

conductivity.

Hence

tq ¼
�
cp;grgDTad � l _mtcnvol

�
d2

lgDTred
(3)

Here the flame thickness can be estimated with the

laminar flame velocity without spray effects SL;0:

dL ¼ ag

SL;0
(4)

with ag being the thermal diffusivity of burnt gas mixture, the

chemical reaction time of a premixed mixture is given by:

tc ¼ dL

SL;0
¼ ag

S2
L;0

(5)

The simulation results of the Cosilab code [20] can be used

for the estimation of SL;0. The correlation given by Konnov [18]

has also been consulted for the variation of SL;0½m=s� as a

function of XH2
½vol:%�:

SL;0 ¼ �1:55236� 10�9X6
H2

þ 3:49519� 10�7X5
H2

�2:82975� 10�5X4
H2

þ9:35480�10�4X3
H2

�9:97510� 10�3X2
H2

þ5:00120� 10�2XH2
� 8:32830�10�2:

(6)

The comparison between these two models is given in

Fig. 6, where the correlation of Dahoe [17] is also given for

comparison.

Since mixtures diluted by steam have lower burnt gas

temperatures than undiluted ones, Koroll has proposed a

correlation that takes into account the change of thermal

diffusivity due to dilution [27]:

SL;w ¼ SL;0,
ffiffiffiffiffiffiffiffiffiffi
adil

apure

r �
1� Xdil

Xdil;flame

�
(7)

Where adil is the thermal diffusivity of the diluted mixture,

apure is the thermal diffusivity of undilutedmixture, Xdil stands

for the molar fraction of the water steam, and Xdil;flame is the

maximal molar fraction of steam under which the flame can

propagate. This limit water loads can be approximated by the

correlation:

Xdil;flameðhÞ ¼ 0:507� 0:2443,lnðhÞ � 0:185,½lnðhÞ�2
for 0:1�h� 3;

(8)

Where h ¼ XH2
=Xair is the hydrogen-air mole ratio. The vali-

dation of this correlation can be referred to [27]. The effect of

presence of water steam on the hydrogen air combustion has

also been discussed in a more recent work of [28], which

presents another correlation for SL;w.

Substituting the equations (3) and (5) into the equation

(1) gives:

Fig. 6 e Laminar flame velocity evolution for different

hydrogen composition, comparison between three models:

Dahoe , the Cosilab code and Konnov .
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d ¼
2
4 lgDTred

cp;grgDTad � l _mnvol

�
ag

.
S2
L;0

� ag

S2
L;0

3
5

0:5

(9)

and by applying equation (4), one can have:

SL ¼ ag

2
4 lgDTred

cp;grgDTad � l _mnvol

�
ag

.
S2
L;0

� ag

S2
L;0

3
5

�0:5

(10)

The equation (10) is deduced from the energy balance, by

taking into consideration of the evaporation process.

Combining the equations (7) and (10), the laminar flame ve-

locity can be approximated by:

SL ¼ag

ffiffiffiffiffiffiffiffiffiffi
adil

apure

r �
1� Xdil

Xdil;flame

�
2
4 lgDTred

cp;grgDTad � l _mnvol

�
ag

.
S2
L;0

� ag

S2
L;0

3
5

�0:5 (11)

The mass evaporation rate for a droplet _m can be

computed by using the works of [29,30] as discussed in the

above section.

Since the model of [29] gives the mass evaporation rate of

one droplet as a function of time at a given temperature, one

has to estimate the evaporated mass of water droplets during

the combustion within the flame thickness. As discussed

before, the evaporation rate depends on the droplet diameter

and the ambient temperature. Thus, its value changes all

along the droplet evolution inside the hot gas mixture. The

way to estimate the average mass evaporation rate is pre-

sented in the next subsection (point 5).

Solution algorithm

Consider now the step-by-step procedure to determine the

laminar flame velocity SL under the influence of water drop-

lets. Assume that the initial temperature Tini and pressure Pini
are known. The free propagating flame assumption is kept in

this section.

1. Calculate the initial molar fraction X0;H2 , X0;O2 , X0;N2 and

X0;H2O;

2. Calculate the temperature corresponding to AIBC1 com-

bustion Tad without water spray effects;

3. Calculate the laminar flame velocity without water spray

effects SL;0 using the equation (6) as a reference flame ve-

locity. This flame velocity can be replaced by the reference

value given by the Cosilab code;

4. Calculate the average physical properties cp;g, lg in the gas-

liquid interaction film, using the “1/3 rule” [29]:

T¼Ts þ 1
3
ðT∞ � TsÞ (12)

Y¼Ys þ 1
3
ðY∞ � YsÞ (13)

Where the subscript s denotes the surface properties of the

droplet and ∞ stands for the properties of the gasphase (for

example, the AIBC temperature);

5. Calculate the mean evaporation rate _m, as well as the latent

heat l. According to themodel of [29], the evaporation rate is

calculated by assuming a constant ambient temperature.

This is not the case inside the flame thickness. By definition,

the gas temperature varies from theunburnt gas to the burnt

gas. Moreover, the evaporation can affect the temperature

variationwithin theflame thickness. Thus, onecan calculate

the evaporation rate under two AICC2 temperatures, TAICC

and 1
2TAICC, and then take the average of _mTAICC and _m1

2TAICC
.

6. Calculate the thermal diffusivity within the flame

thickness:

ag ¼ lu

cp;uru

ru

rb
¼ lu

cp;urb
(14)

This step is crucial in the algorithm, and these temperature

valueshavebeenchosenby trial anderror, inorder tominimize

the difference between the present results and the experi-

mental results. Fig. 7 shows the variation of evaporation rate

evolution for different ambient temperatures. Note that the

temperatures corresponding toAIBC (1547K) andAICC (1885K)

combustion are taken into consideration, as well as two tem-

peratures (900K and 1200K) for comparison. It canbe seen that

the evaporation rate strongly depends on the ambient tem-

perature of the gasphase. One can also estimate that themean

evaporation rate of one single droplet during the combustion

process is of the order of magnitude of O ð10�8Þ kg/s for droplet
diameter D ¼ 350 mm as presented in Fig. 7. The evaporation

rate of the spray is calculated bymultiplying the single droplet

evaporation rate with the number density of droplets nvol. The

effect of the spray evaporation is considered to be a super-

position of all the single droplets.Where lu, ru and cp;u are

respectively the thermal conductivity, density and heat ca-

pacity of the fresh gas inside the flame thickness, rb is the

density of the burnt gas. Inspired by [31], the correction factor

ru =rb is introduced in order to better estimate ag.

7. Estimate the flame thickness and the chemical reaction

time

dL ¼ ag

SL;0
; tc ¼ ag

S2
L;0

(15)

which is used to quantify themass of water evaporated inside

the flame thickness:

aw ¼ tc, _mnvol

rw
(16)

Where rw is the density of water droplets, nvol is the number of

droplets in unit volume under liquid volume fraction a and

droplet diameter D:

nvol ¼ 6a
pD3

(17)

1 Adiabatic IsoBaric complete Combustion. 2 Adiabatic IsoChoric complete Combustion.
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Here, an estimation for the flame thickness is taken and

thus the real mass evaporatedwithin the flame thickness, can

be characterized by aw;

8. Calculate the reduced gas temperature Tred after com-

bustion in the presence of the water droplets of volu-

metric fraction aw evaporated using a lumped-

parameter subroutine;

9. Calculate the thermal diffusivity of the pure gasmixture

under initial temperature Tini, apure (X0;H2 , X0;O2 , X0;N2 ,

X0;H2O), as well the thermal diffusivity after dilution adil

(Xa;H2 , Xa;O2 , Xa;N2 , Xa;H2O); calculate the limit molar frac-

tion of steam for the propagation of flame Xdil;flame;

10. Calculate temperature differences

DTad ¼Tad � Tini (18)

DTred ¼Tred � Tini (19)

11. Calculate the laminar flame velocity SL taking into ac-

count the dilution effect of the water steam generated

via droplet evaporation [27]:

SL ¼ ag

ffiffiffiffiffiffiffiffiffiffi
adil

apure

r �
1

� Xdil

Xdil;flame

�24 luDTred

cp;urbDTad � l _mnvol

�
ag

.
S2
L;0

� ag

S2
L;0

3
5

�0:5

(20)

Model validation

The LVDEM model is validated using aÞ the results of the

Cosilab code (see Appendix A) and bÞ the experimental results

of [11]. Here, a briefly description of the experimental facility

and related results of [11] is given for completeness.

Experimental Results [11].

A work program has been undertaken to investigate the

effects of fine water mists on the laminar flame velocity of the

hydrogen-air explosion. The objective is to provide more

specific experimental results on themitigation effects of small

water droplets on hydrogen-air explosions.

The experimental apparatus which is shown in the Fig. 8

contains a converging nozzle burner and a mist generation

system. With a flow-straightener, the authors pay special

attention to the flow rates of the gas and fog mixture in order

to have a straight-side cone of flame at the burner nozzle. A

large vent has been used to mitigate the effects of the blow-

backs and a small mixing fan was used to homogenize the

distribution of thewatermists. Tominimize the flame stretch,

the authors have set conditions so that flame heights were

between one and three times the nozzle diameter. The

laminar flame velocity is calculated from the schlieren image

by using the formula [32]:

SL ¼A0

Af
,v0 (21)

Where A0 is the area of burner mouth, Af is the area of the

flame front and v0 is average flow velocity in the burner

mouth. The commercial ultrasonic units are used to produce

the water mist, which are positioned beneath a column of

water, below the surface. The high frequency vibration of the

piezolectric discs generates at the water surface a “fountain”

comprised of water droplets of various sizes.

Fig. 8 e The burner and mist generation system scanned

from [11].

Fig. 7 e Influence of ambient temperature on the mass

evaporation rate: 900 K , 1200 K , TAIBC ¼ 1547 K

and TAICC ¼ 1885 K , droplet diameter D ¼ 350 mm.
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The authors have performed a series of experiments for

different equivalence ratios, taken between 0.6 and 3, with

water mist volume fraction varying from 0 to 2:50� 10�4. The

droplets of watermists considered in these experiments are of

volume mean diameter 6 mm.

From the Fig. 9(b), it can be seen that the presence of fine

water mists can greatly reduce the burning velocity over a

wide range of equivalence ratio for the hydrogen-air mixtures.

The schlieren image shows that the flame cone becomes

thicker as the droplets number density increases which in-

dicates an increasing flame instability. These experimental

results are used in this study for the validation of the LVDEM

models for laminar flame velocity.

It has to be mentioned that the authors noticed a poor

quality of the flame “cone”, particularly at higher mist

concentrations and for lean mixtures (0:6<f<0:9), as

shown in the Fig. 9(a). This makes it difficult to estimate

the flame surface Af , meaning that there is an uncertainty

corresponding to lean mixture (f<1). This uncertainty,

unfortunately, has not been estimated during the experi-

ments [33].

Effect of the mass density of water droplets
The evaporation of the water droplets within the flame

thickness has a mitigation effect on the flame propagation,

especially for small droplets. By neglecting the turbulence

generated by the big droplets, the mitigation effect increases

with the density of water droplets. The results of the model

can be compared to the calculation of the Cosilab code [20]. To

reduce errors, the reference values of SL;0 in the Cosilab code

has been used in the LVDEMmodel. The comparison between

the results of the LVDEM model with the results given by the

Cosilab code is given for different liquid volume fractions from

a¼ 1� 10�5 to a ¼ 1� 10�4.

The Fig. 10 shows the laminar velocities calculated by the

LVDEMmodel for volume fraction from a¼ 1� 10�5 to a ¼ 8�
10�5. The results for the same combustion using the Cosilab

code are given. It can be seen that both methods show a

reduction of the laminar flame velocity under spray effects

with respect to the pure combustion case. The flame velocity

calculated by the model compares well with the results of the

Cosilab code for a wide range of equivalence ratios. For a ¼ 1�
10�5, the maximal relative error is 1.0%.

However, one can notice a rising difference between the

two methods with the increase of droplets number density.

Especially for the rich compositions, the LVDEM model gives

higher burning velocities than the Cosilab code, especially for

f>2.

To explain the difference between the two methods, one

uses the experimental results of [11] for the validation of the

LVDEM model. The authors have investigated the effect of

different volume fractions of the liquid phase (1:0� 10�4, 1:5�
10�4 and 2:0� 10�4 etc.) withmean droplets diameterD ¼ 6 mm

on the hydrogen-air combustion. The reference values for the

laminar flame velocity without spray effect are presented as

well. A comparison between the simulation of the Cosilab

code and the LVDEM model is given in Fig. 11.

It can be noted that the water spray has an important

mitigation effect on the laminar flame velocity as the quantity

of spray increases. Under spray density of 2:0� 10�4, the

laminar flame velocity can be decreased from 3.0 m =s to 1.7

m =s for the equivalence ratio f ¼ 1:7.

Both the results of the Cosilab code and those of the LVDEM

model can not perfectly fit the experimental results. For the

lean mixture (f<1), the LVDEM model as well as the Cosilab

code provides lower values for the laminar flame velocity. In

[11] the authors emphasize high uncertainty for this part of

the measurement.

Comparing the results given by the LVDEM model and

that of the Cosilab code, similar behaviors for the equiva-

lence ratios f< 1:5 can be noticed. For higher equivalence

ratios, no sufficient number of data corresponding to the

Cosilab code are availbe due to numerical instabilities of the

calculations. Nevertheless, the burning velocity evolution

tendency shows that the Cosilab code has underestimated

the burning velocity for (f>2:0). In contrast, all the estima-

tions for the laminar flame velocity of the LVDEM model are

in the vicinity of the experimental results. The most possible

reason for this difference comes from the modeling of the

evaporation rate. It can be noted that the flammability limits

Fig. 9 e (a) images of hydrogen flame “cones” (A) for typical stable rich mixture and (B) for f ¼ 0:6, with 1:43� 10�4 of water

mist; (b) Variation of burning velocity with equivalence ratio, hydrogen-air mixture [11].
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are larger in the LVDEM model. In the Cosilab code for water

volume fraction 1:0� 10�4, the calculation can not converge

for the initial gas mixture of equivalence ratio f> 2. With the

LVDEM model, one can calculate the laminar velocity for

equivalence ratio up to f ¼ 3:4.

The combustion limits are important parameters in study

of ignition and quenching of the premixed flames. The prob-

lem of flammability limits of a combustible gaseousmixture is

discussed thoroughly by [34]. The simplified theory [25] states

that the flame propagation will not be sustained, or the

mixture is not flammable, if:

Tf <Tad

�
RTad

Ea
þ 1

��1

(22)

Where Tf is the burnt gas temperature in the presence of heat

loss, Tad is the adiabatic burnt gas temperature, R is the uni-

versal gas constant and Ea is the global activation energy of the

reaction. The Fig. 12 shows the combustion limit tempera-

tures, see Equation (22), for two different global activation

energies. The temperature evolution inside the flame thick-

ness for hydrogen-air mixtures in the presence of the water

mists is given in solid lines (water volume fractions 1:0� 10�4,

1:5� 10�4 and 2:0� 10�4). According to the equation (22), the

mixture is flammable if the temperature is higher than the

dashed line.

The global activation energy Ea varies for different H2-air

compositions [35,36]. The values of Ea suggested by a recent

work of [37] have been used in Equation (22). One can see that

the combustion limits obtained using the LVDEM model are

close to the theoretical combustion limits. Moreover, the ex-

periments of [38] provide combustion limits for hydrogen/air/

steam mixtures with XH2O ¼ 12% and 0:1<XH2 < 0:65. The

flammable range estimated by LVDEM is narrower since, in

our case, not only the presence of steam but also the evapo-

ration process plays an important role on the flame

propagation.

Fig. 11 e Laminar flame velocity as a function of

equivalence ratio. The no spray reference case in the

Cosilab code , the calculation results of the Cosilab code

with spray of 1:0� 10�4 , 1:5� 10�4 ; the results of

laminar velocity model of spray 1:0� 10�4 , 1:5� 10�4

and 2:0� 10�4 ; the experimental resultsare given in

points: spray density 1:0� 10�4 , 1:5� 10�4 and 2:0�
10�4 .

Fig. 12 e Combustion limits for different H2-air

compositions ; the temperature evolutions given by the

laminar flame model are given for spray volume fractions:

1:0� 10�4 , 1:5� 10�4 and 2:0� 10�4 .

Fig. 10 e Laminar flame velocity for liquid volume fraction

a¼ 1� 10�5 as a function of equivalence ratio. The no

spray reference case in the Cosilab code , the calculation

results of the Cosilab code with spray for volumic fraction

a¼ 1� 10�5 , a¼ 5� 10�5 , a¼ 8� 10�5 and the

results of LVDEM model for respectively a¼ 1� 10�5 ,

a¼ 5� 10�5 , a¼ 8� 10�5 ; D ¼ 6 mm.
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Flame thickness
Flame thickness is related to the combustion intensity and the

flame propagation velocity. According to [31], the most accu-

rate measurement of the flame thickness can be obtained by

using the temperature profile. Unfortunately, one can not

estimate the flame thickness before knowing the temperature

profile of the flame propagation for the hydrogen-air mixtures

in the presence of water droplets.

From the Fig. 13 and Fig. 14, it can be seen that the flame

thickness obtained by the LVDEM model behaves like a para-

bolic function with respect to the equivalence ratio. The

minimum of the flame thickness corresponds to the maximal

value of the flame velocity. It can be noted that the flame

thickness increases with the density of the water spray.

Moreover, the Fig. 14 shows that the large water density has

bigger influence on the lean and rich hydrogen-air mixture.

This is due to the fact that the larger thickness of these

compositions leads to a more evaporation time and thus a

more important influence on the combustion process. The

comparison between the LVDEM model and the results of the

Cosilab code, obtained for D ¼ 6 mm using temperature pro-

files, shows that the flame thickness estimation has the same

order of magnitude. The low combustion limits given by

LVDEM model increases with higher droplets volume fraction

a. This is due to the increase evaporation rate of the droplets

of high volume fraction, which takes in the energy necessary

to maintain the combustion for lean mixtures.

The effects of variation of droplets diameter on the flame

thickness are given in Fig. 15. It can be seen that the increase

of the droplets diameter while keeping a constant leads to the

decrease of the flame thickness. In the other words, it can be

deduced that the smaller droplets have more important ef-

fects on the flame behavior as the droplets surface area in-

creases. The evolution of flame thickness does not vary for

droplets of diameter bigger than 20 mm; the two curves cor-

responding to 20 mm and 40 mm are very similar.

Evaporation rate

During the flame propagation, the presence of droplets can

affect the flame thickness and thus flame velocity mainly due

to the evaporation within the flame thickness. The evapora-

tion can absorb energy released from the chemical reaction

thus leading to a lower burnt gas temperature. However, the

evaporation rate depends on the temperature inside the flame

thickness. As a consequence, these two phenomena are

Fig. 13 e Flame thickness evolution as a function of

equivalence ratio for different water fraction volumetric:

a¼ 1� 10�5 , a¼ 5� 10�5 and a¼ 8� 10�5 .

Fig. 14 e Flame thickness evolution as a function of

equivalence ratio for different water density on fraction

volumetric: a¼ 1� 10�4 , a¼ 1:5� 10�4 and

a¼ 2� 10�4 ; the results of Cosilab for a¼ 1� 10�4 is

given for comparison.

Fig. 15 e Flame thickness evolution as a function of

equivalence ratio for different droplet diameters: 6 mm ,

10 mm , 20 mm , 40 mm , a ¼ 1� 10�4.
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coupled. Determination of the evaporation rate is very

important for the estimation of the laminar flame velocity.

First, the evaporation during the combustion of one

single droplet is investigated using the LVDEM model. The

Fig. 16 shows the mass evaporation rate of a single droplet

as a function of equivalence ratio. In the LVDEM model, a

maximal evaporation rate corresponding to the stoichio-

metric mixture, f ¼ 1. Away from the stoichiometry, the

evaporation rate decreases as a result of the decrease of

combustion temperature. It can be noted that the evapo-

ration rate increases with the droplet diameter for a fixed

volume fraction a, since a bigger droplet has a larger surface

for mass and energy exchange with the gasphase.

The Fig. 17 shows the overall evaporation rate of a

droplet cloud during the combustion process. In order to

highlight the effect of diameter variation, the volume frac-

tion of the liquid phase is fixed as a¼ 1� 10�4 for these

calculations. It can be noted that the effect of diameter

variation on the overall evaporation rate is inverse

compared to the single droplet evaporation rate. More pre-

cisely, the overall evaporation rate decreases with the in-

crease of the droplet diameter for the same liquid volume

fraction. This is due to the fact that, for a fixed volume

fraction the liquid-gas interface diminishes with increasing

droplet diameter. Thus, it can also be noted from the Fig. 18

that the flame velocity increases with bigger droplet

diameters.

Effect of droplet diameter

During the combustion process, droplet diameter is one of the

most important parameters affecting the evaporation rate. It

has been noted that small droplets are easier to evaporate

under high temperature, while for the large droplets, it takes

more time to evaporate thewhole liquid phase, thus leading to

a lower evaporation rate.

Under the same volumetric fraction of the liquid phase, the

droplet diameter has an important influence on the flame

velocity. From the Fig. 16, one can see that the bigger droplet

Fig. 16 e Evaporation rate of a single droplet as a function

of equivalence ratio for different droplet diameters: 10 mm

, 20 mm , 40 mm , a ¼ 1� 10�4.

Fig. 17 e Evaporation rate of all droplets as a function of

equivalence ratio for different droplet diameters: 10 mm ,

20 mm , 40 mm , a ¼ 1� 10�4.

Fig. 18 e Evolution of laminar flame velocity as a function

of equivalence ratio for different droplet diameters;

comparison between the Cosilab code 6mm , 10 mm ,

20 mm , 40 mm and the LVDEM model 6mm , 10 mm

, 20 mm , 40 mm ; the experimental results for 6 mm

are given in , the reference without spray , a ¼ 1� 10�4.
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has a higher mass evaporation rate. However, the overall

evaporation rate is higher for smaller droplets under a fixed

volumetric fraction of spray. This can also be seen from the

Fig. 18, where the droplets of volume mean diameter 20 mm

and 40 mm does not diminish significantly the flame velocity

compared to the case without spray. A critical droplet diam-

eter can be chosen, above which the droplets do not affect the

flame velocity. For example, one can take Dc;1 ¼ 35 mm as the

critical diameter, since the flame velocity is reduced only by

less than 1:2% for all considered equivalence ratios. For

smaller droplets, the flame velocity decreases with the

decrease of droplet diameters. In Fig. 18, the volumetric frac-

tion of spray is a ¼ 1� 10�4.

The comparison between the LVDEM model and the Cosi-

lab code is presented aswell in the Fig. 18. Results of themodel

compare well with those of the Cosilab code, especially for the

large droplets. This difference can be explained by the un-

certainties of the evaporation model and the estimation of

evaporation rate within the flame thickness. Moreover, the

experimental results of [11] are well matched by the LVDEM

model.

It is noticed in the results of the LVDEM model, for most

values of equivalence ratio f, the droplets of diameter 6 mm

can not totally evaporate within the flame thickness. Thus,

the droplets can penetrate the flame and continue to

evaporate in the burnt gas. This is not the case for the very

lean or very rich compositions. Another critical diameter

can be chosen Dc;2 ¼ 3:9 mm, below which, the droplets can

be totally evaporated for all the equivalence ratio values.

Conclusions

In this paper, a “Laminar Flame Velocity under Droplet

Evaporation Model” (LVDEM) for hydrogen/air mixtures has

been developed and validated using the results of the

Cosilab code [20] and the experimental results of [11].

Initially, the hydrogen-air mixture is supposed to be at

normal ambient conditions and the water droplet diameter

of the order of O ð10Þ mm.

A key ingredient of the LVDEM-model is the droplet

evaporation model of [29]. Application of the latter model is

necessary in order to determine the amount of liquid water

evaporating in the flame zone. Two critical droplet di-

ameters have been considered: (i), Dc;1 ¼ 35 mm above which

the droplets do not affect the laminar flame velocity for the

specific droplet volume fraction a ¼ 10�4 and, (ii), Dc;2 ¼
3:9 mm, below which the droplets totally evaporate for all

equivalence ratios and for droplet volume fractions in the

range 0� a � 2� 10�4.

In general, for all considered droplet diameters, the

laminar-flame velocity diminishes with increasing water-

volume fraction. The laminar flame thickness obtained by

the LVDEM-model has the same order of magnitude as that

computed with the Cosilab code. In the basis of the pre-

sented model, further developments can be envisaged

which would take into account the non-ambient initial

mixture conditions in terms of pressure, temperature and

gas compositions.
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Appendix A. The Cosilab Code Algorithm

In theCosilab code [20], the couplingmechanismof thegaseous

and liquid phase is similar to the one presented in [29,30]. One-

dimensional governing equations are solved to obtain a steady

solution of a freely propagating, premixed spray flame. Specif-

ically, the gasphase equations are the Eulerian conservation

equations of overall mass, species mass, momentum, and en-

ergy. The liquid-phase is computed by tracking a stream of

droplets in a Lagrangian manner monitoring droplet mass in

terms of droplet size, droplet momentum or velocity, respec-

tively, and droplet temperature. To relate droplet number

density anddroplet velocity, theanalytical solutionofa suitable

conservation equation is used [29]. The gasphase and liquid-

phase governing equations include phase-exchange terms for

liquid and gaseous mass, momentum and energy. In the pre-

sent computations, ideal gas and ideal liquid behavior has been

assumed.Due totheassumptionof low-Mach-numberflow, the

pressure could be taken as thermochemically constant and

hence the gasphase momentum equation could be dropped.

The exchange of droplets with the surrounding gas is based on

the so-called “stagnant-film theory”, which incorporates the

effect of Stefan flow on the thickness of the droplet-

surrounding gaseous boundary layer or film. To describe the

heat transfer fromthegasphase toa liquiddropmoving relative

to it, radial symmetry is assumed for the drop but, in the

Lagrangian sense, an instationary, non-uniform temperature

profile inside thedrop isconsidered.The liquidphase is takenas

a thin, mono-disperse, single-component spray.

The overall numerical two-phase solution to a spray flame

is obtained by coupling the numerical evolution of the two

phases. Specifically, the gasphase and liquid-phase governing

equations are solved iteratively “in tandem” until the nu-

merical solution in either phase has converged.

At a certain iteration step of the overall two-phase tandem

solution procedure, based on a solution of the Eulerian gas-

phase governing equations, the subsequent solution of the

Lagrangian liquid-phase governing equations is obtained as

follows. The vector of primary unknowns is ðDðtÞ;vliqðtÞ;TsðtÞÞ,
where t is the time, and D, vliq, and Ts denote the instanta-

neous diameter, velocity and surface temperature, respec-

tively, of the tracked drop.

In the following, the methodology to obtain the droplet

surface temperature TsðtÞ is summarized. The remaining de-

tails of the Lagrangien equations and their solution for DðtÞ
and vliqðtÞ, respectively, are straightforward and hence for

them the reader is referred to Abramzon and Sirignano [29].

To obtain Ts at a particular instant of time.

(1) the molar and mass fluid vapor fractions in the surface

film of the tracked drop,
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XFs ¼ PFs=P; YFs ¼ XFsMF

,X
i

XiMi (A.1)

are calculated. Here PFs denotes the fluid vapor saturated

pressure which is evaluated using appropriate correlations

PFs ¼ PFsðTsÞ (A.2)

(2) the instantaneous average gas-phase properties

r;CpF;Cpg; lg;mg;D; Le ¼
lg

rgDCpg

; Pr; Sc

in the gas film are calculatede for a definition see the table

of contents e using the reference conditions given by the so-

called one-third rule, viz.,

T¼Ts þ 1

3
ðT∞ � TsÞ (A.3)

YF ¼YFs þ 1
3
ðYF∞ � YFsÞ (A.4)

(3) the instantaneous Reynolds number, Re ¼ 2r∞
��U�

U∞
��rs=mg, and the instantaneous Nusselt and Sher-

wood numbers for a non-vaporizing droplet are

calculated, viz.,

Nu0 ¼1þ ð1þ Re,PrÞ1=3fðReÞ (A.5)

Sh0 ¼1þ ð1þ Re,ScÞ1=3fðReÞ (A.6)

Where fðReÞ ¼ 1 at Re � 1 and fðReÞ ¼ Re0:077 at Re � 400.

(4) the instantaneous Spalding mass transfer number, BM,

the corresponding diffusional film correction factor, FM,

the modified Sherwood number, Sh�, and the mass

vaporization rate, _m, are calculated, viz.,

BM ¼ YFs � YF∞

1� YFs
(A.7)

FM ¼ ð1þ BMÞ0:7lnð1þ BMÞ
BM

(A.8)

Sh� ¼ 2þ ðSh0 � 2Þ=FM (A.9)

_m ¼ 2prgDgrsSh
�lnð1þ BMÞ (A.10)

(5) the correction factor for the thermal film thickness,

FT ¼ FðBTÞ, is calculated using the value of the heat

transfer number, Bold
T , from the previous iteration or

time step.

(6) the modified Nusselt number, Nu�, the parameter z and

the corrected value of the heat transfer number, BT, are

calculated, viz.,

Nu� ¼ 2þ ðNu0 � 2Þ=FT (A.11)

z ¼
 
CpF

Cpg

!�
Sh�

Nu�

�
1
Le

(A.12)

BT ¼ð1þ BMÞf � 1 (A.13)

(7) the heat transferred from the gaseous to the liquid

phase,

QL ¼ _m

(
CpF

�
Tgas � Ts

	
BT

� lðTsÞ
)

(A.14)

is calculated. Here Tgas denotes the gasphase temperature at the

position at which the tracked drop is instantaneously located.

At any discrete time, or time-step, in the Lagrangian solu-

tion procedure of the liquid-phase governing equations, the

non-dimensional energy equation for the “effective thermal

conductivity model” is solved [29], viz.,

ðjÞ2vZ
vt

¼ bh
vZ
vh

þ 1
h2

v

vh

�
h2vZ

vh

�
(A.15)

Where Zðh; tÞ ¼ ðTdðr; tÞ � T0Þ=T0 is the non-dimensional drop

temperature, jðtÞ ¼ rsðtÞ=r0 the instantaneous non-

dimensional drop radius, t ¼ aLt=r20 the non-dimensional

time, h ¼ r=rsðtÞ the non-dimensional radial coordinate, aL

the liquid thermal diffusivity, and b is proportional to the

regression rate of the droplet surfaces, which can be esti-

mated by

b¼ � 1
4paLrLrs



_mþ 1

rLCp;L
QL

�
: (A.16)

It is important to note that Eq. (A.15) is solved simulta-

neously with the ordinary differential equations that describe

the evolution of the liquid phase in terms of the primary

liquid-phase dependent variables DðtÞ, vliqðtÞ and TsðtÞÞ dis-

cussed above. In particular, at any time t one has TsðtÞ ¼ T0ð1þ
Zð1;aLt=r20ÞÞ where r0 ¼ Dð0Þ=2.

Further details of the Lagrangian equations governing DðtÞ,
vliqðtÞ and TsðtÞ are straightforward and can be found in

Abramzon and Sirignano [29].
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Chapter 4

Spray-shock Interaction

Section 1: Modeling of particle cloud dispersion in compressible gas flows with
shock waves

Highlights:

• Development of a one-dimensional analytical model for the estimation of the cloud topology in
the wake of a shock wave based on the one-way formalism.

• Validation of the analytical model using direct numerical simulations.

• Analysis of the effects of different parameters affecting the shock-spray interaction.

• An extension of the one-way formalism to the two-way by considering the post-shock gas
deceleration due to the presence of particles.

• The two-way formalism can better describe the effects of the particles on the propagation of
the shock wave.
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ABSTRACT
The effect of shock waves on the dispersion characteristics of a particle cloud is investigated both numerically and analytically. A one-
dimensional analytical model is developed for the estimation of the cloud topology in the wake of a shock wave, as a function of time,
space, and characteristic response time τp of the cloud based on the one-way formalism. The model is compared with the results obtained
with numerical simulations over a wide range of incident Mach numbers Ms and particle volume fraction τv ,0. An extension of the one-way
formalism to the two-way is proposed by taking into account the post-shock gas deceleration due to the presence of particles. A significant
increase in the cloud density is noticed. The effects of different parameters affecting the shock–spray interaction are elucidated and discussed.
The two-way formalism is seen to better describe the effects of the particles on the propagation of the shock wave.
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I. INTRODUCTION

The interaction between shock waves and particles has been
an active research field for decades.1–5 Many theoretical and experi-
mental studies are conducted in order to understand the interaction
mechanisms of shock waves with droplets or solid particles,6–10 since
it is present and of major importance in various industrial applica-
tions. For instance, the compression waves can coalesce and generate
shock waves in internal engines.11 The shocked fuel spray has differ-
ent dispersion topologies, thus changing the combustion properties.
Other applications concern explosion in the confinement building,
where the shock waves can be initiated accidentally. In order to mit-
igate their effects, an aqueous foam12–15 or a water spray system16

can be used. In this case, the shock–spray interaction can change
dramatically the dispersion of droplets, leading to the change in
the mitigation capacity of the spray system.17–19 On the contrary,
the particle cloud can also affect the propagation of the shock
wave.20

Basically, as a result of the high velocity of the shocked gas, the
shock–droplet interaction can generate complex coupled phenom-
ena such as droplet deformation, atomization, collision, coalescence,
and evaporation.11,21,22 Moreover, the polydispersion of the droplets

adds further difficulties to the investigations. To simplify the prob-
lem, various studies focus on the interaction between a shock wave
and a single or an array of particles,23–25 where the effects of par-
ticles on gas flow are weak. Dense particle or particle curtains are
also investigated,3,26 in which the collision between the particles is
important.

Given the complexity of the droplet behavior during the inter-
action, rigid particles of uniform diameters are commonly used
to simplify the shock–particle interaction. Even though the qual-
itative phenomena are well known,1,3 the interaction mechanisms
between shock and particles are yet to be elucidated quantitatively
in both well-conducted experiments and in numerical simulations
and modelings.27 Particularly, the particle clouds of the volume
fraction O(10−4–10−3) are of great interest in nuclear industrial
applications.

The integral properties of the particle cloud movements such
as volume fraction distribution and velocity distribution are also
important for the large-scale simulations.28 However, to the best
knowledge of the authors, the existing particle-resolved models for
simulations of large-scale geometries such as nuclear confinement
building are scarce, as a result of high computational expenses, espe-
cially for high Reynolds number flows. Thus, simple reduced-order
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modeling approaches and empirical correlations are considered to
be the alternative solutions.

In this study, a new analytical model is developed to quantify
the shocked gaseous flow impact on the dispersed phase using a one-
way formalism. An extended two-way theoretical model is proposed,
which takes into consideration the deceleration effect of the particles
on the gas phase. The objectives of this study are threefold: (i) pro-
vide a simplified analytical formulation of particle cloud dispersion
after the interaction with a shock wave, (ii) elucidate the importance
of the two-way formalism on the description of the shock–cloud
interaction, and (iii) identify the main parameters and their effects
on the shock–cloud interaction. The theoretical model is validated
with high-resolved numerical simulations.

This paper is organized as follows: Section II discusses the char-
acteristics of the particle cloud. Section III presents an analytical
formulation of particle dispersion with a shock wave. Section IV
discusses the assessment of the analytical model, and the compar-
isons between the analytical results and the numerical simulations
are presented in Sec. V. Finally, the main conclusions together with
recommendations for future work are given in Sec. VI.

II. CHARACTERISTICS OF THE CLOUD PARTICLES
In this study, assumptions are made so that the gas is consid-

ered as inviscid and follows the perfect-gas law, the particles are
supposed to be rigid and spherical, with small volume fractions, the
collisions between them are neglected,29 only viscous drag forces act
on the particles, and the heat transfer between gas and particles is
neglected.

Initially at rest, the particles are assumed to be uniformly dis-
tributed throughout the computational domain. After the passage
of the shock, the particles are accelerated by the gas flow. In order
to determine the evolution of the particles, we compute the force
applied by the flow of velocity u(x, t) on a spherical particle of coor-
dinate x, with a velocityV(t) and a diameter dp. The general equation
of motion reads

mp
dV(t)
dt
= ∑F, (1)

wheremp = πρpd3
p/6 is the particle mass and ρp is the particle density.

Here, we neglect the gravity, the Magnus’ force, and the Basset force
as a result of the high ratio between the densities of the liquid and
gas phases. The viscous drag force gives

F = π
8
ρp d2

p CD∣u(x, t) −V(t)∣(u(x, t) −V(t)), (2)

where CD is the drag coefficient of the particles defined as

CD = 24
Rep

, with Rep = ρg ∣u(x, t) −V(t)∣dp
μg

, (3)

where Rep is the particular Reynolds number related to the flow
around the particle and μg is the dynamic viscosity of the gas. The
diameters of the particles considered in this study vary from 10 nm
to 50 μm. Due to the small size of particles, the drag coefficient is
given by the Stokes coefficient for laminar flow. The equation of
motion for each particle can be obtained as

dV(t)
dt
= 1
τp
(u(x, t) −V(t)), with τp = ρpd2

p

18μg
. (4)

In the case of a two-way interaction, and in order to estimate the
effect of the particles on the gas, the momentum conservation is
taken into consideration. For a gas volume V containing one par-
ticle with a velocity variation dV

dt , the particle can decelerate the gas
with respect to the following equality:

du
dt
= − mp

ρgV
dV(t)
dt

. (5)

III. ANALYTICAL DETERMINATION OF PARTICLE
DISPERSION WITH SHOCK WAVE
A. Eulerian cloud velocity

In the one-way formalism, the evolution of the particles allows
us to determine analytically their velocities and coordinates as a
function of time, when a constant velocity gas is applied. Let Ms
denote the Mach number of the shock wave. The pre- and the post-
shock gas properties can be found in Appendix A. Consider any
point in the particle-laden domain at a time t, with the position
x, denoted as (x, t). The time origin corresponds to the beginning
of the cloud interaction, with the shock initially at x = 0. For each
point in the (x, t) diagram (see Fig. 1), two configurations are pos-
sible, depending on whether the shock wave has already passed the
interface (x ≥ Ms c t) or not (c being the sound speed in the gas at
rest).

It is possible to calculate the initial position and time of each
particle. Let x′ be the distance covered by the particle after the inter-
action with the shock, and t′ the duration of the interaction. The
distance covered by the particle during t′ is x′ = x(t′) = x − x0, and
the distance covered by the shock wave is Ms ct′ = Ms ct − x0. Know-
ing the shock velocity, V s = Ms c, and the gas velocity behind the
shock ug , one can deduce from Eq. (4) the velocity as well as the dis-
tance covered by a particle x′ as a function of time t′ during which it
is exposed to the gas of a velocity ug ,

FIG. 1. Space–time diagram (x, t) of the considered system with xs the shock
position, x′ the distance covered by a particle located initially at x0, and t′ the
duration of the interaction of the particle with the shock.
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⎧⎪⎪⎨⎪⎪⎩
V(t′, τp,ug) = ug(1 − e−t′/τp)

x(t′, τp,ug) = ∫ t′
0 V(t, τp,ug)dt = ug(t′ − τp(1 − e−t′/τp)). (6)

The two unknown variables x′ and t′ satisfy the following
relations:

{x′ = x(t′, τp,ug) = x − x0
Ms ct′ =Ms ct − x0. (7)

By excluding x0 from Eq. (7) and substituting the expression for x′
from Eq. (6), one can deduce that

ugτp(e−t′/τp − 1) + Ms c t − x = (Ms c − ug)t′ . (8)

Solving this equation (cf. Appendix B) gives the following
expression:

t′(x, t,ug) = τpW( ug eη

Ms c − ug ) +
Ms ct − ugτp − x

Ms c − ug , (9)

where

η = ugτp −Ms c t + x
τp(Ms c − ug) . (10)

The Lambert function W 30 is defined implicitly as the solution of the
equation α exp(α) = β (see Appendix B). It is also possible to obtain
the Eulerian velocity of the cloud u as

u(x, t, τp,ug) = V(t′(x, t,ug), τp,ug) = ug(1 − exp(−t′(x, t)/τp)).
(11)

B. Mean cloud density
Using the conservation of mass, it is possible to determine the

global spray characteristics in the post-shock area. If one considers
that the time t of the interaction of the shock with the cloud is very
large with respect to the response time τp, the first particle distance
covered can be approximated with x(t, τp/t → 0) = ug t. It allows us
to determine the cloud length in the post-shock area as

L(t, τp/t → 0,ug) =Ms ct − x(t, τp/t → 0,ug) = (Ms c − ug) t.
(12)

Considering that the particles are solid and undeformable, the initial
cloud length is Ms ct and becomes (Ms c − ug) t, we deduce that the
post-shock density of the particles τv can be linked to the pre-shock
density τv ,0 by

τv(t, τp,ug) = τv,0
Ms c

Ms c − ug . (13)

The initial and the post-shock cloud lengths are represented in
Fig. 2(b). Using Eq. (A1), one can obtain

τv
τv,0
= 1

γ − 1
γ + 1

+
2

γ + 1
1
M2

s

. (14)

The evolution of the ratio τv/τv,0 as a function of Ms is given
in Fig. 2(a). One can see that when Ms → ∞, τv/τv,0 approaches
(γ + 1)/(γ − 1) = 6.0 for air, a value that τv/τv,0 can never exceed.

FIG. 2. Cloud density as a function of the Mach number and the length of cloud
in the post-shock area. (a) Evolution of τv/τv,0 as a function of Ms; the dashed
blue line represents the asymptotic limit given by (γ + 1)/(γ − 1) with γ = 1.4. (b)
Space–time diagram showing the cloud length pre- and post-shock.

When the inertia of the particles cannot be neglected, one
can obtain a mean load rate after the shock passage using Eqs. (6)
and (12),

τv(t, τp,ug) = τv,0
Ms c

Ms c − ug + ug
τp
t (1 − exp(−t/τp)) . (15)

Equations (13) and (15) show accumulation of particles after the
shock at the contact surface. The evolutions of the particle load rate
for different τp and for a fixed Ms = 1.1 are given in Fig. 3. We can see
that the time necessary to reach the asymptotic value for the particle
load rate increases with particle response time as expected.

C. Eulerian cloud density evolution
One more hypothesis is necessary to estimate the Eulerian

cloud density evolution. Let us assume that the particles are initially
regularly disposed with a mean distance of Δx0 between them. The

FIG. 3. Mean load rate evolutions for particles of different τp in air: τp = 3 × 10−6 s
(blue solid line), τp = 7.5 × 10−5 s (green solid line), τp = 3 × 10−4 s (red
solid line), τp = 1.2 × 10−3 s (orange solid line), ρp = 103 kg/m3, Ms = 1.1, and
ug = 55.19 m/s.
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FIG. 4. Initial configuration of the shock/particle interaction.

cloud is also initially structured according to a cubic particle shape.
The load rate τv ,0 of this cloud is also the ratio between the volume
taken by the particles and the volume of the gas. The initial organi-
zation of the particles and the initial load rate are shown in Fig. 4.
With such a cubic arrangement, the load rate is

τv,0 = πd3
p

6Δx3
0

. (16)

Knowing that the shock propagates along the x-direction, the load
rate of the shocked particle-laden region can be

τv(t, τp,ug) = πd3
p

6 Δx2
0 Δx(t, τp,ug) . (17)

Let us consider two neighbor particles on the x-axis at initial posi-
tions x0

2 and x0
1 such as x0

2 − x0
1 = Δx0. With previous results, it is

possible to estimate the time t′ during which the particles are in
the post-shock area. Let us denote Δt = Δx0/Ms c, the interval time
taken by the shock to cover the inter-particle distance. The distance
between these two particles as a function of t′ is

Δx(t′, τp,ug) = x2(t′ − Δt, τp,ug) − x1(t′, τp,ug)
= (x0

2 + x(t′ − Δt, τp,ug)) − (x0
1 + x(t′, τp,ug))

= Δx0 + x(t′ − Δt, τp,ug) − x(t′, τp,ug). (18)

Substituting Eqs. (6) and (16) into (18) and according to the defini-
tion of Δt and τp, one can deduce

Δx = Δx0(1 − ug
Ms c
) + ugτp exp(−t′/τp)

× [exp(√18μgτp
ρp

3

√
π

6τv,0

1
Ms cτp

) − 1] . (19)

Dividing Eq. (19) by x0, one can obtain according to Eqs. (16), (17),
and the definition of τp,

τv(t′, τp,ug)
τv,0

=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(1 − ug

Ms c
) +
√

ρp
18 μτp

3

√
6τv,0

π
ugτp exp(−t′/τp)(exp(√18μgτp

ρp
3

√
π

6τv,0

1
Ms cτp

) − 1)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

A

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−1

. (20)

Two evident conclusions can be deduced. The term A is always
positive and

τv(t′, τp,ug) < τv,0
Ms c

Ms c − ug = τv,max, (21)

which is the maximal value of the post-shock density estimated by
Eq. (15). In the one-way formalism, we can conclude that for any
physical parameters, the maximal density of the cloud can never
exceed the mean density that a null-inertia cloud could have. The
second point is that, for a very low τp, one can have A → 0. In
this case, the cloud density increases to a constant value τv ,max. This
model is applicable for various particle cloud density ratios ρp/ρg ,
provided that the gravity of the particles is negligible compared to
the drag force.

D. Extension to two-way formalism
With the existence of the particle–gas interaction, the gas veloc-

ity decreases due to the conservation of momentum. We can assume
that this velocity is reduced by a value ε(ug). The next particle will

relax to a velocity of ug − ε(ug). Figure 5 shows the acceleration of
two successive particles by the shock wave in the two-way model.
In this case, the load rate will severely increase at the cloud extrem-
ity. In addition, the presence of particles can slow down the post-
shock gas velocity. It is at the cloud extremity that the particles
slipping velocity is the highest. It is also at this location that the
gas is most impacted by the presence of particles, and that ε has the

FIG. 5. Sketch of two successive particle motion (a) before and (b) after the shock
passage.
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highest values. Knowing that the density and the local velocity of the
cloud have no analytical solutions, one can only determine the mean
characteristics of the cloud after the shock.

First, it is assumed that the Mach number of the transmitted
shock takes a constant value equal to Ms = 1.1 in the two-way model-
ing. According to numerical simulations, this assumption is justified
for small particle volume fractions τv ,0 < 10−3. Our attempt is to
obtain the mean post-shock gas velocity ũg . Let us consider a volume
element V inside, which is the particle volume τv,0V. This analysis is
considered in the case where the particles have completely relaxed
to the post-shock gas velocity ũg . With respect to the kinetic energy
conservation, one can directly deduce

ρgu2
gV = ρ′g ũ2

gV
′ + τv,0V

′ρpũ2
g , where V ′ ≃ V (1 − ug

Ms c
) (22)

and

ρ′g
ρg
= (γ + 1)M2

s

2 + (γ − 1)M2
s

, (23)

where ρp is the density of the particles. So, we obtain

ũg = ug√
1 − ug

Ms c

√ (γ+1)M2
s

2+(γ−1)M2
s

+ τv,0
ρp
ρg

. (24)

Taking the mean load rate given by Eq. (15), we have

τ̃v = τv,0
Ms c

Ms c − ũg . (25)

IV. ASSESSMENT OF THE ANALYTICAL MODEL
Here, we consider the numerical simulation of the interaction

between a shock wave and a gas–particle in the two-phase mixture
as illustrated in Fig. 6. This is a basic configuration commonly used
to study shock wave attenuation particle-laden regions.31 A piston
moving at a speed ug can generate a shock traveling at a velocity V s
(see Appendix A).

FIG. 6. Sketch of the shock and contact surface before (a) and after the interaction
(b); CG: compressed gas, D: droplets.

TABLE I. Post- and pre-shock gas flow characteristics, Ms = 1.1, ρp/ρg = 553.7.

Gas flow parameters Post-shock Pre-shock

ug (m/s) 58.21 0
ρg (kg/m3) 1.21 1.04
pg (bar) 1.25 1.01
Tg (K) 396 370

The simulations are conducted using an in-home compress-
ible Navier–Stokes code named Asphodele, developed in CORIA
laboratory Rouen France.32 The Eulerian–Lagrangian approach is
used with an Unresolved Discrete Particle Model (UDPM). The
space discretization uses a fifth-order WENO (weighted essentially
non-oscillatory) scheme with global Lax–Friedrichs splitting.33 A
third-order Runge–Kutta method is adopted for time marching. The
minimal storage time-advancement scheme34 is used to reconstruct
the Runge–Kutta method for the temporal resolution. The one-
dimensional computational domain L0 = 1 m consists of 1000 points,
with 1000 particles initially defined in each elementary cell.

The analytical model and the numerical results are compared
together in this section. The difference between theoretical and
numerical cloud velocities in the one-way formalism is first studied.
As illustrated in Fig. 6, the shock wave and the contact surface are
initially located at x0 = 0. These characteristics of the gas in the pre-
and the post-shock domain are given in Table I.

The cloud velocity and the gas velocity are studied for particles
with five distinct diameters ranging from nano to micro meters. The
particles have a mass density of ρp = 664.4 kg/m3 at atmospheric
temperature and pressure corresponding to a given gas (here, we
consider cycloheptene C7H16, as an example). Table II gives the
particle diameters and the related equivalent characteristic response
time τp. In what follows, we choose the initial pre-shock proper-
ties as characteristic scales such as ug ,0, τv ,0, and P0. The length of
the calculation domain L0 is chosen as the characteristic scale of the
coordinates.

For very small particles (dp = 10 nm and dp = 1 μm), one can
assume that their velocity increases rapidly toward the gas veloc-
ity and coincides with it. As a consequence, two areas are noted in
Figs. 7(a) and 7(b): the pre-shock area, where both particles and gas
are at rest, and the post-shock area, where the gas and the particles
velocity are equal to ug .

In the case where the particles inertia cannot be neglected,
they progressively accelerate to relax toward the gas velocity.

TABLE II. Diameter of particles and corresponding equivalent characteristic response
time τp.

Droplet diameter dp (μm) Response time τp (μs)

0.01 1.575 10−4

1 1.575
10 157.5
20 630
50 3 937
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FIG. 7. Eulerian cloud velocity within the
one-way formalism. Numerical results
(black circle), theoretical model (red solid
line), and their maximal value (ug) for
different diameters at t = 1.756 ms and
Ms = 1.1, ug ,0 = 58.21 m/s, ρp = 664.4
kg/m3; (a) dp = 10 nm, (b) dp = 1 μm, (c)
dp = 10 μm, and (d) dp = 50 μm.

FIG. 8. Droplet volume fraction in the
one-way formalism. Numerical results
(blue solid line), theoretical model (red
solid line), and maximum (τv ,max /τv ,0)
for different diameters at t = 1.756 ms,
Ms = 1.1, and ρp = 664.4 kg/m3; (a) dp

= 10 nm, (b) dp = 1 μm, (c) dp = 10 μm,
and (d) dp = 50 μm.
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FIG. 9. Comparison between the theoretical model and numerical simulations at
0.2 ms (orange solid line), 0.4 ms (dark blue solid line), 0.6 ms (blue solid line), the-
oretical results (red dashed line); τv ,0 = 5.2 × 10−4, dp = 1 μm, ρp = 664.4 kg/m3,
original contact surface (black dashed line); (a) droplet volume fraction and
(b) droplet velocity evolution.

The time necessary for this relaxation process is τp [see Figs. 7(c)
and 7(d)], which increases with their diameters. A comparison
between analytical and numerical results shows a good agreement
in terms of gas and particle velocities (see Fig. 7).

Figure 8 shows comparisons of the temporal evolutions of the
cloud density τv between the numerical simulations and the analyt-
ical model given by Eq. (21) for particle cloud of different diame-
ters. Different from the continuous solution given by the analytical
model, the numerical results show some oscillatory behavior as a
result of the random repartition of particles in the Lagrangian for-
malism used in the Navier–Stokes code. The mean cloud density is
seen to be close to the analytical prediction, which is limited by the
maximal cloud density obtained by Eq. (21).

The small particles respond immediately to the gas flow [see
Figs. 8(a) and 8(b)], while the larger ones accelerate progressively
[see Figs. 8(c) and 8(d)]. It can be concluded that the relation-
ship established before in a one-way formalism is validated by the
numerical simulations.

The extended two-way theoretical model is studied by com-
parison with the numerical simulations using two-way formalism
as given in Fig. 9. The volume fraction evolution of the particles is
shown in Fig. 9(a) for particles of diameter 1 μm. The maximal value
for the volume fraction increases from 5.2 × 10−4 to 6.08 × 10−4.
Similarly, Fig. 9(b) shows the comparison of particle velocities,
which increases sharply toward a maximal value that is lower than
the initial post-shock gas velocity. The theoretical particle velocity is
slightly smaller than the calculation, which results in a lower estima-
tion of the volume fraction as shown in Fig. 9(a). In fact, Eq. (24) can
only give a global estimation of the real particle velocity. The relative
error of the volume fraction is 2% in the case of 1 μm.

V. NUMERICAL RESULTS
A. One-way vs two-way simulations

In this section, the comparison of numerical results using one-
way and two-way formalisms is given. Figure 10(a) shows the evo-
lution of volume fraction of particles in the computational domain

FIG. 10. Comparison one-way/two-way for different time instants. One-way on
0.2 ms (dark blue dashed line), 0.4 ms (blue dashed line), and 0.6 ms (orange
dashed line) and two-way on 0.2 ms (dark blue solid line), on 0.4 ms (blue solid
line), 0.6 ms (orange solid line); τv ,0 = 5.2 × 10−4, dp = 10 μm, ρp = 103 kg/m3,
original contact surface (black dashed line); (a) droplet volume fraction, (b) gas
pressure, (c) gas velocity, and (d) droplet velocity.

for t = 200–600 μs. It can be seen that the volume fraction of the
particles increases after the passage of the shock. The amplification
of the high volume fraction is around 1.1 times the original volume
fraction. The interface of the pure gas and the particle-laden domain
is pushed downstream of the gas flow. The mass density of particles
takes the value of ρp = 103 kg/m3 in the following simulations.

Figure 10(b) shows the pressure evolution in the computational
domain. Results of the two-way simulations are highlighted by solid
lines, while the corresponding one-way simulations are depicted by
dashed lines. First, as a result of the attenuation effects of particles,
one can notice that the pressure of the post-shock gas is lower than
the one-way coupling. This shows that the strength of the shock
is decreased due to the presence of particles. Second, the reflec-
tion pressure waves are seen only in the two-way simulation. The
maximal value for the post-shock pressure is 1.27 bar located at the
interface of the two domains. Moreover, the reflection pressure wave
propagates at a velocity lower than the original shock wave.

Figure 10(c) shows the evolution of the gas velocity. The one-
way simulation indicates that there is no change in the post-shock
gas velocity, while this quantity is much reduced in the two-way
method, with a maximal velocity of gas smaller than 55 m/s. An
effective change of particle velocity can be seen in Fig. 10(d) for
the two-way simulation. After the passage of the shock, the parti-
cle velocities are smaller in the two-way simulation compared to the
one-way case.
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The comparison indicates that the two-way formalism should
be taken into account to better describe the interaction process
between the shock wave and the particle cloud.

B. Effects of particle response time
It is noted that several characteristics of the cloud such as the

characteristic response time τp and the volume fraction of particle
τv ,0 can have important effects on the interaction mechanism. These
effects are studied numerically in this part.

Figure 11(a) shows the gas velocity evolution after the passage
of the shock wave through the cloud. Different particle sizes are sim-
ulated to elucidate the effect of the response time. The interaction
between the particles and the shock can effectively decelerate the
post-shock gas velocity. For example, the velocity is reduced from
55 m/s to 50 m/s for particles having a diameter of 1 μm and a
volume fraction of τv ,0 = 5.2 × 10−4. The small particles respond
rapidly to the shock wave, and give a piece-wise structure of the gas
properties during the shock–particle interaction. The larger parti-
cles are more difficult to accelerate; thus, they reduce gradually the
gas velocity.

The evolution of the particle volume fraction after the passage
of the shock is given in Fig. 11(b). One can see that the small particles
can give an upper bound of cloud density for the larger ones, which
confirms the statement deduced from Eq. (21) through an analytical
model.

C. Effect of particle volume fraction
The last section concerns the study of the effect of the particle

volume fraction. Figure 12(a) shows the gas velocity evolution for
different particle volume fractions. The reduction of the gas velocity
is much reinforced by the increase in the particle volume fraction.
However, the reflected and the transmitted wave velocities seem to
be independent of the volume fraction. For a very dense cloud, where
τv ,0 = 5 × 10−3, the post-shock gas velocity reduces to zero at 600 μs,
which means that there is no more transmitted pressure wave.

FIG. 11. Evolutions of flow parameters for different particle diameters: dp = 1 μm
(dark blue solid line), dp = 2 μm (dark green solid line), dp = 4 μm (blue solid
line), dp = 6 μm (green solid line), dp = 8 μm (orange solid line), dp = 10 μm
(red solid line); t = 600 μs, τv ,0 = 5.2 × 10−4, Ms = 1.1, ρp = 103 kg/m3, original
contact surface (black dashed line); (a) gas velocity evolution, (b) droplet velocity
evolution.

FIG. 12. Evolutions of flow parameters for different particle volume fractions:
τv ,0 = 5 × 10−5 (dark blue solid line), τv ,0 = 1 × 10−4 (dark green solid line),
τv ,0 = 2 × 10−4 (blue solid line), τv ,0 = 5 × 10−4 (green solid line), τv ,0 = 1 × 10−3

(orange solid line), τv ,0 = 2 × 10−3 (dark orange solid line), τv ,0 = 5 × 10−3 (red
solid line); t = 600 μs, dp = 10 μm, Ms = 1.1, ρp = 103 kg/m3, original contact
surface (black solid line); (a) gas velocity and (b) gas pressure.

Figure 12(b) gives the pressure evolution after the interaction
between a shock and the cloud of diameter dp = 10 μm. One can
notice that the particles of volume fraction τv ,0 = 5 × 10−5 have
less influence on the pressure evolution. A higher volume fraction
τv ,0 = 5 × 10−3 shows an evident pressure increase at the interface
between the pure gas and the particle-laden region. It seems that the
transmitted pressure is completely attenuated at around x = 0.75 m
in this case. The reflection pressure wave can be noted for all particle
volume fractions, and the velocity of the reflected wave seems to be
very close.

The comparison shows that the particle volume fraction can
enhance the reflection pressure value and play an important role in
the attenuation of the transmitted shock.

VI. CONCLUSIONS
An analytical model is developed to study the cloud topology

after the passage of a shock wave in the framework of a one-way
interaction formalism. Special attention is made to the momen-
tum exchange between the shock and particles in order to elucidate
the dynamic aspects of the shock–cloud interaction mechanisms.
The assessment of the model is conducted through a compari-
son with numerical simulations performed using a high accuracy
Navier–Stokes solver.

The extension of the one-way analytical model to the two-way
formulation is proposed and compared to the numerical two-way
simulations. The two-way theoretical model shows less accuracy
than the one-way modeling, but still remains predictable in the scope
of this study.

The necessity of using the two-way formalism in the numer-
ical simulation of the shock–cloud interaction is discussed. Vari-
ous mechanisms such as shock reflection and attenuation can be
observed in the two-way simulations, which are neglected in the
one-way formalism.

Small particles of diameter O(1) μm are more sensitive to the
drag of the post-shock gas and the present piece-wise structures of

Phys. Fluids 32, 023301 (2020); doi: 10.1063/1.5135774 32, 023301-8
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the shock–cloud interaction. An important shock attenuation effect
is noticed for the particle cloud of high volume fractions O(10−3).

More studies can be performed considering the two- or three-
dimensional shock–spray interactions to study the role of the trans-
verse waves on the spray dispersion. The polydispersion of the cloud
particles as well as the secondary breakup of the water spray can
also be included in the simulations to improve the spray dispersion
modeling.
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APPENDIX A: CHARACTERISTICS OF THE PLANAR
SHOCK

A planar shock wave can be generated by a piston as shown
in Fig. 13. The piston starts moving at t = 0 with a velocity Vp,
generating a shock wave with a velocity V s. Two areas are divided
by the shock wave: the post- (1) and the pre-shock area (2). Given
the sound speed in the pre-shock area, c2, one can obtain the piston
velocity, Vp, by the following relation:

2
γ + 1

M2
s − 1
Ms

= Vp

c2
; Vs =Ms c2. (A1)

The post-shock gaseous flow is assumed to have the same veloc-
ity as that of the piston. Analytical solutions are available for the
relationship of the pre- and post-shock thermodynamic quantities,35

p1

p0
= Γ1(Ms, γ), T1

T0
= Γ1(Ms, γ)Γ2(Ms, γ)

M2
s

,
ρ1

ρ0
= p1

p0

T0

T1
, (A2)

where

Γ1(Ms, γ) = 2
γ + 1

(γM2
s − γ − 1

2
), Γ2(Ms, γ) = 2

γ + 1
(1 +

γ − 1
2

M2
s).

(A3)

APPENDIX B: RESOLUTION OF EQ. (8)
Equation (8) has the form

t′(Ms c − ug) = ugτp(exp(− t′
τp
) − 1) + Ms ct − x, (B1)

FIG. 13. Shock wave generation in a piston tube.

which can be written, by the arrangement of terms, as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
t′
τp
− Ms c t − x − ugτp

τp(Ms c − ug)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
α

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
exp

⎛⎜⎜⎜⎜⎝

α³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
t′
τp
− Ms c t − x − ugτp

τp(Ms c − ug)
⎞⎟⎟⎟⎟⎠

= ug
Ms c − ug exp(−Ms c t − x − ugτp

τp(Ms c − ug) )´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
β

. (B2)

The previous equation can also be written as α exp(α) = β.
We obtain, thanks to the W Lambert function,30 α = W(β). As a
consequence, one can obtain

t′ = τpW[ ug
Ms c − ug exp(−Ms c t − x − ugτp

τp(Ms c − ug) )] +
Ms c t − x − ugτp

Ms c − ug .

(B3)
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CHAPTER 4. SPRAY-SHOCK INTERACTION

Section 2: A new formulation of spray dispersion model for particle/droplet-laden
flows subjected to shock waves (submitted)

Highlights:

• A novel reduced-order modeling (ROM) strategy is proposed for the prediction of the post-shock
gas properties and the spray dispersion topology.

• Validation of the ROM methodology using available high-fidelity numerical simulations.

• A necessary condition is found to explain the presence of a spray droplets number density peak.

• Two regimes of shock-waves reflection are identified and analyzed.

• The ROM strategy is used for large-scale applications as to guide the physical modeling and to
validate the fully numerical strategies.
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A new formulation of a spray dispersion model
for particle/droplet-laden flows subjected to

shock waves

G. Gai1,2, O. Thomine1, S. Kudriakov1 and A. Hadjadj2,†

1DES-DM2S-STMF, CEA, Université Paris-Saclay, Paris, France
2CORIA, UMR-6614, CNRS, INSA, University of Normandy, 76000 Rouen, France

(Received 10 October 2019; revised 14 August 2020; accepted 25 August 2020)

A new analytical model is derived based on physical concepts and conservation laws, in
order to evaluate the post-shock gas velocity, the gas density and the spray dispersion
topology during the interaction of a shock wave and a water spray in a one-dimensional
configuration. The model is validated against numerical simulations over a wide range
of incident Mach numbers Ms and particle volume fractions τv,0. Two regimes of shock
reflection have been identified depending on Ms, where the reflected pressure expansion
propagates either opposite to the incident shock-wave direction for weak incident Mach
numbers or along with it for strong Mach numbers. The numerical simulations reveal
the presence of a particle number-density peak for Ms > 2 and with particle diameters
of the order of O(10) μm. The formation of the number-density peak is discussed and a
necessary condition for its existence is proposed for the first time.

Key words: gas dynamics, shock waves, particle/fluid flow

1. Introduction

High-pressure blast waves are present and important in many natural and industrial
processes, such as rocket propulsion systems, aerial boosters and explosions. Particularly
important for current industrial safety issues, the accidental initiation of shock waves,
such as hydrogen explosions in a confinement building, can lead to a potential hazard
due to devastating effects on human lives and subsequent damage to the integrity of
buildings. For safer engineering applications, several shock- and blast-wave mitigation
techniques are proposed. A water spray system is one of the possible techniques used
inside industrial buildings or on offshore facilities to preserve the containment integrity in
case of severe accidents (Foissac et al. 2011). The mitigation effects of a spray system
are directly dependent on the spray dispersion topology, which can be much affected
by the shock-wave propagation. The interaction between spray and shock wave is also
important in reacting flows, such as in internal combustion engine systems, where the
combustion properties are much affected by the liquid fuels. As reported by Gelfand
(1996), compression waves can, under some circumstances, coalesce and generate shock
waves in two-phase reactive flows.

† Email address for correspondence: abdellah.hadjadj@insa-rouen.fr
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In the past, there have been many theoretical and experimental studies investigating
the physics of the interaction of droplets or solid particles/obstacles with shock waves
(Carrier 1958; Rudinger 1964; Olim et al. 1990; Geng et al. 1994; Chaudhuri et al. 2012,
2013; Balakrishnan & Bellan 2017; Mouronval et al. 2019; Gai et al. 2020). Commonly, the
particles are assumed to be at rest before they meet the shock at a given velocity. In terms
of flow dynamics and after the passage of the shock, the shocked gas induces high-velocity
flow, which accelerates the particles. On the other hand, the particles decelerate the
post-shock gas and thus attenuate the shock intensity (Jourdan et al. 2010, 2015; Britan
et al. 2013; Del Prete et al. 2013). In the case of a water spray and for high gas velocity,
a secondary liquid droplet atomization may be encountered under certain flow conditions
(e.g. Weber number We > 12), which leads to the formation of a fine droplet spray that
enhances shock energy dissipation (Pilch & Erdman 1987; Gelfand 1996; Guildenbecher,
Lopez-Rivera & Sojka 2009). The role of atomization processes is thus to increase the
transfer surface (Yeom & Chang 2012) and to intensify the heat (evaporation) as well as the
mass transfer. These transfer processes largely affect the thermal equilibrium conditions
of the post-shock gas (Kersey, Loth & Lankford 2010) and may change the topology of the
cloud dispersion, leading to shock-wave mitigation and/or a flame extinction in the case of
reacting flows (Thomas 2000; Gai et al. 2019).

The physical mechanism of shock–droplets interaction is yet to be elucidated both
quantitatively and qualitatively by means of well-conducted experiments and/or numerical
modelling for low- and high-Mach-number regimes (Sugiyama et al. 2019). Considering
the complexity of droplet deformation, evaporation and the breakup mechanisms, rigid
particles are easier to handle from the experimental viewpoint and simpler to model from
the numerical side. The basic concept of the interactions between a shock wave and a
single particle or an array of particles has been much discussed in the recent literature
(Ling, Haselbacher & Balachandar 2011; Mehta et al. 2016; Dahal & McFarland 2017),
where the effects of particles on the gas flow are weak. Dense particles or droplet curtains
have also been investigated (Wagner et al. 2012; Theofanous, Mitkin & Chang 2016) in
which the collision between the particles becomes important.

In this study, we focus on the problem of shock waves interacting with particles having a
volume fraction of the order of O(10−4–10−3), which are typical values for the sprays found
in industry. According to Elghobashi (2006), a two-way formalism, which accounts for the
mutual interaction between the gas flow and the droplets, can be used in such a case to
describe the shock–spray interaction, meaning that the deceleration effects of the particles
on the gas flow have to be taken into account, while the collisions between particles can
be neglected.

From a practical point of view, concerning the modelling of an industrial building,
the current existing numerical simulations cannot be applied directly as a result of high
computational expense, especially for the simulation of high-Reynolds-number flows.
By the necessity to develop a simple model, this paper presents a new methodology
for modelling a shock wave propagating into spray droplets. The objective is twofold:
(i) developing a reduced-order model of spray dispersion in the presence of shock waves
taking into account the two-way interaction; and (ii) better understanding the different
regimes of reflected pressure waves for both weak- and strong-Mach-number cases. From
the highly resolved numerical simulation results, several fundamental hypotheses can
be deduced for the shock–spray interaction. The reduced-order model is established
by conservation laws, then validated through numerical simulations. The formation of
the compressed gas zone is particularly discussed and a number-density peak of cloud
particles is predicted, which is also seen in the highly resolved numerical simulations.
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2. Modelling assumptions

In general, the following assumptions and simplifications are made in the numerical
simulations: (i) The gas is considered as inviscid and obeys the perfect-gas law, and the
fluid viscosity and conductivity are neglected except in the interaction with the particles.
(ii) The particles are considered as inert, spherical, rigid and of uniform diameter, with
constant heat capacity and a uniform temperature distribution. (iii) The volume fraction
of the particles is taken to be small so that collisions between particles can be neglected,
while the two-way shock–particles interaction is considered (Elghobashi 2006). (iv) Only
the viscous drag forces are supposed to act on the particles. The particle-to-gas density
ratio is assumed to be of the order of O(103), the Basset force can be neglected (Thomine
2011) and we assume that the particles do not spin (the Magnus force is neglected). Gravity
is at least one order of magnitude smaller than the drag force for the range of parameters in
this study, and therefore it is neglected. (v) Heat transfer between gas and particles is not
considered at present for the dilute, homogeneous cloud of particles (Theofanous, Mitkin
& Chang 2018). (vi) Finally, the turbulent fluctuations of the solid particles are neglected
in the one-dimensional configuration.

3. Governing equations

The structure of the shock–spray interaction is elucidated through direct numerical
simulations carried out with a Navier–Stokes solver, named Asphodele, developed
in CORIA Rouen to simulate two-phase dispersed fluid flows (Thomine 2011). The
Eulerian–Lagrangian approach is used with an unresolved discrete particle model
(UDPM), which relies on a larger computation cell with regard to the particle sizes and
uses a drag force model to describe the gas–particle interactions. The space discretization
uses a fifth-order weighted essentially non-oscillatory (WENO) scheme of Jiang &
Shu (1996) with a global Lax–Friedrichs splitting, and the time resolution employs a
third-order Runge–Kutta method, with a minimal storage time-advancement scheme of
Wray (1991).

In the Eulerian–Lagrangian frame, the mass, momentum and energy equations for the
carrier gas phase can be written as:

∂ρg

∂t
+ ∂

∂x
(ρgug) = 0, (3.1)

∂

∂t
(ρgug) + ∂

∂x
(ρgu2

g + p) = −f D, (3.2)

∂

∂t
(ρgEg) + ∂

∂x
(ρgHgug) = −ug f D, (3.3)

with

f D = 3
4D

CDτvρg|ug − vp|(ug − vp), (3.4)

where the subscripts g and p represent the gas and particle phases, τv denotes the particle
volume fraction, Hg is the specific total enthalpy of air, u and v represent the air and
particle velocities, CD is the drag coefficient defined as

CD = 24
Rep

(1 + 0.15Re0.687
p ) with Rep = ρg|ug − vp|D

μg
, (3.5)
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Rep is the particle Reynolds number, μg is the dynamic viscosity of the gas and D is the
diameter of the particles.

For a solid particle, the general motion equation gives

mp
dV(t)

dt
= F D = πD3

6τv

f D, (3.6)

where mp = πρpD3/6 is the particle mass, ρp is the particle density and F D is the drag
force on the particle.

Conventionally, the unsteady terms of the gas–particle interaction, such as the
added-mass effect and unsteady viscous force, are neglected for the conditions addressed,
as a result of the high particle–gas density ratio ρp/ρf = O(103) and the low particle
volume fraction τv,0 = O(10−4) in the highly dilute homogeneous gas-cloud system (Ling,
Parmar & Balachandar 2013; Theofanous & Chang 2017). In this study, we mainly focus
on the dynamic aspect of the shock–particle interaction. The heat transfer between the
particle cloud and the gas flow may indirectly influence the gas and particle motion.
However, this effect is considered to be of secondary importance for the development of
the one-dimensional analytical model (Ling et al. 2012). The drag law is reported to yield
good agreements with the dispersive behaviour found in experiments of one-dimensional
shock–particle cloud interactions (Theofanous et al. 2018). The turbulent dispersion of the
particle cloud is not considered during the shock passage.

4. Interaction mechanism

In this study, we consider the problem of the interaction between a planar shock wave
and a gas–particle two-phase mixture, as illustrated in figure 1(a). This test problem
represents one of the basic configurations commonly used to study shock-wave attenuation
in multiphase flows (Chang & Kailasanath 2003). A wave travelling at velocity Vs in a
shock tube of constant cross-sectional area is generated by a piston moving at a speed
ug,1. After the passage of the wave, four states can be distinguished: (1) the pure gas,
(2) the compressed gas, (3) the post-shock gas–particle mixture and (4) the pre-shock
gas–particle mixture. Let Ms = Vs/c0 (with c0 being the speed of sound in the unshocked
gas region) denote the incident shock Mach number. For a low-velocity impact, i.e.
weak Mach number (Ms < 2), the incident shock generates a transmitted wave and a
reflected left-running pressure wave with respect to the incident shock (see figure 1b). The
gas–particle contact surface moves with the transmitted shock at velocity Vi. For stronger
incident Mach number, the reflected pressure expansion is seen to propagate along the
original shock-propagation direction as shown in figure 1(c).

Space–time diagrams are plotted for the two different regimes of shock reflection, as
seen in figures 2(a) and 2(b). The propagation direction of the pressure expansion is closely
related to the properties of the compressed gas region. For simplicity, the properties are
denoted with the indices of the corresponding area as presented in figure 1. The spherical
particles are assumed to have a volume fraction of τv,0 = Vp/(Vp + Vg) = 5.2 × 10−4,
where Vp and Vg are the volume of particles and the volume of gas, respectively.

Particles with a mean diameter of 1 μm are used in the numerical simulations to
investigate the shock–spray interaction mechanism, since they have a small characteristic
response time τp. Figure 3 gives a space distribution of gas density ρg (figure 3a)
and velocity ug (figure 3b) at a given time. One can identify the different zones
of the interaction as well as the two regimes of shock reflection for weak- and
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Contact surface

Contact surface

Gas+particles

Shock front

ug,1

ug,1

ug,1

Vs

Vr

Vr

Vi

Vi

Vs

Vs

(1)

(1)

(1)

(2)

(2)

(3)

(3)

(4)

(4)

(0) (4)
x

x

x

Compressed gas

Reflected pressure wave Transmitted shock front

CG+P

(a)

(b)

(c)

FIGURE 1. Sketch of the two regimes of shock–particle cloud interaction: (a) initial
configuration; (b) weak Mach number Ms < 2; and (c) strong Mach number Ms > 2. Here CG =
compressed gas, and P = particles.
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(a) (b)

FIGURE 2. Space–time diagrams of shock–particles interaction for numerical simulations
at two different Mach numbers: (a) Ms = 1.1 and (b) Ms = 4.0. Curves: transmitted wave
(blue-green dot-dashed); reflected wave (blue dotted); particle interface (red solid); and initial
particle interface (orange dashed).

strong-Mach-number cases as described in figure 1. In what follows we will derive
the relationships between pressure, gas density and velocity. These observations will
contribute to the development of the reduced-order modelling approach.

4.1. Pressure and density relationships in the compressed gas
To better represent the quantities in different zones, the gas density and velocity evolutions
in figures 3(a) and 3(b) are sketched in figure 4. The evolutions of the particle volume
fraction and the particle mean density are shown in figures 3(c) and 3(d). As illustrated in
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FIGURE 3. Evolution of (a) gas mass density ρg, (b) gas velocity ug, (c) particle volume
fraction τv and (d) particle mean velocity vp for numerical simulations, at t = 300 μs, D = 1 μm
and τv,0 = 5.2 × 10−4, for different Mach numbers. Curves: Ms = 1.5 (blue-green); Ms = 2.0
(blue); Ms = 2.5 (red); and original gas–particle contact surface (black dashed).

figure 1(b) and (c), after the interaction of the shock with the gas–particle contact surface,
a compressed gas zone (2) is generated. From a modelling point of view, it is important
to derive relationships between the pure gas zone (1) and the compressed gas zone (2), as
follows:

pg,1 < pg,2, ρg,1 < ρg,2, ug,1 > ug,2. (4.1a–c)

Similarly, between the compressed gas zone (2) and the post-shock gas–particle mixture
(3), one has the following:

pg,2 = pg,3, ρg,2 > ρg,3 ug,2 = ug,3. (4.2a–c)

With regard to the gas density distribution, and as depicted in figure 4(a), the gas density
inside the post-shock gas–particle mixture ρg,3 might be higher than, lower than or equal
to the density of the pure gas zone ρg,1. One can use ρg,3l, ρg,3c and ρg,3r to denote the
three different cases. The numerical results show that, when one has ρg,1 < ρg,3l (for
weak Ms), the reflected pressure expansion tends to propagate towards the x− direction,
while if ρg,1 > ρg,3r (for strong Ms), the pressure expansion propagates inversely for most
numerical simulations.
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ρ
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x
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ug,4
x

(a) (b)

FIGURE 4. Sketch of gas properties after the shock–particle cloud interaction: (a) density and
(b) gas velocity evolutions.
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2
/
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1

FIGURE 5. Velocity ratio ug,2/ug,1 over a wide range of incident shock Mach numbers, for
D = 1 μm and: τv,0 = 5.2 × 10−5 (green), τv,0 = 5.2 × 10−4 (blue) and τv,0 = 5.2 × 10−3

(blue-green).

The gas velocity evolution, described in figure 4(b), indicates that, during the
interaction, one always has ug,1 > ug,2, ug,2 = ug,3 and ug,3 > ug,4 = 0. It is interesting to
note that, for a wide range of particle volume fractions (τv,0 ≈ O(10−5–10−3)), the velocity
ratio in the pure and in the compressed gas regions is almost constant over a wide range of
Mach numbers (1 < Ms < 4) (see figure 5). We assume therefore that

ug,2

ug,1
≈ f (τv,0), (4.3)

where τv,0 is the initial particle volume fraction, which is considered to be the main factor
influencing the variation of ug,2/ug,1. Equations (4.1a–c) to (4.3) are considered as the
fundamental hypothesis of the reduced-order modelling.

5. Reduced-order modelling

For practical applications, the development of a reduced-order model that takes into
consideration the two-way shock–spray interaction is given in this section. The rationality
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905 A24-8 G. Gai, O. Thomine, S. Kudriakov and A. Hadjadj

of the above-mentioned hypotheses is discussed and the validation of the model is carried
out with the Navier–Stokes (NS) code.

Mass conservation through the interface between the pure gas (1) and the compressed
gas (2) gives ∫ x2

x1

(
∂ρg

∂t

)
dx = ρg,1ug,1 − ρg,2ug,2, (5.1)

where the integral expression on the left-hand side provides the direction of the pressure
expansion. The pressure wave propagates towards the x+ direction if the integral is
negative and vice versa. Thus the quantity (ρg,1ug,1 − ρg,2ug,2) can be used as a criterion
for the identification of the reflection regime of the pressure wave. This criterion is valid
for cases corresponding to the initial configuration given in figure 1(a).

The properties of the pure gas zone (1) can be obtained analytically (White 2011):

2
γ + 1

M2
s − 1
Ms

= ug,1

c0
, (5.2)

p1

p0
= F1(Ms, γ ),

T1

T0
= F1(Ms, γ )F2(Ms, γ )

M2
s

,
ρ1

ρ0
= p1

p0

T0

T1
, (5.3a–c)

where

F1(Ms, γ ) = 2
γ + 1

(
γ M2

s − γ − 1
2

)
, F2(Ms, γ ) = 2

γ + 1

(
1 + γ − 1

2
M2

s

)
.

(5.4a,b)

Note that the gas properties in the gas–particle mixture (4) are identical to those of the
pre-shock pure gas area (0). Meanwhile, the gas properties in zones (2) and (3) need to be
estimated properly.

5.1. Velocity of the compressed gas
It is noted from various numerical simulations that, for weak initial Mach numbers, the
reflected pressure expansion has the velocity of the sound speed in zone (1). Here we
consider the particular case where ρg,1 = ρg,3c, as illustrated in figure 4(a). In this case,
the interface between zone (1) and zone (2) remains stationary in the laboratory frame,
which can be characterized by ug,1 = c1 = √

γ p1/ρg,1, with c1 being the sound speed in
zone (1). Using the gas properties across the shock wave (White 2011), one can deduce
that

c0
2

γ + 1
M2

s − 1
Ms

=
√

γ p1

ρg,1
, (5.5)

which can be simplified to

(M2
s − 1)2 =

(
γ + 1

2

)2

F1(Ms, γ )F2(Ms, γ ). (5.6)

The Mach number that satisfies (5.6) is known as the critical Mach number, and is
Ms,cr = 2.0 for a monatomic ideal gas (γ = 7/5). The results of figure 3(a) show that
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Spray dispersion model for flows subjected to shock 905 A24-9

ρg,3 = ρg,1 and ug,3 = ug,2 when Ms = Ms,cr. The conservation of kinetic energy before
and after the passage of the shock gives

ρg,1u2
g,1 = τv,0ρpu2

g,3 + (1 − τv,0)ρg,3u2
g,3, (5.7)

where ug,3 is the velocity of the shocked gas in the gas–particle mixture and ρp is the mass
density of the particles. By combining (4.3) and (5.7), the estimate of ug,2 can be obtained
for a given τv,0 as

ug,2

ug,1
≈

(
ug,2

ug,1

)
cr

=
√√√√√

1

1 − τv,0 + τv,0
ρp

ρg,1

. (5.8)

5.2. Density of the compressed gas
To estimate the density of the compressed gas ρg,2, one can assume that the pressure wave
reflection process obeys an isentropic expansion. The isentropic hypothesis is discussed in
appendix A. The conservation of momentum leads to

ρg,2u2
g,2 + p1

(
ρg,2

ρg,1

)γ

= ρg,1u2
g,1 + p1. (5.9)

For a given estimated ug,2, the solution of (5.9) can provide an estimate of ρg,2. A
Newton–Raphson method is used to solve (5.9).

The estimate of ρg,2 can also contribute to the evaluation of the intensity of the pressure
expansion. Moreover, knowing the two properties of the flow, ug,2 and ρg,2, one can easily
predict the propagation direction of the pressure expansion after the interaction of the
shock with the spray by using the criterion given by (5.1).

5.3. Spray dispersion
Equation (5.7) can also be applied to estimate the particle dispersion in the post-shock
gas–particle mixture (3). Figure 6 shows the configuration in the proximity of the
transmitted shock inside the gas–particle zone in the shock-attached frame, where the
properties across the transmitted shock wave are depicted in figure 6. One knows that

p3 = p2, ug,3 = ug,2, ug,4 = 0, (5.10a–c)

where ug,3 and ug,2 are estimated quantities. Thus, the conservation of mass across the
shock wave gives

ρg,3(Vs − ug,2) = ρg,4Vs. (5.11)

Taking into account the initial volume fraction τv,0 of particles, the conservation of
momentum gives

p2 + ρg,3(1 − τv)(Vs − ug,2)
2 + ρpτv(Vs − ug,2)

2 = p4 + ρg,4(1 − τv,0)V2
s + ρpτv,0V2

s ,
(5.12)

where τv is the volume fraction of the particles in the post-shock region (3). Before
the shock passage, the initial cloud length is Vst and becomes (Vs − ug,2)t afterwards.
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Tg,3

Vs – ug,3 Vs – ug,4

Pg,3

ρg,3

CG+P G+P

(3)

Tg,4

Pg,4

ρg,4(4)
x

Transmitted shock front

FIGURE 6. Sketch of the shock front transmitted into the gas–particle zone in the
shock-attached frame. Here CG = compressed gas, P = particles, and G = unshocked gas.

Therefore, the post-shock volume fraction of the particles τv can be linked to the pre-shock
volume fraction τv,0 through

τv = τv,0
Vs

Vs − ug,2
. (5.13)

By combining (5.11)–(5.13), one can deduce an analytical expression for the velocity of
the transmitted shock wave Vs:

Vs = p2 − p4

(ρg,4 + ρpτv,0)ug,2
. (5.14)

Knowing Vs, the volume fraction of the particles in region (3) can be calculated by (5.13).

5.4. Assessment of the reduced-order model
From the above discussion, the modelling is achieved for ug,2, ρg,2, p2 and τv, for a
given initial volume fraction τv,0 and incident Mach number Ms. The estimates of ρg,2
and τv rely especially on the accuracy of ug,2. However, the post-shock maximal particle
volume fraction has similar values for particles of different diameters. The maximal
volume fractions of small particles can provide guideline values for the larger ones. The
assessment of the proposed model, especially for the estimation of ug,2, ρg,2 and τv, is
achieved through a direct comparison with the results from the NS solver.

Taking an example of the initial particle volume fraction τv,0 = 5.2 × 10−4, in critical
conditions, in which ρg,3c = ρg,1, the velocity ratio calculated by the NS code is ug,2/ug,1 =
0.9, and (5.7) gives a ratio of 0.93. If the gas velocity ug,2 in the compressed zone is
correctly estimated, the model evaluations for ρg,2 and p2 are in good agreement with the
numerical simulations, as shown in figure 7(a–d). For τv,0 = 5.2 × 10−4 and Ms = 2.0, the
density estimated by (5.9) is ρg,2 = 3.4 kg m−3, and the value calculated by the NS code
is ρg,2 = 3.44 kg m−3.

For the ratio of the particle volume fraction τv/τv,0, using (5.13), one can have higher
relative differences compared to the numerical simulation, since the estimation of this ratio
is based on the modelling of both ug,2 and ρg,2. In the case where these two parameters
have a relative difference of 5 %, one may have a relative difference of 28 % for τv/τv,0 as
a result of the difference accumulation, as shown in figure 7(d).

The analytical model is assessed in this study by the NS solver for the interaction
between supersonic flows of Mach number Ms = 1.1–4 and a particle cloud of volume
fraction τv,0 = 10−5–10−3 and of particle diameters D = 1–10 μm. For shock waves of
Mach number higher than Ms = 5, the heat transfer induced by the hypersonic shock
should be considered. The present model can be applied to solid particles or liquid droplets
having relatively high surface tension values. For higher volume fraction τv,0 > 10−3 of
particle clouds, the interactions among the particles become important, such as particle
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FIGURE 7. Evolution of different flow properties as a function of Ms: (a) gas velocity, (b)
gas density, (c) gas pressure and (d) particle volume fraction. Simulation using NS code:
τv,0 = 5.2 × 10−3 (yellow dot-dashed); τv,0 = 5.2 × 10−4 (red dashed); and τv,0 = 5.2 × 10−5

(blue-green dotted). Current model: τv,0 = 5.2 × 10−3 (inverted triangles); τv,0 = 5.2 × 10−4

(circles); and τv,0 = 5.2 × 10−5 (triangles).

collision and coalescence of droplets, as noted by Elghobashi (1994). For water droplets
of diameter larger than D > 10 μm, the breakup of the droplets in high-velocity gas flow
becomes important. Particles of diameter O(10 μm) can be regarded as stable fragments
of larger droplets according to Pilch & Erdman (1987).

5.5. Influence of the particle response time τp

The particle response time scale τp is defined to describe the response ability of the
particles to the carrier flow movement, which can have a simple expression:

τp = ρpD2

18μg

1
Φ(Rep)

, Φ(Rep) = 1.0 + 0.15Re0.687
p . (5.15a,b)

Here ρp is the mass density of the particles, D is the diameter of the particles, μg is the
dynamic viscosity of air, and Rep is the particle Reynolds number.

Let us consider a shock wave of Ms = 1.1 interacting with a cloud of particles. The
influence of the particle response time on resulting flow evolution is shown in figure 8 at
t = 600 μs after the start of the interaction.

Figure 8(a) shows the evolution of the particle volume fractions for different particle
diameters varying from 1 μm to 10 μm, with particle response time varying from 2.3 ×
10−6 s to 1.1 × 10−4 s. For a given particle diameter, the particle volume fraction increases
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FIGURE 8. Evolution with distance of normalized (a) particle volume fraction, (b) gas
pressure, (c) gas velocity and (d) particle velocity, at t = 600 μs, Ms = 1.1, τv,0 = 5.2 × 10−4,
p0 = 1.013 bar and ug,0 = 55.19 m s−1, for different particle diameters. Curves: D = 1 μm,
τp = 2.3 μs (dark blue); D = 2 μm, τp = 7.7 μs (blue-green); D = 4 μm, τp = 25 μs (blue);
D = 6 μm, τp = 49 μs (green); D = 8 μm, τp = 78 μs (orange); D = 10 μm, τp = 0.1 ms (red);
and original gas–particle contact surface (black dashed).

after the passage of the shock. The smaller particles respond faster than the larger ones.
Thus, the gas–particle contact surface moves faster for the smaller particles.

Figure 8(b) shows the pressure evolution for different particle diameters. When the
shock reaches the gas–particle contact surface, the pressure increases, generating two
pressure waves in opposite directions: transmitted and reflected waves. The reflected wave
is slower than the transmitted one. The attenuation effect of the small particles on the shock
velocity is more evident. The velocity of the reflected pressure wave does not depend on
the particle diameter.

The gas velocity evolution for the passage of a shock wave through a cloud of particles
is depicted in figure 8(c). The small particles respond rapidly to the shock wave and the
gas velocity is reduced immediately after the shock passage. The larger particles are more
difficult to accelerate as a result of high inertia, as one can see in figure 8(d), showing the
evolution of the particles after the passage of a shock wave.

From figure 8, the general conclusion that can be drawn is that the particles of larger
diameter have a stronger attenuation effect on the transmitted shock wave as well as on
the reflected pressure wave profiles. The opposite is true for the transmitted shock-wave
velocity, i.e. the smaller the particles are, the slower the corresponding shock wave is.
The interesting fact is that the velocity of the reflected pressure wave does not depend on
the particle diameter. Moreover, analyses of the computed results show that the entropy
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FIGURE 9. Evolution with distance of normalized (a) pressure p and (b) gas velocity ug,
at t = 600 μs, Ms = 1.1, D = 10 μm, p0 = 1.013 bar and ug,0 = 55.19 m s−1, for different
particle volume fractions. Curves: τv,0 = 5 × 10−5 (dark blue); τv,0 = 1 × 10−4 (blue-green);
τv,0 = 2 × 10−4 (blue); τv,0 = 5 × 10−4 (green); τv,0 = 1 × 10−3 (orange); τv,0 = 2 × 10−3

(orange-red); τv,0 = 5 × 10−3 (red); and original gas–particle contact surface (black dashed).

measure, i.e. P/ργ , is nearly constant across the reflected wave. This property is used in
the reduced-order modelling.

5.6. Effects of the particle volume fraction
In this section, the effects of the initial particle volume fraction τv,0 are investigated.
Particles of diameter 10 μm are used with volume fractions varying from 5 × 10−5 to
5 × 10−3.

Figure 9(a) gives the pressure evolutions after the shock passage. The particles of
volume fraction τv,0 = 5 × 10−5 have a very small influence on the pressure evolution.
A high volume fraction τv,0 = 5 × 10−3 seems to totally attenuate the transmitted shock
at around x = 0.7 m. The reflected pressure wave can be noted for all particle volume
fractions. The comparison shows that a high particle volume fraction can increase the
reflected pressure magnitude and attenuate the transmitted shock wave. Moreover, the
reflected shock waves have similar velocities for different volume fractions. The gas
velocity evolutions for different particle volume fractions are presented in figure 9(b).
The reduction of the gas velocity is much reinforced by the increase of the particle volume
fraction.

6. Particle number-density peak

In this section, we discuss the formation mechanism of the compressed gas zone (2),
which leads to a particle number-density peak, when some necessary conditions are met.
This number-density peak can dramatically change the spray dispersion topology.

6.1. Formation of the compressed gas zone
As illustrated in figure 1(a), initially the gas–particle contact surface separates the pure
gas (1) from the gas–particle zone (4). After the passage of the shock, the pure gas zone
(1) interacts directly with the post-shock gas–particle zone (3), before the formation of the
compressed gas zone (2), where no reflected pressure expansion exists (see figure 10a).

In order to simplify the analysis, one can locate the origin of the coordinates at the
gas–particle contact surface as illustrated in figure 10(b). Denoting the velocity of the
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Vi Vs

x

x

Contact surface

Contact surface

Transmitted shock front

Shocked gas Gas+particles

G+P

(4)

(3)

(3)(1)
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(1)

Tg,1

Pg,1
ρg,1

ug,1 – Vi

Tg,3

Pg,3
ρg,3

ug,3 – Vi

(a)

(b)

FIGURE 10. Sketch of the shock and gas–particle contact surface during the particle
acceleration period. (a) Global acceleration configuration. (b) Local acceleration configuration
in the proximity of the contact surface in the interface-attached frame. The red zone denotes the
creation of the compressed gas. Here SG = shocked gas, G = gas, and P = particles.

contact surface as Vi, the gas velocity of the upstream flow is (ug,1 − Vi). Similarly, the
post-shock gas velocity in zone (3) can be expressed as (ug,3 − Vi). Mass conservation
across the contact surface gives

ρg,1(ug,1 − Vi) = ρg,3(ug,3 − Vi). (6.1)

Assuming that the gas velocity before the first particle ug is constant, we have the
interface velocity Vi(t) = ug,1[1 − exp(−t/τp)], where τp is the particle response time.

The gas velocity in zone (3) can be estimated from the momentum conservation equation
at point x0:

du(x0, t)
dt

= − mp

ρgVg

dVi

dt
= −τv,0

ρp

ρg

dVi

dt
. (6.2)

For the simplicity of the analysis, we assume that the particle response time with nonlinear
correction term defined in (5.15a,b) remains constant during the particle acceleration
process. Thus, one has

dVi

dt
= 1

τp
(u(x0, t) − Vi(x0, t)). (6.3)

The gas velocity before the first particle is assumed to be constant, u(x0, t) = ug,1.
Considering that the gas properties around the contact particles are similar to those in
the upstream flow ρg = ρg,1, one has

du
dt

= −τv,0

τp

ρp

ρg,1
ug,1 exp

(
− t

τp

)
. (6.4)

Knowing that u = ug,1 at t = 0, the gas velocity of zone (3) can be obtained:

ug,3(t) = ug,1 + τv,0ρp

ρg,1
ug,1

[
exp

(
− t

τp

)
− 1

]
. (6.5)
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FIGURE 11. Amplification factor Aρ for two different incident Mach numbers: (a) Ms = 1.1,
τp = 0.1 ms with D = 10 μm and τv,0 = 5.2 × 10−4; and (b) Ms = 4.0, τp = 21 μs with D =
10 μm and τv,0 = 5.2 × 10−4.

By combining (6.5) and (6.1), one has

ρg,3(t)
ρg,1

= Aρ = 1

1 + τv,0ρp

ρg,1
− τv,0ρp

ρg,1
exp

(
t
τp

) . (6.6)

The right-hand side of (6.6) can be seen as an amplification factor Aρ of the gas density
due to the deceleration of the gas flow in the presence of particles. This factor is plotted as
a function of the normalized time in figure 11.

With the assumption that the upstream gas density ρg,1 and velocity ug,1 are constant
during the acceleration process and to ensure the conservation of mass across the
gas–particle contact surface, the density of the gas might diverge to a very high value,
as well as the gas pressure inside the gas–particle zone (3) (see figure 11). This is the
reason why a compressed gas in zone (2) is created aside from the gas–particle contact
surface in the pure gas region (1).

6.2. Necessary condition for the density peak
Before the formation of the compressed gas zone, the post-shock gas density can increase
up to a very high value at tc when

1 + τv,0ρp

ρg,1
− τv,0ρp

ρg,1
exp

(
tc

τp

)
= 0. (6.7)

One can see that the gas velocity in the gas–particle zone (3) decreases from ug,1 to a
lower value during the time interval [0, tc]. A negative gas velocity gradient leads to
a negative particle velocity gradient, which forms the number-density peak of particles
inside the gas–particle zone (3), if this negative gradient exists for a long enough time in
the gas–particle mixture.

However, if one has tc ≈ O(τp), the compressed gas zone is created immediately when
the shock reaches the gas–particle contact surface. In this case, the particle number-density
peak cannot be obtained. For example, when D = 10 μm, Ms = 1.1, no number-density
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FIGURE 12. Evolution of (a) particle volume fraction τv , (b) gas mass density ρg, (c) gas
velocity ug and (d) particle mean velocity vp, at t = 300 μs, D = 10 μm and τv,0 = 5.2 × 10−4,
for different Mach numbers. Curves: Ms = 1.1 (dark blue long dashed); Ms = 1.5 (blue-green
dashed); Ms = 2.0 (blue dot-dashed); Ms = 2.5 (green long/short dashed); Ms = 3.0 (yellow
dotted); Ms = 4.0 (red solid); and original gas–particle contact surface (black dashed).

peak can be seen in figure 11(a). The condition tc � τp seems to be necessary for the
appearance of the number-density peak, since only in this case can the negative velocity
gradient be obtained for a long enough period inside the gas–particle zone (3).

The amplitude of the number-density peak is related to two factors: the residence time
of the negative gas velocity gradient tc, and the amplitude of the density change, which can
be determined by both the particle cloud and the shock-wave intensity. In other words, this
phenomenon is associated with the deceleration capacity of the particles characterized by
τp and τv,0 as well as the incident Mach number Ms.

The prediction of the number-density peak is confirmed by the numerical simulations
and presented in figure 12(a). For a given volume fraction τv,0 = 5.2 × 10−4, particles
of diameter D = 10 μm give a number-density peak after the passage of a shock wave
of Mach number Ms = 4.0 (tc � τp). It is seen that the density peak increases with the
initial Mach number Ms. The particle number-density peak is depicted in figure 12(a); it
differs from the volume fraction ramp presented in Saito, Marumoto & Takayama (2003).
The number density is located inside the ramp and has a higher value for particle volume
fraction.
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Spray dispersion model for flows subjected to shock 905 A24-17

The evolution of the gas density is shown in figure 12(b). One can note that the
gas density increases abruptly at the location of the particle number-density peak. The
decrease of the gas density downstream of the transmitted shock is due to the two-way
coupling. The evolutions of the gas and particle mean velocity are given in figure 12(c)
and (d), respectively.

7. Summary

In this paper, the problem of shock-wave propagation into a dispersed spray area
is investigated both numerically and analytically in a one-dimensional shock tube
configuration. Numerical results reveal the existence of two regimes of shock reflections,
depending on the initial shock Mach number, in which the reflected pressure expansion
can propagate either along or opposite to the incident-shock direction. The formation of
a compressed gas layer at the gas–spray interface is seen to be a trigger of the two shock
reflection regimes. The change of the post-shock spray dispersion is discussed, and it is
found that the evaluation of the spray dispersion, characterized by the volume fraction of
the particles, mainly depends on the correct estimation of post-shock gas properties.

Accordingly, a new analytical model is derived to evaluate the post-shock gas velocity
as well as the gas density in the compressed zone. A two-way approach is adopted in
this model to account for the mutual interaction between the shock and the spray. The
presence of a particle number-density peak is predicted for strong Mach numbers (Ms > 2)
and moderate particle diameter (D = 10 μm). A necessary condition for the formation
of a particle density peak is found, and the peak density amplitude is seen to increase
with increasing Ms. The predictions of the model show quite good agreement with the
numerical data, thereby demonstrating the predictive capabilities of the proposed model.
Further analysis can be achieved using the present approach with a possible extension to
large-scale applications to guide physical modelling and to validate the three-dimensional
numerical approach. Also, the presence of the particle number-density peak, which has
been explained for the first time, is of interest, especially when dealing with practical
problems such as explosion mitigation in safety engineering or two-phase reacting flows
in propulsive systems.

The interaction between the spray particles and oblique shock waves is an interesting
topic and will be a subject of our future work. The current one-dimensional analytical
model cannot be applied in a straightforward manner to the case of oblique reflection
of shock waves, as the underlying structure is more complex than the one-dimensional
interaction.
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Appendix A. Isentropic hypothesis of the reflected wave

It can be noticed that the reflected pressure waves experience a rather steep gradient
and, indeed, may look like shock waves, especially for particles of small diameter or large
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FIGURE 13. Illustration of the isentropic hypothesis for the reflected pressure wave. Evolution
with distance of the gas pressure p/p0 (blue; left axis) and p1−γ Tγ /p1−γ

0 Tγ

0 − 1 (red; right axis):
(a) Ms = 1.1, D = 1 μm, τv,0 = 5.2 × 10−4; (b) Ms = 4.0, D = 1 μm, τv,0 = 5.2 × 10−4;
(c) Ms = 1.1, D = 10 μm, τv,0 = 5.2 × 10−4; and (d) Ms = 1.1, D = 10 μm, τv,0 =
5.2 × 10−3.

volume fraction, as shown in figures 8 and 9. In order to verify the isentropic hypothesis
for the reflected pressure wave, we proceed with the assessment in the following steps.

First, using the numerical simulation results, one can calculate p1−γ Tγ , which is a
measure of entropy (S = Cv ln( p1−γ Tγ )), across the reflected waves. The results for
different combinations of particle diameter D, incident shock Mach number Ms and initial
particle volume fraction τv,0 are depicted in figure 13. One can see that the quantity p1−γ Tγ

is constant across reflected waves for all considered parameters. The small spike of p1−γ Tγ

across the reflected wave, shown in figure 13(a) and (c), can be attributed to a numerically
generated artefact.

Secondly, one can calculate the velocity of the reflected wave in order to see if it is sonic
or nearly sonic (compression wave or weak shock wave). For the incident shock of Ms =
1.1, as illustrated in figure 13(a), the velocity of the reflected wave is Vr = 355.19 m s−1,
which is approximatively equal to the sound velocity c = 357 m s−1. For the incident shock
of Ms = 4.0, as in figure 13(a), the velocity increases to Vr = 784.19 m s−1, which is 13 %
higher than the sound velocity c = 695 m s−1. This could indicate that the reflected wave
is a weak shock wave, since the isentropic hypothesis still holds according to numerical
results (figure 13b).
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Thirdly, one can estimate directly the entropy jump across the reflection wave, using the
expression for a weak shock wave in Landau & Lifshits (1959),

S2 − S1 = 1
12T1

(
∂2V
∂p2

1

)
s

( p2 − p1)
3, (A 1)

where the subscripts 1 and 2 denote the pre- and post-wave properties of the reflection
wave, and V = 1/ρ. Simplifying the above equation, one can obtain

S2 − S1 = 1
12T1

(
γ + 1

γ 2

)
( p2 − p1)

3

ρ1p2
1

. (A 2)

For the bounding case, i.e. when the incident Ms = 4.0, the above expression gives as
relative difference: (S2 − S1)/S1 = 0.0034 %. This small value can explain the constant
numerically computed entropy across the reflected waves even for relatively high incident
Mach numbers, and justify the usage of an isentropic condition in (5.9).
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CHAPTER 4. SPRAY-SHOCK INTERACTION
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CHAPTER 5. SPRAY-INDUCED TURBULENCE

Chapter 5

Spray-induced Turbulence

Section 1: Modeling of particle cloud dispersion in compressible gas flows with
shock waves (submitted)

Highlights:

• Application of sprays for mitigation of Hydrogen explosion effects involving deflagration
waves.

• Development of a new predictive model for hydrogen/air laminar flame in presence of water
droplets.

• Physical analysis of the main factors influencing laminar flame velocity interacting with water
droplets.

• Validation of the model using available experimental and numerical data.
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The  presence  of  solid  particles  or  water  droplets  in  continuous  fluid  flow  can  either  induce
turbulence attenuation or amplification. The modification of the state of  the turbulence depends
on  the  characteristics  of  the  particles,  such  as  volume  fraction,  mean  diameter,  mass  density,  or
carrier phase flow properties. In this brief review, the main physical concepts related to the most
important  physical  aspects  of  turbulence  modulation  are  summarized.  Different  criteria  used  to
distinguish the enhancement or the attenuation effects of the particles on the carrier phase flows
are  recalled.  For  the  interest  of  large-scale  industrial  applications,  several  theoretical,
experimental  and  empirical  approaches  are  discussed,  which  provides  an  interesting  framework
for the study of the effect of particles on turbulence behavior modification.

 

©2020 The Authors. Published by Elsevier Ltd on behalf of The Chinese Society of Theoretical and
Applied Mechanics. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
 

 

In  particle-laden  flows,  the  presence  of  particle  cloud  can
have  two  opposite  effects  on  the  turbulence  state  of  the  carrier
flow: either attenuation or enhancement. The modulation of tur-
bulence in  the  presence  of  particles  can  be  regarded  as  a  phe-
nomenon induced by several factors such as the distortion of the
carrier  phase  velocity  gradient,  the  streamline  curvatures,  the
vortex  shedding  of  the  particles  or  the  damping  of  turbulence
motion by particlesinduced drag forces [1]. Experimental invest-
igations  on  dispersed  two-phase  media  mainly  focused  on  the
measurements  of  the  mean  flow  velocity  and  the  Reynolds
stresses of the carrier-phase flow. Higher-order statistics such as
Lagrangian particle-velocity  correlations,  carrier-phase  turbu-
lent  dissipation  and  phase-phase  velocity  correlations  are  also

studied [2].

O(1)
O

In terms of experimental measurements, the hot-wire anem-
ometry  technique  was  widely  used  in  gas-droplet  jets  [3]  to
measure the flow velocity in the particle-laden flow. An example
of a water spray and a spray-induced turbulence vortex under an
injection nozzle is given in Fig. 1. Later on, a Laser Doppler Ve-
locimetry  (LDV)  technique  was  used  to  better  characterize  the
topology  of  turbulent  flows  in  the  presence  of  particles.  This
technique  relies  on  the  use  of  small-particle  seeds  as  tracers  to
measure the motion of the carrier flow. It was shown that larger
dispersed particles  produce  a  stronger  signal,  that  can  be  dis-
criminated from the carrier phase. For the gaseous carrier phase,
the  tracers  typically  have  diameters  of  µm, while  the  dis-
persed particles have larger diameters of (10 − 1000) µm [2].

Kulick et al. [4] studied experimentally the effects of particles
on the fully developed turbulent pipe flows for different particles
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with  sizes  smaller  than  the  Kolmogorov  length-scale η.  The
particles were  found to  attenuate  the  turbulence when increas-
ing the Stokes number St and the mass loading. Reduction in tur-
bulence intensity was found to be larger in the cross-flow direc-
tion  compared  to  the  stream-wise  direction.  The  experiments
were modeled by Yamamoto et al.  [5],  with particular emphasis
on particle-particle and particle-wall  interactions.  It  was shown
that these two interactions played a key role in the turbulence at-
tenuation. Other experiments were also conducted by Paris [6] in
a  vertical  fully-developed  channel  flow  with  particles  smaller
than η. It was found that the mass-loading ratio increases the ef-
fect of turbulence attenuation at low particle Reynolds numbers
Rep whose definition is  given in Eq. (1).  The latter  was revealed
to be an important parameter for turbulence attenuation. It was
concluded  that  modifications  of  the  carrier-phase  turbulence
structure  by  particles  are  significantly  important  in  turbulence
attenuation of particle-laden channel flows.

Measurements of air and particle velocities of the two-phase
flow  in  a  vertical  pipe  were  also  performed  by  LDV  [7].  It  was
seen that large particles increased the air turbulence throughout
the pipe section, while small particles reduced it [8]. The turbu-
lence  was  amplified  around  the  pipe  center  and  damped  near
the  wall,  which  was  also  reported  in  Refs.  [9]  and  [10].  Kussin
and Sommerfeld [11] came to the same conclusion for particles
with a diameter larger than η in horizontal pipe flows.

From  experimental  point  of  view,  five  key  factors  appear  to
contribute  to  the  turbulence  modulation  induced  by  particles
[1]: i)  Surface  effects:  particle  size  normalized  by  a  length  scale
dp/lt; ii)  Inertial  effects:  flow  Reynolds  number  Re  and  particle
Reynolds  number Rep; iii)  Response  effects:  particle  response
time τp, or Stokes number St; iv) Loading effects: particle volume
fraction αp; v) Interaction effects: particle-particle, particle-wall.

In the following, we will discuss different parameters used for
the classification of turbulence modulation.

Gore and Crowe [8] summarized the experimental investiga-
tions  of  turbulence  modulation,  including  jets,  pipes,  gas-
particle and gas-liquid flows. A general trend indicates that small
particles  (dp <  200  µm)  contribute  to  turbulence  attenuation,
while large particles (dp > 200 µm) tend to enhance turbulence.
The criterion proposed by Gore and Crowe [8] is based on the ra-
tio of particle diameter to turbulence length scale, dp/lt.

The summarized data is shown in Fig. 2. For various types of
particle-laden flows,  a  fairly  distinct  value dp/lt ≈  0.1  was  noted
below  which  the  particles  enhance  turbulence  dissipation  and
above  which  the  turbulence  is  amplified.  The  behavior  of
particles in turbulent flows is thought to be similar to grid-screen
turbulence. This rough criterion is widely approved in the literat-
ure [12]. Many researchers report that the attenuation of turbu-
lence occurs for dp/lt < 0.1 [1]. A wide range of experimental ob-
servations  is  made  in  Ref.  [8]  including  jet  and  pipe  flows  with
various  orientations,  at  flow  Reynolds  number  ranging  from
8000  to  105,  density  ratio  between  0.0012  and  2500  and  volume
fraction between 10−6 and 0.2.

Elghobashi  and  Truesdell  [13]  proposed  a  length-scale  ratio
of dp/η,  which  was  also  used  as  a  classification  parameter  in
Refs.  [2]  and [14].  It  is  widely  agreed that  the particle  size  plays
an  important  role  in  the  turbulence  modulation  [15]  and  the
particles of dp/η ≪ 1 have little influence on the turbulence mod-
ulation  of  the  particle-laden  flows.  Sato  et  al.  [16]  claimed  that
the  interparticle  spacing  can  also  be  considered  as  a  critical

parameter for turbulence modulation.
The particle Reynolds number, Rep, which is the ratio of iner-

tial  to  viscous  forces  is  much  used  when  dealing  with  particle
turbulence modulation. Clift et al. [17] argued that, in a particle-
laden flow, the wake instability occurs at Rep ≈ 130 and the vor-
tex  shedding  starts  at Rep ≈  270.  Hetsroni  [10] used  the  experi-
mental data of Ref. [8] and proposed another criterion based on
the particle Reynolds number, defined as

Rep =
(
ρp −ρ f

)∣∣u f −up

∣∣dp

µ f

, (1)

where µ is  the dynamic viscosity, ρ is  the mass density, u is  the
velocity, dp is  the  diameter.  The  subscripts p and f denote
particle  and  fluid  properties,  respectively.  Hetsroni  [10]
suggested that flows with high particle Reynolds numbers, Rep >
400, would induce vortex shedding instability that enhances the
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Fig. 1.   Schematic representation of a liquid jet spray issuing from
an injector nozzle and inducing spray-turbulence generation with
vortex formation.
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Fig. 2.   The percentage change in the turbulence intensity as a func-
tion of the ratio of particle size to turbulence length scale, dp/lt, from
a wide range of experiments. Adopted from Gore and Crowe [8].
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turbulence  intensity.  The  energy  from  the  average  velocity  is
transferred  to  higher  frequencies.  However,  it  was  reported  by
Geiss et al.  [18],  that evident turbulence production can also be
observed  at Rep less  than  400.  A  lower  critical  value  of  vortex
shedding Rep ≈  270  was  proposed  as  the  value  which
distinguishes the two opposite effects. Despite this difference in
critical values of Rep, the study of Ref. [18] confirms the order of
magnitude  estimated  in  Ref.  [10].  It  was  argued  that  the  vortex
shedding cannot be the only explanation for the enhancement of
turbulent intensity [12].

The  Stokes  number  characterizes  the  behavior  of  particles
evolving within a carrier flow. It is defined as

S t =
τp

τk

, (2)

where τp is  the particle  response time and τk is  the Kolmogorov
time scale defined as τk = (ν/ε)1/2, ν being the kinematic viscosity
and ε the  mean  rate  of  dissipation  per  unit  mass  of  fluid.  The
smaller  particles  just  follow  the  streamline  and  behave  like
tracers  of  the  carrier  phase,  while  the  larger  particles  separate
from  the  carrier  flow.  Ferrante  and  Elghobashi  [19]  used  the
Stokes  number  to  characterize  the  turbulence  modulation.  It
was shown that for particles with St ≪ 1, the viscous dissipation
rate is larger than those in particle-free turbulence. In this case,
the particles denoted ghost  particles St ≈  0.25 are considered to
bring  neither  amplification  nor  attenuation  to  the  turbulent
kinetic  energy  (TKE).  For  larger  Stokes  number St >  1,  both
turbulent  length  and  time  scales  grow  faster.  For  particles  with
dp/η ≈  1,  the  observations  yield  an  increase  in  the  rate  of  TKE
dissipation and a corresponding reduction of turbulence [20].

It  was argued that the Stokes number is not the main-driver
parameter  of  turbulence  modulation  [21, 22], since  the  turbu-
lent intensity can be attenuated even for St < 60.

The  volume  fraction  of  particles, αp,  is  a  parameter  widely
used  to  describe  the  number  of  particles  in  a  given  volume,
closely related to the interparticle distance and the particle mass
loading. An illustrative classification in terms of volume fraction
is given by Elghobashi [23] and shown in Fig. 3.

Three  regimes  of  turbulence  modulation  are  proposed  [23].
For αp <  10−6,  there  is  a  large  distance  between  the  particles  to
have a significant effect on the carrier phase and the interaction
is governed by a one-way coupling. The individual effects of the
particles  are  considered.  For  particle  volume  fractions  in  the
range of  10−6 to  10−3,  the amount of  particles  starts  to  influence
turbulent  modulation or  modification of  the carrier  phase.  This
is referred to the two-way coupling regime. For clouds with αp >
10−3,  the  interactions  among  particles  such  as  collisions  or
droplets coalescences become an important factor in the turbu-
lence modulation. This is known as four-way coupling regime.

Other researches [24–26]  argued that  even with a  very small
volume fraction, the dispersed phase can still  influence the tur-
bulence  in  the  carrier  phase.  However,  the  volume  fraction
solely cannot  clearly  discern  the  attenuation  or  the  enhance-
ment of turbulence.

Tanaka  and  Eaton  [21] mapped  out  30  experimental  data-
bases, from the open literature with different values of Re and St

(see Fig.  4).  The  particle  momentum  number, PaSt, was  pro-
posed in Ref. [21], by solving dimensionless particle-laden Navi-
er-Stokes equation [27, 28]

P aSt
= S t Re2

(
η

l t

)3

= 1

54

R2
ep

2S t

(
ρp

ρ f

)3/2(dp

l t

)3

. (3)

The  collapsed  turbulence  modulation  data  for  various
particle-laden flows show that turbulence attenuation occurs for
103 < PaSt < 105, whereas turbulence augmentation was lower for
PaSt <  103 and  higher  for PaSt >  105. A  weakness  in  the  experi-
mental databases is noted, since there are no turbulence modu-
lation  experiments  at  higher  Reynolds  number  than  3×104.
Moreover, it can be mentioned that only the Stokes drag force is
considered  for  the  turbulence  modulation,  which  is  not  able  to
describe  the  effects  of  the  vortex  shedding  [29]. Using  the  rela-
tion  between  the  turbulent  length  scale  and  the  Kolmogorov
length  scale lt/η ≈ Re3/4,  Losche  [30]  suggested  that  the  particle
momentum number can be written as

P aSt
≈ S t

Re1/4
. (4)

Another rescaling of the particle momentum number is pro-
posed by Luo et al. [29]. The ratio of St over PaSt is used as a crit-
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ical parameter  to  distinguish  the  attenuation  and  the  enhance-
ment of turbulence

C rSt
= S t

P aSt

= 54
p

2

(
ρp

ρ f

)− 1
2
(

l t

dp

)3

Re−2S
3
2
t . (5)

In general, as discussed by Tanaka and Eaton [21], more data
is required before a decisive conclusion can be made. At the mo-
ment, there  exists  no  broad  consensus  in  the  literature  regard-
ing a  unique dimensionless  number that  can perfectly  describe
the influence of particles in turbulence modulation [20].

Several numerical approaches have been developed to study
turbulence  modulation  associated  with  dilute  particle-laden
flows.  However,  there  is  still  a  lack  of  suitable  models  that  can
account  for  most  important  physical  factors  [31]. The  mechan-
isms of  turbulence modulation are not  well  understood [1]  as  a
result of  the  complex  process  of  fluid-particle  interactions.  Ac-
cording to Crowe et al. [1], the actual research trend has focused
mainly on the development of either two-equation, or full Reyn-
olds  stress  models.  For  large  scale  industrial  applications,  the
RANS  models  are  still  applicable.  However,  the  use  of  more
sophisticated modeling  approaches  such as  LES or  DNS is  pro-
hibitive  given  the  excessive  amount  of  required  computational
resources.  Therefore,  reduced-order  modeling  strategies  taking
into consideration the main effects of turbulence modulation are
of great interest for large-scale engineering applications.

Yuan and Michaelides [32] developed a rather simple mech-
anistic  model  for  the  prediction  of  turbulence  modification  in
particle-laden flows based on the interaction of a single particle
with turbulent eddies.  Two predominant mechanisms of turbu-
lence  modulation  are  identified:  (a)  the  dissipation  of  energy
from  a  turbulent  eddy  that  damps  the  turbulence;  (b)  the  flow
velocity redistribution disturbance due to vortex shedding is im-
portant  for  the  enhancement  of  the  turbulence.  The  derived
model  is  based  on  the  particle  size,  the  relative  velocity,  the
Reynolds  number  and  the  density  differences  between  the  two
phases.  The  mean  rate  of  turbulent  dissipation  of  the  carrier
phase flow by the acceleration of the particles is given by

ε̄= π
12

d 3
pρp (ū − v̄0)2

[
1−exp

(
−2c1τ

τp

)]
, (6)

ū v̄0

c1 =
(
1+0.15Re0.687

p

)
with  being the mean velocity of the flow,  the mean velocity
of  the  particle  interacting  with  the  turbulent  eddies, τp the
response  time  of  the  particle,  and τ the
interaction time between the particle and the eddy

τ= min

(
l t

|ū − v̄ | ,
l 2

t

ν

)
, (7)

where lt is the eddy size, estimated experimentally [33].
The mean turbulent energy production rate is given by

P̄ = π
12

d 2
pρ f

(
ū2 − v̄ 2

0

)
G (Lw ) , (8)

G (Lw )where  is  a  length-scale  function  linked  to  the  region
behind  the  particle,  and Lw is  the  effective  length  of  the  wake
[17]. It was reported by Crowe et al. [1] that the production term
in  Eq. (9) is  related  to  the  direction  and  the  magnitude  of  the
relative  velocity  between  the  two  phases.  However,  the  particle

S = P̄ − ε̄

concentration effects  are not  described.  The source term acting
on the turbulence modulation, , is given by

S = π
12

d 2
pρ f

(
ū2 − v̄ 2

0

)
G (Lw )− π

12
d 3

pρp (ū − v̄0)2

[
1−exp

(
−2c1τ

τp

)]
,

(9)

which  describes  the  turbulence  energy  variation  due  to  the
presence  of  particles.  This  source  term  can  be  used  to
characterize  the  modification  of  the  carrier  phase  turbulence
intensity  in  large-scale  simulations.  The  resulting  model  was
reported to show good agreements with the experimental data of
Tsuji et al. [7] as depicted in Fig. 5a.

Yarin and Hetsroni [34] proposed a simplified theory to study
the effects  of  particle  size  on  the  turbulence  modulation  in  di-
lute particle-laden  flows.  Two  sources  of  turbulence  are  con-
sidered: a)  the  carrier  fluid  velocity  gradients  and b) the  turbu-
lent  wake  behind  coarse  particles.  The  modified  mixing-length
theory and the turbulent kinetic-energy balance were combined
together  to  derive  a  simplified  model  to  quantitatively  describe
the process of turbulence dissipation and generation in particle-
laden flows√

u ′u ′

uR

=Ce

(
γ

ρp f

C 3/2
D

)4/9

, (10)

uR = |ū − v̄ |

CD = 24

Re

(
1+0.15Re0.687

)

where u′ is the fluid fluctuating velocity,  is the particle
relative velocity, γ is the mass content of the particles in the fluid
element, ρpf = ρp/ρf is  the particle  to  carrier  phase density  ratio,
Ce is  an  empirical  constant  and CD is  the  drag  coefficient

expressed  as .  The  Eq. (10) can  give  an

estimation of the modification of the carrier-phase turbulence in
presence of particles. The effects of particle size are given by the
relation [34](

Lw

dp

)1/3

=Ω

(
ρp f

γ

)1/9

, (11)

γC 3/2
D /ρp f

where Ω ≈ 1 is an empirical constant. Equation (10), referred as
the  “4/9-power”  law  by  Yarin  and  Hetsroni  [34],  indicates  that
particles  with  larger  diameters  can  enhance  the  turbulence
intensity of  the carrier phase. This relation holds only for dilute
particle-laden  flows,  with  a  small  volume  fraction  of  particles.
Figure  5b shows  the  dependence  of  the  carrier  fluid  velocity
fluctuations on . The prediction given by Eq. (10) shows
a  good  agreement  with  the  experimental  data  of  particle-water
flow [35] and particle-air flow [36].

For  fully  developed  dilute  particle-laden  flows  in  a  vertical
pipe, Crowe [37] simplified the volume averaged turbulent kinet-
ic-energy equation by taking into account the turbulence gener-
ation of velocity gradients (VG), generation by particle drag (PD)
and the viscous dissipation (VD), and obtained

−α f ρ f

⟨
δuiδu j

⟩ ∂〈ui 〉
∂x j︸ ︷︷ ︸

V G

+αpρp

F
τp

|〈ui 〉−〈vi 〉|2︸ ︷︷ ︸
PG

−α f 〈ε〉︸ ︷︷ ︸
V D

= 0, (12)

where α is  the  volume  fraction  and ρ is  the  fluid  density.  As
mentioned  above, f and p denote  the  properties  of  the  carrier
phase and the particles, respectively. i and j are tensor notations.
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〈ui 〉 〈δui 〉
F

〈ε〉

F

 is  the  volume  averaged  velocity  and  is  the  deviation
from the volume averaged velocity,  is the ratio of the particle
drag  to  the  Stokes  drag  and  is  the  mean  viscous  dissipation
rate  of  the  turbulent  energy.  For  high  Reynolds  number  flows,
the drag factor  can be approximated as [37]

F = (
1+0.15Re0.687

)≈ (
0.058

gτp dpρ f

µ f

)2/5

, (13)

where τp is the response time of the particles and g is the gravity
acceleration.

By  assuming  that  the  volume  fraction  of  the  particle  is  very
small, αp ≪ 1 (αf → 1), the ratio of the inherent length scale Li and
the hybrid length scale Lh gives [37]

Li

Lh

= 1

2
+ Li

2λ
= 1

2
+ Li

2dp

[( π
6αp

)1/3

−1

] ≈ 1

2
+ 1

2

(
6αp

π

)1/3 Li

dp

, (14)

with the hybrid length scale defined as [38]

Lh = 2Liλ

Li +λ
, (15)

and λ being  the  mean  inter-particle  distance  of  the  dispersed
particles.

Combing Eqs. (12)–(14), the author obtained the turbulence
energy modulation given by

M= σ−σ0

σ0

=

2×
1+αp

(
g Li

〈u〉2

)2 ρ f 〈u〉Li

µ f

1.5−3/2

18Fσ0

(
dp

Li

)2

1+
(

6αp

π

)1/3 Li

dp


1/3

−1,

(16)

〈u〉 σ= u ′/〈u〉where  is  the  velocity  of  the  carrier  phase,  is  the
turbulence  intensity  of  the  particle-free  flow  and σ0 represents

M
the  intrinsic  turbulence  intensity  without  spray.  Positive  and
negative  values  of  the  turbulence  modulation  factor 
correspond  to  the  enhancement  and  the  attenuation  of  the
carrier  phase turbulence,  respectively.  It  should be emphasized
that,  using  the  hybrid  length  scale  definition  Eq. (15),  the  Eq.
(16) has  a  difference  of  factor  2  with  the  one  proposed  by  Ref.
[37].

It can be noted from Eq. (16) that the ratio of particle size to
turbulence length scale, dp/Li, plays an important role in the tur-
bulence modulation, in accordance with the observations made
by  Gore  and  Crowe  [8].  Moreover,  the  gravity  of  particles  has
also an important  effect  on the turbulence modulation through
the  Froud  number, Fr = gLi/u2.  One  can  also  see  the  effects  of
volume  fraction, αp,  in  Eq. (16). Figure  6 compares  the  model
performance with the experimental data. It is seen that the mod-
el  can  predict  the  general  trend  of  the  turbulence  modulation,
supported by different experimental data [37].

M

M

Equation (16) is used to compare the model prediction with
experimental  results  in  Ref.  [12].  The  parameter  in  Eq. (16)
seems  to  provide  a  poor  fit  to  the  experimental  data  for  small
values of dp/Li.  An exponential decay term is added to ,  such
as

Mm =MeC/αp , (17)

C Mmwhere  = −7 × 10−6.  It  is seen that the modified parameter 
provides  a  better  fit  with  some  of  the  experimental  data  of
Mandø [12].

M

Mando  [12]  have  investigated  the  effects  of  large  spherical
particles (900 µm < dp < 2000 µm) on the turbulence modulation
of the gaseous carrier phase.  An empirical  correlation based on
the compilation  of  a  large  amount  of  experimental  data  is  pro-
posed  for  the  estimation  of  the  modulation  strength  due  to  the
presence of solid particles in gaseous flow. This correlation is ex-
pressed in terms of  as
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M= ṁp

µdp

(
0.34

dp

l t

−0.05

)
, (18)

ṁp ṁpwhere  is  the  particle  mass  flux  defined  as  = αp ρp up As

with As being the cross-sectional area of the particle stream. This
correlation is claimed to be valid for volume fraction between 2 ×
10−5 ≤ αp ≤  1  ×  10−3,  mass  loading  between  0.5  to  1.7;  particle
diameter between 0.9 mm and 1.8 mm and dp/lt ratios between
0.1 and 0.5.

Luo  et  al.  [29] have  made  efforts  to  obtain  quantitative  de-
scription of  the  turbulence  modulation  through  the  multivari-
able linear regression formulation of selected experimental data
[4, 7, 11, 39]. An empirical formula is obtained for the estimation
of the magnitude of the turbulence modulation

|M| = 0.0757

(
ρp

ρ f

)0.1457( l t

dp

)−0.5091

(Re)0.2564
(
Rep

)0.05
. (19)

This  correlation  is  reported  to  match  the  experimental  data
with a  relative  error  lower  than 25  %.  Both attenuation and en-
hancement effects due to the presence of particles can be distin-
guished  by  either  the  particle  momentum  number PaSt or CrSt.
However, the  direct  comparison  between  empirical  formula-
tions and experimental data was not provided.

P̄i

P̄p

ε̄i

ε̄p

Kenning and Crowe [38, 40] proposed another simple mech-
anistic model to account for the turbulence modulation through
the  turbulent  kinetic  energy  balance.  As  shown  in Fig.  7,  four
sources of turbulent energy of the carrier phase are considered:
the  inherent  turbulence  of  the  carrier  phase ,  the  turbulence
generated by the dispersed particle motion , the inherent vis-
cous dissipation of the carrier phase  and the dissipation due to
the drag of dispersed particles .  The transport equation of the
turbulent kinetic energy rate (TKE) is [38]

dk

dt
= αp

1−αp

(
ρp

ρ f

)(
P̄p − ε̄p

)+ (
P̄i − ε̄i

)
, (20)

where k is  the  turbulent  kinetic  energy.  The  expressions  for
production and dissipation terms can be found in Ref. [38].

Considering that  the  particles  cannot  only  generate  turbu-
lence but  also  change  the  dissipation  of  the  carrier  flow,  Ken-
ning  [38]  proposed  a  formalism  of  turbulent  energy  dissipation
by particles such as

ε̄p = k3/2

Lh

. (21)

M
M< 0 M> 0

M

Using  as  a  dimensionless  parameter,  one  can  note  that
the turbulence is attenuated if  and strengthened if .

 can be deduced from

M=
[

Lh

Li

+ Lh

k3/2

f (ū − v̄)2

τp

ρp

ρ f

]1/3

−1. (22)

The Kenning's model predicts that the turbulence can be at-
tenuated with small value of Lh. A comparison of the turbulence
intensity  ratio M and  the  experimental  data  of  Refs.  [7, 39, 41]
shows good agreements. However, an extension of the model is
needed for comparison with more recent experimental data [37].

In this study, two examples of calculations are performed to
investigate the effects of these parameters. The results are shown
in Figs.  8a-8b,  where  the  evolution  of  the  turbulence  density  is
plotted  as  a  function  of  the  mean  diameter  of  particles  using
Kenning's model [38].

It is found that small particles with higher slip velocities can
have more important mitigation on the carrier flow (see Fig. 8a).

Figure  8b shows  the  influence  of  the  volume  fraction  of
particles present in the two-phase flow. The range of water spray
density varies between 10−5 ≤ αp ≤ 10−3, which is commonly used
in  the  nuclear  power  plant  spray  systems  for  different  accident
scenarios. It is interesting to notice that the evolution of the tur-
bulence  modulation  parameter  is  more  sensitive  to  smaller
volume fraction of  particles.  The attenuation and enhancement
effects become more evident in this case.

The  particle  momentum  number, PaSt,  is  calculated  and
compared with Kenning model. The transition from attenuation
to  enhancement  with  the  increase  of  particle  diameter dp is
shown with a red dashed line in Fig. 8b.

Finally, the Kenning's  model  is  seen to  be no longer  applic-
able for quite small values of dp/lt ratios.

This brief report provides an overview of the most important
physical  concepts  and  experimental  data  of  particle-induced
turbulence.  One  can  conclude  that  the  turbulence  modulation
cannot be fully characterized by a single parameter. The existing
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criteria such as the length-scale ratio, dp/lt, and the particle mo-
mentum  number, PaSt,  need  further  experimental/numerical
data for full validation and assessment. Several existing physical
and theoretical models have been applied to predict turbulence
modulation. Among them, the mechanistic model of Kenning is
the  easiest  to  implement  and  provides  reasonable  results.  We
believe  that  this  simple  model  can  be  reasonably  used  for  the
turbulence modulation prediction in large-scale  applications of
spray systems  and  that  further  numerical  simulations  are  re-
quired to assess the model.
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CHAPTER 5. SPRAY-INDUCED TURBULENCE

Section 2: New insights into turbulence statistics of spray-induced turbulent flows
(submitted)

Highlights:

• A spray-induced turbulence phenomenon is numerically investigated using a second-order
Reynolds- stress turbulence modeling.

• Numerical results are validated against experimental data based on the DynAsp setup.

• The slip velocity modeling is shown to be an important parameter to correctly predict the
spray-turbulence modulation.

• Kenning’s mechanistic model, combined with a slip velocity correlation, is suitable for the
prediction of the turbulence characteristics in large-scale simulations.
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explosions. In the case of combustion ignition, various regimes can occur depending on the local25

concentration of hydrogen, air and water steam, as well as pressure and temperature distributions.26

In most circumstances, spray devices are installed inside industrial buildings and off-shore plat-27

forms, mainly for fire mitigation purposes. A number of experimental investigations have demon-28

strated that spray systems can have a mitigating effect on flame propagation [1; 2]. The attenuation29

relies on the evaporation of small-size water droplets inside the flame [3]. On the contrary, a certain30

number of experiments [4] resulted in explosion enhancement in the presence of water sprays. It31

has been established that the main reason for explosion enhancement is the turbulence generated by32

water sprays in the gas mixture. Depending on the evolution of accident scenarios, ignition might33

occur before or after the activation of the spray system. Thus, an understanding of the dynamics34

of water spray in generating turbulence is needed to evaluate its mitigation or enhancement ability35

during accidental explosions.36

Spray- or particle-induced turbulence has been investigated for several decades [5–11]. The37

presence of particles or a second phase in a continuous flow could change the intrinsic turbulence38

topology of the carrier flow, which is known as turbulence modulation [12]. Several key factors39

arise from various experimental studies that contribute to the turbulence modulation due to40

the presence of particles [12; 13]: surface, inertial, response, loading and interaction effects.41

Some physical parameters are taken as criteria to distinguish between the attenuation and the42

enhancement effects of the particle cloud on the carrier flow such as the length scale ratio [14],43

the particle momentum number Pa [15], etc.44

Several difficulties arise in modeling of phenomenon of turbulence generation by water sprays:45

a) Many factors are involved in the modeling process such as the water flow rate, droplet size,46

and initial velocity of the droplets. These factors depend on the nozzle type and, in general, are47

related to each other. Therefore, it is hard to vary each parameter independently. b) The industrial48

sprays have a polydisperse nature. The consequence is that the equilibrium between the gravity and49

drag forces is reached at different distances from the nozzle, depending on droplet diameter. These50

distances are short for small-diameter ones, while they could be relatively large for large-diameter51

droplets. c) The nozzles are often placed in linear or circular rows, which leads to an interaction52

between sprays. This might change not only the droplet size distributions but also the turbulent53

parameters in the interaction zone.54

Ideally, one could imagine an experiment where tracer particles are introduced in the gas55

affected by the water spray and the turbulence statistics is gathered via, for example Particle56

Image Velocimetry (PIV) techniques. Unfortunately, to our knowledge, such experimental data57

are scarcely available in the open literature. Instead, a large amount of experimental data exist58

on turbulence modulation in the carrier phase by using solid particles. Measurements of air and59

particle velocities of the two-phase flow in a vertical pipe were made by means of a Laser Doppler60

Velocimetry (LDV) technique [16]. It was noted that the large particles increase the air turbulence61

throughout the pipe section, while small particles reduce it. In case of turbulence enhancement,62

the fluctuations were amplified near the pipe centerline and get reduced when approaching the63

wall [6; 17]. Kulick et al. [18] studied the effects of particles on the fully developed turbulent pipe64

flow for different particles having smaller sizes compared to the Kolmogorov scale η . The small65

particles were found to attenuate the turbulence, with the increase of the Stokes number, the mass66

loading and the distance from the wall.67

A comprehensive research program called DynAsp (Dynamique de l’Aspersion) was carried68

out in 1996 at CEA in France with aim to build up a series of experiments dealing with exchange69
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of momentum between water spray and ambient gas [19; 20]. To simplify the problem, the water70

spray was replaced by solid glass particles. Thus, the deformation, break-up or coalescence of the71

particles is not taken into account. Laser Doppler Velocimeter (LDV) technique was employed72

to allow direct measurements of gas velocities in the presence of particles. A standard LDV uses73

very small particles like tracers to measure the carrier phase movement. Larger dispersed particles74

produce a stronger signal, which can be discriminated from the carrier phase. For the gaseous75

carrier phase, the tracers typically have diameters of O(1) µm, while the dispersed particles have76

a larger range of diameters of O(10−1000) µm [21]. The gas flow velocity was measured by PIV.77

Several theoretical and modeling approaches have been developed to understand the turbulence78

modulation associated with dilute particle-laden flows [22–27]. Yuan et al. [22] developed a simple79

mechanistic model for turbulence modulation in particle-laden flows based on the interaction80

of a single particle with turbulent eddies. Kenning et al. proposed another simple mechanistic81

model on turbulence modulation [28; 29]. Two sources of turbulent energy of the carrier phase are82

considered: inherent turbulence of the carrier phase and turbulent energy induced by the relative83

velocity of the two phases. The turbulent statistics has been presented for mono-dispersed solid84

particles, which reach terminal velocity inside liquid. For a fully developed dilute particle-laden85

flow in a vertical pipe, Crowe et al. [25] simplified the volume averaged turbulent kinetic energy86

equation by taking into account the turbulence generation via velocity gradients by particle drag87

and viscous dissipation. However, there is still a lack of a general formulation that can account for88

most important related factors as stated in [30–32].89

Given the complexity of the flow, the particle-induced turbulence is difficult to investigate and90

the direct measurements of the turbulence characteristics are scarcely available in the literature. For91

the simulations of large-scale configurations in industrial structures, the current existing turbulence92

models, such as RANS or LES, require an extensive validation and assessment through a series93

of highly-resolved numerical simulations that are difficult to meet nowadays. These large-scale94

simulations can be hydrogen explosions in a nuclear confinement building (volume V = 104 ∼ 105
95

m3), or offshore facilities (volume V = 105 ∼ 106 m3). The smallest grid sizes for these problems,96

for practical reasons, cannot be smaller than ∆x ≈ O(10 cm), and the direct application of97

turbulence models such as RANS, involving action of spray and spray-flame interaction, can give98

erroneous results. The description of spray-induced turbulence in current commercial engineering99

code is mostly based on empirical correlations. For example, for turbulent combustion simulations100

in the FLACS code [33], a factor F1 is used to increase the turbulence intensity if any water sprays101

are present. On the contrary, a quenching factor, denoted F2, is used to reduce the burning rate if102

the conditions for droplet break-up are satisfied. Both F1 and F2 factors are user-defined using a set103

of experimental data and are strongly case-dependent. In general cases, the validity of the model104

for burning velocity evaluation is questionable. In this study, we propose another methodology105

to provide input parameters for large-scale combustion modeling under water spray effects [34].106

The objective is to assess the performance of a simple mechanistic model for the estimation of107

turbulence characteristics such as turbulent kinetic energy (TKE) kt as well as the turbulent length108

scale Lt in a large-scale particle-laden flow.109

The current study is organized as follows: Section 2 describes the methodology applied in this110

study; Section 3 describes briefly the experiments setup DynAsp; Section 4 shows the validation111

of the Neptune_CFD code using the experimental results of DynAsp; Section 5 discusses the112

assessment of the mechanistic model of Kenning [28] in the DynAsp configuration using the113

validated results of Neptune_CFD code. Conclusions are given in Section 6.114
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2 Methodology115

In large-scale modeling, the influence of the turbulence on flame acceleration process is usually
described through the variation of the turbulent burning velocity sT . Generally, the turbulent
velocity sT can be expressed as following [34]:

sT = f (sL,δL,Le, . . . )×u′α ×Lβ
t , (1)

where f (sL,δL,Le, . . . ) is a function of chemical properties of the gas mixture such as, laminar116

flame velocity sL, laminar flame thickness δL, Lewis number Le, etc., u′ is the turbulence intensity,117

and Lt is the integral turbulence length scale. The last two turbulent parameters resulting from a118

spray-gas interaction have to be determined and they will serve as inputs for the flame velocity119

in the large-scale combustion code. The following systematic approach is adapted in order to120

determine the turbulent characteristics resulting from a spray-gas interaction:121

Fig. 1: Industrial spray system containing two regions: inertial zone close to the nozzles and
equilibrium zone far from the nozzles.

Having a geometry, we can loosely define two zones affected by water spray as shown in Fig.122

1. One we shall call, in what follows, the “inertial zone”. In this zone, the steady terminal settling123

velocity is not reached for the majority of the spray droplets. The second zone, further called124

the “equilibrium zone”, where the terminal settling velocity is reached for the majority of the125

droplets. The geometrical characteristics of the two zones depend on the nozzle characteristics and126

the geometry of the building where the nozzles are installed. The estimation of the turbulence127

parameters in the inertial zone will be the subject of the future publications. In this paper, a128

methodology for the estimation of turbulent characteristics in the equilibrium zone using simple129

models is introduced in the following steps:130

1. As a first step, we shall validate the two-phase CFD code Neptune [35] using the DynAsp exper-131

imental data. The computed flow variables are compared with their experimental counterparts.132

Turbulent characteristics extracted from the computed results are presented and analyzed. Thus133
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Fig. 2: Dimensions and coordinate system of the experimental setup; (a) main geometry, (b) top
view, (c) side view of the setup.

validated computer code can be used later in order to find the turbulence parameters inside the134

inertial zone.135

2. Model of Kenning [28] is adapted in order to find the turbulence characteristics inside equilib-136

rium zone of the spray-affected volume. The main input parameter, the slip-velocity, which can137

be calculated analytically using the Schiller-Naumann drag coefficient correlation [36].138

3. Kenning’s model coupled with the slip-velocity correlation is assessed with numerical simula-139

tions of the Neptune_CFD code. The prediction abilities of the simple model on numerical 3D140

turbulence characteristics are evaluated and discussed.141

3 Experimental setup of DynAsp142

A plexiglas box of dimensions of (0.4× 0.4× 2.0) m3 was used in the experiment as depicted in143

Fig. 2a. A device for injecting glass beads was set on the top of the box. The coordinates system (x,144

y, z) is defined as shown in Fig. 2b and Fig. 2c, where z is oriented from top to bottom. As shown145

in Fig. 2a and Fig. 2b, the injection slot has a size of (88×400) mm2. The injection has different146

flow rates of uniform-size particles which are released without initial velocities. Under the effect147

of gravity, the particles accelerate during the free fall. After the injection, the measurements are148

performed during 30 seconds after a waiting time of 15 seconds.149

In this study, we consider particles of diameter, dp = 500 µm. The numerical results are150

firstly validated against experimental data and then used to assess the predictive behavior of the151

mechanistic model of Kenning [28]. Particles characteristics are given in the Table 1.152
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Table 1: Characteristics of the spray particles

dp (µm) ρp (kg/m3) mass flow rate (g/s) measurement time (s)
200,500 2450-2550 16-60 30

4 Numerical modelling153

The NEPTUNE_CFD code used in this study, is a three-dimensional multi-fluid Navier-Stokes154

solver developed jointly by EDF (Électricité de France) and CEA (Commissariat à l’Énergie155

Atomique et aux Énergies Alternatives) [35; 37]. The code relies on a finite volume discretization156

and allows the use of various mesh types (tetra or hexahedral element) for different flow regimes:157

compressible/incompressible, steady/unsteady, laminar and turbulent.158

The two-fluid model used in Neptune_CFD is based on mass, momentum and energy conser-
vation laws. The mass conservation equation is given as [38]:

∂
∂ t

(αk ρk)+∇ · (αk ρk V k) = Γk, k = l,g, (2)

where αk is the volume fraction, ρk the mass density, V k the local mean velocity of the phase k, Γk159

is the interphase mass transfer rate, l and g denote the liquid and the gas phases, respectively.160

The momentum balance equation gives:

∂
∂ t

(αk ρk V k)+∇ · (αk ρk V 2
k) =−αk∇p+Mk +αk ρk fg +∇ · [αk(τk + τT

k )], k = l,g, (3)

where p is the gas pressure, fg the gravity acceleration, Mk the interphase momentum transfer term161

and τk, τT
k denote the viscous and Reynolds stress tensors, respectively [39].162

The total enthalpy conservation equation gives:163

∂
∂ t

[
αk ρk

(
hk +

V 2
k

2

)]
+∇ ·

[
αk ρk

(
hk +

V 2
k

2

)
V k

]
= αk

∂ p
∂ t

+αk ρk fgV k +Γk

(
hk,int +

V 2
k

2

)

+qkAint +qwk−∇ · [αk(qk +qT
k )].(4)

where hk stands for the phase-averaged specific enthalpy for the phase k, hk,int the interfacial-164

averaged enthalpy; Γk and qkAint denote the interfacial transfer of mass and heat, respectively. The165

wall-to-fluid heat transfer flux term is qwk and the molecular and the turbulent heat fluxes in phase166

k are qk and qT
k , respectively. The flow quantities are αk, ρk, Vk and hk. More details about the167

model and turbulent closure of other terms can be found in [35; 40].168

4.1 Geometry and mesh169

The geometry used in this study is shown in Fig. 2a. The mesh is generated using the SALOME170

platform [41]. Two different meshes are used with an averaged cell size ∆ l1 = 1 cm and ∆ l2 = 0.5171

cm. Figure 3 shows the axial gas and droplet velocity evolution for the two considered meshes.172

We can see that the change of the mesh size has a relatively small effect, especially on the droplet173
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Fig. 3: Spacial distribution of gas and droplet velocities for two different mesh sizes: ∆ l1 = 1 cm
( ), ∆ l2 = 0.5 cm ( ); (a) axial air velocity, (b) axial droplet velocity.

velocity evolution. The numerical solution can therefore be considered to be mesh-independent.174

The bottom boundary condition is an outlet for the solid particles and a wall condition for the gas175

phase. The wall conditions are set for other geometry surfaces except for the particle inlet at the176

top of the box.177

4.2 RANS Turbulence models for gas and particles178

Different RANS models are implemented in Neptune_CFD code [37]. For continuous flow fields,179

the models range from the simplest one, mixing-length, to a more sophisticated, Ri, j − ε SSG180

model (Ri, j stands for Reynolds stress tensor) involving seven turbulent transport equations [42].181

For the dispersed phase, the Tchen model [43] is an algebraic local equilibrium model. The R2-182

Q12 model [44] resolves the kinetic stress and fluctuating movement covariance. It is noted that183

these four particle turbulence models have to be used with a gas turbulence model predicted by184

either k−ε or Ri, j−ε turbulence closures. More details regarding the turbulence modeling aspects185

can be found in [37].186

A number of comparative numerical studies are performed using the configuration of the187

experiment DynAsp with different turbulent models. The injection rate of the particles of dp = 500188

µm is taken as 35 g/s. The numerical results are systematically compared with the experimental189

measurements. For the measurement of the gas velocity, 105 trace particles were taken into account190

for the calculation of vertical component, and 5× 104 particles for the horizontal component191

[19; 20]. The tracer particle distribution has a Gaussian shape. The program selects the velocity192

of most counted tracers which is located in the center of the velocity distribution. This velocity is193

defined as the instantaneous gas velocity. The mean gas velocity is obtained by superposition of194
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(a) (b) (c)

Fig. 4: Numerical simulation showing mean flow quantities: (a) gas velocity (m/s), (b) turbulent
kinetic energy (m2/s2), (c) turbulent dissipation (m2/s3).

several measurements. The experimental standard deviations which represents the validity interval195

of the measurement are given through error bars (see Fig. 5a).196

Figure 4a shows the gas velocity field on the central x-z section for an injection rate of 35 g/s.197

Two symmetric convective loops can be observed: the gas moves downwards in the central biphasic198

region and rises up at the pure gas zone. The distributions of the turbulent kinetic energy (TKE)199

and turbulent dissipation are depicted in Figs. 4b and 4c. It can be seen that the TKE has a maximal200

value at the lower middle of the biphasic region while the region of high turbulent dissipation rate201

is located at the bottom of the box. In fact, at the lower middle part of the particle-laden region, the202

particle velocity gradient becomes small and the production and dissipation of the TKE have very203

close values.204

Figure 5a shows the comparison between the numerical results and the experimental data in205

terms of axial gas velocity for different combinations of air/particle turbulence models. It can be206

noted that the particle turbulence model does not have an influence on the axial air speed. The207

k−ε model shows larger errors on the prediction of the air velocity, compared to the second order208

Ri, j− SSG model, which better reproduce the evolution of the air velocity. Similar results can be209

obtained for the mass injection rate of 16 g/s and 60 g/s.210

The influence of different turbulence models on the computed particle velocity evolutions is211

given in Fig. 5b. Contrary to the gas velocity prediction, the k− ε model gives a slightly better212

estimation on the particle velocity evolutions. The experimental results for particle velocity vary213

little with different injection rates. However, the axial particle velocity seems to increase with the214

injection rate in the numerical simulations as depicted in Fig. 6b.215
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Fig. 5: Comparison of gas (a) and particle (b) axial velocity on the centerline for different
turbulence models with an injection rate of 35 g/s; experimental results ( ), Ri, j− ε SSG model
( ) and k− ε model ( ).

4.3 Numerical validation with Reynolds stress model Ri, j−SSG216

In order to study the air flow turbulence modulation by particles, the Ri, j− ε SSG model is used217

based on the accuracy of the gas velocity prediction. The R2-Q12 model [44] is employed for the218

dispersed phase when using Ri, j− ε SSG model for the gas phase.219

Figure 6a shows the axial velocity of air on the centerline of the box as a function of distance220

from the injection slot, for two different loading rates: 16 g/s and 60 g/s. The simulation results221

of Neptune_CFD are compared to the corresponding experimental data. For all mass injection222

rates, the particles accelerate along the vertical direction, which through drag forces create the air223

motion. The larger the mass injection rate is, the faster the axial air velocity becomes. The gas224

velocity reduces to a small value at the bottom of the domain.225

The behavior of the particle velocity as a function of distance from injection slot is given in226

Fig. 6b. The particles accelerate along the vertical direction. We can see that the height of the227

experimental set-up is not sufficient for the particles to reach a terminal velocity. The experiments228

show that the particle velocity evolution is not significantly affected by the change of the mass229

injection rate. However, the numerical simulation highlights the effects of different mass injection230

rate. Intuitively, the more particles appear in the flows, the easier the air accelerates.231

Generally, we have a good agreement between the numerical and experimental results. The232

Ri, j − SSG model shows a good performance for the validation of the DynAsp experiments,233

especially for the predictions of the axial velocities of the air inside the particle/air two-phase234

flow.235
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Fig. 6: Comparison of the axial velocity of gas (a) and particles (b) of diameter 500 µm on the
centerline for different loading rates: DynAsp 60 g/s ( ), 16 g/s ( ) and SSG Model 60 g/s( ),
16 g/s ( ).

4.4 Axial gas velocity near the wall236

The axial gas velocity at the centerline is shown in Fig. 7, with four different injection mass rates:237

23 g/s, 35 g/s, 41 g/s and 60 g/s and compared to the experimental data. The error bars and the238

particle-laden flow borders are also added.239

We can see that the numerical estimations of the axial gas velocity confirm the experimental240

trends for all test cases. Some experimental observations can be confirmed by the numerical241

simulation, such as the gas velocity increases when approaching the wall. The vertical gas velocity242

is negative inside the particle flow, and turns to positive near the wall. It can be noted that the243

gas velocities at two vertical position z = 0.74 m and z = 1.26 m have slight difference. And the244

numerical results match well the experimental measurements inside the two-phase region.245

5 Comparison between numerical simulations and the Kenning model [28]246

The turbulence modulation by falling solid beads were investigated by [28] using a one-247

dimensional energy balance for validation of experimental data. A mechanistic model was248

proposed for the estimation of the length scale of the particle-induced turbulence. Initially,249

the particles are introduced into a still fluid, when the particles reach their terminal velocity, the250

motion of the particle cloud is considered to be the only source of turbulence. The loss of energy251

of the carrier phase can be divided into two parts: viscous dissipation and particle velocities fluc-252

tuations. When the subsequent particles encounter the carrier phase with fluctuating components,253

the turbulent energy can be redistributed to the particles (see A for more details).254
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ū z
[m

/
s]

(a)

0 5 10 15 20
-1.2

-0.8

-0.4

0.0

0.4

x [cm]
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Fig. 7: Axial gas velocity distribution as a function of wall distance; experimental results at z= 0.74
m( ), z = 1.26 m ( ) and numerical results at z = 0.74 m ( ), z = 1.26 m ( ); particle cloud
border ( ); injection rate (a) 23 g/s, (b) 35 g/s, (c) 41 g/s, (d) 60 g/s. Note that the wall is
located at x = 0.

5.1 Mechanistic model compared to numerical simulations255

Five axial probes are used to measure the flow velocities inside the two-phase flow domain. The256

probe locations are shown in Fig. 8a. The evolution of different parameters such as gas/droplet257

velocity, integral length scale and kinetic turbulence energy are estimated by the Neptune_CFD258

code.259
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Fig. 8: Numerical results of Neptune_CFD code. (a) Positions of the axial probes. Spatial evolu-
tions of physical properties, (b) axial gas velocity, (c) volume fraction, (d) slip-velocity, for differ-
ent probes: probe 1 ( ), probe 2 ( ), probe 3 ( ), probe 4 ( ), center ( ). The numerical
results for probes 1, 2 and 3, 4 are fully super-imposed due to symmetry.

The mechanistic model of Kenning needs to have three input parameters: gas velocity ug,260

particle velocity vp and particle volume fraction αp, to estimate the kinetic turbulence energy261

kt and the integral length scale Lt (see A for more details). These parameters are space and time262

dependent. Figure 8 shows the variation of these three parameters along the z axis at 5 probe263

positions.264
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Fig. 9: Kenning’s model prediction ( ) v.s. numerical results of Neptune_CFD in the centerline
( ); the mechanistic model with 1.1λ as inter-particle distance ( ), with 1.2λ ( ), with 1.3λ
( ); (a) turbulent kinetic energy, (b) integral length scale.

From Fig. 8c we can see that the volume fraction of the droplets decreases with the vertical265

distance and reaches a stable value of O(10−4) at the bottom of the geometry. Figs. 8b and 8d266

show the evolution of the axial gas velocity and the axial slip-velocity. We can see that the probes267

1 and 3 give the same values for gas and slip-velocity since they are symmetric relative to the268

center (the same case for probe 2 and 4).269

Given the values of ūz, v̄z and αp at the centerline probe as input parameters, we can use the270

Kenning model to predict the kinetic turbulence energy and the integral length scale as depicted271

in Fig. 9. The calculation results of Neptune_CFD are also given for comparison. The turbulent272

kinetic energy kt extracted directly from the code and the integral length scale Lt is given by the273

expression: Lt =C3/4
µ kt/ε , where Cµ ≈ 0.09 is a constant.274

Fig. 9 gives the comparison between the numerical simulations and the mechanistic model in275

the centerline of the lower-part of the DynAsp experimental setup. It is assumed that in this region,276

the turbulence is homogeneous and isotropic. From Fig. 9a, we can see that the mechanistic model277

using the input parameters of the central probe can give a good tendency for the kinetic turbulence278

energy. The values of kt for different vertical distances have the same order of magnitude as279

Neptune_CFD. Generally, the mechanistic model can be used to estimate the turbulence intensity if280

the input values for the volume fraction αp, gas velocity ug and especially the slip-velocity vp−ug281

are well estimated.282

Similar results can be obtained for the integral length scale. The mechanistic model can provide283

a prediction of Lt of correct order of magnitude (see Fig. 9b). The difference of the model284

estimation and the numerical simulations can be due to the geometrical configurations used in285

the DynAsp experiments. From Fig. 2a, we can see that particles are injected in a small section286
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in the middle of the experimental domain. However, the mechanistic model has been validated287

for homogeneous particle-laden flows [28]. Given a larger inter-particle distance λ , the difference288

between the numerical results and model estimations can be reduced. For example, the model289

predictions with 1.1λ , 1.2λ or 1.3λ are given in Fig.9b.290

The mean volume fraction of the droplets αp can be referred to the industrial measurements291

under the particle injection system. In the study of [28], ug is the terminal velocity of the free-fall292

particles, which plays a minor role on the determination of the kinetic turbulence energy. Thus,293

the most important parameter to be determined is the slip-velocity v̄p− ūg. For the configuration294

of DynAsp, where the initial velocities of the particles are zero, the terminal slip-velocity can be295

easily estimated by correlations as discussed in section 5.3.296

5.2 Turbulent length-scale297

It was shown that the turbulence enhancement is mainly driven by the dynamics of large droplets
[4]. For instance, in water spray system, the large-scale turbulence generated from the bulk flow
of water from the nozzles is considered to be the reason for the flame speed increase. To support
this idea, Wingerden et al. [4] designed an experiment involving spray and premixed flame in
interaction, and used the formula proposed by [45], for the estimation of turbulence parameters of
the gas mixture affected by a spray:

Λ f = (2πνtd)1/2 (5)

where Λ f is the Eulerian integral length scale of turbulence, ν is the kinematic viscosity, and td298

is the time for turbulence decay. The tests in [4] show that the turbulence exists in the mixture299

affecting the flame propagation up to 10 s after switching off the spray system. This decay300

time indicates that the length scale of the spray-generated-turbulence would be of the order of301

Λspray = 3 cm.302

According to the experimental data given in [4], we take, for example, the case of spray303

with average droplet size of 500 µm, with flow rate of 99 l/min. The kinetic viscosity is taken304

ν = 1.43×10−5 m2/s. Since the volume fraction of spray droplets was not given in [4], we assume305

that αp = 1× 10−4. We can therefore calculate the inter-particle spacing λ = 0.00818 m. Taking306

the width of the experimental box as the integral dissipation length scale Li = 1 m, equation (22)307

gives Lh = 1.62 cm, which matches the order of magnitude of Λspray = 3 cm. Both estimations are308

close to our results as depicted in Fig. 9.309

5.3 Terminal slip-velocity310

In a particle-laden flow, the particle terminal velocity in a cloudy bulk flow is related to the
particle volume fraction, which can not be determined analytically. However, the slip-velocity
is independent of the injection rate when the particle reaches its terminal velocity. Basing on the
force balance, the terminal particle slip-velocity can be calculated by:

us =

√
4
3
(ρp−ρg) dp g

ρg Cd
, (6)
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where g is the gravity acceleration, dp is the particle diameter, ρp and ρg denote the particle and
gas density, respectively. Cd represents the drag coefficient, which can be calculated using the
Schiller-Naumann correlation [36]:

Cd =
24

Rep

(
1+0.15Re0.687

p

)
with Rep =

ρg dp us

µg
(7)

where Rep is the particle Reynolds number and µg denotes the air viscosity. By combining Eqs.311

(6) and (7), one can solve a nonlinear equation to obtain the slip-velocity us,corr. The terminal312

slip-velocity is the relative velocity of the solid particles when the viscous resistance of the carrier313

phase is equal to the gravity. If the carrier phase is stationary and infinite, the slip-velocity is equal314

to the particle terminal velocity.315

Using similar geometry as the one used in DynAsp tests but having a much larger height H = 8316

m, the assessment of this correlation using different particle diameters dp and particle densities ρp317

is studied. A longer geometry is used to calculate the slip-velocity us,Nep in Neptune_CFD code.318

The comparison between the results for slip-velocity of Neptune_CFD and the correlation is given319

in the Table 2. The particles of diameter dp = 500 µm and density ρp = 2550 kg/m3 are used in320

all these simulations.321

Table 2: Validation of the terminal slip-velocity correlation, injection rate 35 g/s.

dp (µm) ρp (kg/m3) us,Nep (m/s) us,corr (m/s) Error
50 2500 0.21 0.18 14%
100 2500 0.54 0.55 1.9%
200 2500 1.34 1.41 5.2%
300 2500 2.12 2.23 5.2%
400 2500 2.86 2.98 4.2%
500 2500 3.55 3.69 3.9%
50 1000 0.074 0.07 5.4%
100 1000 0.25 0.24 4%
200 1000 0.70 0.71 1.4%
300 1000 1.12 1.17 4.5%
400 1000 1.54 1.61 4.5%
500 1000 1.95 2.02 3.5%

We can see that the equation (6) exhibits a good trend of terminal slip-velocity for particles322

larger than 50 µm. The relative error is less than 10% for most simulation cales of different droplet323

diameter and density. Here calculations are done for droplets less than 500 µm with particle324

Reynolds number equal to Rep ≈ 1330. With particles of diameter 100 µm (Rep ≈ 266), the325

correlation (7) can give an estimation having the same order of magnitude as the numerical results.326

For smaller particles such as dp = 50 µm, the difference of the slip-velocity estimated can be327

more important (14% for the case dp = 50 µm and ρp = 2500 kg/m3). First, the droplets are too328

small to have a stable terminal slip-velocity while falling down to the bottom of the tube. Moreover,329

the droplet velocity approaches the air velocity for these small particles. Therefore, the value of330

the terminal slip-velocity becomes small which leads to large relative errors. As a conclusion, the331

correlation can be used to estimate the terminal slip-velocity for particles (dp > 50 µm). The332
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Fig. 10: slip-velocity as a function of the channel height for different initial velocities v0; v0 = 0
m/s ( ), v0 = 2 m/s ( ), v0 = 5 m/s ( ), v0 = 10 m/s ( ), v0 = 15 m/s ( ), v0 = 20
m/s ( ).

particles of smaller diameter (dp < 50 µm) have a less important influence on the turbulence333

generation [4; 46]. It is noted that the mass flow rate has less influence on the terminal slip-velocity.334

Figure 10 shows the slip-velocity evolutions for different initial injection axial velocities at the335

center of the two-phase flow domain. We can see that the difference of the injection velocity has336

an influence on the slip-velocity at the first half of the jet. After the stabilization, the slip-velocity337

decrease/increase to a constant value which is close to the case of spray without initial injection338

velocity. Thus, if the height of the geometry studied is long enough, the initial velocity effect on339

the terminal slip-velocity can be neglected for the far field region from injection.340

6 Conclusions341

The particle-induced turbulence in a large-scale geometry is investigated numerically by means342

of 3D RANS calculations using Neptune_CFD code and a simple predictive model based on343

Kenning modeling approach. The obtained results are in good agreements with the experimental344

data of DynAsp on the particle velocity and air velocity evolutions. The model is compared to the345

Neptune_CFD code and it shows a good capacity to estimate the kinetic turbulence energy and the346

integral length scale inside the equilibrium zone.347

The slip-velocity between the particle and the gas flow is proved to be an important parameter348

for the estimation of the turbulence intensity. An empirical correlation is compared to the numerical349

simulations, which can be used to provide the terminal slip-velocity for particles of diameters of the350

order of O(100) µm. Using the Neptune_CFD code, the initial velocity of the injection particles351

is noted to have very small influence on the terminal particle slip-velocity in the equilibrium zone352

far from the injection region.353

Using the Kenning model and the terminal slip velocity equation, we can estimate the turbu-354

lent kinetic energy and the turbulent length scale inside the equilibrium zone generated by falling355
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particles with a sufficient accuracy for large-scale numerical simulations. The simple mechanistic356

model is proved to be capable of providing reasonable estimations of the turbulent characteristics357

which can be implemented in large-scale modeling in future studies. This method can be applied to358

the simulation of slow flame-spray interaction in industrial scenarios such as nuclear containment359

building, offshore facilities, etc. The future work will consist of estimation of the turbulence param-360

eters inside the inertial zone. This will be done through extensive validation of the Neptune_CFD361

code using available experimental data on the near field of the industrial nozzles.362
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Appendix368

A Mechanistic Model of Kenning et al. [28]369

For simplicity, the distribution of the dispersed phase is considered as uniform and the fluctuations induced370

in the carrier phase by the particles are assumed to be isotropic, even though the fluctuation in the streamwise371

direction is almost twice the fluctuation in the transverse direction [47].372

Since both the carrier flow and the dispersed phase exhibit fluctuating behavior, the relative fluctuations
are used to investigate the turbulent energy production and dissipation due to the presence of particles. The
relative particle velocity fluctuations were described from the spherical-particle motion equation as:

dv′p
dt

=
1
τp

(u′− v′p)+
1
2

ρ f

ρp

d(u′− v′p)
dt

, (8)

where ρ f , ρp denote the density of the carrier fluid and the dispersed particle, respectively and u′ and v′p are373

the fluid and the particle velocity fluctuations respectively, τp is the response time of the particle.374

Assuming that the fluctuating velocity components of the fluid and the particle velocity behave as:

u′ = u0 eiωt , v′p = u0 A eiωt+φ , (9)

where u0, A u0 are the amplitudes of the fluid and the particle velocity fluctuations, respectively and ω is
the characteristic frequency of the fluid defined as:

ω =
vrel

λ
, (10)

where vrel and λ denote the relative velocity between the two phases and the mean inter-particle distance of375

the dispersed phase, respectively.376

By introducing (9) into Equation (8), we can have:377

A cosφ −St sinφ A

(
1+

1
2

ρ f

ρp

)
= 1,

A sinφ +St cosφ A

(
1+

1
2

ρ f

ρp

)
= St

(
1
2

ρ f

ρp

)
, (11)
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where St = ωτp is the Stokes number.378

From Equation (11), we can obtain φ and A as:

φ = arctan


 −2St

S2
t

ρ f
ρp

(
1+ 1

2
ρ f
ρp

)
+2


 , (12)

A =

√√√√
1+ tan2φ

[
1−St tanφ

(
1+ 1

2
ρ f
ρp

)]2 , (13)

Kenning et al. [28] propose a simple expression of the fluctuation amplitude A using the Stokes number,
such as:

A =

√√√√√√
S2

t
ρ2

f
ρ2

p
+4

4S2
t +4S2

t
ρ f
ρp

+S2
t

ρ2
f

ρ2
p
+4

. (14)

We can notice from Equation (14) that A is smaller than unity, which indicates that the particles379

oscillation magnitude is smaller than that of the fluid fluctuations.380

A.1 Turbulence generation by particles381

Considering the main flow direction, the kinetic energy transfer rate from particles to fluid per unit particle
mass due to the velocity difference can be estimated by:

Pp =
(u− vp)

2

τp
, (15)

where u and vp are fluid and particle instantaneous velocity, respectively. τp is the mean particle response382

time. The velocities can be divided into mean and fluctuating parts as:383

u = u+u′,

vp = vp + v′p, (16)

Considering the expression of Equation (9), we can calculate the averaged energy production rate as:

Pp,1 =
1
2

[
2(u− vp)

2 +A 2 u2
0−2u2

0 A cosφ +u2
0

τp

]
, (17)

Even though the kinetic energy transfer is mainly due to the velocity in the main flow direction,
the fluctuation of the fluid and the particles are basically three-dimensional. Thus, the turbulent energy
production from the particle to the fluid should be three-dimensional, leading to a more general formulation
of the turbulent production term:

Pp =
1
2

[
2(u− vp)

2 +3A 2 u2
0−6u2

0 A cosφ +3u2
0

τp

]
. (18)
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A.2 Energy redistributing to particles384

Particle fluctuations are mainly due to the fluid flow fluctuations. The presence of dispersed particles
dissipates part of the turbulent energy of the carrier phase. The dissipation rate per unit mass of particles is
derived from the following particle equation:

εp =
d(1

2 v′2p)
dt

=

[
1
τp

(u′− v′p)+
1
2

ρ f

ρp

d(u′− v′p)
dt

]
v′p, (19)

Using Equation (9), a mean dissipation rate over a complete oscillation period results in:

ε p = 3×u2
0 A

[
2cosφ −2A +St sinφ ρ f

ρp

4τp

]
. (20)

where the factor 3 indicates that the dissipation of the fluctuations account for three dimensional effect,385

similar to the turbulence generation.386

A.3 Viscous flow dissipation387

The presence of particles in the carrier phase will not generate only turbulence, but also modify the viscous
dissipation rate of the fluid. The rate of turbulent dissipation proposed by Kenning is:

ε =
k3/2

t

Lh
, (21)

where Lh is the hybrid length scale which combines the inherent integral length scale Li and the mean
inter-particle distance of the dispersed particles λ .

Lh =
2

1
λ + 1

Li

=
2Liλ

Li +λ
. (22)

The factor 2 comes from the harmonic average of these two length scales.388

Combining (18) and (20), the turbulent kinetic energy rate can be expressed as:

dkt

dt
= (Pp− ε p)

(
αp

1−αp

)(
ρp

ρ f

)
+(Pi− ε). (23)

where αp denotes the volume fraction of the dispersed phase, and Pi is the inherent turbulence in the carrier389

fluid for no-stagnant initial conditions.390
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Chapter 6

Conclusions and Perspectives

In this work, reduced-order modeling strategies along with empirical correlations based on conservation laws
are developed in order to provide better information on the physics of flow phenomena related to hydrogen
explosion evolutions under effects of the water spray system in the context of nuclear accidental scenarios.
Special attention is paid to the interactions between premixed hydrogen-air combustion, explosion-induced
shock waves, and spray-induced turbulence. One of the objectives of the current study is to include the effects
of these interactions in large-scale analysis using simplified modeling approaches.

Fundamental physical phenomena and associated physical models are presented in Chapter 1: combustion
properties, water droplet characteristics, planar shock waves and turbulence modulations. The combustion
phenomena involved in the accidental explosion scenarios are discussed such as flame acceleration and
deflagration-to-detonation transition. Mechanisms of the premixed hydrogen-air combustion are briefly
introduced as well as the definition of the laminar flame thickness and burning velocity. Important factors
during spray-flame interactions are presented such as droplet evaporation, droplet breakup, droplet size
distribution and spray dispersion. etc. The influence of explosion-induced shock waves on spray dispersion
and droplet size distribution via droplet breakup is examined. The Eulerian-Lagrangian method is applied
for the description of the planar shock wave and the disperse droplets. Two-way formalism is used for the
spray-shock interaction by taking into account both the droplet acceleration and the gas deceleration by the
droplets. The gas turbulence induced by the movement of the spray bulk flow is noted to be important for the
flame acceleration. Two types of RANS turbulence models (k− ε and Ri j− ε SSG) are introduced which are
widely used for the evaluation of the turbulence intensity in large geometries.

Spray-flame interaction

Before the development of reduced-order models, a lumped-parameter study is carried out in Chapter 2. By
neglecting the less important physical phenomena, this lumped-element model is developed to evaluate the
spray evaporation effect on the asymptotic behavior of the pressure and temperature evolution after an AICC
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combustion. Based on the conservation of mass and energy, the model can predict burnt gas properties for
combustions with or without droplet evaporation. Different hydrogen-air mixtures are investigated within the
flammability limits. CHEMKIN code is used for the assessment of the developed model on the prediction of
asymptotic AICC temperature. The limit volume fractions for different gas mixtures are given, under which
the liquid phase can totally evaporate during the complete combustion. The spray evaporation is shown to
have an efficient mitigation effect on the asymptotic pressure for different initial droplet volume fractions. A
methodology is presented to determine the pressure evolutions during turbulent hydrogen combustion in the
presence of the water spray in a closed volume. A simplified engineering model serves to provide guideline
values for the key parameters such as the flame velocity constant K0, the heat transfer coefficient H, and
the volumetric evaporation rate α̇ . Due to the lack of accurate experimental measurements, the estimation
of these parameters can only rely on theoretical or other relative experimental parameters available in the
literature. Using these estimations, the combustion code CREBCOM is used to determine the transient state of
the combustion system, focusing on the evolution of pressure and the flame velocity in the presence of water
spray. The DOE method has been employed to perform the sensitivity analysis with respect to these model
parameters. Calculation results are shown to collaborate the experimental findings, that the water spray has an
effective mitigation influence on the pressure evolution during the turbulent combustion. This methodology
provides an approach to identify, estimate and evaluate the important parameters for the determination of the
pressure loads due to combustion in the presence of sprays at large scale.

Chapter 3 presents the “Laminar Flame Velocity under Droplet Evaporation Model” (LVDEM) for
premixed hydrogen-air combustion which was developed and assessed using the Cosilab code and the
experimental results. The main object of this model is to quantify the laminar flame deceleration due to the
spray evaporation within the flame thickness. A key ingredient of the LVDEM-model is the single droplet
evaporation model which is essential for the determination of the evaporated mass in the flame zone. In
general, for all considered droplet diameters, the laminar flame velocity decelerates with increasing water
volume fraction. Two critical droplet diameters are noted: (i), Dc,1 = 35 mm above which the droplets do not
affect the laminar flame velocity for the droplet volume fraction of α = 10−4 and, (ii), Dc,2 = 3.9 mm, below
which the droplets can totally evaporate for all flammable hydrogen-air mixtures and for droplet volume
fractions in the range 0≤ α2≤×10−4. The effects of the droplets volume fraction, mixture composition and
droplet size on the propagation velocity of the laminar flame velocity and flame thickness are investigated
numerically.

Spray-shock wave interaction

Chapter 4 presents two analytical models on the description of the spray dispersion topology after interaction
with the explosion-induced shock waves. Small rigid particles are investigated instead of water droplets
for simplicity. First, an analytical model is developed to study the cloud topology after the passage of a
planar shock wave in the framework of a one-way interaction formalism. The momentum exchange between
the shock and particles are studied in order to elucidate the dynamic aspect of the shock-cloud interaction
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mechanisms. The assessment of the model is conducted through a comparison with numerical simulations
performed using the high accuracy Navier-Stokes solver Asphodele. Small particles of diameter O(1) µm
are noted to be sensitive to the drag of the post-shock gas and the presence of piece-wise structures of the
shock-cloud interaction is shown. A simple extension of the one-way to the two-way formulation confirms
the necessity of using the two-way formalism in the numerical simulation of the shock-cloud interaction. An
important shock attenuation effect is noticed for the particle cloud of high volume fractions O(10−3). Various
mechanisms such as shock reflection and attenuation can be observed in the two-way simulations which are
neglected in the one-way formalism. Then, the problem of shock-wave propagation into a dispersed particle-
laden area is investigated both numerically and analytically in a one-dimensional shock tube configuration. A
new analytical model is derived to evaluate the particle dispersion topology as well as the post-shock gas
properties in the framework of the two-way formalism. The development of the analytical model is based
on the observations of the numerical results and assessed using the Navier-Stokes solver Asphodele. Two
regimes of shock reflections are revealed by numerical simulations, depending on the initial shock Mach
number. The estimation of the spray dispersion topology after the shock passage, characterized by the volume
fraction of the particles, mainly depends on the correct estimation of post-shock gas properties. A particle
number density peak is predicted for strong Mach numbers (Ms > 2) and moderate particle diameter (D = 10
µm). The appearance of a compressed gas layer at the gas-spray interface is considered to be a key factor for
the number density peak. Necessary conditions for the formation of a particle density peak are proposed, and
the peak density amplitude is seen to increase when increasing Ms. The predictions of the analytical model
show a good agreement with the numerical results, thereby demonstrating the predictive capabilities of the
proposed model.

Spray-induced turbulence

Chapter 5 discusses the spray-induced turbulence, beginning with a review of the most important physical
concepts and numerical modeling and empirical correlations. In large-scale facilities, such as reactor buildings,
the spraying geometry could be subdivided into two zones: one lies immediately below the spray nozzles
where the droplets have important initial velocity and their velocity has not reached the terminal one, and
the other zone is where the most of the droplets reach the terminal velocity (5−10 m below the nozzles).
The modeling techniques can be developed differently for each zone. In the “terminal velocity” zone –
the mechanistic model of Kenning (or others) can be applied as it has been developed for these range of
parameters. The “momentum” zone turbulent parameters, can be extracted from 3D CFD simulations such as
Neptue_CFD code.

Several criteria are widely discussed such as the length-scale ratio dp/lt , Particles Reynolds number
Rep, Stokes number St , and the particle momentum number PaSt . However, it is noted that the turbulence
modulation cannot be fully characterized by a single parameter. Further experimental and numerical data
are needed for the validation and assessment of these criteria. Many theoretical and analytical models have
been proposed to predict turbulence modulation. Among them, the mechanistic model of Kenning is easy to
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implement and provides reasonable results. It is believed that this simple model can be reasonably used for
the turbulence modulation prediction in large-scale simulations of spray systems. A numerical investigation
on the particle-induced turbulence is carried out by means of 3D RANS calculations using Neptune_CFD
code. Kenning’s model is compared to the numerical results and shows a good capacity to estimate the
kinetic turbulence energy and the integral length scale. The obtained results are also in good agreements
with the experimental data of DynAsp on the particle velocity and air velocity evolutions. Moreover, the
slip-velocity between the particle and the gas flow is proved to be an important parameter for the estimation
of the turbulence intensity. On the contrary, the initial velocity of the injection particles is noted to have very
small influence on the terminal particle slip-velocity. An empirical correlation can be used to provide the
slip-velocity values for particles of diameters of the order of O(100) µm. By coupling the Kenning model
and this empirical slip-velocity correlation, one can estimate the turbulent kinetic energy and the turbulent
length scale generated by falling particles with a sufficient accuracy for large-scale numerical simulations.
This methodology can be applied to the simulation of slow flame-spray interaction in industrial scenarios
such as nuclear containment building, offshore facilities, etc.

Finally, additional information are provided in the Appendix. The mean inter-particle distance is discussed
since it is closely related to the particle-induced turbulent length scale. Cosilab, Asphodele and Neptune_CFD
are the numerical simulation tools used for the assessment or validation of the simple models developed
for the descriptions of different interactions. The introductions of these codes are briefly presented for the
completeness of the state-of-art.

In a short summary, we have partially solved the four issues proposed in the Chapter 1. For the spray
effects on the accidental premixed hydrogen-air explosion, three main interactions are investigated: spray-
flame interaction, spray-shock interaction and the spray-induced turbulence. Dominant phenomena are
selected according to the open literature and current studies: spray evaporation for flame deceleration, spray
dispersion caused by the shock propagation, and spray-induced turbulence which can accelerate the flame
velocity. We propose to use the simple or reduced-order models dedicated to these three types of interactions
in order to implement in large-scale numerical simulations.

Perspectives

Even though several dominant phenomena have been talked about in this study, the spray explosion interaction
remains complicated since it consists of a number of coupled physical processes. Further work can be
envisaged to complete the present study, especially in the following directions:

- Droplet breakup and fragment size distribution as a function of Weber number;

- Spray-shock interaction taking account common droplet size distributions;

- Turbulence modulation by a poly-dispersion spray;

- Coupling of simplified models and their validation at large scale;
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- Optimization of spray application strategies for the explosion extinction.

The droplet breakup remains the most important phenomena for the evaluation of the spray system, since it is
related simultaneously to the spray evaporation and spray dispersion, thus directly affecting the mitigation
capacity of the spray. For now, we have only worked on the one-dimensional shock-spray interaction, while
in a finite geometry, the wall-reflected shock waves can change again the post-shock spray topology. It is
repeated many times that small particles can mitigate the ambient turbulence while large ones enhance it, while
a real industrial spray contains all sizes of droplets, of which the overall consequence of the presence of spray
remains unclear. Also, the coupling of the current developed models and their extensions to multi-dimensional
geometries are interesting and challenging. Finally, the optimization of spray application strategies is also
important for different accidental explosion scenarios, concerning the ignition positions, gas compositions,
pressure and temperature conditions, etc.
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Appendix A

Appendix of spray flame interaction

A.1 Combustion length scales

For turbulent combustion phenomena in severe accident scenarios, such as LOCA in PWR plants, two kinds
of length scales are of major importance: 1) the length scale related to combustion and 2) the length scale
related to turbulence. Here, one can take an example of turbulent combustion of hydrogen-air mixture of
molar fraction xH2 = 10% to estimate the magnitude of these length scales. The initial conditions Pini = 1.013
bar and T = 294 K, in a 1000 m3 volume (10 m × 10 m × 10 m) can be considered.

The flame thickness consists of two parts: the thermal thickness of the preheating zone and the chemical
thickness of the reaction zone. Experimental and numerical investigations show that the chemical flame
thickness is roughly one order of magnitude less than the thermal flame thickness [132]. According to Eq.
(1.10), the thermal flame thickness can be estimated by:

lth ≈
λb

ρucpsL
∼ O(10−4 m) (A.1)

Thus the chemical length scale lchem may have the order of magnitude:

lchem ∼ O(10−5 m) (A.2)

The turbulent integral length scale, lt , can be estimated by 10% of the geometrical length scale (L0 = 10
m) [5]:

lt ∼ O(1 m) (A.3)

To estimate the length scale of Kolmogorov, ηk, we take the turbulent Reynolds number Ret =
u′lt ρ

µ ≈ 103,
with u′ the magnitude of the velocity fluctuations, taking 1% of an averaged flame velocity of the order of
O(1)m/s [57]), and one can have:

ηk =
lt

Re3/4
t

∼ O(10−3 m) (A.4)
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In order to resolve all the above scales one will need about (L0/min{lchem, lth,ηk})3 = 1018 computational
cells, which is not realistic for the current computation facilities. Therefore, the development of reduced-order
and simple models based on the experimental and numerical simulation results becomes one of the main
objects of this study.

A.2 Cosilab code

In this section, we discuss briefly the one-dimensional governing equations for the gas phase implemented in
the Cosilab code [51]. Cosilab is a tool for solving complex chemical kinetics problems, which is widely used
in research and industry for combustion and chemical processing applications. Its computational capabilities
allow us to investigate in details the complex chemical reactions, including intermediate compounds, trace
compounds and pollutants for mono-phase or two-phase reactive flows [133]. One-dimensional governing
equations are solved to obtain a steady solution of a freely propagating premixed flame. Gas-phase governing
equations are the Eulerian conservation equations of overall mass, species mass, momentum, and enthalpy.
Liquid-phase is described by tracking the droplets in a Lagrangian manner, monitoring the droplet size,
velocity and temperature. The gas- and liquid-phase coupling is inspired by [67; 72], including phase-
exchange terms for liquid and gaseous mass, momentum and energy.

First, the overall mass conservation equation is given by the continuity equation:

∂ρ f

∂ t
+

∂
∂y

(ρ f vg) = Sm (A.5)

where t and y denote the time and space coordinates, ρ f is the fluid density, vg is the gas velocity along the y
direction and Sm is the gaseous mass per unit time and unit space transferred between two phases.

In a multi-phase (here two phases) et multi-species system, the conservation for gaseous species mass is
given by:

∂ρ fYg,k

∂ t
+

∂ρ f vgYg,k

∂y
=− ∂

∂y
(ρ f vg,kYg,k)+ εωg,k +Sm,k (A.6)

where Yg,k denotes the mass fraction of the k−th gaseous specie, vg,k denotes its diffusion velocity, ωg,k

represents its mass rate of production per unit volume, Sm,k is the mass rate of the k−th gaseous specie
transferred between the two phases and ε is the volume fraction of the gaseous phase defined as: ε =

Vg
Vg+Vl

.
One can have for the mixture mass density:

ρm = ερg +(1− ε)ρl (A.7)

where ρg and ρl denote the gas and liquid phase density, the fluid density is defined ρ f = ερg. The mass
production rate is defined:

ωg,k =Wk

I

∑
i=1

ν j,iri (A.8)
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where Wk is the molecular weight of k− th specie, ri is the net reaction rate of i− th reaction and ν j,i is the
stoichiometric coefficient of species j in the i− th reaction. The left hand side (L.H.S.) of equation (A.6) can
be expressed:

∂ρ fYg,k

∂ t
+

∂ρ f vgYg,k

∂y
= ρ f

(
∂Yg,k

∂ t
+

∂vgYg,k

∂y

)
+Yg,k

(
∂ρ f

∂ t
+

∂
∂y

(ρ f vg)

)
, (A.9)

By equation (A.5), one can have:

∂ρ fYg,k

∂ t
+

∂ρ f vgYg,k

∂y
= ρ f

DYg,k

Dt
+Yg,kSm, (A.10)

Thus the species conservation equation for k−th gaseous specie can be expressed by:

ρ f
DYg,k

Dt
=− ∂

∂y
(ρ f vg,kYg,k)+ εωg,k +Sm,k−Yg,kSm k = 1,2, ...K. (A.11)

with K the total number of species exchanged between two phases.
The overall gas phase momentum conservation equation can be written as:

∂ρ f vg

∂ t
+

∂ρ f vgvg

∂y
= −ε∇p+ ε∇(µg∇vg)+Sv

= −ε
∂ p
∂y

+ ε
4
3

∂
∂y

(
µg

∂vg

∂y

)
+Sv, (A.12)

where µg denotes the gas phase dynamic viscosity, Sv represents a momentum sink(source) due to the presence
of the liquid phase. Similar to the species mass conservation equation, by equation (A.5), we can have:

∂ρ f vg

∂ t
+

∂ρ f vgvg

∂y
= ρ f

Dvg

Dt
+ vg,kSm, (A.13)

Alternatively, we can rewrite the momentum conservation equation:

ρ f
Dvg

Dt
=−ε

∂ p
∂y

+ ε
4
3

∂
∂y

(
µg

∂vg

∂y

)
+Sv− vgSm. (A.14)

The gase phase mixture enthalpy is defined:

hg =
K

∑
k=1

Yg,khg,k, (A.15)

with K the total number of species in the gas phase. The gas phase heat-flux vector contains two terms:

qg = −λg
∂Tg

∂y︸ ︷︷ ︸
diffusion

+
K

∑
k=1

jg,khg,k

︸ ︷︷ ︸
conduction

, (A.16)
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where λg is the conductivity of the gas mixture, Tg is the gas temperature and jg,k = ρgvg,k. The overall energy
conservation equation can be written as:

∂ρ f hg

∂ t
+

∂ρ f vghg

∂y
=−ε

∂qg

∂y
−ε

K

∑
k=1

hg,kωg,k

︸ ︷︷ ︸
heat release rate

+Se, (A.17)

where Se represents a energy sink (source) due to the liquid phase.
For ideal gas, the caloric equation of state is taken in the form:

hg(Tg) = h0
g +

∫ Tg

T 0
cp,gdT with cp,g =

K

∑
k=1

cp,k, (A.18)

Thus the L.H.S. of Eq. (A.17) can be rewritten as:

∂ρ f hg

∂ t
+

∂ρ f vghg

∂y
= ρ f

(
∂hg

∂ t
+

∂hgvg

∂y

)
+hg

(
∂ρ f

∂ t
+

∂
∂y

(ρ f vg)

)

= ρ f cp,g

(
∂Tg

∂ t
+ vg

∂Tg

∂y

)
+hgSm

= ρ f cp,g
DTg

Dt
+hgSm, (A.19)

Finally, the overall conservation equation of energy can be written:

ρ f cp,g
DTg

Dt
= ε

∂
∂y

(
λ

∂Tg

∂y

)
− ε

∂Tg

∂y

K

∑
k=1

cp,g,k jg,k− ε
K

∑
k=1

hg,kωg,k +Se−
(

K

∑
k=1

Yg,khg,k

)
Sm. (A.20)
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Appendix of spray shock interaction

B.1 Asphodele code

The governing equations for the gaseous phase in Asphodele are the compressible Navier-Stokes equations.
In a multi-species flow, the conservation of mass can be established by considering the transport of different
species k of the mass fraction Yk with ∑Yk = 1. The transport equation of the species k is given by:

∂ρYk

∂ t
+

∂ρuiYk

∂xi
=

∂
∂xi

(
ρDk

∂Yk

∂xi

)
+ ω̇k , (B.1)

where Dk is the diffusivity of the species k, ω̇k is a chemical or evaporation source term of the species k.
The momentum transport equation can be expressed as:

∂ρui

∂ t
+

∂ρuiu j

∂x j
=− ∂ p

∂xi
+

∂τi j

∂x j
, (B.2)

with ρ is the density of the gas, ui the speed gas in the direction i and τi j the viscous-stress tensor given by
[134]:

τi j = µ
[

∂ui

∂x j
+

∂u j

∂xi

]
− 2µ

3
∂ul

∂xl
δi j . (B.3)

with µ the dynamic viscosity of the fluid. For the inviscid flow, the viscous stress terms are ignored.
The sensible energy es of the fluid is transported by the following equation:

∂ρes

∂ t
+

∂ρuies

∂xi
=

∂
∂xi

(
λ

∂T
∂xi

)
− ∂ pui

∂xi
+

∂τi jui

∂x j
+ ω̇es , (B.4)

where λ is the thermal conductivity of the medium and ω̇es is the chemical source term.

B.1.1 WENO scheme

The weighted essentially non-oscillatory (WENO) methods are classes of high-resolution schemes which are
used in the numerical solution of hyperbolic partial differential equations [109]. Consider the initial problems
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of nonlinear hyperbolic differential laws:

ut +∇ · f (u) = 0 with u(x,0) = u0(x) (B.5)

The integration of (B.5) on the cell Ii = [xi−1/2,xi+1/2] gives the semi-discretization scheme:

d
dt

ui(t)+
1

∆xi

(
f̂ (u−i+1/2,u

+
i+1/2)− f̂ (u−i−1/2,u

+
i−1/2)

)
= 0 (B.6)

where f̂ is a monotone numerical flux, u−i+1/2 can be reconstructed by WENO method using the following
5-cell stencil:

S = {Ii−2, Ii−1, Ii, Ii+1, Ii+2}

This stencil is the union of three third order stencils S1, S2 and S3. The fifth order approximation of u−i+1/2
based on the large stencil S can be reconstructed as a linear convex combination of the tree third order
approximations u(1)i+1/2, u(2)i+1/2 and u(3)i+1/2 based on the three small stencils S1, S2 and S3, respectively:

u−i+1/2 = γ1u(1)i+1/2 + γ2u(2)i+1/2 + γ3u(3)i+1/2, (B.7)

where the linear weight coefficients in this reconstruction case have the values:

γ1 =
1

10
, γ2 =

3
5
, γ3 =

3
10

, (B.8)

Besides the linear reconstruction, the WENO method propose another approximation as non-linear convex
combination of the three order approximations:

u−i+1/2 = w1u(1)i+1/2 +w2u(2)i+1/2 +w3u(3)i+1/2, (B.9)

where the nonlinear weights w j ≤ 0 ( j = 1,2.3) are determined by:

w j =
w j

∑ j w j
, with w j =

γ j

∑ j(ε +β j)2 j = 1,2,3 (B.10)

Here ε is a small positive number to avoid the denominator to become zero and typically can be chosen
as ε = 10−6 in calculations. Linear weights are taken as in Eq. (B.8). The choice of nonlinear weights w j

depends on the smoothness indicator β j, which is a measurement of the relative smoothness of the function
u(x) on the stencil S j.

The most widely chosen smoothness indicator is:

β j =
k

∑
l=1

∆x2l−1
∫ x

i+ 1
2

x
i− 1

2

(
dl

dxl p j(x)
)2

dx, (B.11)

where p j(x) is the relevant interpolation polynomial in the interval [xi−1/2,xi+1/2] and k is the polynomial
degree. The explicit expression of the smoothness indicator can be obtained:

β1 =
13
12

(ui−2−2ui−1 +ui)
2 +

1
4
(ui−2−4ui−1 +3ui)

2
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β2 =
13
12

(ui−1−2ui +ui+1)
2 +

1
4
(ui−1−ui+1)

2

β3 =
13
12

(ui−2ui+1 +ui+2)
2 +

1
4
(3ui−4ui+1 +ui+2)

2

The larger the smoothness indicator β j is, the less smooth the function u(x) is on the stencil S j.
Assuming that the cell average values of u(x) over the interval Ii = [xi−1/2,xi+1/2] are known:

ui =
∫ xi+1/2

xi−1/2

u(x)dx (B.12)

The explicit formula for the approximations on the three third order stencils u(1)i+1/2, u(2)i+1/2 and u(3)i+1/2 can be
obtained by simple algebra:

u(1)i+1/2 = p1(xi+1/2) =
1
3

ui−2−
7
6

ui−1 +
11
6

ui

u(2)i+1/2 = p2(xi+1/2) =−
1
6

ui−1 +
5
6

ui +
1
3

ui+1

u(3)i+1/2 = p3(xi+1/2) =
1
3

ui +
5
6

ui+1−
1
6

ui+2

The reconstruction of u−i+1/2 is symmetric with respect to xi of the above procedures. For conserva-
tive Euler equations systems, the reconstructions are performed in local characteristic direction to avoid
oscillations.

B.1.2 Minimal storage time-advancement scheme

A third-order Runge-Kutta method is adopted in Asphodele for the time discretization. The minimal storage
time-advancement scheme has been used to construct the Runge-Kutta method. The main object of the
scheme is to find the solution of the vector system:

dy
dt

= f(y, t) (B.13)

Some assumptions are considered in the scheme modeling:

- for successive times t0, t1 = t0 +∆t0, t2 = t1 +∆t1..., the solution y(t) is approximated to some order as
the Taylor series, with the approximations denoted by y0, y1, y2,...

- only two memory locations are available to store the values of y(t);

- each computed f(y, t) occupies one of the two memory location;

- during each time step, the operation is cyclic, the memory locations contain the updated value during
this time step.
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Assuming that the solution yn at the step n is known, and occupies one of the memory locations. The
other memory location is empty at the beginning of the step n+1, which can be denoted as:

yn,0 | (empty) (B.14)

where the two memory locations are presented at two sides.
Apparently, we can use the value yn to calculate the f(y, t) and store it in the second memory position as:

yn,0 | f(yn,0, t) (B.15)

According to the first condition, using Eq. (B.13) one can propose to update yn:

yn,0 +a∆tf(yn,0, t)︸ ︷︷ ︸
yn,1

| yn,0 +A∆tf(yn,0, t)︸ ︷︷ ︸
yn,2

(B.16)

where a and A are two constants, the new values of the two memory positions are denoted as yn,1 and yn,2.
Then f can be re-calculated for the second memory position:

yn,1 | f(yn,2, t +A∆t) (B.17)

Thus a new linear composition can be obtained in a similar way:

yn,1 +b∆tf(yn,2, t +A∆t)
︸ ︷︷ ︸

yn,3

| yn,1 +B∆tf(yn,2, t +A∆t)
︸ ︷︷ ︸

yn,4

(B.18)

where b and B are also constants to be determined. yn,3 and yn,4 can be used to estimate the yn+1, as the
situation:

yn,3 + c∆tf(yn,3, t +(a+B)∆t)
︸ ︷︷ ︸

yn+1

| (empty) (B.19)

where the second memory position can be considered to be empty for the next time step.
Based on the construction above, the coefficients a, A, b, B and c need to be determined to obtain a third

order accuracy. By Taylor expansion, one can have:

yn+1 = yn +∆t f (yn, t)+
∆t2

2
f (2)(yn, t)+

∆t3

6
f (3)(yn, t)+O(∆t4) (B.20)

where

f (2)(yn, t) =
d
dt
( f (yn, t)) =

∂ f
∂ t

+ f
∂ f
∂yn

(B.21)

and similarly

f (3)(yn, t) =
d
dt

(
∂ f
∂ t

+ f
∂ f
∂yn

)
=

∂ 2 f
∂ t2 +

∂ f
∂ t

∂ f
∂yn

+2 f
∂ 2 f

∂yn∂ t
+ f

(
∂ f
∂yn

)2

+ f 2 ∂ 2 f
∂y2

n
(B.22)
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On the other hand, from the situation (B.19), our estimation for yn+1 can be explicitly given as:

yn+1 = yn +(a+b+ c)∆t f (yn, t)+((a+B)c+Ab)∆t2 f 2(yn, t)

+
1
2
(A2b+(a+B)2c) f 2∆t2 ∂ 2 f

∂y2
n
+ABc∆t3 f

(
∂ f
∂yn

)2

+O(∆t3) (B.23)

By comparing the Eqs. (B.20) and (B.23), one can have the relations for the parameters:

a+b+ c = 1

(a+B)c+Ab =
1
2

A2b+(a+B)2c =
1
3

ABc =
1
6

(B.24)

An estimation of third order for y can be obtained by resolving this system. One of the particular solution
[135] of the system (B.24) is:

a =
1
4
,A =

8
15

,b = 0,B =
5

12
,c =

3
4

(B.25)

and this simple particular solution is used in Asphodele for the resolution of time advancement.
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Appendix C

Appendix of spray turbulence
interaction

C.1 Numerical modelling Neptune_CFD

In order to assess the simple reduced-order models found in the literature, numerical simulations are performed
to investigate free-fall particles and industrial nozzle spray. The NEPTUNE_CFD code is a three-dimensional
multi-phase Navier-Stokes solver developed jointly by EDF (Électricité de France) and CEA (Commissariat
à l’Énergie Atomique et aux Énergies Alternatives) [136; 16]. The solver allows the use of various mesh
types (tetra or hexahedral element) for different flow regimes: compressible/incompressible, steady/unsteady,
laminar and turbulent.

The multi-fluid Euler-Euler model used in Neptune_CFD is based the resolution of mass, momentum and
energy conservations using a finite volume discretization. Two principal methods are used spontaneously for
the numerical resolution: the elliptic and the hyperbolic method. First, the prediction of the velocity field
is obtained by resolving the conservation of momentum. Then, coupled with the conservation of mass and
energy, the other properties are calculated [1].

The mass conservation for the phase k is given as [137]:

∂
∂ t

(αk ρk)+∇ · (αk ρk V k) = Γk, k = l,g, (C.1)

where αk is the volume fraction, ρk the mass density, V k the local mean velocity of the phase k, l and g denote
the liquid and the gas phases, Γk is the interphase mass transfer rate defined as:

Γk = ∑
l 6=k

Γc
l→k +Γwall→k, (C.2)

Γc
l→k is the interfacial mass transfer from phase l to phase k, Γwall→k represents the effects of deposit or
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resuspension. From the definitions, one can deduce the following relations:

∑
k

αk = 1, (C.3)

∑
k

Γk = 0 with Γc
l→k +Γc

k→l = 0. (C.4)

The momentum balance equation for the phase k gives:

∂
∂ t

(αk ρk V k)+∇ · (αk ρk V 2
k) =−αk∇p+Mk +αk ρk fg +∇ · [αk(τk + τT

k )], k = l,g, (C.5)

where p is the gas pressure, fg the gravity acceleration, Mk the interphase momentum transfer term and τk,
τT

k represent the viscous and Reynolds stress tensors, respectively [138]. One can have for the interphase
momentum transfer term:

∑
k

Mk = 0. (C.6)

The enthalpy conservation equation is used in NEPTUNE_CFD instead of internal energy, which gives:

∂
∂ t

[
αk ρk

(
hk +

V 2
k

2

)]
+∇ ·

[
αk ρk

(
hk +

V 2
k

2

)
V k

]
= αk

∂ p
∂ t

+αk ρk fg V k +Γk

(
hk,int +

V 2
k

2

)

+qkAint +qwk−∇ · [αk(qk +qT
k )]. k = l,g. (C.7)

where hk stands for the phase-averaged specific enthalpy for the phase k defined as:

hk = ek +
p

ρk
. (C.8)

hk,int is the interfacial-averaged enthalpy. Γk and qkAint denote the interfacial transfer of mass and heat,
respectively. The wall-to-fluid heat transfer flux term is qwk and the molecular and the turbulent heat fluxes in
phase k are qk and qT

k , respectively. The flow quantities are αk, ρk, Vk and hk.
Closure laws are need for several terms involved in the conservation laws, such as:

- interfacial transfer terms of mass, momentum and enthalpy: Γk, Mk, qkAint

- Reynolds tensor τT
k

- heat flux density qk and qT
k

More details about the model and turbulent closure of other terms can be found in [136; 139].

C.2 Turbulence modeling

Concerning the turbulence models, different RANS and LES models are implemented in Neptune_CFD code
[16] as listed in Tab. C.1.
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TABLE C.1: Different turbulent models in Neptune_CFD code [16].

Gas turbulence model Particle turbulence model

mixing-length Tchen
k− ε Q2-Q12

k− ε "linear production" R2-Q12
Ri, j− ε SSG R2-Q12-Tchen

Ri, j− ε EBRSM

For continuous flow fields, the RANS models contain the mixing-length model, k− ε model and the
Ri, j− ε SSG model (Ri, j stands for Reynolds stress tensor) involving seven turbulent transport equations
[140]. For the dispersed phase, the Tchen model is an algebraic local equilibrium model [141]. The Q2-Q12
model resolves the kinetic energy transport and fluid/particle fluctuating movement covariance. The R2-Q12
model resolves the kinetic stress and fluctuating movement covariance [142]. It is noted that these particle
turbulence models have to be used with a gas turbulence model predicted by either k−ε or Ri, j−ε turbulence
closures. For the phase k, the Reynolds stress tensor is closed by a Boussinesq-like hypothesis:

ρku′k,iu
′
k, j =−µt,k

[
∂uk,i

∂x j
+

∂uk, j

∂xi

]
+

2
3

δi, j

[
ρkq2

k +µt,k
∂uk,m

∂xm

]
, (C.9)

where µt,k is the turbulent viscosity and q2
k denotes the turbulent kinetic energy of the phase k:

q2
k =

1
2

u′k,iu
′
k,i. (C.10)

C.2.1 Standard k− ε model

The k− ε model was first proposed for single-phase turbulence modeling by Launder et al. [143], which
resolves the turbulent kinetic energy k and the turbulent dissipation rate ε . This turbulence model is widely
used in the current industrial applications and academic researches. The k and ε equation of the k− ε model
can be expressed as:

ρ
∂k
∂ t

+div
[

ρ~uk−
(

µ +
µt

σk

)−−→
gradk

]
= P +G −ρε + k div(ρ~u), (C.11)

ρ
∂ε
∂ t

+div
[

ρ~uε−
(

µ +
µt

σε

)−−→
gradε

]
=Cε1

ε
k

[
P +(1−Cε3)G

]
−ρCε2

ε2

k
+ ε div(ρ~u), (C.12)

where P is the shear stress production term defined as:

P =−ρRi j
∂ui

∂x j
= µt

(
∂ui

∂x j
+

∂u j

∂xi

)
∂ui

∂x j
− 2

3
µt(div~u)2− 2

3
ρk div(~u), (C.13)
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and G represents the gravity term:

G =− 1
ρ

µt

σt

∂ρ
∂xi

gi. (C.14)

The eddy turbulent viscosity is given by:

µt = ρCµ
k2

ε
(C.15)

The constants in the above equations are:

Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1, σε = 1.3, Cε3 = 0 for G ≥ 0 (Cε3 = 1 for G ≤ 0).

C.2.2 Ri j− ε SSG model

Reynolds stress model, also referred to as second moment closures are the most complete classical turbulence
model in the RANS models. The eddy-viscosity hypothesis is avoided and the individual components of the
Reynolds stress tensor transportations are directly computed. Reynolds stress models offer higher accuracy
than k− ε model, while being computationally cheaper than Direct Numerical Simulations (DNS) and Large
Eddy Simulations (LES).

One of the most widely used Reynolds stress models is the Ri j− ε SSG model proposed by Speziale et al.
[140]. In this model, for each Reynolds stress component Ri j, one resolves:

∂Ri j

∂ t
+ vk

∂Ri j

∂xk
= Pi j−Πi j +

2
3

εδi j +Gi j, (C.16)

where the Pi j is the shear stress production term:

Pi j =−Rik
∂v j

∂xk
−R jk

∂vi

∂xk
(C.17)

Πi j is the pressure-strain term and G denotes the gravity term.
For the dissipation rate ε , one needs to resolve the advection-dissipation equation:

ρ
∂ε
∂ t

+div
[
ρ~uε− (µ

−−→
gradε)

]
= Dε +Cε1

ε
k
[P +Gε ]−ρCε2

ε2

k
+ ε div(ρ~u). (C.18)

where Dε is the turbulent diffusion term, P is the shear stress production term and Gε denotes the gravity
term:

Gε = max(0,
1
2

Gkk) (C.19)

More details regarding the different gas phase turbulence and particle turbuelence modeling aspects can
be found in [16].

In the particle-laden flow, the quantity of the dispersed phase inside a given volume is usually characterized
by the volume fraction αd . However, the volume fraction cannot contain all the important informations about
the particle cloud. For example, at a given volume fraction, the number density of the particles is reversely
proportional to the particle diameter. One important parameter characterizing the particle quantity is the
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mean inter-particle distance, which is closely related to the spray-induced turbulence intensity [124]. Besides
the particle volume fraction αd , the mean inter-particle distance depends also on the particle diameter and
the particle arrangement in the space. Two different inter-particle distances can be defined based on the
volumetric capacity of this arrangement (see Appendix C.3. A general expression can be obtained:

λ
dp

=

(
τ

αp

) 1
3
−1 (C.20)

where τ is the volumetric capacity, αp is the particle volume fraction and dp denotes the particle diameter.

C.2.3 Turbulence scaling

It is reported that the water spray can have an explosion-enhancing effect as a result of the spray-generated
turbulence [28]. The turbulence enhancement is mainly due to the the bulk flow of large droplet motions
from the nozzles. Large-scale turbulence is considered to be the reason for the flame speed increase and the
turbulence length can be related to the geometry size. However, the determination of the integral length scale
of turbulence in large geometry has no standard measurement solutions. To resolve this, Wingerden et al.
designed an interesting experiment according to the formula proposed by [144]:

Λ f = (2πνt)1/2 (C.21)

where Λ f is the Eulerian integral length scale of turbulence, ν is the kinematic viscosity, and t is the time
for decay of turbulence. The tests in [28] show that the turbulence exists in the mixture affecting the flame
propagation up to 10 s after switch off the the spray system. This decay time gives that the length scale of the
spray-generated-turbulence would be of the order of:

Λspray = 3 cm (C.22)

which is very large in comparison with the size of the droplets but small compared to the size of the geometry.
According to [145], the Eulerian integral length scale of turbulence can be defined as:

Λ f =
∫ ∞

0
f (x)dx (C.23)

where f (x) is the space correlation in the x-direction between the turbulent intensity of two points, separated
by distance x. According to [144], the one-dimension energy spectrum of turbulence can be expressed as:

E(k, t) =
2
π

u′2
∫ ∞

0
f (x, t)cos(kx)dx (C.24)

one can deduce the Eulerian integral scale:

Λ f =
π

2u′2
lim
k→0

E(k, t) (C.25)

Assume that f is the Gaussian error curve:

f (x, t) = exp(−x2/8νt) (C.26)
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The energy spectrum can be obtained:

E(k, t) = u′2
√

8νt
π

exp(−2k2νt) (C.27)

hence, the equation (C.21).
On the other aspect, one can investigate the integral length scale of turbulence induced by the spray by

using reduced-order models to validate this measurement [124]. Kenning et al. introduced a new hybride
length scale for the turbulent flow with particles. This hybrid length scale depends on both the inherent
dissipation length scale Li, and the mean inter-particle spacing λ , which is in fact the harmonic mean of these
two length scales:

Lh =
2Liλ

Li +λ
(C.28)

where λ is estimated by Eq. C.34:
λ
dp
≈
(

π
6αd

)1/3

−1 (C.29)

in which, dp is the sphere equivalent diameter of the particles and αd is the volume fraction of particle phase.
According to the experimental data given in [28], we take, for example, the case of spray with average

droplet size of 500 µm, with flow rate of 99 l/min. The kinetic viscosity is estimated to be ν = 1.43×10−5

m2/s. Unfortunately, the volume fraction of spray droplets was not given in [28], thus we assume that the
volume fraction has the same order of magnitude as in industrial applications αd = 1× 10−4. Under this
assumption, one can calculate the inter-particle spacing λ = 0,00818 m. Taking the width of the experimental
box as the integral dissipation length scale Li = 1 m, the Eq. (C.28) gives:

Lh = 1.62 cm (C.30)

It is interesting to see that the length scale Lh = 1.62 cm meets the order of magnitude of Λspray = 3 cm.
This agreement provides a proof for the utilization of simple reduced-order model on the prediction of
spray-induced turbulence length scales.

C.3 Mean inter-particle distance

Two different inter-particle distances can be defined based on the volumetric capacity of this arrangement:
cubic and tetrahedron case.

C.3.1 Cubic case

Let us consider the regular cubic arrangement of the particles in the carrier phase. The particles are considered
to have exactly the same size. We define the symbols:

• rs distance between the centers of two successive balls
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r

λ

rs

(a)

r

λ

rs

(b)

Figure C.1: (a) Regular cubic arrangement of particles in space (b) Regular tetrahedron arrangement of particles.

• r radius of a single ball

• d diameter of a single ball

• αd volumetric fraction of the particles inside the carrier phase

• τ volumetric capacity of the particles for a compact arrangement in the carrier phase

According to the definition of volumetric fraction αd , from Fig. C.1a we have:

r3
s αd =

4
3

πr3 =
π
6

d3 (C.31)

which gives:

rs =

(
π

6αd

) 1
3

d (C.32)

with the definition of λ , we have directly:

λ = rs−2r = rs−d (C.33)

and finally we have the mean inter-particle distance equation [124]

λ
dp

=

(
π

6αd

) 1
3
−1 (C.34)
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A simple calculation of volumetric capacity of this arrangement gives: τc =
π
6 . Thus, equation (C.34) can

be rewritten to:
λ
dp

=

(
τc

αd

) 1
3
−1 (C.35)

C.3.2 Regular tetrahedron case

Another definition of the inter-particle distance can use the regular tetrahedron arrangement, because all
the particles are equidistant and a better volumetric capacity can be reached. Knowing that the volumetric
capacity of regular tetrahedron is the maximal capacity that can be reached mathematically, one can have:

τt = τmax ≈ 0.74 (C.36)

Firstly, assuming that the balls are arranged to touch each other, we have τt = 0.74. From Fig. C.1b, one
can calculate the volume of balls covered by the tetrahedron:

Vpart = τtVtetrahedron (C.37)

Knowing that the volume of the tetrahedron:

Vtetrahedron =

√
2

12
r3

s (C.38)

and the volume of a single particle ball (since rs = 2r):

Vball,0 =
4
3

π
( rs

2

)3
(C.39)

Thus, the solid angel of particle balls inside a tetrahedron is obtained:

Ωb =
Vpart

Vball,0
=

√
2τt

2π
(C.40)

Now, we consider a more general case that is rs > 2r. According to the definition of volumetric fraction
αd :

αd =
VballΩb

Vtetrahedron
=

4
3 πr3

√
2τt

2π√
2

12 r3
s

(C.41)

Simple algebra can give:
λ
d
=

(
τt

αd

) 1
3
−1 (C.42)

And we can see that this equation is exactly the same as Eq. (C.34).
Finally at a given a given volumetric fraction, the maximal mean inter-particle distance λ is reached

when the volumetric capacity takes the maximal value τmax, which is the case of tetrahedron (or octahedron)
arrangement. The mean inter-particle distance is important in the estimation of the particle-induced turbulence
length scale in several reduced-order or empirical models [146; 147].
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